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SECTION 1
INTRODUCTION AND SUMMARY

The traditional approach to processing data from spaceborne sensors in ground facilifies has proven inade-
quate to satisfy even today's vequirements in terms of quantity, quality, and timeliness. The data receﬁred
on the ground is raw; it must undergo various processes to render it useable io the experimenter. These
range from simple reformatting to complex domain transformation and information extraction processes
which are usually decompanied by correlations with time, ephemerides, and other ancillary data which are
reaident in exogeneous sources. Data is collected rapidiy and simultanecusly by many sensors bot must

wait in line to be processed by centers characterized by limited throughpnt and high cost.

The Space Shuttle can accommadate 10, 000 ctibie feef of experiments. It will fly, on the average, twenty-
five times per year in the 19806's, and technology will have increased many fold the experimenter's capabil-
ity to generate data. Th~ magnitude of the data processing requirements in the Shuttle Era will fzr exceed
the capabilities of any conceivable system designed and operated using teday's methods. We need a new

approach.

This approach must creatively axploit the same advanced technology used by those who generate data. The
large capaciiy of the Shuttle, which ean cause the data avalanchs, zlso oifers the capability to install a sig-
nificant portion of a new type of end-to-end processing system onbourd, permitting the use of this technology

to process data in totally new ways at the data source,

The Onboard Experiment Data Support Faeility (OEDSF) has been conceived and designed to fulfill this
need. The OEDSF is a totally new approach specifically formulated to process the science data of multiple
instruments. Its design dirvectly evolves from analyses of the data processing requirements of over 70
instruments constituting shuttle payloads. Figure 1-1 depicts the QEDSF concept and ils role in the shuitle
data processing. Each array is a dietributed set of elements performing medinm level functions: A is an
arithmetic element performing the expression ZXY + % and all its subgets, T performe all forward and
inverse trigonometric functions. E performs all exponential and logarithmie functions.

The array constitutes sets of programmable pipeline processors whose elements perform each assigned

function in 0.25 microseconds, 1its characteristice are summarized in Table 1-1,

It can handle data rates from a few bita to over 100 megabiis per second,

1-1
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Figure 1-1. The OEDSF Concept

Table 1-1, OEDSF Characteristics

FEATURES ATTRIBUTES
¢ 20 SENSORS AVERAGE PER ARRAY 8 SIX POINT ARCHITECTURE

® REALTIME PROCESSING 8 5X5MATRIX CPU

o ASYNCHRONQUS INPUT/OUTPUT @ HIEARGHIAL MEMORY STRUCTURE

& 250 NANOSECOND MACHINE CYCLE o CENTRAL LIBRARY

@ 28,494 AVAILABLE PIPELINES ¢ THREE GENERIC PROCESSING ELEMENTS
o 100 MEGA FUNCTIONS PER SECOND o PROGRAMMABLE PIPELINES

& MODULAR AND CASCADABLE | & WiDE BANDW!IDTH

Each array occupies one cubic foot, draws 150 watts, and costs approximately $636K*, Its cost sffective-
ness is demonstrated in Table 1-2 which compares the cost of onboard processing with the cost of conven-

tional ground equipments performing the identical processes for sample instruments,

*Average cost of development and eight production units. oF -
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] Table 1-2. Effectiveness Analysis Surmmary

al

CONVENTIONAL APPROACH
DATA IMMEDE- DATA GROUND GROUND ecosT PER|cOST OF OEDSF
, “‘,’}l ATELY AVAIL— COMPRESSION ANCILLLARY | FPROCESSING |FROCESSING MISSION SYSTEM
Bl ABL.E ON (HDDT) RATIO DATA ELIMINATED ADDED TIME <K SK
| g?gg;:frsn CAL{BRATION 6 TIMES REAL
RADIOMETRIC TIME

! ATS IMAGERY WITH NONE EL IMINATED] 50r GEOMETRIC NONE 2648 163.9
B LAT AND LOM CORRECTION
1] RAW TEMPERA— CALIBRATION 1/8 REAL TIME
I TURE AND CALCULATION WITH 24 HOURS 308 18.4
} IRS MIXING RATIO 161 ELIMINATED|OF TEMP AND  |FL.AG CHECK| DELAY

- PROFILES WIiTH MIXING RATIO :
’ LAT AND LON
Bl PER GRID
‘ ol
| oo AND Ta WITH . CALIERATION 35 TIMES .
| RADSCAT! | AT AND 1.ON 901 JELIMINATED| A cuL ATION NONE | REAL TIME £77 127
| OF 0o AND Ta
|
SPECIE CONCEN—
e TRATION WITH

CIMATS | "t N, AND 201 ELIMINATED ALL NONE TBD 432 17.9

- ALTITURE
E
|
E
3y
R
U
!
T
The slements of the OEDSF have been designed and breadboardeil on a General Electrie Independent
]
5 F Research and Development Program, The results of this program are reflecied in the specific design
E L approaches descyribed in this report.
3
e
t i The OEDST concept embadies on off-line computer program which converts the set of processes required
g
E for each sensor supplied in 4 user-oriented high level lznguege to the microcode used onboard by the OEDST.
13 o s i s
The $950K development cost of this program is included, oa & pro-rated basis, in the cosis of Table 1-2,
Bl
.
| {E The cost advartages of 2 central facility over a set of dedicated processors are depicted in Figure 1-2
i which plois relative cost {in terms of the numbar of Integrated Circuits, or an equivalent Number of Instruec-

tions for a software appreach) against the number of sensors serviced.

iy
vt ek

{i‘,

Composite sensor B is a hypothetical sensor representing the average sensor in a typieal shuttle paylsad.

b
4

The OEDST ig cost effective when the number of even lower complexity sensors exceeds a quantify of 8 to
10. Additionally, the OEDSF is designed to be inexpensively reconfigured for totally different sets of

s

sensors whereas dedicated costs continue to be linearly related to the number of new sensors.
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Figure 1-2, Cost of Centralized OEDST vs Dedicated Processors

The OEDST is packaged in a modular configuration whiel provides a tocally self-contained array and readily

enables expansion to multiple array systems as depicted in Figure 1-3.

An alternate packnge design provides cooling by attachment to cold plates and obviates the need for eooling

fans and atmosphere,

The OEDSIs greatest bencfit resides in its zeal-time processing of the data. This results in the informa-
tion heing immediately useable by the experimenter. It also enables the synergistic operation of multiple
instruments whereby the data of one is processed using the data of another. (For example, the data of an

infrared spectrometer corrects “hat of a scanning radiometer to account for atmospheric effects. )
Many processes are based on ancillary information such ag vehicle attitude, ephemerides, ambient condi-
tions, and look angles. The OEDSYT performs these processes using this information in its real-time form

and obviates the need for time-tagging, recording, and subsequent recorrelation with the science data.

The OEDST embodies growth potential in its strong candidacy for implementation with Large Scale Integra-

tion (LSD) eireuits. Near-term technology will enable the fabrication of each processing element of the

1-4
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Figure 1-3. OEDSF Mechanical Packaging

OEDSF on a single integrated circuit chip. This will result in a complete array contained on a single board.
The low-production cost of such an array will justify the dedication of a complete array to each instrument

¢ Cespite the extremely low level of utilization of its capability. This concept reverses the results of the
trade-offs summarized in Figure 1-2.
! The study followed the flow plan shown in Figure 1 4.
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1 Figure 1-4, Study Flow Plan
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The objectives of the OEDSF Study summarized in Figure 1-5, have besn met.

DEFINE AN END—-TO-END PROCESSING APPROACH WHICH RESULTS IN LOWER TOTAL
PROGRAM COSTS, MORE RAPID QUTFUT OF STS EXPERIMENT DATA TO USERS, AND
MORE EFFECTIVE PATA PRODUCT FORMATS AND CONTENT OF DATA PRODUCTS,

AL

DEFINE A CONCEPTUAL DESIGN AND SPECIFICATION FOR AN STS ONBOARD
PROCESS0R WHICH 1S COMPATIBLE WITH THE ABOVE APPROACHES,

~

ANALYZE THE CONCEPTUAL DESIGN TO DETERMINE THE DEGREE OF COMPLIANCE
TO THE ACHIEVEMENT OF OEDSF OBJECTIVES,

Figure 1-5. OEDST Study Objectives
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CONCLUSIONS

@ There are sigrificant benefits to be derived from onboard processing. These inciude:

Timely availability of data to user

Lower costs compared to conventional processing approaches

—~  Real-time utilization of ancillary information

Reduction in the quantity of data transmitted and stored.

© The concept of a processor based on a set of programmable pipeline processor responds to all the

requirements of a data processor onbogrd the shuttle. These include:

— Cost-effectivity
~  Multiple sensor complementa from mulfiple disciplines
— Combinations of very low and very high data rates

—~ Real-time processing
o  The lavel and extent of processing performed onboard Faat is benefjeial or desired by the user is
dependent on the class of user. Most, however, benefit from performing those processes which use aneil-
lary data,

REPORT ORGANIZ ATION

This report is organized as follows:
Section I is the introduction and summary.
Section 2 desoribes the methodology of the study: The selection of boundary sensors, the determination of
thelr processing requirements, the pavtitioning of the required processes between onboard and ground seg-
ments, the conception of the architecture for the onboard processor, the design of the processor, and the

analysas of its effectiveness.

Section 3 discusses the selection of the Boundary Sensors: The tabulation of candidate shutile instruments,

generation of selection criteria, selection and justification of the boundary sensors,




Section ¢ derives the processing requirements of the boundary sensors in a real time mode and the resuiting
requirements on the OQEDSF,

Seoction 5 synthetizes a hypothetical instrument based on the average rate and processing requirements of
the set of sensors examined in Section 3 as related to the boundary sensors. This instrument provides a
more generalized set of requirements than the boundary sensors and enables the extrapolaiion of the resuits

based on the boundary sensors to full payloads,

Section 6 examines various processing system architectures suitable for the OEDSF., The array (or matrix)

concept is evolvad and traded-off against more conventiopal approaches.

Bection 7 describes the entire conceptual design of the OEDSF. The major elements discussed include the
Central Processing Unit (CPU), the asyachronous Input/Output concepts, the Data Base design, the Bus
strueture, the Control structure, and the mechanical and thermal considerations.

Section 8 desceribes the Index Generating Program. This major software element is key to the achievement
of relegating the effort of programming the OEDSF for multiple sensor payloads on each mission to a trivial
and inexpensive task,

Section 9 discusses the effectiveness of the OEDST in terms of both functional performance and costs. The
advantages of onboard processing are described and the costs of performing processes onboard with the
OEDSF are compared to those for performing the identical processes using conventional methods., Users
are identified and the benefits they derive from onboard processing are defined. This section also analyzes
the alternatives available {o provide OEDSF simulation to the experimenters during levels IV and V integra-

tion with their experiments.,

Section 10 examines the aspects of the OEDSF related to Reliability, Quality Assurance and Safety.

Section 11 is the development plan for the OEDSF. It presents a prop -sed schedule tailored to the antiei-
pated start date of the hardware program and the scheduled date for target shuttle flights, a work breakdown

strueture, and a work package deseription.

Appendix A is an evaluation of the present state-of-the-art and a forecast in the technologies applicable to
the OEDST,

Appendix B are a set of benchmark programs used in trade~oifs between hardware and software implementa-

tion of various segments of the OEDSF CPU.
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Appendix C describes g polynomial generator which is en alternsate to the different processing elements of
the CPY and was used in the CPU elements trade-off apalyzes.

Appendix D is the Design and Requirements Summary for the OEDSF.
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SECTION 2
STUDY METHODOIOGY

The design of the OEDSTF was developed by a point-design approath; 1, e,, designing {o satisiy speeifio
requirements, then broadening these requirements to encompass a move general set,

The sindy was divided into four tasks which formed 2 logical flow beginning with an analysis of sensors and
their processing requirements and culminating in the design of a processor gatisfying these requirements
cnboaxrd in n cost effective approach, The flow of the study is depicted in Figure 2-1,

A set of over 150 instrnments was enlled to select 77 experiments which are ecandidates for {light on the
shuitle,

A limited set of these experiments were gelected as "boundary” experiments because they satisfied the
selection eriteria which imposed “igil-pole' and "representativeness' conditions on the data processing re-
gquiraments, The procesging requirements for these selected boundary experimenis were then defined,
Figure 2-2 summarizes the results of this effort.

— OEOSF CONGEFTUAL DESIGN
NASA DEFINITION AND SPECIFICATION NASA
ey - 56
REVIEW REVIEW QEDSF EFFECTIVENESS EVALUATION REVIEW
———
~ TABULATE AND CHARACTERIZE — GENERATE E-E FUNCTIONAL FLOW
EXPERIMENTS DIAGRAM
— SELECT BOUNDARY EXPERIMENTS — DETERMIKE ONSDARD GROUND
- ESTASLISHENDTO-END F““T':'w TASK 3
ol — o
PROGESSING REQUIREMENTS | w|- DEFINE OEDSF REQUIREMENTS concErTA 3 s
~ GROUP AND DETERMINE GROUP END- SPECIFIGATION FOR
END PROGESSING REQMTS AN ONBOARD PROCESSOR
— OEDSF GGST ESTIMATE
- SYSTEMS COST ESTIMATES
TASK 1 TASK 2 - DEVELOPMENT PLAN
DEFINITICN OF DEFINITION OF
DATA PROCESSING ONBOAND PROGESSING
REQUIREMENTS HEQUIREMENTS 3]
— a
T TASK 4
. AT DOES " COST ANALYSES
y i 2 HEng DOES IT EnoRT
P REM™
REPCRT REPORT i 002 |
L WHAT DOES IT
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Figure 2-1, Situdy Flow Plan
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CHARAND oIZE SELECTION BOUNDARY PROCESSING
T 2E CRITERIA EXPERIMENTS REQUIREMENTS
77 EXPERIMENTS & CRITERIA 6 EXPERIMENTS
CHARACTERIZED DEVELOPED SELECTED o ATS
» IRS
8 RADSCAT
e CIMATS
s ELECTRON BEAM ACCELERATOR
o QOBIPS

PFigure 2-2, Task I Summary

The processing requirements of the boundary sensors were then converted to real-time processes begause
onboard provessing iwplies exploitatirn of the real-time availability of ancillary data, Criteria were
developed for processes which would benefit from ounboard processing and applied to the set of processes

required by the boundary sensors.

The set of regquirement assigned to on~board processing define the requirements on the OEDSTF, Decom-
position of the on-board processes yielded the basic requirements for the capability of the OEDSF. The
levels of decomposition weighted by the considerations of the poals of handling multiple sensors on
repeated flights at data rates ranging from tens of bits per second to hundreds of megabits per second

were used to define a suitable architecture,

These efforis are depicted in Figure 2-3,

The selacted onboard processor architecture was then developed into a complete conceptual design
oriented toward the ecost effective processing of shuttle sensor payloads. The specific areas of anulysis
included the Central Procesging Unit, the interfaces with sensors and spacelab equipments, the structure
control, the data base, and the bus structure, The design of the proeessor was an iterative procegs which
continuously evaluated the impact of the design on the satisfaction of the OEDST guals and obiectives. This
process is deplcted in Figure 2-4,

The initial design was specifically aimed at sailsfying the requirements of the boundary sensors and was

then evaluated on its eapability to process randomly selected sensors,

The OEDST was ther evaluated in terms of its benefits., These include technical benefits such as increased

aceurary and improvad timeliness, and cost benefits, The costs of processing data on~board with the




GENERATE DATA DETERMINE DEFINE DEFINE

q . PRCGESSING FLOW ONBOARLY GROUND OEDSF QEDSF
It DIAGRAMS RARTITIONS REQUIREMENTS ARCHITECTURE
I o ATS s ALGEBRAIC o SET OF PROGRAMMABLE
3& « CIMATS « TRIGONOMETRIC PIPELINES

e RADSCAT o EXPONENTIAL
EF o IRS o LOGARITHMIC

Figure 2-8, Task 2 Summary
f?‘r] RE—EVLAL UATE REQUIREMENTS \
Digy APPROR, E;N""""*

i
il MACHINE SYSTEM LEVEL ~ CONCEPTUAL.

PROCESSING MACHINE MAGHINE
o REQUIREMENTS - DESIGN DESIGN
il
L

» BOUNDARY SENSOR ANALYSIS

» DEVELOP APFRUACHES s GENERATE CONCEPTUAL DESIGN
i » DEVELOP MODEL SENSORS o ESTABLISH SELECTION CRITERIA » MODEL COMPONENTS
14
e s DEFINE MACHINE REQUIREMEMNTS s EVALUATE FEASIBILITY o VERIFY FEASIBIITY
o DEVELOP FUMNCTIONAL DESIGN - « GENERATE SPECIFICATION
3
1 Figure 2-4, Task 3 Summary

OEDSF were determined using the cost of producing the OEDSF, those of flying it on the shuttle, and those
associated with its concept including the costs of integration.

These wers compared with the costs associated with conventional ground equipments using the boundary

E«; sengors as samples. These cost comparisons were then extended fo full shuttle payloads.

As a final produc: of the study 2 development plan was evelved. This plan provides a schedule which pro-
duces an OEDSFT flight model within the time frame antieipated from authorization to target shuttle flights,
a Work Breakdown Structure which was also used in deriving the cost of producing an OEDSF, and a Work
Package Description defining the efforts identified in the Work Breakdown Structura,
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SECTION 3
BOUNDARY SENSORS SELECTION

=i

The methodalogy of the study depended on point designs performed on selected instruments. These instru-

i

ments are termsd "boundary" sensors and are characterized by features which are exiremes of their do-

main or by a high degree of representativeness.

==

il
k 77 ingtruments were identified as candidate boundary sensors and tabulated with the features of interest in
?ﬁ data processing to enable selection, as exemplified by Table 8-1. The complete set of tabulations is con-
R
Ui

teined in the OEDSF Task 1 report.

The eritarla for the selection of these houndary sensors are discussed bslow.

CRITERTA FOR SELECTION OF BOUNDARY EXPERIMENTS

T’l 1. Data Rates and Data Storage: Experiments which represent a _arge range of data rates should be
s chesen. Such a selection will provide several boundary points in ferms of the data processing
n which can or musi be considered in designing a processing gystem. For example, instrumenia
ég" with data rates less than 500 kbps represent experiments for which considerabie on-board pro-
cessing such &s formatting, application of calibration data, and partial or complets data reduction
‘:‘? ean be accomplished, Data rates greater than 50 mbps, on the other hand, may requirve the appli-
= eation of various data compression techniques and partial pre-processing to reduce the fotal aceu~
’i'“ mulsated volume of data to a level which can be practically recorded or transmitted.
207
o 2. Oversll Provessing Requirements: The end-to-end procesging requirements should involve a level
;jn of complexity which will truly benefit from the features offered by on-board processing. When the
) mweﬁd processing requirements of a partlcular experiment ave viewed, 1t will be apparent that
Z certain processing functions can be performed on-board. Typicdl candidate processing functions
noiude complex correction techniques, correiation of several parameters, inversions or lengthy
"" jterative ealculations, ¥F the end products of the experiment can be cbtained more efficiently (l.e.,
ia quicker, less cost, etc.) by performing such on-board processing then the experiment will serve
a0 as a good boundary expariment.
8. Representativenesa: The data and its processing requirements should be characteristic or repre-
E gentative of that from many experiments. By considering the point by point precessing require-

ments of these gpecific experimenc. ‘e.g., radiometric callbration and correction, geometric

i correction, data quality assessment, ete.) generalized processing algorithms can be designed to

iG] 3-1
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Table 3-1. Sample of Sensor Tabulations

Interaction

On~ With Other
Ancillary Board Instruments Data Objective Unusual
Science Data Measurement Data Diaplays Poaasible (P) Processing or Requirements
Experiment Form Bate Perigd Required Required o1 Req'd (R) Requirements End Product and Comments
#6
Gos Flumeo 4.5 Maximum of 4 hrs. N/A Replay of Operates in Little process- Video tape of pas Controls of accelera-
Release Mhz per day, concurrent several conjunction ing req'd. Data release. tors must be coord-
with accelerator secs of TV with eiectron  consists of op- inated with gas re-
oporation. from & ion accel-  tical abserva- lease & video taping.,
video tape. erators tions of plume
— release,
47 Pyrohelio- 320 2 or 3 scans per Fointing Lights to Simultaneous  Simple corre-  Value of sclar con-
meter & Spec- BPS daylight haif-orbic. angle re~ show when measurement lation between stant and solar
traphatometer 10 nrinutes por scan.  ladve to various con-  of edrth's al-  instruments spectral irrad
the sun. trols are bedo with & with ancil- isnce.
Tempera~ activated. second instru- lary data.
ture and ment (P). Low level
ephemeris Boresight processing
data, with sun- requirements.
tracker (R),
#8 Qptical 4 Determined by Ephemeria Cne video None {R} Bagic output Monochromatic Direction of photo-
band image Mhz phenomena to be data; at- TV moni- i4 intenaity at images of faint meters controlled by
& photometer ecach measurad. titude to tor & var- at presclected natural phen- erew, based on TV
syGtom 0.02°% time  ious indi- wavelengths, omena, e. g, images. -
a0 of middle of cator Quantity & mix  auroras {nat~
KBPS TV picture liphts of data types ural & arti.
to . 003 sec. prensnta data ficial), glows,
mpgmt. problem. ete.
#9 Infrared 1000 3 minutes per data Ephemeris TBD None (R) Basic output is  Special anniysie
Interfero- BPS take: up to 3 data data;pointing intengity vs. at IR wavelengths
mater takes during a of instrument wavelungth, {Specific use THD)
given orbit. with ace. Requires calie
z0.2% bration data
to correct
meas.
#0 12 Operates from dark Ephemeris Display for Nope (R} Basic output s Measurement of
Limb KBP5  side of the termina-  data, crew eval- intensity vs. trace species at
Scanning tor; cne data take Relative uation of wvlgth, Reg. altitudes up to
Infrared may be up to 5 min.  pointing instrument calibr. data, 120 Xm.
Radiometer angle, atatus & Spectrim com-
Detector data from pared with kwn,
temp. 4-12 spec- spoctra b ident,
tral cha, trace guges,
¥l Magnoto~ 1 Approx. 4 houra Ephemeris CRTdispiay Operates with Many inter- Map of earth's Reqguires rapid
plasma-~dynam- Mhz per day data, of pulse mass spectro~ acting inputs. magnetic figld digitization of
ic (MPD) arc Ambient wave forms  meters, ion Requires pub~  lines. Effect of pulse wave forms,
{Lavel I Diag~ plaama & several ma65 analy- tract. of ex- perturhing iono-
nostics) densities housekesp. zers, TV, traneousfields  sphers conduct-
parameters  etc. MPD which mpy in-  jvity & genera-
- arcisa sub- volve complex  tion of plasina
system of algorithme. waves,
particle Real time deta
accel. systom display req'd.
T - -~ - y ——- —— ~ e e e _
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handle the boundary experiments as well as all experiments which require the same or gimilax
processing funciiong. Also, an experiment which by itself or when uged in consort with other
experiments requives the processing and correlation of several types of data (e.g., digital, analog,

video, ete.) provides the requirements for designing a more versatile daia support system.

On-Board Processing: An experiment should have the poiential for benefiting from on-board pro-
cessiug. One of the prite dhjectives of the OBEDSF is to explolt the real-time availabiiity of an-

cillary data or the real-time utilization of other instrument data to pexform on-board procesging
which will minimize the amount and diversity of the data which must be fransmitited or refturned to
earth. Such on-hoard pre-processing or processing of the data should have a gignificant impaet on

the end~to-end processing: cost, timeliness, or quality.

Real-Time Requirements: Certain experiments require or desire real-time processing either for

quick look and evaluation of instrument operation, or to use the data in adjunct experiments. The
real-time requirements must be considered as one of the ""points™ in the point-by-point degign of a
processing system. While usually not a driving parameter in the overall design, the real-time

needs render the experiment a prime candidate for selection if it also meets other boundary criferia.

Status of Experiment Development: The experiment should be developed to the state where it i
possible to characterize its data output and define its data processing requirements. It will then

be possible to do a point-by-point design of a processor for the selected experiments followed by a
generalization of the design to be compatible with several experiments having the same bagic
requirements.

An gdditional consideration not explicitly stated as a criterion was to obiain a mix of various re-

quirements and technologles, i.e., active, passive, spectral coverage (visual, microwave).

The instruments selected ave indicated in Tahle 8.2 together with the reason for selection and the potential
beneflis of onboard processing, The reagons for their selection is amplified in the following paragraphs.

i.

Advanced Technology Scanner (ATS)

The data and processing from the ATS is typleal of imaging visible/IR speetrum sensors. The
output congists of digital words representing radiance values for specific spectra? iniervals and
geodetic locations. This raw data g "in error', and must have both radiometric and geometric
corrections applied. Such corrections can be performed most efficiently on-board by utilizing reai-

time calibratlon input parameters. In addition, the very high data rate (~90 mhps) points out the




Table 3-2. Boundary Experiments

1ON POTENTIAL BENEFITS OF
EXPERIMENT REASON FOR SELECT . ONBOARD PROCESSING
ADVANCED DATA AND PROCESSING IS TYPICAL OF IMAGING DATA TOTALLY PREPROCESSED/
TECHNOLOGY VISIBLE/IR SPECTRUM SENSORS. VERY HIGH DATA CORRECTED. READY FOR
SCANNER RATE (~90 MBPS). RELATIVELY COMPLEX PRO- INFORMATION EXTRACTION:
(ATS) CESSING, SOME OF WHICH IS MORE EFFECTIVELY DATA IMMEDIATELY USEFUL 7O
'DONE ON-BOARD. RESOURCE MANAGER USER

CORRELATION EXAMPLE OF DATA FROM A BROAD CATEGORY OF TOTALLY PROCESSED DATA REDUCES
INTERFEROMETER INTERFEROMETERS. REQUIRES LIMB INVERSION STORAGE REQUIREMENTS FROM
MEASUREMENTS AND ITERATIVE CALCULATIONS. REQUIRES 3-4 MB > 108 BITS TO TABULATIONS
OF ATMOSPHERIC STORAGE PER ORBIT. ELIMINATES NEED FOR ANCILLARY DATA
TRACE SPECIES AND CORRELATION WITH SCIENCE DATA
(CIMATS)
INFRARED RELATIVELY LOW BIT RATE (3.4 KBPS). PERMITS PREPROCESSING CAN
SPECTROMETER EXTENSIVE REAL-TIME ON-BOARD PROCESSING. SIGNIFICANTLY REDUCE COMPLEXITY
(IRS) REDUCED DATA CAN BE USED IN REAL-TIME BY OF GROUND PROCESSING WHICH

OTHER SENSORS AS AUXILIARY CORRECTION DATA! PRESENTLY UTILIZES LARGE COMPUTERS

FOR EXTENDED TIME PERIODS

ELECTRON COMPLEX DISPLAY AND STORAGE REQUIREMENTS ENABLES REAL-TIME CONTROL
ACCELERATOR (ANALYSIS AND CRT DISPLAY OF 100 NS PULSE AND INTERACTION WITH OPERATOR.
SHAPES). REQUIRES FAST DIGITIZATION OF REDUCTION OF STORAGE OF
ANALOG DATA. REQUIRES INTERACTION WITH HIGH DATA RATE AND
OTHER INSTRUMENTS. ANCILLARY DATA.
MICROWAVE PROCESSING REQUIRES COMPLEX UTILIZATION OF ELIMINATION OF LARGE
RADIOMETER/ ANCILLARY NDATA WHICH IS AVAILABLE ON-BOARD IN QUANTITIES OF ANCILLARY
SCATTEROMETER REAL-TIME. EXPLOITATION OF THIS AVAILABILITY TO DATA AND TIME CONSUMING
(RADSCAT) CALCULATE RADAR BACKSCATTER CRCSS-SECTIONS RE-CORRELATION ON GROUND.
WILL SIGNIFICANTLY REDUCE THE QUANTITY OF DATA DATA IMMEDIATELY USEFUL
RETURNED TO CROUND AND GREATLY REDUCE THE TO EXPERIMENTER.

TIME REQUIRED FOR END-TO-END PROCESSING.

OPTICAL BAND BOT'4 TV AND DIGITAL DATA AS OUTPUTS. REQUIRES ELIMINATION OF USELESS DATA
IMAGE AND HILH DEGREE OF CREW INTERFACE (ON-BOARD REAL- WHICH MAY CONSTITUTE UP
PHOTOMETER TIME TV DISPLAY). HIGHLY ACCURATE ATTITUDE TO 95% OF DATA COLLECTED
SYSTEM AND TIMING DATA MUST BE CORRELATED WITH AT 8BMHZ RATE.

(oBIPS) SCIENCE DATA BY INSERTION INTO THE VIDEO VIA A

CHARACTER GENERATOR (THIS MAY BE A GENERAL
REQUIREMENT FOR ALL VIDEO EXFERIMENTS). LARGE
PERCENTAGE OF TV _DATA CONTAINS NO INFORMATION
AND CAN BE EDITED OUT OF MAIN DATA STREA™
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need for such processing, {ogether with soms type of on~board data quality assessment to insurs

that ordy useable data is recorded or transmitted for complete analysis.

Infrared Spectrometer (IRS)
Neaxly identicsl versions of the IRS experiment have been flown previously so that iis data pro-

cessing requirements are well defined. Radiauee ealibration and angular corrections ean be per-
formed efficienily on-board utilizing the availability of real-time ancillary data. Analysis of the

corrected raw data can be performed on~board to the extent necegsary for use by other sensors as
anxiligry correction data. The end-to-end processing involves inversion of the radiative transfer

equation and evaiuation of the iferative solution of the water vapor equation.

Correlation Inferferometer Measurements of Atmospheric Trace Speeies (CIMATS)

The data from the CIMATS egperiment iz representative of a broad category of interferometers.
The low bit vate (~38 kbps) will permit extensive on-board processing. Real-time anciilary data,
togather with a data bank of correlaiion functions can be used to perform the necessary‘ corrections
on the raw data and carry the required processing to the end prodnct. FProcessing of ihe corrected
data will requive limb tnversion and itsrative calculations (e.g., solution of 10 equations in 10

unknowns).

Mierowave Radiometer/Scatterometer

Processing of the Microwave Radiometer/Scatterometer data requires complex utilization of
ancillary data which is available on~board in real-time. Exploitation of this availability to caleu-~
late radar backscatter erosg-sections will significanily reduce the quantity of data returnaed to
ground and greatly reduce the time requirad for end-to-end processing. In wddition, real-time
grocesging s desircd to determine trend analyses of raw data (such as means and standard dsvia-

tions) to provide a rapid indication of proper instrument operation.

Elaectron Accelerator

The electron socelerator must be used in consort with various d .cctors. Consequenfly, precise
timing between the accelerator oparation and the detecting instruments is required. Real {ime data
displays and preliminary processing will he naeded to selecy the accelerator program (i.e., pulse
duration, pulse repetition rats, beam injection angle, ete.). Capability for storage ard recal of

pulse shapes of several rapidiy varying parameters, which must be correlated in timr:, will be re-

quired. This may necesgsgitate the use of fast digitizers with selectable sampling frequencies of up
to 100 MHz,




8.

Opt.:al Band Imoge and Paciometer System (OB{PS)
The experiment consiste of three subsystems which have both TV and digital data as oniputs. A

large percentage of the TV datz contains no information and can be edited out of the main dgta
stream, thereby reducing the iclemeiry or recording requirements. Highly accurate attitude and
timing data must be correlated with tha seience data by inseviion into the video via a character
genevator. Additional housekeeping data iz inserted in the verticsl interval (i.e., during the vertl-
cal ratrace). This method of ingserting ancillary drfa into the science data may bz a general re-

quirement or desired capability for all vide)> experiments.

Figure §-1 gummarizis the degree of representativeness achieved by thiz selection in the four

domains of interest.

Fipures 8-2 through 3-7 summarize the daia procegsing sieps requirved for each of the houndary

Sensors.,

Following the completion of Task 1, the OBIPS and the Electron Accelerator were dropped from
the 1ist of boundary sensors hecauge their processing requirements were not defined sufficienily

to allow fruitful results in Task 2.

e
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SECTION 4
PROCESSING REQUIREMENTS OF THE BOUNDARY SENSORS

This section discusses the derivation of data processing approaches suitable for an on-board processor,
the partitioning of the processes between on-board and ground and the resulting requirements for the on-
board processor and the ground system,

4,1 ONBOARD PROCESSING REQUIREMENTS
The OEDSF operates in real time. Accordingly, the processes it performs must be compatible with this
mode of operation. A major effort of Task 2 was to convert the processing requirements of the boundary

sensors into real-time processes. Figure 4-1 is one of four charts representing the processing require- '
ments of the IRS, Figure 4-2 is one of the mne charts which converts these requirements into a set of
real-time processes for the IRS, The total set of these processes indicate the logical partitioning for
processes to be performed on-board and for those to be performed on the ground. The set of criteria
selected to effect this decision is summarized in Table 4-1 and discussed in the following paragraphs.

1. Processing performed oxﬂoard by the OEDSF should satisfy all the users of the data, OEDSF
processing stops where different users begin to process the data differently.

Many experiments gather data which can

be used in several ways. In most cases, Table 4-1. On-Board/Bround
fundamental calibration and correction Partition Criteria
processes and the extraction of basic in~-

formation is common to all uses, Addi-

tional processing is peculiar to the specific

use, For example, surface temperature e OM-BOARD PROCESSES SATISFY ALL USERS
information is ufilized and processed

differently when it is used for meteorology,

crop yield estimation, or energy balance ¢
studies (Albedo). The OEDST is an effec-
tive device when it performs processes com-
mon to all users since it eliminates the
duplication of these processes by the in-
dividual users, or expedites delivery of o NO FREQUENT UPDATE OF ON-BOARD PRE-STORZD DATA
their data by avoiding the delay they would
incur if these common processes were
performed in a single ground facility fol-
lowing the return of the shuttle, Further, p
the chief benefits derived from on-board e ON-BOARD PROCESSES WELL DEFINED AND STABLE
processing (real-time availability of

ancillary data, for example) tend to be

realized in the primitive processes, which o
usually are also the common processes,

ON-BOARD PROCESSING IN REAL TIME

s NO LARGE QUANTITIES OF PRE-STORED DATA ON-BOARD

o NO GROUND REPEAT OF ON-BOARD PROCESSES

CLEAN INTERFACE TO GROUND PROCESS ING

2, All on-board processing will be on-line in

C——

real or near-real time, Data will not be

4-1




-

tRS DATR PRACEZZin6

CRLCULATION DF SURFRLE TEMPERRATUZE hup CLEAR Lotumm RAPIPLCE o SUB-GMD
Wt oL WARLENGIN warow | AZ HLOpM

W7 SAORT e ENEFS wanrow, DT T

V3" APIALENT FiELDS OF vaw @ @
YA~ NO. 6F KRS OF wifw FOK
MrHieH CLEAR FIELD oF yvigw

i3 CALLuaRTED

ﬂ?

L i) - 2%y a
. S v,
Tovwd « % 0wt

T-tw} n . 2

g o3 onitinns

EERATH AADMNLES

Toa¥e _Fusraccy e
:, )
@ @ 7:.'“-]’

mad J7, + S 0-N2) Tatr)
S LT rinile ol FATSIY |

B

(LI T AW
Fo

PR S L med 1
. < YES ) STCAE AvsAnck
N"' ® 0.96 g - -te fes < I;(i-LN).— Jiten L™ I"\ - » € I‘“““e potaiod
e I s prval pevey LeC g T 4 S GiLI28 0 Rers
o L. - EATEYS) St FoR aumono;
¥ HO
NO CLEBR COLvmn P
RAGANCE 1 HANE ML by v
. ror . af CospranTions v [ YVES
conputes For SuB-GRWD LIS
BEew usED NO
P ————— \ B
RAGS
I [ 5O AVERACE ‘:ﬂ Aus
REACE
nu,. ,T(p, )m]n- m‘! {Hgug=B {4, T(p, )48 CLEAR chauma TEMARRATURL
i (1 3 ot g g’ setlPg Rhpa el Fen 1% CompuTED
Sud-GRi0 s Fof SvA-GRID
L = n £ ALED
T e e =
D15 < [gemdvest) ot
E W, Tlpy)e e - -
camFUTED DutE FOR [5. tru E]“‘s qu{dﬂ]% BEIS'T{R") 8]} s
BacK §ub. GRID [ *

W, T{pg J,-u] ﬂ_r.nin ]Io("s dug-g E:’s.'r(ps )-a]

i AJEeY =

L SWlieGAD /,

N

Blws,Tepyye88] - prance Funcrion Lsee Pace 3)

TUpi) - SURFACE YEMPERRTURE ESTIMATE (FROM PAGE 4)
Be K Tepu) wHERE K 11 A PREDETERM-NED ConsTART
Zolws) o ~SEE PRCE QnE

RN s ¥y 0,100 wHeRE Yy i3 OBTMNED FRIm PRGE onE
nﬂr“: o

4004 ST 3Dvd TYRNEDITHO
HL 40 KCLI'II‘E!IOHCIO’&JHH

i

Figure ¢4-1.

Processing Requirements (Typical Example)
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4.

stored for long periods of time and processed in batches, This criterion is derived from two
basic tenets of the OEDSF cost-effectiveness concept: It must exploit the features available on~
board but not on the ground; it must not perform processes which simply convert ground equipment
into flight equipment,

The major feature of on-board processing is the real time availability of ancillary data which
includes shuttle location and attitude, instrument characteristics such as pointing parameters and
operation (housekeeping), and other calibration data such as sun angle, sun radiance, and the
information provided by auxiliary sensors, This feature is exploited only when the real time
aspects are utilized, Storing this data and performing batch processing duplicates the operation
of present ground processing modes, Further, it requires storage facilities which tend to be
large anc difficult to qualify for space flight,

Processes requiring large quantities of pre-stored data (i, e,, look-up) will be performed on the
ground, The term "large" is a variable depending primarily on the memory requirements. The
criterion derives from the obvious deleterious effecic of having to provide large memory capacities
on-board. It is supported by the fact that in most cases, the processes requiring these pre-
stored daia tend to be in the more advanced categories rather than the basic processes which the
OEDSF is ideally suited to perform.

Processes requiring pre-stored data which must be periodically updated will be performed on

the ground; however, infrequent uplinks of updated data which enhances onboard processing is
allowable, This criterion is primarily based on the premise that processes requiring regularly
updated pre-stored data tend to be the more advanced and specialized processes which no longer
benefit from onboard features, It is rec-gnized that there will be many exceptions to this premise
so that, although it is a first order guideline, it is subject to re-examination where it eliminates
primitive processes. The cost of providing an up-date feature must be weighted against the loss
of the benefits of on-board processing.

The location of the on-board/ground partitioning must not require any extensive on-board process
to be repeated on the ground. There are frequent instances when the data must be reformatted
following a series of processes. The data must also be reformatted if it is to undergo recording
or transmission following any portion of this series, then again reformatted prior to and following
undergoing the remainder of the series. Examples are domain transformation and resampling. In
such instances the entire series should be performed on-board or on the ground., If the initial
processes in the series strongly benefit from on-board processing, even though the remainder of
the series does not then the entire series should be performed on-board.

Trade-offs must be effected weighing the on-board processing advantages and disadvantages of the
initial and subsequent processes versus performing the entire set on the ground.

Processes performed on-board must be well defined and not subject to frequent and extensive
changes, Experimental and user modeling processes will be performed on the ground, The
configuration and qualification of flight equipment is expensive, The benefits to be derived from
on-board processing will be realized only if costs are kept within reasonable limits. Frequent
changes and modifications requiring extensive rework of the OEDSF will rapidly erode the cost
advantages inherent in its functions,

User models are devices intended to measure the validity of a set of theories by correlating mea-
sured facts against predictions derived from the theories. As such they are subject to changes
and modifications as the measured data modifies the theory.

The output of this study is a conceptual design for an onboard processor. Such a processor cannot
be designed when the processes it is required to perform are not defined or are subject to frequent
changes.

- P o —
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7. The charactexistics of the dafa &t the partitioning interface must be such as to enable efficiont
continuation of ithe processing or ufilization. The basic benefit to be derived from the OEDSF is
an overall cost effective system., Daia delivered {o the ground in 2 state, configuration or format
o which imposes additional complex or extensive processes to continue its further processing
diminishes the system effectiveness, The data oufput from the OEDSF must be "elean' in the sense
i that it iz compatible and easily interfaces with the next sef of processes, and maintaing a minimum
‘ profile in terms of format, ancillary information needs, and concisensss,

‘These criteria are more correctly referred to as guidelines since each is subject to exceptions or modifica~

tions for any given sect of requirements, In certain cases, gome of them are contradictory. For example,
the use of frequently updated data may eliminate the repeating of extensive processes on the ground, Trade-

. i offs between these guidelines may therefore be one of the first steps in partitioning candidate systems.

r ' 1 A criterion which provides guidance as to allowable on~board processors size, power and memory require-
ments is conspicuous by its absence, It became evident that any assignrasnt of quantative values to these
; items would be unnecessarily restrictive on the on-board segment at this time, There are obviously limits
J for these parameters on the OEDSF as an entity; however, these will be a function of the sum of all the
processes required by all the serviced sensors and the apportionment of space and cost to the OEDST which
B wiil, to a large extent, be determined by its value, “Thege limitations will create trade-oifs between the
extent of on-board processings for given sensors and the numhber of senzors serviced, for example, Thus,
| in the process to establish the desirable OEDSF capabilities it is reasonable to exclude from on-board con-

sideration only those processes whose physical needs are obviously excessive, such as a gigabit memory.

The application of these criteria was combined with modifications of the processes to meet the eriteria such
that the on-hoard/ground partition tended to maximize the number of processes performed on-hoard, Table

4-2 summarizes the impact of these eriteria on the required processes.
The rationale for each system is indicated below and correlated with the applicable eriteria on Table 4-2,

} i, ATS - The onboard processing consiste of all pre-processing of the date, This includes Calibration,

Radiometiric Correction and Geometrie Correction. The Geometrie Correction encompasses X and

¥ corraction based on GNC data providing information on the shuttle attitude and altitude, and on

an Earith Model providing information on earth curvature and rotation skew., Ground Control Point

(GCP) Correlation is also performed onboard even though this process does not benefit from any

inherent on-hoard processing advantage. The major reason for this decision is that the data must

be resampled prior to recovding or transmitiing to the ground, If GCP correlation were peiformed

on the ground, an additional resampling process would be required following this correction, A

! doubie resampling process introduces radiometric errors which reduce the rediometric accuracy
balow that desived for many applications. Information Extraction processing is performed on the

. ground because the optimum approach to this task is dependent on the user; i. e., the process to

i extract wheat acreage is different from that to highlight geolegical features,

2, IRS - The onboard processing congists of all processing required to derive the raw temperature
protile and mixing ratio profile as a function of position, The proeess is carried this far on~board

4-b




v

Taule 4-2, Impact of On-Board/Ground Criteria on Boundary Experiments Processing
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CRITERION
EArER, 1 2 3 4 5 6 7
PROCESSING MODIFIED GCP ABILITY TO PERFORM GCP NO INFORMATION | ACHIEVED BY
RESTRICTED TO CORRELATION PERFORM GCP CORRELATION EXTRACTION IMPLEMENTATION
ATS CALIBRATION TO PREDICTIVE NA CORRELATION ONBOARD TO PERFORMED DATA XMTD 1S
AN" PREPROCESSING | APPROACH USING WITH 2 POINTS AVOID A SECOND ONBOARD GEOMETRICALL Y
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VALUES TIME ANCILLARY MODEL S PER- LON.
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GROUND
o OUTPUT OF EXTENSIVE STORED INTER- N/A COMPLETE NA DATA XMTD
a = OEDSF IS UTILIZATION FEROGRAMS PROCESSING IS SPECIE
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because the position data vequired in these computations is readily available in real time, The
temperaturs analysis is performed on the ground because this process requires a complete refer-
ence of the previous day's iemperatures for each subgrid point at each altifude level. The output of
this process is a set of plots (oue for each alfitude), The proceas gains nothing from being per-
formed on~hoard and is more efficiently performed with large general purpose computers.

3. RADSCAT - The on-hoard proressing consists of the computation of the backseatter cross-section
(uul and the antenna temperature (Ta} as a function of position (latitude and longitude), Subseguent
pracessing is performed on the ground for o couple of reasons, First, there are several para-
raeters requiring differing processes which can be derived from these two values; second, the
procedures for determining these parameters are presently not well defined,

4, CIMATS - The entire processing of the CIMATS data yielding specie concentration as a function
of altitude and locsation is performed on~board, Any subsequent processing involves user modsia,

4, 2 OEDSF REQUIREMENTS
This section establishes the data processing requirements of the OEDSF,

The requirements are derived from the on-board segment of the functional flow diagrams in Section 3.
These boundary sensors, by definition, establish both the spectrum extremes for signal characteristics and
the extremes of the processing complexity.

The OEDSF must handle many experiments from several disciplines, thus the processing requirements
established by the boundary sensors must be generalized, and ‘ho processing capability of the OEDSF
derived from these requirements must be implemented with sufy'«. ent flexibility to perform more than these

processes,

The approach taken to Jetermining OEDSF requirements which satis - this objective is described below,
The closed functions depictad in the functional flow diagrams are not ' wnerally the process renuirement,
These cloged funetions are the mathematical relationship which the Ol 'SF must model, Consequently,
each relationship must be described as a set of functions interrelated a 1 generally termed an algorithm.
Ramifications result based on the level of decomposition of the closed fu :tion, The depth of the decom-
position is a variable which must be selected o optimize the combination f the conflicting objectives of
general purpose and low cost. If the decomposition is too shallow, a spec i purpose, sensor unigue
function, results, If the decomposition is too deep, a general purpose mac -ine results that is too cumher-

some from an implementation and user standpoint,

The dstuiled work performed in this task is contained {n Appendix A of the T sk 2 report,

The required processing functions tabulated on the flow diagrams were exira :ted and converted to an im-~

plementation process; i. e., the actual process which will implement the reqired process, Algorithms




were fhen developed to pexform thig process. The steps of the algorithms were then grouped as the set of
functions required,

Hequirements which ereate only functions already developed are not considered again, The vast majority of
functions developed in Appendix A of the Task 2 report were provided by the early processes of the CIMATS
and the IRS, The only new functions supplied by the RADSCAT, for example, was Matrix Multiplication.
Processes required in handling housekeeping and command data were also considered and found to be well
within the envelope defined by the data processes,

The regnived functions were generalized and grouped info process categories, Table 4-3 tabulates the 18

functions derived from Appendix A grouped into the four process categories,

Table 4-4 sunanarizes the characteristics of the boundary sensors.

Table 4~3. OEDST Functions Required

1, TRIGNOMETRIC FUNCTIONS

Sine f. Cosecant
b, Cosine g. Inverse Sine
¢. Tangent h, Inverse Cosing
d. Cotangent i, Inverse Tangent
e. Secant

2. EXPONENTIAL I'UNCTIONS
a, Exponential
b, Natural Logarithm

3. ALGEBRAIC FUNCTIONS
a. Algebraic addition with accumulation eapability

b, Signed multiplication with reciprocal input capability

4, CONTROL FUNCTIONS
a, Muliiplexing d, Counting
b, Demultiplexing e. Delay
¢. Storage and Retrieval

4-8




Tabie 4-4, T oundary Sensor Characteristics

PROCESSES/CHANNEL |  FREQUENGY IN BPS DATA
WORD | BASE
SENSOR | ARITH| TRIG [LOG/EXP | TOTAL | CHANNEL | CHANNELS | SIZE | (BITS)
ATS &2 | 15| 1 |120x106 | 1X106 120 | 8BITS | 1ok
RADISCAT|{ 213 | 67 | 0 [15X108 ! 15X103 1 0BITS | 1K
IRS Bl | 0| 4 |33X108 | L99x102 17 18BITS | 250K
ciMats | 31 | 1 | o |294x103| 2.94x102] 10 | 12BITS| 17K

4.3 OEDSF GROUND SYSTEM REQUIREMENTS

This section examines the requirementis imposed on the ground segment of the four houndary experiments
data systems as a resualt of the partitioning, The intent of this examination is to enable a gross evaluation
of the effectiveness of the entire system to ensure that processes performed on-board and the location

of the on-board/ground partition do not reduce the advantazes of on-board processing by ereating new and

extensive processing reguirements on the ground. The partitioning location is summarized in Figure 4-3.

ATS - The data provides information useful to many disciplines such as agriculture, forestry, geology,
urban planning, and hydrology, The information required is exiracted from data provided in several
spacira, ovey a period of time, and correlated with other information obtained from exogeneous sources.
Figure 4-4 depicts a generic data processing system indicating the onboard/ground partition for the ATS

system,

The ATS data input into this system undergoes several processes which render it useful for the particular
application, These are, in general, a function of the specific application; however, ail applications share

a common need which define the basic processing of the data, These are; calibration, radiomeiric correc-
tion, and geometric correction, These processes will he performed on~board; all subsequent processes will
be parformed on the ground, The data supplied to the ground is radiometrically and geometrically corrected

digital data, The procesges which may then be performed on the ground are as various as the uses of the
data,

Typically they consist of information extraction which may he performed by thematic techniques, typified
by the Image 100, an interactive thematic extraction processor., (The reader is referenced to the OEDST
Task [ report, Pages A-41 to A-49), This is followed by user modeling which combines this information
with informsation obtained from other sources to create a final cutput product, For example, ATS data
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Figure 4~-4. ATS Data System

providing information on erop acresge and health may be combined with meteorological information pro-

viding temperature and soil meisture .o determine crop yield,

The gpeeific ground reguirements which may be specified relate to the input interface, The output of the
OEDSF will usually be recorded on a High Dengity Digital Tape (HDDT) on the ground, The ground facility
must be capable of converting this tape to a Computer Compatible Tape (CCT) or directly to imagery, These
requirements would exist without the OEDSF, since raw ATS data would be recordad on an HDDT. The
ground segment requirsments of the system ave thus reduced to the extractive and user model require-

ments by the elimination of the need to preprocess the data,

IRS - The IRS provides atmospheric temperature profiles and earth surface temperature as a function

of location. This information may then be used in user models to support vaxious disciplines, in particular,
meteorclogy. The basic process to extract the infoermation from the sensor data, and the location of the
on-board/ground partition are indicated in Figure 4-5.

The data delivered to ithe ground are the raw temperature profiles and mixing ratio profiles as a function of
Incation,

The ground system must perform the surface temperature analysis, This process is identical to that per-
formed af present on the HIRS data, and the same program developed for that phase of the processing may

he uged, One step has been added as a result of the method used to implement the on~board processing,

If an unsuificiently clear field of view exists in a sub-grid, a flag is set, and a hilateral estimate temperature
value haged on the average of the four nearest qualifying neighbors is used ia further processes, The
pregent approach (all ground) is to use the previous day's temperature for this sub-grid. The uasa of the
egtimated temparature instead of the previcus day's temperature in the data processing produces at worst

a gecond cvder error; the estimated temperature can be replaced with the previous day's temperature
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Figure 4-5. RS Data Syatem
during the anzlysis opexration by a simple modification of the existing program. Presently the analysis
program performs various checls on each sub-grid tempersture and replaces it with the previous day's
temperature I it fails any of these, The modification congists golely of adding a flag set check to the
other checks, awd considering a get flag as a check failure.

Al gther ground processing, including user medels, are unaffected and retain their present requirements,

RADSCAT - The RADSCAT is an instrument consisting of a radiometer and a scatterometer which produce
data from which basic parameters of their target may be derived, These hagic parameters are, the back-
seatter crossection (o), and the target temperature (Ty) The compuiation of the target temperature is basged
on the radiometer antenna temperature (Ta) and uses several other data (which may include (o) obtained
from exogeneous sources. The complexity of this process, depends on the accuracy of Tt desired. For
gseveral applications Ta is sufficient; thus the computation of Tt iz a uger wodel funciion. These two
parameters may be used singly or in conjunction with each other (or with other data) fo produce information
on several characteristics of the target, Examples of information derived from these parameters arse:

Sea wave height, wind velocity and direction, soil moisture, crop stress, geological surface features,

water salinity and temperafure, and forestry management parameters.
The generic data processing diagram for the RADSCAT is shown in Figurs 4-6,

The present BADSCAT ground system consists of two basic entities, The preprocessing and processing are
pexformed at a central facility, The output of this facility are co and Ta as a function of position. Thiz data
is distributed fo various users most of whom are presently in the experimental phase; i. e., developing

and svaluating models which produce the final information in their own facility,

The QEDSF performs the preprocessing and processing funciions and cutputs the identical product aa that
supplied by the present facility; henes, there is no impact on the user models and subsequent processing
of the RADSCAT data by the OEDEF,

CIMATS - The CIMATS produces data which enables the determination of the column density of & number
(approximately 9) of gas constituents of the atmosphere as a function of altitude and location,
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The initial utilization of this information is the study of pollution. Corroborative measurements made from

the ground are used in this study. There will undoubtedly be many other uses of the CIMATS information

related to the concentration of various gases singly or in group. These are all user model functivns,

‘The generic processing flow of the CIMATS data is shown in Figure 4-7,

The CIMATS pre~processing function is unique in that it is really the early phases of information extraction

rather than the more classical calibration and eorrection functions associated with this term,

The entire information extraction process is performed on-board. The input to the ground system are the

specie concentrations as a function of altitude and location, These are submitied to the user models which

are undefined at this time, The format of the supplied data will be High Denasity Digital Tapes.

— PREPROCESSING — F PROCESSING !

CALCULATE
_SENSOR — AIR MASS
DATA ~ COLUMN
GENSITIES
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EXTRACTIVE USER
[ MODEL ]
STUDIES
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Tigure 4-7, CIMATS Data System
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SECTION &
CCMPOSITE SENSORS

The boundary sensors discussed in Section 2 exhibit upper limits of proocessing complexiies and/or data
rates. The OEDSF must provide data processing support to payloads made up of instruments which, in
general, fall within the boundaries of these Mall poles", In order to derive realistlc requirements for the
OEDSF in supporting typical payloads a "ypicel" sensor was developed. It was assumed that an average
payload will contain 20 of these "typieal" sensors. Since this sensor was derived from a large number of

gpecific gensors, we have named it the "Composite" sensor.

The derivation of the requirements of the composite sensor was accomplished as follows: 36 instruments
which are candidates for near-term shuttle flights were considered with respect to both their data rates and
processing requirements complexity. The data rate of the composite sensor A is the average of the rates
of all 36 instruments. The processing complexity was determined by: (a) assigning each of the 36 sensors
into a "similar to" group determined by the four boundary sensors; {b) averaging the processing require-
ments hased on the number of sensors assigned to each category and the specifie requirements of these

categories, i.e., the boundary sensors. The result of this analysis is shown in Figure 5-1.

{ GAS RELEASE
f FABRY-FERCT MODULE LIMB SCANNER
100 BFS e S0KBPS .~ (ELECTRON ACCELER iz kBPS
U 120 MBPS 1 J &6 KBPS * U
PHOTOMETER v \\}/

SENSOR CATEGGRY CIMATS RS RAD/SCAT ATS

FREQUENCY RANGE 18 6 ] 3 ,
PROCESSING RANGE 12 11 ] 4 RS
v\ BANDWIDTH DC-2,5 KBPS| 2,5 KBPS-10,8 (BPS | 10,5 KBPS-25 MBFS{ 25 MEPS %5 kare
PYROHELIOMETER .
208P5 g~ PROCESS COMPLEXITY SIMPLE FAIR MEDIUM HIGH
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uVv SPECTROMETER
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TRIAXIAL FLUX GATE
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TFigure 5.1. Composite Sensor Derivation
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It is evident that a very small number of very high frequency instruments such as the Advanced Technology
Scanner, and the Synthetic Aperture Radar digtort the average rate significantly from average payloads
where these instruments are not flown. Accordingly, a composite sensor B was derived which excludes
these high data raie sensors and is more representative of typical payloads. Analyses discussed in Section
9 indicate that thege very high rate sensors require most of the capability of a full OEDSF array and should,
therefore, be treated separately from the rest of the payload. Table 5-1 summarizes the characteristies

of Compogite Sensors A and B.

These processing requirements combined with the characteristics of the boundary sensors determine the
capabllities reqguired fromm the OEDSF. These are summarized in Table 5-2 where an operation is defined
ag a function that is executed based on a single instruction. Typical operations are:

e fx =ax+bh
® f(x)=cosinex
e {(x) = A exp®
s f=X+Y¥Y

Table 5-1. Composite Sengor Characteristios

Parameter Comporite Sensor A Composite Sensor B
Freguency 8.0 Mega ;.x».s/Second 190 Kilo Bits/Seocond
Arithmetic Processes (Per Word) 1250 1160
Trigonomstric Processes {Per Word) 288 250
Exponential Processes (Per Word) 36 40
Number of Channels 18 10
Word Size (Bits) 12 12
Buffer Size Required (Bits) 84K 93K
Memory Size - Required (Bits) 118K 131K

B i TR



Table 5-2. Machine Requirements

PARAMETER

REQU IREMENT

BANDWIDTH
OPERATIONS PER SECOND

- COMPOSITE SENSOR A
- COMPOSITE SENSOR B

PROCESS DISTRIBUTION

- ARITHMETIC
- TRIGONOMETRIC
- EXPONENTIAL

STORAGE REQUIREMENT

- BUFFER/SENSOR A
- DATA BASE/SENSOR A
- BUFFER/SENSOR B
- DATA BASE/SENSOR B

PORT REQUIREMENT

- INPUT
- OUTPUT

D.C. TO 120 MEGA BITS/SECOND

10’ OPERATIONS/SEC
106 OPERATIONS/SEC

&.2X
2.4X

80% OF CAPABILITY
18% OF CAPABILITY
2% OF CAPABILITY

84KILO BITS
118 KILO BITS
93 KILO BITS
131 KILO BITS

18-12 BIT PORTS (MINIMUM)
18-12 BIT PORTS (MINIMUM)
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I
E SECTION 6
W ARCHITECTURE OF THE OEDSF
i
_ By definition, architecture is the art or science that pertains to the method or siyle in which some physical
E structure iz builf. In electronic signal processing, an architscture is more explicitly defined as the method
of establishing the inter-signal relationship with respect to the processes or transfer functions comprising
ﬁ‘g the system. At the system level, architecture defines the processing philosophy and dimensional distribu-
v tlon. Processing structures are. further characterized as functions of time.
ii.: The varicus architectures considered for the OEDSF are described in detail in the OEDSF Task 2 Report
{ dated Desember 1975. The following is a summary of this report. ‘The applicable architectures wers
‘ i reduced to the fallowing:

1T
Ermrorard

For the Central Processing Unit:

[ oer e Augmentzd small computer
il
! " s Pipeline
Ti o Serial
e DMairix (or array)
t
s . And for the System Level:
g
Ll e Centralized

¢ Distributed

,...,,
)

L

o Structured

[PV

The characteristics of these architectures are summarized in Figures 6-1 through 6-7 and Tables 6-1
through 6-4.

=

These characteristics were matched to the requirements of the OEDSTF shown in Table §-5.
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Figure 6-1. Augiented Computer Architecture
Table 6-1. Augmented Small Computer
Advantages Disadvantages

Any Algorithm can be Implemented Regardless
of the Complexity

System Modificationg are Facilitated and
Dynamiec in Nature

System Modifications are Reversible andnot
Time Consuming

System Structures, Flows, and Interacticns
are not Rigidly Defined

Uncertainties may be Incorporated, Modeled,
and Altered without Ramifications on the
System

Decumentation is User Oriented Rather than
Designer Oriented

Interfacing is Standardized and Documented

Powerful Decision Making and Sequencing
Capability

Operational Speed is Limited By Basic
Machine Time

Applicability is Determined by the Data
Rate and Format in Conjunction with the
Required Algorithms

Internal Processing ig serial

Software is Dedicated to a Specific
Syatem

Alporithm Complexity Establizhes
Memory ar 1 Power Requirements

Machine Power is Determined by the
Machine Architecture and the instruc-
tion Set
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Table 6-2. Pipeline Architecture
Advantages Disadvantages
1. High Speed Processing Directly Proportional 1. Requires Efficient Algorithms Easily
to the Number of Stages Decomposed to Simple Sequences
2. Speed of Operation is Independent of the Proc- 2. Normally Complex in Design and Realized
esses Used in Special Purpose Hardware, Firmware,
and Software
3. Control of the Pipeline is Simpie and Indepen- 3. Inefficient on Small Arrays of Data
dent of the Complexity of the Processing
4. The Architecture is Modular at Every Proc- 4. The Structure must be Either Output
essing Level Coupled or Input Coupled
B 5. Adaptive to Mathematical and Information
- Processing
’{ E 6. Possesses Unlimited Growth Potential
L
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Figure 6-3. Serial Architeciurs
Table 6-3. Serial Architecture
Advantages Dizsadvantages

Limited Hardware Requirement

High System Level Efficiency

Capable of Complex Algorithms

Economieal

Electronic Modification of Signal Flow

Low Operational
Inefficient at the Processing Level
Limited Growth Potential

Time-Shared Bus Orientation
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: i Table 6-4. Array Architecture
s
i
L] Advantages Disadvantages
" 1. Capable of Complex Algorithms 1. Effective only with Large Arrays of Data
Il
L 2. High Operational Frequency on Large Arrays 2. Complex Fabrication
I3 3. Simultaneous Word Processing of Large 3. Low Gate Efficiency
(l Blocks of Data

4., Electronic Signal Flow Modification

—

5. Elimination of Feedback Loops

6. Control and Programming Simplicity
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6.1 OEDSF ARCHITECTURE DRIVERS

1'

2.

Table 6-5. OEDSF Architecture Drivers

Multiple Experiments

e High Data Rates

® Real Time Processing

e TFlexible Configurations
e Physical Characteristics
®  User Orientation

o  Spaceflight Qualification

e Growth Potential

Multiple Experiments. The shuttle will carry payloads typified by several missions in different
disciplines each of which will use multiple instruments. The OEDSF must then be capable of
simultaneously processing the data of many instruments which are uncorrelated with respect
to processes, data rates, or format.

High Data Rates. The OEDSF is designed to accommodate the high data rate instruments which
are candidates for shuttle flights. These include the Advanced Technology Scanner and Synthetic
Aperture Radar which output data in excess of 100 megabits per second.

Real Time Processing. The onboard/ground trade-offs discussed in section 4 conclude that on-
board processing must be performed in real time if it is to be effective. The OEDSF must thus
be capable of accc mmodating the required processes and data rates output by the sensors in
real time.

Flexible Configurations. The shuttle flies repeatedly with different missions and sets or instru-
ments. The OEDSF must rapidly and inexpensively be reconfigured to accommodate each flight
complement.

Physical Characteristics. The shuttle is large but its accommodations have alreacy been allocated
to the many candidate experiements. The OEDSF must present a low profile in terms of size,
weight and power requirements to present an attractive alternative .o ground processing.

User Orientation. The OEDSF is conceived to primarily benefit the user in terms of timeliness

of data availability, data quality, and cost. These imply a system which must readily interface
with the user in terms of both its inputs and its outputs. Specifically, the programming of the
OEDSF must be simple, inexpensive, and oriented towards the user's normal methods of operation.

Space Flight Qualification. The OEDSF is a central facility in a manned spaceflight environment.
This circumstance implies reliability and safety features which must be inherent in ire design of
the facility and in its component parts.

Growth Potential, The DEDSF must be abiz to accommodate future generations of instruments and
to assimilate advances in the state of art pertaining to its own structure. For example, the design
should enable an LSI implementation when this technology becomes applicable to the OEDSF design.
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Table 6-6 Indicates the trade-off evaluation given to eachk of the parameters of importarce to the OEDSF. .

g,

High speed requirements indicate a pipeline approach; the need {0 service multiple sensors expand this to
multiple pipsiines; and the changing sensors configuration dictate that this set of pipeline processors be
reconfigurable. “:ue solution to the requirvements thus rapidiy converge on an architecture which is a set

of programmable pipelines.

Thig architecture can be constructed in several ways as indicated in Figure 6-8 where each block performs
a different function; i.e., E1 is a function different from E2 which is different from E3. The configuration
selected is that shown in Figure 6-9. The blocks labeled A perform Algebraic functions, those labeled T
perform Trigonomeiric functions, those labeled E perform exponential functions. The specific functions
are described in Section 7. The population density and the location of each type function was determined

by the analyses of the processing requirements defined in Sections 4 and 5.
The concept of this architecture is best understood by application to an example.

A sub-routine required for the sub-limb longitude and latitude calculations is used. The caleulation

requires the solution to the equation
alt) = cos“I{ 1+ COT Ay COT Ag COS (¢, - o) }

The variables A, Ag, ¢9, and ¢4 have been previously defined. This process is performed in five machine

cycles as followsa:

) A2
o, l
PE,, PE,, PEyq PEy, PEqg
1. Machine Cycle One. The array configuration during (Al (7 {a) im 1A} o
the first machine eycle is shown in Figure A. Three "1\‘1
processing elaments are required. Processing Element PE,, e iPE e B
(PE11) is an arithmetic element which computes the ') ar MAiw at e
difference between the sub-satellite longitude (94) and
the solar longitude (99). Processing Elements (PEjs and
PEy1) are trigonometrie processing elements which com- PEay PE3a PEyz PEaa P35
pute the cotangent of the solar latitude and sub-satellite (A tA) 6l Al =
latitude respectively. Each machine cycle ig sub-
divided into control states so that during the last state PE,, PEyq PE,, PE,, PE e
the computed variables are placed on the array bus. (E) {a) {A} (A} {E)
PEg, PEg, PEg, PE., PEgg )
(A} {1) {A) {7} 1A}
SHACHBIME CYCLE ONE
Figure A.
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Table 6-6. Comparison of Procegsing Architectures

EVALUATION CRITERIA

MULTIPLE SENSORS 1/0 CAPABILITY

OPERATICNAL SPEED

FLEXIBILITY OF PROCESSING

GATE UTILIZATION EFFICIENCY

REAL TIME CAPABILITY

IMPLEMENTATION OF COMPLEX
ALGORITHMS

USER ORIENTATION

ADAPTABILITY TO FLIGHT
ENVIRONMENT

GROWTH POTENTIAL.

SMALL. COMPUTER

POOR

POOR

EXCELLENT

POOR

PQOR

EXCELLENT

EXCELLENT

GQCD

GOOD

POOR

FAIR

GOOD

POOR

FAIR

GOOD

FAIR

GOQD

FAIR

PIPELINE

POOR

EXCELLENT

POOR

EXCELLENT

EXCELLENT

GOOD

FAIR

GOOD

EXCELLENT

ARRAY

EXCELLENT

EXCELLENT

EXCELLENT

GOOoD

EXCELLENT

GOOD

EXCELLENT

GQoR

EXCELLENT
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Figure 6-9. Array Structure

The program for the first machine cycle is

- - . . 1
MC, = PE;; ([By;] - [C;;])s PEy, (COT [C,]); PEy, (COT [By, 1)
where Bxy’ and ny are the input and oufput ports as shown in Figure 6-16.

2. Machine Cycle Two. The output state of machine
cycle one reconfigures the array for the next machine
cycle as shown in Figure B.

The seoond machine eycle during the first sensor
data period requires two processing elements to [:I D D

: OO00n0
PEZZ([PEZJ_] X [PElz]) 00000

forming the partial solutions
g oagn

® [PEzl] =08 (¢2 - ¢1) MACHINE CYCLE TWO

MC, = PE,, (COS [PEH] )

® [szz] =COTA10COT A2
Figure B.
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Processing Elercents PEj3 and PE32 are free for other assignments during this eycls. The last
stats of the cycie reconfigures the array.

8. Machine Cycle Thres. The third machine cycle, shown

in Figure C, requires a aingle procegsing element,
i.e., PEgg to execute the instruction

MG, = PE,, ( [PEZI] X [PEzz:l )

generating

L]
L

0 [PE32]= COT a7 COT Ay COS (4, - ¢,)
4, Machine Cycle Four (Figure D), This machine
cycle requires a single procesgsing element

PE4p to compute

OOoOod
HENpERERN

[
Ll
[
LJ
L]

Ll
O O

m

MACHINE CYCLE vHiAE

COT 1, COS (¢, - 9,)

e ‘[PEM] =1+COT A,

based on the instruction Figure C.

MC, = PE,, ( [PEsz] + 1)

The unity offset iz fetched internaliy from a
scratch pad or a hardwired function during the
execution of the aperation.

finpl cycie required to compute the dummy variable
a(t). Procegsing Element PEgq is a trigono-

5. Machine Cycle Five (Figure E). This cycle is the D
metrie processing slement required to compute D

2 ] -1 . -
[Pnsz] cos™[1+cora, coTa, COs (g, ¢1):|

baged on the instruction
- g _1 J
MC, ~[1>1:52](cos [PE 42] )

This sub-routine required five machine cycles to operate on

MACHINE CYCLE FOUR

Figure D.

LDOoO0O0oO
00000
L Oogdo

A full-blown example of the er'ire processing of a sensor is D D D [:I

the first data word. It is repeated every 58 words. The
pracess required 1.25 microseconds and was executed uaing

double precision.

given below. The sensor is the Correlation Interferometfer

DR

for the Measurement of Atmospheric Trace Species (CIMATS).
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CIMATS is an atmospheric sensor that is utilized in determining gageous poliutant concentrates. The pri-
mary system driver for the sensor is the correlation process required for an interferogram. The sensor

iz a relatively low frefquency instrument that generates four output variableg:

@ Thermal column dengity
@ Non-Thermal column density
@  Thermal gpec.. concentrations

@ Non-Thermal specie concentration

utilizing the process flow chart shown in Figure 6-10, This prosess flow chari was tranglated into a generic
machine flow for real time data processing during Task II. The genaric machine procesaing is shown in

Figure 6~11. The real time relationships for the sensor provide the basis for programming the OEDSF.

The generation of the four output variables based on the raw sensor data results in an approximate 60 to 1

data reduction, The transformation places the OEDSF in an informnation proceasing role.

The initial requirement is to investigate the processes to igolate loops &nd shared parameters. (At the
multi-gensor level, many functions are also shared betwaen sensora so that a single computation is re-

quired),

The process flow chart for the CIMATS sensor on a programmshble machine is shown in Figure 6-12, The
flow is a machine flow and not a2 software flow chart, The primary purpose of thig diagram ig to minimize
the gequential itersiions and allocate the machine capacity. The sensor requires three major sequences
and two loops to gensrate the required output parameters. The conversion from each flow to the machine

flow ig important to determine:

® Program gize
e DMachine Ioading
® Machine efficiency

® Hardware allocation

The QEDSF, like any machine, ig finite and characterized by finile parameters. The sensor must he mated
to the machine in conjunction with other sensors and a resource allocation asseaged. The major considera-

tions on any machine are:

e Input/output port availability

® Data transfer rate
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ERPS #

| NmiALIZE SYsTEM |
|

3

SET INITIAL CONDITIONS

PROCESS FIRST WORD IN
EACH OF THE FOUR SAMPLES

COMPUTE SUB-LIMB LATITUDE
AND LONGITUDE

PROCESS NEXT M WORDS IN
EACH OF THE FOUR SAMPLES

YES

PROCESS LAST WORD IN EACH
OF THE FOUR SAMPLES
COMPUTE ANCILLARY PROCESSES
COMPUTE NON-THERMAL AND THERMAL
COLUMN DENSITY

COMPUTE NON-THERMAL AND THERMAL
| SEECIES CONCENTRATION

COMPUTE THERMAL GOODNESS
OF FIT

OUTPUT COLUMN DENSITIES, SPECIE
CONCENTRATIONS, GOODNESS OF FIT,
LATITUDE AND LONGITUDE

Figure 6-12. CIMATS Flow Chart for Array Processor

The advantage of minimal input/output port availability and the disadvantage of high throughput for batch

processing modes are direct inverses for real time multi-task modes.

In addition, the I/O capability for the basic OEDSF is dependent on the matrix size. The present OEDSF is

characterized by 28 input and 28 output ports without external multiplexing and demultiplexing. The inter-
nal cycle time for the array is designed =n that the cycle (array period) is always small in comparison to

the sensor data period.

6.2 PROGRAMMING TECH® IQUE

The OEDSF is an advance ~ 2. mal processor that requires a language that enables an operator to instruct the

machine. The language is a nuwierical analysis oriented structure that was defined conceptually for the

machine. The programming is presented in the following manner.

e Parameter definition
e Symbol table generation

e  Syntax development

REPRODUCIBILITY OF 1.::
ORIGINAL PAGE IS POOR
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® Sengor program

® Sub-routine discussion

The initial step in programming any machine is fo assign a machine word for each primary and secondary

{
data variahble to be prosessed. Thig parameter definifion shown in Figure 6-13 allows communication be-

tween the programmer snd the machine. Each input variable
and ontput variable for the QEDSF is asgigned a mnemonic.
The parameter definition establishes the input/output port re-
quirements for externaily generated variables. Tha external
port configuration for the CIMATS ig shown in Figure 6-14.
Each primary variable is assigned a port as showu in Figure

6-15.

The input/output ports are defined along the peripheral proces-
ging elements as shown in Figure 6-16. Input poris are
designated as alphabetics A through D and output ports are
designated as alphabetics E through H. The subscript
designates in which processing element the port is located,
The location of the processing element within the array
determines the number of input/output ports externally
available.

In addition to assigning external variables fo ports, the
agsembly program for the machine assigns an input port to
each internally generated parameter that must be re-
entered in the array. The port assignment table shown in
Figure 6-15 was manually generated for the CIMATS
sengor, The CIMATS sensor requires:

e 14 ont of 28 input ports

& 8 out of 28 output ports

6-24

Ay  =SUBSATELLITE ALTITUDE
Az  =SOLAR LATITUDE
¢7  =SUBSATELLITE LONGITUDE
¢3  =SOLAR LONGITUDE
A =SATELLITE ALTITUDE
R =EARTH RADIUS
3 = SUB-LIMB LATITUDE
¢y = SUB.LIMB LONGITUDE
CDy7 = NON-THERMAL CCLUMN DENSITY
€Dy =THERMAL COLUMN DENSITY :
Cyr  =MON-THERMAL SPECIE CONCENTRATION
€r  =THERMAL SPECIE CONCENTRATION
IET = NON-THERMAL LIMB MEASUREMENT
N7 = NON-THERMAL NADIR MEASUREMENT
If  »THERMAL LIMB MEASURSMENT
i, = THERMAL NADIR MEASUREMENT
GOF = GDODNES” OF FIT
Figure 6-13. Parameter Definition
;1 —{ INPUT PORTS — 9 OUT OF 28
2—1 OUTPUT PORTS — 7 OUT OF 28
$1
92—
A—p
IN'l'
L NT
It ——
’I N ‘ OEDSF Ay
|T —et {r—tpn Qx
N ___,bcT
—*CnT
—*CDp
j—>Chyr
i GOF
Figure 6-14. CIMATS Prime Port

Utilization



This port utilization although initially high only requires

e 9 out of 28 input ports

& T out of 28 output ports

for sensor unique procesges. The remaining paramesters are internally generated and/or sensor shared.

A syntax is required to allow a programmer fo enter symbolic
repregentations of mashine instructiong. The preliminary
syntax shown in Figure 6-17 was developed for the manual pro-
gramming aspects. The syntax wasg formulated on the humer-
ical analysis machine orientation similar to Fortran being
‘The subseript WW

denotes the matrix location of the destination processing

orientated to mathematical expressions.

element. Thiz PE ig the location where the desired operatiou
will be performed. The subseripts XX, YY, ZZ denote the
source procesging elements for the control variables X, 7,
and Z. Each variable may be selected from one of four sur-
rounding processing elements. An input port is treated as

a surrounding processing element. The operation code
determines which function will be executed in the element,
The actual syntax required for an antonomous agsembly has

not been defined in this siudy.

The program for the CIMATS sensor is shown in Figure 6-18. The

program format consists of five major portions:

® Array period

@ Sensor period

@ Prime sensor data program

& Ancillary sensor dats program

¢ Comments

Ay =Bag
Ag =Cq2
¢1 =C1q
vz =Bqq
A =Aqq
Ay =Hgs
¢y =Egpg
COnT = Fr3
CD = Fgq
Cnt = F55
Ct =Fg5q
Fgure 6-15.

NT
I =By
NT
Iy =Az1

T

I, =Dss
L

'n  =DP1s
Egz  =Az1
© =By
Hzs =Dn2
Fsa =By
Ag1  =Egq
Bgs =Dgg
GOF = H45

Port Assignment

g g

PROCESS
2 &r EmenT 8

Figure 6-16.

\

Processing Element

Pori Designation
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TR e T AT

o ([ | e [rew |

DESTINATIONI i ARGUMENT i CPERATION ' l ARGUMENT l

o ELEMENT INSTRUCTION &

Figure 6-17. Program Format

Column one ig the sensor data period as measured from a reference. This reference is arbitrary and

esgtablishes the first sensor word in the process. Typical reference may be:

® Synchronization
s Another machine cycle

@ Real time clock

Column two indicates the array machine cycles available during one sensor data word. The relationship be~

tween the sensor data period and the array period is the basie principle of the OEDSF. This relationship

expressed as

Tgensor >1
array

must always exist. Consequently, many array machine cyeles are available to process a single sensor
data word which allows for each processing element te be timeshared. Column three is the program for
the primary sensor while the fourth column is the program for the secondary sensor processes. Secondary
processes are those required for the processing of prime data but not direetly manipulating the prime

variable, e.g., sub-limb longitude and 1atitude calculations. The fifth column ig a remarks section re-

served for the programmer.
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The overall CIMATS impact on the CEDST with a 5 x 5 CPU and 250 nanosecond cycle iz shown in Table
6-7. The Ingignificant CIMATS loading on a single OEDSF shows the powerful capability of the machine
and the mulii-sengor capability, The OEDSF, In addition, regquires only 104 instructions compared to

1024 ingtructions reguired in a general purpose computey.

Table 6-7. CIMATS Processing Loading of the OEDSF

Machine Cycles per Sensor Pariod
Machine Cycles Available per Process
Machine Cycles Required per Process
Array Cycle Utilization

Machine Operations Available per Process
Machine Operationg Utilized per Process
Machine Operation Utilization

Program Length (Number of Instructions)

Program Memory Size in Bits

1,652
95, 816
250
0.26%
2.4 x 108
872
0.03%
104

2,496
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o
SENSORL  |MACHINE, | PRIMARY SENSOR PROCESSING CFERATION CODE
i PERMCD CYCLE
1 1 PEg(EPEg 1%~ 0); PEgy (LPEsyI4 0); Plige (L PEsg]+ 0); PE43(L PE4ad+0); PEx (TSP TXLALDPE o ([2R: 1
z PEx (L8P IX EB 51); PE4 (E PE3] +AT); PE,y, ( [PE )+ AT )] PEge ([ PEzg]+AT)
1 -] PE 5 (EL0PE33)3 PE 54( 0 PEy 1 +ATY, PE (L PE 3 +4T); PE g (ELPE241)
4 PE u(ECPE4;1)} PEAs(Z T PEsyd)
5
; [
7
8
1 9
'z
[}
k 1z
13
14
K 'S
1o
V7
18
2 =587 1 FEx, (5¢50x [A1]); PE o (C5P.51% LDig)); PExe ([9Pee,IX [Dae _
2 PE 3 {LSPIXTBzI)iPEL;(LPE3] +48T )5 PE o (LPE o1 +8T )L PEga(TRE g, ] vAT)
. 3 PEeETPES1): PE2q/LPE I +6T )3 PE,, { LPEy+AT,) PEye (ELFE2s.,
‘ 4 PE ga{ ZCPEL3]) 5 PEan(ZLPE 291 )
L
. S8 1 FEL (03221 % (A {PE ([P IRED )y PE g [ 9Py X CLasly
' 2 PE g, C3P5,IXL'35,0) 5 PFa; ([PEy) +AT )] PE ;4 (EPE g1+4T )3 PE3q{ CPE36 1 +4T)
3 PE g {ELPE4: )3 PE24{TPE2ad +&T)) PE 45 { TrE 5, +4T )1 PE o (0 PE3,])
) 4 PE 55(£EF'E52333 PE 4z (L PE 357 )3PEau{CAgIx [ SR 4,3 )
: 5 PE 4y (CALIX1)5PEgal £ PE4xT - [5P4T)
= OE ¢y ([PE4IAL 3 PE 54([PEasd 2L j} PE 4o ( (PEasl=1)
. 7 PE oy {IPEg, IX TP 47 )8 PE . { LPEaad X [0451)
E 8 OUT (L Fagd )3 QUTHE Fe,3) 5 OUT( € Fagd 7 BUT{ L Fegd )3 OUT (LR gqd J,0uT( 7 H25)
; 8 |ouTftEe,.,

TOLDOUT FRAME [




ANCIHLLARY SENSOR. AND DATA PROCESSING OFERATION CODRE

CcC

XLALDPE, (L3P, X[ Do)} PE3s(LSRXE Ocl)
]

PE, (LB~ CC,d); PE,{COT CCRIY5 PE,{COT L&)

PE 5 [€OBE PE, )3 PE 2, (L PE ;0% £ PEZI); PE, L L BrI-[C, )

PE 5z{[PE ;X LPE ;D)

PE 43 (CPE 2, +1)3 PE, (IR, 1C3)

PE o[ (05™ [FE4, 1)) PE 5 ( €OSEC,32) 5 PE {SINCPE, )

PE 5 (SIMTA23)5 PE 22 { CPE ;1% [PE 1)

PE =5 ([PE T+ LPELD)

PE gz {{ PE3,] +AT)

PEga ¢SINTLPEG1 ) PE 2 (COT LBz 1) PE 2 {TAN LB 1)
PEig (COSLRI}; PE 2 (CPEZIXE PELD)

PE ;3(LPE 43X [PE ;1)

PE 24 (1 +CPEz31)5 PE, (LB, % 1)

PE e { SN [PEI); PR (5 LB} PER{SINTBigl); PE 2 (LPE, ] +4T)
PE :3( T PE,,1% [PE41}; PE 4(COSID,] )3 PE 53 (L PE ;] +AT)
PE 24 (CPE 3535 LPE 40 )] PEzq (L PEz3 +AT)

PE 3¢ (L PE) + CREsY)

P& 49 \[PE 3] vaT)

PE g0 { SN[ PEga3)

RESET ACCUMULATORS, I¥ =Ay , I'T= B,

A= o5 [1+ COT A COT A, - COS( ;- B, ) COMPYTEL
FEEDBACK OF & FROM Eg; TO Ay

K= sNH (oo h, f2NE) (minTd, - d,7)]
FEEDBACK OF 0¢ FROM Fry TO B4

sz SN » TangE. cOT A - cosx ] COMPUTE:
FEEDBACK OF A, FROM Hzg TO D)3

By s SN (SN SING/COS AL )+ ] COMPUTE

NFEGRATION OF EACH FRAME

1+aT)
%
PE, (I, rt ;) FE (30¢ [ Biz 1)
+a7 ) PE;,(SN{PE“]);bE“([Aﬁ]-u.[5&,3);PEHHPE|ZEH) ALT = Ay a M= bt SEC B COMPUTED 1IN PE,,
) PE,,(CPE, 22 [PE,}); PEsg(CPE1+AT) G e £ I 5 0 LOMPUTED AND SIDRED M €5, 5 Q|
PE 25 ([PE,; 3~ LSPa]); PE4, ( [PEs3] »aT) @Y7 =23V xH COMAUTED AND STORED N Eg3,
PE 33{LPE ;) = [5Paw3) PREVIOUS CVWCLES NON-THERMAL SPECIE CONCE
PE 4z { [SPa) % [PExz3 )8 PE4y (L SPagle [HExaT) THERMAL SPECIES WNCENTRATION aOMPUTELS
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SECTION 7
DESIGN CONCEPTS

This section discusses the approaches to the design of the OEDSF given the array architecture deseribed
in Section 6. These consider the reguivements imposed on each segment of the processor, the alternate
viable approaches, and their characteristies applicable to the requirements, the criteria applied to the

trade-offs performed between these approsches, and the selected approach for each of the segments,

7.1 OVERVIEW
The OEDSF is specifically designed to eost-effectively process onbourd huitle data of multiple instruments

with data rates ranging from a few bits per second to over 100 megabits per secund,

The OEDST is a data processing oriented, distributed machine characterized by sets of programmable
pipeline processors, The distributed architecture derives from the allacation of discrete elements to
the performance of dedicated functions. It is & central facility in that it is shared by many instruments,
The advantages of a central facility in the role of the OEDSF are:

1. Sharing of common processes such as computation of latitude and longitude,

2, Interactive processes whereby the data output of an instrument is used in the processing of
another,

3. Repesated utilization on many Shuttle flights by simple reconfiguration of the control program.

The OEDSF is modular by addition of array structures as shown in Figure 7-1,

Each array is a programmable processor with the gizx-point architecture shown in Figure 7-2. The major

elements of the array are:

e  Input Structure

@ Output Structure

© Central Processing Unit

® Data Base Memory Structure
@ Program Memory Structure

e Controller



=L

5

) ALTIHIONAUE LG

J TVN

O0d §1 10V

P

SYSTEM
CONTROLLER

. ARRAY ARRAY
-~ CONTROLLER CONTROLLER

-
”
3[4  RAW DATA ARRAY ARRAY
SENSOR |2 _-L——-> A B
1 '_“———————-)
- T PROCESSED DATA 1

THE ARRAY CONSTITUTES SETS OF PIPELINE
PROCESSORS CONFIGURED BY PROGRAM
CONTROL. NUMBER OF ARRAYS IS VARIABLE
ACCORDING TO PAYLOAD. EACH ARRAY CAN

TOTALLY PROCESS AN AVERAGE OF 20 SENSORS.

A - ARITHMETIC FUNCTION W -ZXY +Z
T - TRIGONOMETRIC FUNCTION
£ - EXPONENTIAL A'ID LOGARITHMIC FUNCTION

1!“ [

HI-SPEED
MUX

Figure 7-1,

SENSOR
n

ARRAY STRUCTURE

8§ T

Dy
p‘gr'qp'qfo

The OEDSF Concept




- S— |- | N

ia-m.wi

b

Saiiad
L
comad

=

Lt |
[ R——1

)

]

,.
i
f.

[

[

PROGRAM
MEMORY
CONTROLLER
@ @ |
°
B 1 u
u N T
F P p
F u u \
SENSORS E T
R CENTRAL, RECORDER/TORSS
oTHen R > R i PROCESSING. fm——"> B MUILIPLEXER/OTHER ARRAY
- ARRAY B g UNIT & INPUT
OUTPUTS G : 1
é 5 S
T T T
E E E
R
R a2 5
;'-'>': LIBRARY
MEMORY

7

DATA IN PORT
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The Central Processing Unit (CPU) is the heart of the OEDSF and is specifically designed to process data
from multiple sengors and instruments. It elements perform medium level functions divided into three
functional categories:

e Alpebraie (or Arithmetie)
¢ Trigonometric

@ Ixponential and Logarithmic

The distribution of these elements in terms of quantity and loeation within the array was determined by

analyses of the instrument processing requirement.

The set of functions performed by the CPU is shown in Table 7-1. The cycle time of the CPU is 260
nanoseconds; 1, e, , the total time required for data acquisition, performance of any function In Table 7-1
and data output iz 0, 25 microsecond,

The OEDSF operates asynchronously with the instrument data input and its output. This capability derives
from its input/output buffer structure and its speed which, in general, allows several OEDSF CPU cyclea

for each instrument input word,

7-3
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o Table 7—1. I‘unction Set Summary

| .;FUNcTiON SET SUMMARY o

T eT (X © e SECANT

e T X Y-l) @ COSECANT

o eTAXGYAZT L L e ARC~SINE -

e T XY l+z) : @ ARC - COSINE

A e B YE 7} .- ,@ ARC = TANGENT

e Z (X ¥7l-2)° e ARC- COTANGENT

e SINET T ¢ e ARG=SECANT
S e COSINE - . ABG—BDSEDANT

1 .-,:_._.z{xw) E ,~. TANGENT - e Xt -

e E (X AU g i e COTANGENT C _s_ LUGXY

. _ ‘_The Data Base Memory structure a.nd the Program memo:y strueture (tha control element) have. 1denhca.l .

B ammtactures based cn a hlerarchlcal structura whzch allows both ah1gh volume and h1gh rai:es.

: The OEDSI‘ can ﬁrocess the data. frum 20 sensors uf the composite gensor B class. Thls calculation
assumes an efﬁmency factor of 50% for the array; iies, programmmg and seheﬁulmg confliots allow only
- ] 0% utlhzamon of each array ‘slement,” This 1s deede o coneervahve figure which assumes a relatively

weak scheduler, ie. s utihzatmn of the processmn* elements as a function of time.
'fhg featuresofthe OEDSF are .éum.m_é;rize&_ in "'.T.'"a'fql'e 7-2,

-T]:ns 1mhal deslgn of i:he DEDSI‘ conmders the use of diserste logic comyponents yzeldmg a volume of

apprommately 1.5, cublc faet and power requlrements of 150 watts for each array,

Advances in technology within the next two to five years will mike a Large Scale Integration (LSI) imple-

mentation feasible. Such an implementation results in the following characteristics:

@ 2x 108 operations per second
@ _ 0.03 cubic foot volume (1 hoard)

e 3 walts power dissipation

Further, the significantly lia_wer cost assuciated with each OEDST will aliow the dllocation of an entire
matrix to each ée_nsur with corresponding benefit in integration and test, and in pfogramming activities,

-4
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Table 7-2. OEDSF Characteristics

FEATURES ATTRIBUTES
® 20 SENSORS AVERAGE PER ARRAY | @ SIX POINT ARCHITECTURE
® REAL TIME PROCESSING @ 5X5MATRIX CPU

e ASYNCHRONOUS INPUT/QUTPUT @ HIEARCHIAL MEMORY STRUCTURE
e 250 NANOSECOND MACHINE CYCLE | @ CENTRAL LIBRARY

® 28,494 AVAILABLE PIPELINES © THREE GENERIC PROCESSING ELEMENTS
@ 100 MEGA FUNCTIONS PER SECOND | e PROGRAMMABLE PIPELINES
® MODULAR AND CASCADABLE o WIDE BANDWIDTH

The major consideration in the design of the OnBoard Experiment Data Support Facility was the nature of
the implementation. Three methods of implementation are available:

e Hardwired or Random Logic
e Software

e Firmware

Each approach exhibits advantages and disadvantages with respect to sensor processing. A description

of each area and its subsequent characteristics is discussed below,

Software

Software is defined as computer v ngrams which are a collection of instructions properly ordered to
perform a particular task or set of tasks governed by a performance specification. Software is

generally executed on a general purpose computer,

Software possesses many characteristics that must be considered for sensor data processing. The most

important characteristics are:

e Complex Arithmetic Capability
® Slow to Medium Speed

¢ Invariant Hardware

¢ High Flexibility

e Dynamic System Modification

7-5
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The high arithmetie capability exiets on genersl purpose machines due to the register termed the aceumu-~

lator. The accumulator is capable of the primitive addition. The capability exists since all mathematical

Pl

operations can bz decomposed or approximated by adding variables. ilowever, the reguirement to add
rasults in significart speed versus complexity trade-offs, Most computers are oriented for general pur-
pose applications over a wide range of ugers, Consequently, the machine is a composite of a numerical
processer, logic processor, and cormmunicaiion procsssor without a major dominance in any specific area.
Certain manufacturers tend to emphasize oua capability over the remaining two. TFor example, the Data
General Eclipse is more numerical analysis oriented while the Digital Equipment Corporation PDP-11 is

logic processing oriented,

The miero computer is in reality a set of large scale integrated circuits which form a computer., The
microprocessor is one cf these components that serves as the central processing unit, The arithmetic
capahility of a typical micro computer is shown in Table 7-3. The polynomial is a second order spline as
defined in Appendix C (Polynomial Solutions) requiring nine major macro programs. This program

requires 1. 75 milliseconds to compute the equation;
Pz (x)=ax2+bx + e
{as shown in Figure 7-3), and 436 bytes of main memory,

This program was benchmarked on an Intelies 8/mod 8¢ microcomputer. The 8080 CPU was selected
since its genaral characteristios are the most oriented to numerical analysis when compared to other
microprocessors such as the Fairchild F-8. The significant feature of the "mieroprocessor revolution™

is that the central processing units are orlented specifically to one of the following areas:

o Numerical Anslysis
o  Control

o Communication

Each macro as well as additional benchmark programs for other proses=rs were developed during the
study to provide anaiytical metries (quantitative measuring standards), The progrms are listed in

Appendix B.

Hardwired or Andom Logic

Hardwired or random logic is defined as a solution implemented utilizing discrete components and

integraied circuits governed by a performance specification,

Y
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Table 7-3. Software Modeling Parameters®
r
;j FUNCTION SUB-ROUTINES INSTRUCTIONS
!’J MULTIPLY 1 17 292 uS
* DIVIDE 1 3 408 45
H ADD 1 6 9.5 uS
. SUBTRACT 1 6 11,0 S
i
— TABLE LOOK-UP 1 9 23 uS
B ACCUMULATE 1 12 2.0 S
) COMPUTE SIGN 1 46 660.5 uS
,- *8080 CPU
| CGIED
- "Y"":"i-l
GTR—
: TAlL CON SAVE
i CALLMULT
i CALL SIGN
nx-—x
L CALL LOXK
CALL CONM SAVE
; CALLMILT
: CALL SIGN
[ l@la---—ax2
HAS|S~——BASIS +]
; CALL LOCK
P CALL COW SAVE
L CALL MULT
CALL SIGN
: CALLADD
. Rye——a X’ +hu
- BASIS==i——BASIS ¢1
TALL LOOK
e CALL ADD
; J CALL CO¥ SAVE
i CALL MUY
CALL SIGH
Ry=—FI
CHIR-=——CIIR-1
-l .
! Figure 7-3, Polynomial Subroutine
»
La

e e T



Any system is capable of a hardwired implementation with the following significant characteristics:

e High Speed

¢ Cost Effective at the Single Function Levsl
¢ Programmable at the Cost of Speed

¢ Hardware Dependent on the Funciion

Each solution requires a fubrication effort so that hardwired devices are characterized by higher recurring
costs. A polynomial solution identical o the polynomial solved in software is shown in Figure 7-4 as a
hardwired approach. This solution provides a high speed solution requiring a limited number of medium

scale integrated circuits.

Firmware
Firmware is defined as software contained in read-only memory. A broader definition applicable for

this gtudy is: Algorithms contained in random access and/or read-only memories,

p P COEFFICIENT
OF CODE 7 P T ABLE
1si 15i 3ai
T COEFFICIENT
P REGISTER g
16
#* 161
16 —
MLULT
X G P
————p
MULT
P
Figure 7-4, Polynomial Functional Diagram
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This technigue of increasing popularity is characterized by the following for numerical processes:

e Software Flexibility

® Hardware Speed

=  Significant Pre-processing

e Not Amenable to Complex Functions

e Algorithmic Functional Expression Required

These characteristics are demonstrated by the algebraic adder implemented in Figure 7-5. The firmware
solution requires an algorithm which initially generates a set of
partial sums. Depending on the carry generation, each stage

3 A X3 TABLE 3
may or may not alter the next higher order partial sum. e e ol 4 t
Consequently, the addition process exhibits the following |_""
characteristics: —J
' %y 7“-—n TABLE 3 i
Y2 512X s e
» Tacess <_ Ta+b S.4 E acess |—H
® 1100 bytes of memory e e [N _.] .
" —"‘_r. 12X 5 st
¢ r’
The implementation of a polynomial utilizing this technique _I
would require astronomical volumes of memory. The :: 7“—‘b ::::. i,
memory size equates directiy to operational and physical Co —+—
characteristics as well as cost, Figure 7-5. Firmware Implementation

The software benchmark programs and the semiconductor technology forecast allowed the modeling param-
eters shown in Table 7-3 and Table 7-4 respectively to be computed. These parameters are utilized in all
subsequent analysis. The use of actual parameters allowed a realistic solution,

7.2 CENTRAL PROCESSING UNIT

The central processing unit is a matrix of 5 x 5 processing elements which comprise programmable pipe~
lines capable of performing three generic classes of operations as shown in Figure 7-f, The processing

elements are:

e Arithmetic
e Trigonometric

e Exponential/Logarithmic



Table 7-4. Hardware Modeling Parameters

1975 1985
DEVICE POWER | SPEED | POWER | SPEED | IC'S REQUIRED |
MEMORY 0.5 MW/BIT | 30NSEC | 0.075 | 25NSEC | 64 BITS/IC
’ MW/BIT

16X 16 MULTIPLIER | LOW TONSEC | 0.3W | SONSEC | 4

16 BIT ADDER LOW I9NSEC | 0,3W | 10NSEC | 6

SMALL SCALE LOGIC | 0.1W I5NSEC | 0.03W | BNSEC | 4GATES/IC
BINARY COUNTERS | 0.35W | 4ONSEC | 0.09W | 20NSEC | 4BITS/IC
STEERING LOGIC 0.2w P0NSEC | 0.06W | 12NSEC | 4BITSHC

The primitive functions that the On-board Experiment Data

Support Facility must be capable of parforming are described \l/ /N \ 1’ J/
in Section 4, —‘)JAT g I Lfr 4
—T >
Typical primitive functions are: ‘/ 2 A A T
s
A J

e Addition A ALLA ~ >

e Multiplieation e A . N £

e Compuie the Sine

s Raise a Number to 2 Power i \ T y A / T / A
These primitive functions and their relative frequency of Figure 7~-6. 5§ x 5 Matrix CPU

occurrence (distribution) are shown in Figure 7-7, An
asgessment of these functions was made to determine the nature and capability of each processing element,

This phase of the CPU design is referred to as the level of decomposition; i, e., the determination of

7-10



PRIMITIVE SENSDORA DISTRIZUTIOR
the level of the processing element sophistieation, The FUNCTION OPERATIONS  DISTRIBUTION

sophistication of each processing element determines: hred 1 -aes09

A e xIt 210 . 44025

A 25 D241

- . A s 9 25 05241
‘ ¢ Functicnal Capacity cos o 2 ns2e1
r»'i' TAH 8 20 041492

# Programming Difficulty .00838

cot 0

4
i\ SEC O 2 .004LY
i @ Physical Characteristics sy} ) 00628
ol cas—l 1 00209
& Operational Characteristics Tan~! 2 NITER
3 sgg-l 1 90209
i e Matrix Dimensions = t 1e043s

a* 14 02935

inx 4 .aneia

o Required Technology

g Daca Banc T4 05031

i ¢ Permissible Methods of Implementation Figure 7-7, Primitive Sensor Distribution

j The proocessing elements were initially investigated from a processing philosophy. At one end of the scale
) are gophisticated funotions such as Fourier Transforms or Walsh functions; at the other end are simple
additions such as performed by general purpose computers, The former approach is attractive from 2
pProgramming point of view but requirs - a very large number of specialized elements. The latter approach

requires complex programming and is inherently slow.

Anslyses performed on the processes reguired by the boundary sensors showed that all processes could
be performed by combinations of algebraie, trigonometric, exponential and logarithmic functions. The
Algebraic (or arithmetic) function was as simple as an addition and could be complex as £xy + 2z, Since
this lztter funetion includes the addition it was selected as the arithmetie processing element. These three

elements are discussed in the following paragraphs.

7.2.1 ARITHMETIC PROCESSING ELEMENT
The arithmetic processing elemeat (APE) is the most frequently occurring function within the array. The
] boundary sensor analysis defermined that approximately 80% of the sensor processes were arithmetic.

The primitive functions that must be performed are:

@ Addition

¢ Subtracticn

e Muitiplication

¢ Division

@ Accumulation

7-11




All processes are performed on signed numbers. These funciions are sufficient to allow the central
processing unif to execute & simple unsigned addition as well as a complex two-dimensional linear trans-
form (e.g. Fourier, Hadamard, Harr, etc.). If each function were assigned a discrete processing element,
the minimum contribution of the arithmetic portion of the array would he five; however, these functions are
internally distributed as shown in Figure 7-7. The proportion of their utilization coupled to the fact that the

least occurring function must be 1 as a minimum results in 13 processing elements being required,

The use of discrete arithmetic functions allows for high operational speed but requires large arrays. The
greater the number of diserete processing elements the more complex the distribution function. The

number of arithmetic functions per second that a single processing element must execute is given by

f o= (Number of Onserations) x (Sensor Data Rate)
pe (Distribution Factor) x (Array Size)

The operational rate for a single processing element executing arithmetic functions on a § x § array for
Composite Sensor Bis f pe(2) (5x5, B=9x 105 arithmetic operations/second,

The required operational frequancies as a function of array size is shown in Figure 7-8, Consequently, the
level of decomposition will impact the array size and operational speed. The arithmetic processes may be

realized using one of three approaches,

107

Figure 7-8., Required Frequency in OPS/SEC
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Approach One

Approach one is based on utilizing three discrete arithmetic processing units such that:

] PEa-1 = A+B

+ 1
® PEa—-Z = A, X
o PE , = 3 A

a~3

Thig approach requircs a minimum of six processing nodes in the array. Since each element is programma~

ble, six micro-instruerions are reguired every machine eycle,

Approach Two

Approack two is a functional grouping of the primitive processes such that:

@ PE

-1 (At B

e PE _ =a.x21t
a-32
This approach reduces the required discrete processing nodes to three., This reduction not only reduces

the array size but also the micro-inatructions per machine cycle by a factor of two,

Approach Tiree

This approach groups all arithmetie functions into a single discrete processing element such that:
e PE =3 (A- x=! B)

This approach results in a factor of six reduction in both array size and miero-instruction required each

machine eycle,

The preliminary investigation modelzd each apptoach to establish a hardwired and software approach as
shown in Figure 7-9, The parameters determined that 2 software approach is not feasible for a high-speed
sensor daia processor. The non-software solution generated the requirement for further analysis on the
grouping effects as shown in Figure 7-10, The grouping effects analysis determined that a single
processing element may be utilized. The advantages of the single function have been previously

described.



ARDWARE SOFTWARE
REQUIREMENT SUB-~ -
1IC'S | POWER|SPEED | parrng | INSTRUCTION SPEED
n{ax + B} 32| 5.4 161 3 155 564
w NS us

Figure 7-9, Avithmetic Element Hardware/Software Trade~Offs

INSTRUCTIONS ARRAY | PROCESSING { ELEMENT

LEVEL PER SECOND | 1C'S | POSITIONS |  TIME RATE
A+B, AX, A 12 x 108 2 3 210 % 1077 SEC| 14x 106
AX +B, ZA 8 x 100 2 2 190 x 107 SEC| 10 x 109
S(AX + B) ax 10° 12 1 161x 109 sec| 7x 106

Figure 7-10. Arithmetic Level of Decomposition Effects

7.2.2 TRIGONOMETRIC PROCESSING ELEMENT

The {rigonometrie processing element was isolated as a single discrete element, The rationale resuiting
in a single element was that the individual functions by themselves did not constitute a sufficient drive but
as a composite generated an acceptable load. In addition, a trigonometric function may be computed
based on & minimum of arguments. For example, the cosine is capable of being generated by the sine,
The trigonometric processing element was tasked to perform twelve standard functions; i.e. six forward
and six inverse, The preliminary hardwarse/software trade-off shown in Figure 7-11 diciated that the

function generator be implemented in a hardwired or firmware solution,

7.2.3 EXPONENTIAL/LOGARITHMIC PROCESSING ELEMENT

The exponential/logarithmic processing element was analyzed with the same rationale as the arithmetic
processing element, Various grouping effects were studied from a hardware/software implementation
aspect. The function is not amenable to a software implementation due to the gpeed of operation compared
to the required speed of oparation. The results of the preliminary hardware/sofrware trade~off are shown
in Figure 7-12, The grouping effects for the exponential/logarithmic functions are shown in Figure 7-13,

The grouping effects determined that single function element may he utlized.

7-14
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FUNCTIONAL. SUB-
LEVEL. I&'S | POWER |SPEED|ROUTINE | BYTES SPEED
FUNCTION.
GEN 40 4 | as0 3 64 463
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Figure 7-11, Trigonometric Element Hardware/Software Trade-Off

FUNCTIONAL H ﬁRDWARE - SOFTWARE
LEVEL IC'S || POWER|SPEED| ooirine | BYTES SPEED
GROUPED 6 [ 3.1 45 2 18 23,0
w NS i<}

Figure 7-12, Exponential Element Hardware/Software Trade-Off

EVEL INSTRUCTIONS ARRAY | PROCESSING | ELEMENT

PER SECOND | IC'S | POSITIONS |  TIME RATE
v¥, &%, 1nx, Log;X | 16 106 2 4 |#x109sEc | 22x 100
e, Inx 8 x 10° 18 2 |#x1079SEC | 22x 106
X, inx 4108 10 1 45x 109 SEC | 22x 106

Figure 7-13, Exponentia! Level of Decomposition Effects

The preliminary levels of decompositien determined that each generic class could be implemented as single
processing elements. The preliminary analysis also established the basie machine cyele period. The

bagic machine cycle period was determined by the trigonomecric processing element, This element required
an execution time of 250 nanoseconds, Since the ar'thmetic and exponential/logarithmic functions reguired
less execution time, the trigonometric processing element established the cycle due to the pipeline concept

dictated by Task II.

7.2,4 DESIGHN SELECTION CRITERIA

The isolation of each processing element to a hardwired or firmware solution required a set of evaluation

eriteria.
7-15




The criteria utilized in the degipn trade-off were:

® Design Complexity

@ Flexibility

e  Capability

® Preprocessing Requirements
@« Power

e Frequency

e Physical Size

® Weight

Design complexity is the engineering sffort required to realize a particular approach, The design com-

plexily centered on:

o Design Difficulty
¢ Fabrieation

@ Test Complexity
The composite man~hours reflect directly into cost and indirectly into size,
The second category is functionality, This category includes:

e Tlexibility
¢  Capability

e Pre-processing Reguirements

Flexibility is the number of functions that may be achieved utilizing the approach. For example, the
design enahles the function,) AX + B to be executed regardless of the technique, However, one design

allows a minimum of 10 additional functions such asg:

¢ A+B

¢ A-L

e ———— S 121 o b A b 1 A 2 £ et A A oA S s 1 18
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o be performed, Anp alternate design approach enables an additional eight functions to be achieved, Capa-
bility is the ability of the design approach to agsume the functions of the other gensric classes, This
parameter is important in establishing the overall capacity of the central processing unit, The final para-
meter is the amount of pre-processing required to realize the function, e.g,. table computation, argument
pre~conditioning.

The final category is the classical \perational parameters. The flight status of the On Board Experiment
Data Support Facility requived tha.e parameters be given careful congideration, Significant aspects for a

space qualified system are the power digsipation and volume. These parameters were relaxed for the
space shuttle,

Each design approach was modeled uging the previously computed technology parameters shown in Section
7.1 Table 7-4. These parameters were reflected on a scale from ona to ten relative to the design para-

meters. Three design approaches were considered for each processing element,

o Polynomials
e Firmware

@ Special Purpose

The polynomial solution which ig deseribed in detail in Appendix C, is a long standing mathematic approach
in numerical analysis. This solution required a second order spline* to be fabricated which did not appear
feasible until recently. The technology for this approach is currently availabie ag well ag the increased
demand for such a capability. The polynomial provides a unique approach to problem solving and is orient-
ed to a Large Scale Integration (I.5T) approach., The firmware and special purpose solutions are gpeecific

designs while the polynomial is a more general purpose approach.

7.2,3 PROCESSINC ELEMENT DESIGN

The arithmetic processing element was analyzed for a polynomiai, firmware, and special purpose design
approach. The model paramesters for each design shown in Figure 7-14 are based ~n the conceptusl design
ghown in Figure 7-15. The polynomial provides the maximum functionality hut only intermediate signal

processing rates. This approach requires a maximum power of almost six watts so that for large arrays

* See Appendix C
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iw - VALUE
PARAMETER _ PoLY Fiv HAW

DESIGN COMPLEXITY .| 430 MBRS 550 MHRS | 330 MHRS
FUNCTIONALITY 30 INST 24 INST | 16 INST
OFERATIONAL .
POWER 6w 25 W 3w
FREQUENCY A MHz 3 MHz & MHz
WEIGHT 0,558 0,5LBS | 0,5LBS
SiZE 1 BOARD 1 BOARD | 1 BOARD

Pigure 7-14¢., Arithmetic Element Model
Parametera

thermal disadvantages ave encountered, The firm-
ware solution alfhough characterized by low power
and a mediam to high functionality, exhibits a mar-
ginal high frequency capability. All approaches
possess a relative design complexity. The scaled
parameters shown in Figure 7-16 determined that
a gpecial purpose degign be utilized for the ari-
thmetic processing element, Thesge values al-
though unweighted were considered primarily with
respect to the functionality and operational char-
acteristics, The speecial purpose design modeled
at the eonceptual level poggessed a high composite
score and a capability to perform 6.3 x 106 opera-
tions per second.

The conceptual design was further analyzed to generate the functional bloek diagram shown in Figure 7-17.

PFigure 1-15, Conceptual Design for Arithmetic

Element
T MODEL CORE
PARAMETER | POLY | FIW | HW
DESIGN COMPLEXITY 8 6 10
FUNCTIONALITY 10 8 5
OPERATICNAL
POWER 5 1 10
FREQUENCY 7 4 10
WEIGHT - - -
SIZE - - -

Figure 7~16, Scaled Parameters

The arithmetic processing element is composed of three distinet functions

e Multiplier/Divider
@ Adder/subtractor

o Accumuolator
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Figure 7-17. Arithmetic Processing Eleimnent

Theae functions are ordersd to yield a capability to perform the following arithmetic functions:

[ ]

X+Y
X-Y

XY

x.v?!

X-Yl+z

XYtz

X'¥Y-2

XYLz

e IX+7Y)
® I@X-Y)
¢ @V
e TE.YY

e I+ Y+2)
® E(X-Y'1+Z)
e XX Y-2)

® E(}{'Y-1~Z)

any

The division capabilily is accomplished by a reciprocal multiplication. This technivue compotes the re-

eiproecal of the input variable by means of a table, The table possesses a scale factor for the multiplica-

tion. Turther, abinarysecale factor utilized enables the correct quotient to he obtained withovt shifting,

e s S AL L3 e et o aqees
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The trigonometric processing element was model-

Ea
ed for three solutions with the parameters shown :
in Figure 7-18, The parameters irdicated that a ¢
firmware or gpecial purpose solution should be £

MQDEL 4
considered. Ths polynomial although theoretical- PARAMETER FoLY o W ik

. . . . DESIGH COMPLEXITY 430 MHRS 330 MHRS | 410 MHRS
1y a simple solution requires the trigonometric FUNCTIORALITY wmsr | 2 st ) st )
valus to be computed using a power series approx-~ | oreraTiona, :
FOWER W 6W 4w t

imation, This serieg poasesses serious draw- FREQUENEY 4 btz S MHz . |7 MH:

WEIGHT 0,5 LBS 0,5LBS 05L8 .

backs az the quadrant extremes are approached. L s 1 BOARD | 1 BoaRD |1 EOARD
The scaled parameters shown in Figure 7-19 de- t

Figure 7-18. Trigonometric Element

termined that a firmware solution be implemented Model Parameters :
for the trigonometric processes. The conceptual ¢

design for the firmware approach is shown in

PFigure 7-20, The processing slement is composed
of three distinct parts.

¢ Quadrant Analyzer

MOBEL SCORE -
e Argument Tables PARAMETER POLY | FW_| W :
DESIGH COMPLEXITY 7 10 B i.

@ Divider FUNGTIONALITY 10 8 4
CPERATIDNAL -
POWER 8 6 0] &
FREQUENCY [ 8 10 .
The quadrant analyzer normalizes the input vari- WEIGHT - - - =

S1ZE - - -

ables to a first quadrant and retains the original .
quadrant. The input argument may be expressed Tigure 7-19. Scaled Parameters i
in degrees, radiansg, or decimal degrees. The ‘

inverse parameter is a bingry mumbexr, The argu~ R
ment table provides the first level of conversion
required, The divider manipnlates these argu-
ments to generate the desired functions. The con-

ceptual design was further developed to generate £

the funetional block diagram shown in Figure 7-21. Figure 7-20, Trigonometric Element L
The gignificant feature of this approach is the firm- Conceptual Design
ware divider. This function minimizes the need for tables and limited resolution and is economie for large
arguments, Although the firmware solution requires lérge memories, current technology renders this

approach totally feagible, This design enables the trigonometric function generator to perform the follow-

foieem g e

ings

:\
ooy

e |




SIN, COG 8
L
4| N
—'f_ ?
SIGN SINE A
DATA 2 weur o | el 8 Lavesd, | 21
u (7 & QUADRANT ! i '
- "1?‘:2153 ANALYZER TABLE e
. 256 % 8
8 WORD 1t
FIRMWARE
2 5| FoEvme” | woRD 1 Taw, cor, sec, csc
. . .
1 2
. il l . -
— 3
SINE s | ARC - 8
DATA .,' INPUT |8 [ ) [} ABLE 1 8, 21 =1 SINE ' s JOUTPUT|___|LATCH
i B, L {WORD | F{LATCHIFILA 7 xon [~ ;, xs| | SE- SEL |7 |Tamie cT e~
% SELECT J__ znxll
l— 2.4 Ny |,
' i ' . SEL "
o °, ANGLE A4~ OUTPUT SELECT 3, INVERSE FIN
i N 1| :
v s

INVERSE _ -
- 3
18 15 s, O B - T — 7 ]
MICRO CORE ~ LATCH |/ LATCH = ozcooen |- c-! 1 cou;tc
| INVERSE ROTATE ANGLE COS™_ COT”__ SEC

TABLE
256X8

Figure 7-21. Trigonometric Function Generator Block Diagram
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e SINX » SIN X

a COosS X & COS ]X
® TANT ® TAN 1X MCDEL VALUE
PARAMETER POLY Fiv HAY
) ) -1 X D&SIGN COMPLEXITY | 240 MHRS | 170 MHRS | 290 MiFS
o COTANX ® COT X :
' FUCTIONALITY 30 INST | 4 INST 2UNST
# COSECANT X e CSC 1X OPERATIONAL
PCWER W w 6w
..]X» FREQUENCY & MH: 22 MHz 7 MKz
s SECANTX ® BSEC WEIGHT 0.5 b 05LE | 0518
. SIZE 1 BOATD| 1 BOARD| | BOARD

A trade-off between the oandidate exponential/
Pigure 7-22, Exponeniial Element

rithmic funeti enerator models resuited i
loga unction generator models resmlted in Model Parameters

the design parameiers shown in Figure 7-22, The
degign analysia indicated that the firmware solution
exhibited the best properties. The significant ad-

vantage iz high speed and low power requirement. MODEL. SCORE
PARAMETER POLY FiW B
The sealed parameters shown in Figure 7-23 con- DESIGN COMPLEXITY 71 w© o
firm the firmware solution, The conceptual de~ FUNCTIONALITY 10 2 '
sign for the element is shown in Figura 7-24. The e ) ol s
function generator is composed of two distinet - inaatld N B
SIZE - - -
paris.
e TLogarithm Generator ' Figure 7-23. Scaled Parameters

e Exponential Generator

The exponential/logarithmic conceptual design was
further developed o generate the functional block
diagram shown in Figure 7-26. The funciional
block diagram provided an additional capability
than the required natural logarithm and exponen-
tial. This design approach provides a capability

to porform the f5ilowing functionss
Figure 7-24. Concepiual Design

® Inx

o Yiax

. Yex
x

® o
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These functional diagrams were based on the requirement to:

& Minimize Hardware
o Maximum Flexibility

¢ Mazximum Operational Speed

Each element operates internally in double precizion so that trigonometric and exponential/logarithmic
velues exceed the acouracies available in standard mathematical tables. For example, the trigonometri2

generator is capsble of computing an angle to an accuracy better than an aregecond.

7.2.6 ARRAY SIZE
The processing element characteristics, as well as the number and nature of the sensors that must he

progessed, provide a prime driver on the array size. The central processing unit capacity is determined

by:

& Number of Pathg Available
e Processing Element Characteristics

@ Operational Characteristics

The number of available pipelines or paths is directly dependent on the permissgible data flow within the
matrix. Tour permisgible fiows are shown in Figure 7-2§, The ealeulations of the number of paths avail-
able is based on 2 spawning technique, This spawning ig described in the following manner. The number

of pathg is determined by the number of signals entering a nede and the number of exits from the node.

For example a node receives three signals which it trangmita to a different node, Thig node receives these

gignals plus three other sgignals so that six paths are gspawned., The number of paths spawned for various
flows and array sizes is shown in Pigure 7-27. The addition of the disgonal flow determined that the max-
imum permisgible paths were obtained with a square array. The pathing is magimized by the presence of
a feedback diagonal which provides the maximum mability through the array. The bi-directional flow re-
sults in the infinite paths, The number of paths available is important during multi-sensor operations

ginee it minimizes the interference between two sensors with respect to a data flow.

The second consideration in the array size is the number of sensors that may be processed. Asgsuming
that a process is available within the dezired path the number of sensors that an array can process is

proportional to:
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e M.

. Spawning Diagrams

Array Size Flow 1 Flow 2 Flow 3 Flow 4
2x2 8 9 16 = G
3x3 34 51 193 e
4x4 120 275 2233 * e
5§x5 488 1485 28494 - o
6x6 1834 8085 325767 -+ oo
Tx7 6928 44359 42412381 -+ oo
8x8 26310 244925 48805081 - oo
9x 9 100384 1359521 518232964 - e

Figure 7-27. Number of Paths as a Function of Array Size and Flow Pattern
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The payloads versus array-size is shown in Figure 7-28, The estimated payload of 30 composite sensor B

 (Array Size) (Element Rate) (Efficiency).

Composite Sengox Rate

types dictateg that a4 x4, 5 x5, or 6 x 6 array with a 260 nancsecond machine cyele are wilnin the limits

of the concept, These gize are characterized by diserete input/output ports which may require additional

hardware.
MACHINE CYCLE PERIOD

Array Size ];: O.:':ﬂ 0 .p5:{) 0." 2950
i 2x2 1.67 2.23 3.34 6.71
3x3 3.7 ’ 6.03 7.52 15,05
4x4 6.71 8,93 13.51 27.03
bx5H 10.45 13,95 20,92 41,84

6x6 15,15 20,08 30.30: 62.5
Tx7 20.49 27.32 40.98 81,97
8x8 26.81 36.71 53.76 111,11
9x9 34.48 45,25 68.03 142,85

Tigure 7-28. Number of Sensors Processed ag a Function of Array Size and Speed

The machine cycle period and the array size determine the number of operations per second that the array

is capable of performing. The operational characteristics for various array sizes with various msachine

cycle periods are shown In Figure 7-29. The operational eapacity iz given by:

farray =

{Array Size) (Efficiency)

(Machine Cycle Period)

The 5 x 5 array provides a ddta rate amenable to the anticipated needs of the On Board Fxperiment Data

Support Facility, These characteristics are shown in Figure 7-30. The parameters indicate that a5 x5

array is the required matrix size.

whan arrays are cascaded,

7-26
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The 5 % 5 provides the additional aspects of power and volurne savings
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MACHWE CYCLE PERICD

B Array Sie 1“. 0 o.:io 0. ,,520 0. fzo
F,. 2x2 47:106 5 .3x106 8}::106 16::106
. 3x3 ox10° 12x10° 18x10° 36x10°
4x4 16x10° 21,3x10° a2x10° 6dx10°
- 5x5 25x10° 23,5x10° 50x10° 1x10°
E 6%6 36x10° sex10° 72x10° 1.4x10°
.w 77 tox1g” 65.3x10° o8x10° 1,9x10°
| 858 64x10° 85.3x10° 1.28z10° 2.5x10°
9x9 81x10° 1.08x10° 1.62x10° 3.2:10

Figure 7-29, Operations/Second

. MICRO-CODE

; ﬂ INPUT 4 WORDS

SIZE | ARITH | TRIG | EXP | PORTS | OPS/SEC | PATH SENSORS 1SEC BITS
, 2x2 ) 2 1| 1] 10 |L6X107}62X10-2 6 1.6X 106 96

| 3X3 | 7 1| 1| 16 |36x07|52xw03| 15 |[36xw! | a6

4x4 | 12 3 1 22 6.4X 107 | 4.4X10°4 26 6.4X 107 384

'( 5X5 | 20 4 | 1| 28 |LoxwB|35%xW05! & 1.0X 108 600
! 6X6 | 28 6 2 34 | 1.44X108| 5.6X 10-6 60 14X 108 864
j X7 39 8 | 2 40 | 1.96%X108| 2.4% 107 81 1.9% 108 1176

y 3X8 | 51 1|2 46 | 2.56X108]| 1.7} 108 ré 2,5% 108 1536

N 9X9 | 64 4 | 3 52 | 3.24X108) L9X10-9] 135 3,2X 108 1944

Flgure 7-30. Matrix Size Analysis

| S
[ S

The 6 x 5 array provides the following central processing unit characteristicss

]
: ® 25 Processing Elements
1 ° 10’3 Operations/Second

e 28 Digorete Input Ports

e 7-27




@ 28 Discrete Quiput Ports

s 20 Sensor Capacity (50% Efficiency)

7.8 MEMORY STRUCTURE

The selected design for the memory structure is based on geparate data bagse memory and program memory
which are of identieal architecture. The dual memory struecture provides a cost-effective and high re-

liability approach. The gensor procesging requires a data base which typically contains:

& Constants
@ Transfer Functions

& Calculated Parameters

The volume and nature of the Jata base is dependent on the specific sensor and process utilized. The data
base requirement for the boundary and composiie sensors is shown in Figure 7-31., The data buffer is the
storage required to delay the primary and/or secondary sensor data, The nature of the buffer is discussed

in the input/output analysis.
The data base analysis and design was governed by evaluation of parameters which include:

@ Speed

8 Data Sources

SENSOR wows | s
ATZ 664 512
RAD/SCAT 50 637
IRS 128 16, 065
CIMATS 10,179 3,015
SENSOR A 3,239 5, 255
SENSOR B 3, %61 5 848

Tigure 7-31. Boundary and Compogite Sensor Memory Requirements
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e A&drgsa;ng_ Modes: .- ..
e Size
Four candidate approaches.were evaluated uging the resgl_.f, of "fhes'_e. evaluationg: -
‘e Dita is Contained in Main Progranm
‘e Central Libravy

Central leraz.y With Caches :

- ® Gantral I.ibra'cy with G‘aches and Scratch Pads
‘Each approach is-diseussed below,

Main Program Gontalned Data. This approach requires that the micro-instruction transmﬁ:ted to each

avithmetlc progessing element contain the required coeiﬁcients. Ccmsequently, a portmn of ihe mmro :
code must be reserved for these parametars whether they are requu:gd or xot. Thxs prin_ciple 1nc;r_egsqs
the program memory width by tv:o-wcfd_s (32 bits). 'I_‘vl:ie'vmajdr di_sadx‘ranta_ge is the lack of abilii:’y to share
constants between processing elements, thereby redﬁlﬁhﬁ in a high degree. cf.rei:'luné"aﬁcy. In.add'it'idn, a
complex storage and retrieval module is requived to place data~dependent constants within the program '
memory. The design complexity of the storage and retrieval is very similar to the stack or Anterrupt
capability utilized on conventional digital com;_ﬁuters . he fntaractii?é natare 6)’:‘ the data base for. seﬁsor
procesgsing does not lend itwelf to a program~contained data hase u ualess a genera‘i purpoge computer is
utflized, '

Cenbra’ ed Library, Tl.a central tibrary appronch is baged on & block of memury independent of the pra-

g~-am memory that containg all data requn.ed for the processas Thig approach prowdes the capabﬂxty for
each proeessing element to ghare common parameters, The memory gize is mmunfzea since each constant
ig stored in 2 single location. Turthex, the 11brary may be modular allowing only e memory required for
a giver mission to be attached, minimizing the volume and power requirements. The major dravback is
the rate at which the memory must op.arat'e'. " Hypothetically, each arithmetic pibcéssizjg element may be re-
quived to feteh a constant or set of constants every machine cycle, TFor the § x B array, the central memory
would require a 16 nanosecond cycle time. This value is not within the current or near-term atate-of~the-
art, On thig bagia the single centralized metory concept was rejected. | "
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Central Library with Cache. Cache techniques have demonstrated their usefulness in Stochastie and

Bayesian machinag, The data haze is capable of being segmented into high frequency utilization and low
frequency utilization parameters, The cache technique is based on using a amall high speed memory for
each row or column of the CPU. Thea central library updates the caches with the constants on the low fre-
gueney parameters while the proceasing elements aceess the eashes. 'The required eyele time for the

central library is then given by:

Tcycle (Machine)

(Library) (Number of Casheg) (Words Updated/Cache)

Tcycle

and the eycle time for the cache:

Tcycle (Maohine)

(Cachey = (Processing Elements) (Words Fetched/Eiement)

Tcycle
Tor the § x § array, these parameters are

(Library)} = 50 nancsecomds (statistical)

Tcycle

and

1

1e(cache) 25 nanoseconds (worst case)

Tcyc
The additional memory required for the cache iz insignificant with respect to the total memory. This ap-
proach allows constants shared in the central memory to be shared by all the processing elements, How-
ever, data-dependent parameters are eapable of being shared directly with only those procesging elements
that communicate directly with the cache In which the parameter is stored. An Indirect sharing is per-
miggible by fetching the parameter from the cache and routing through the array ard storing it in the de-

gired cache, This scheme requires external feedback due to the monotonic data flow; i.e. data feiched

from cache j can only be routed to caches § +n whera j is the row or column. Finally, the library memory

cycle iz available with current technology while the cache cyele time is within the parameters for projected

technologies.

Centrat:. »d Library with Cache and Seratch Pad, The ceniralized library with cache and scratch pad is

both a iogical and physical extension of the central library with a eache. This technique provides a smali
scratch pad for each arithmetie proceasing element. The data base ia giatisiically partitioned such that

2
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7-30 ORIGINAL PAGE IS POOM

F- it |

B e ey




-

Co DD S

i-——-m—r" L..'-u—n

the cache contains the medium frequency utilized parameters while the soratch pad contains the high fre-
quency utilized parameters. This technigue provides an eagy means for storing and transmitting data-

dependent parameters. The required cycles times ave

(Machine)
brary) cyc!e
cycle(m (Number of Cache} (Words/cache update)
] (Cache) cy cle(MthinE)
cycle {Number of Seratch Pads) (Words/update)
{Machine)
- cycle
) e cle (Scratch Pad)y = {Words/Tetoh)

For the 5 % § array, these parameters are

cy',:l_e(lerau:y) = 50 nanoseconds (statistical)
cycl(a((jache) = 50 nanosecronds (statistical)
° eycl (Seratch Pad) = 126 naroseconds (worst case)

The parametsrs provide a realistic and feasible approach resulting in & hierarchical memory. The anal-
yais summary for these approaches ig shown in Figure 7-32, The analysis determined that the primary
memory structure ghould be the central library with a cache and scratch pad.

The functional blook diagram for the data base memory shown in Figure 7-33 provides a soratch pad for
each arithmetic processing element. The scratch pads are the key to the functional power. Each seratch

pad is a two part read-while-write memory capable of being addreased by:

INSTRUCTIONS | MEMORY SIZE PARALLEL} SEQUENTIAL
FPER SECOND {ToTAL) WORDS | PATH PATH
PROGRAM CONTAINED 1,0 % 108 3zxL" 2N | sooBITS 32 BITS
,CENTRAL LIERARY 8,0 X 107 20 K 20 640 BITS 32 BITS
WEACHE BASIS 2,0% 107 212K s* | 160 BITS 32 BITS
WASCRATCH PAD 4,0x 105 23.4 K 2 a2 BITS 32 BITS

*1. = LENGTH OF PROGRAM
s+ 5 = MAXIMUM - 3 TYPICAL
N = NUMBER OF ARRAY ELEMENTS

Figure 7-32. Analysis Summary

3
o pRODUCIBILITY U 1
;;?(E}NAL PAGE 18 Pue 7-31

O o ary R AN RS . . |




W
|5
D2

LIARARY
1CK K16

5P s STRATCH PAD « e4x %2

£l vy Ea X SFEE
A-tHasex 1
s
L
] CALHE | - P hl | E.a (Y- }
ﬂ""’ FLUA 41
i TACAE & 55 2,4 - EEIE] I
T desenm [_
—t
,_L‘ JercHE 3 ST S NE ER R
SH PETY 3
2 f CACKHE & 57 a8.0 5374-,3‘ |
; =
=t max it

Figure 7-33. Data Bage Memory Distribution Architecture
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© processing elements
@ cache
® program counter

The program memory structure shown in Figure 7-34 is identical to the data base memory structure, The
two structures differ slightly in reality, The program memexy micro instruction registers which are the
analog of the dafa base memory scratch pads, are addressable only by the program caches, termed row

controllers, Both the main memory and library are modular in nature.

7.4 INPUT/OUTPUT STRUCTURE

The On Board Experiment Data Support Facility must be capable of interfacing with a wide range of sensors,
Thesge sensore vary in design, mission, and frequency of operation and are normually asynchronous on a

gengor-to-sensor basis, The input/output requirements ave shown in Figure 7-35

o REQUIREMENTS

- MULTIPLE SENSORS AT DIFFERENT FREOUENCIES

- ASYNCHRONOUS AND SYNCHRONOUS INPUTS

- OUTPUT DATA RATE SYNCHRONIZED TO IHWPUT

- HNO FILL DATA IN OUIPUL DATA STREAM

- NO REPETITIOH OF DATA IN OUTPUY DATA STREAM

Figure 7-35. Mmput/Output Requirements

In addition to the varying frequency range and asynchronous relationship, the output data must be synchro-
nized to the Input data rate fo maintain 2 continuous data flow. Basged on these requirements three design

approaches were congidered;

@ Sensor Synchronized to QEDSF
© OEDSF Synchronized to High Frequency Senser

& Agynchronous Data Transfer

Senszor Synviironized to OEDSF. The block diagram for this approach shown in Figure 7-36 is compogerd

of three major components

@ sendgor
& sciler
® array
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This technique requives the sensor fo output data synchronously with the OEDST. The array clock is

sesled in a frequency divider and transmitted to the sengor, The approach simplifies the data {ransfer but

requireg the sensor operational freguency to be dependent on a sealed walue of the array clock, This

technique allows each array machine cycle to be optimized but requires the additional hardware (counters)

for the scaling process. The amount of hardware reqguired for scaling would be less than four 4-bit

gynchronous counters per port.

OEDSF Synchronized to High Fredquency Sensor, The

functional bloek diagram for this approach is shown in
Pigure 7-37. This technique requires the array to be
gynchronized to the highest frequency sensor by
means of 2 phase lock loop. The frequency gensrated
iz regealed and transmitted to the remaining sensors
as in the first approach. The approach synchronizes
the gystem to a sengor providing a simple data trans-
fer and machine cyclie optimization, The phase lock
loop, however, presents the major drawhack for the
design. A stable and acourate phase lock loop re-
guires a significant design and hardware effort to
minimize the etfects of phase jitter. In addition

gealars are requirnd for the remaining sensors,

Asgynchrenous Data Transfer. The conceptual design

for the asynchronous mode is shown in Pigure 7-38.
The agynchronous transfer relaxes timing constraints
for both the sensor and the avray. The hardware
required for this approach is minimized since only

a gingle word interface huffer ig required, The single
word buffer resulis from the fact that the array olock
processes many more cycles than the sensor cloelg
however, the machine cycle utilization is not opthinized,
the worst cage condition being 50%. This technique
reguires a sensing cireuif to determine when a sensor

word ig availahle.

CLK

¥

CLK

SCALAR =

SENSOR

DATA

L

ARRAY

Figure 7-36. Block Diagram of Sensor
Synchronized to OQEDSF

CLK | pnasprock | CLE
= LOOP
¥
SENSOR DATA -
HIGHEST FREQ ARRAY
oK SCALAR a0
)
" DATA

SENEOR

Figure 7-37, Block Diagram of OEDSF
Synchronized to Sensor

SENSOR

CLK

DATA

DATA

BUFFER
N2ZtWD

oK

ARRAY

Figure 7-38. Asynchronous Operation
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Each approach is snitsble for the On Board Experiment Data Support Facility. The asynchronous data

tvansfer, however, is the most applicable since it impoges no timing constraints on either the array or the

gsengor. The ability to minimize any impact on sensor design was a paramonnt factor in the OEDSF design.

The functional block diagram for an asynchronous data transfer is shown In Figure 7-89. The input struc-

ture is composed of three major components j

¢ Fi-Fo Buffer
e Register

@ Synchronizer

The output gtructure is compossd of three major components

e Scalar
¢ Reglster

@ Synthronizer

The synchronizers detect the presence of a sensor data word or proceased variable that ig to ba either T

reesoived or transmitted. The input synchronizer sets a {lag on the leading edge of the sensor data clocl.

DATA CLK
DATA

READ CMP
bt i i

DATA CLK

FIFO
BUFFER

. —l-- PRCCESSING ELEMENT INPUT PORT

SYNCHRONIZER

| PROCESSOR CLK |

'SCALAR

OUTPUT CMD

™| SYNCHRONIZER

PROCESSING ELEMENT QUTPUT PORT

OUTPUT DEVICE

7-36

Figure 7-89. Input/Output Structure
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The array provides a read command to the required port synchronously with the array clock., The logical
7 product of these parameters allows a word io be clocked into the array register. The output synchronizer
: operates in an identical manﬁer except that the flag is set by the logical praduet of the array clock and the
output ready command. The data is strobed into the register, In each case, the flag is reset hy the active
clock. The array clock is the active elock for the input and the scaled sensor data clock is the active clock

for the output,

- ‘The registers are single word registers in which the data is stored until acted upon by a clock. The secalar

is a frequency division capability. This function is required for processes that result in a data reduction

[

through processing (such as the Radiometer/Scatterometar reduction factor of 90 to 1), The input sensor

data olock is routed to the scalar where a frequency reduction is performed. The output data rate ig given by

| N—
L
[=]
[
i

where N is an integer.
Only an integer scaling rather than rate multiplication is required since the reduetion is performed on a
word bagis and each word is assigned ap integer count. The output of the counter strohes the register con-

taining the appropriate variabie.

The FIFO buffer provides the data delay ragunired in the processing of the data of certain sensors. Each

~ sensor imposes a different delay reciirement ranging from no delay to a full grid ag with the IRS. Con~

sequently, a modular buffer is incorporated at each input port., The asynchro':sus nature of First In/First

A—

Out Memories enhances the OEDSF-to~Sensor interface.

All input and output eircuits of the On Board Experiment Data Support Facility are standard 127, compatible.

The inputs are buffered so that they constitute a single unit load (i.e. 2.4 v @40 ua, 0.4 v@ 1.6 ma). The
buffered outputs are standard active pull-up with a full fanout capability. Level shifting may be required
external to the QEDST if the sensor side of the sensor/array interface point is not compatible with the logic
family. The design intexface point for the array is a FIFO input. The array, therefore, is capable of
handling either bit gerial or bit parallel data stream. This capahbility is programmably selectable.

7.5 BUS AND CONTROL STRUCTURE

The array is characterized by separate data and instruction buges. The data bus structure was discussed

in the analysis of the Central Processing Unit. This section disousses the instruction bus. The instruetion

..

bus transmitg the nscessary control signals which enable each processing element to

{u;mf Fraid

s route up to three arguments

o receive from four processing elements

Foieragrt
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A

¢ iransmit to four procegsingelements
e perforin a given operation

The § x 5 matrix reqguires that 25 instructions be transmitted every machine cyele. The micro~-code re~
quired fo control the fnter processing and intra processing elements has heen egtablished at twenty four hits.
The mioro~code bit allooation iz shown in Figure 7-40, This coda roaquires four bits for data routing and
the remaining fwenty bits for processing element sontrel, The saratch pad operation code is uzed only in

the arithmetic processing elements hut is asgigned a reserved Iocation in the code.

The transmisgion of the micro-code from the main memory to each processing element utilizes the hier~

archical memory structurs discussed in Seotion 6,1, There are two approaches for the array bus structure:

¢  Multiplexad
8 Disoreta

The multiplexed transmission requires a minimum of transmisgsion lines between the row control mamory
and the instruction regigters; however, the sirobing of the instruction into the regigter requires a set of

synchronizing gtrobes. Each register must be strobed congecutively. This approach requires a factor of

BITS MNEMONIC FUNCTION
a,- 8 ASCC ARGUMENT SELECT CONTROL CODE
2, - ag PERC PROCESSING ELEMENT ROUTE CODE
3~ SPQC SCRATCH PAD OPERATION CODE
a, - dg FCCC FIXED CONSTANT CONTROL CODE
39~ 24 FOCC FUNCTION OPERATION CONTROL CODE
813" 819 0BSC OUTPUT BYTE MANIPULATION CODE
890 ™ 891 | ARC INITIALIZE AND RESET CONTROL
899 " 8ny SPARE

TFigu.oe 7-40. Micro-Code Partitioning
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§ increase In the row coniroller memories. The utilization of separate instruction buges increases the
degign complexity by a faotor.: of 6 cauged by the additional number of interconneciions and the number of
memory components; however, the significant advantage of separate huges is the reduced memory cycle
time required, The number of components is lavgely determined by the memory organization. Current
and future memories are organized to have a large number of words with each word containing a small
number of bits.

The summary shown in Figure 7-41 led to the selection of a maultiplexed bus structure. The multiplexed
approach required the functional block diagram for those processing elements that possess a seratch pad aa
shown in Figure 7-42. The storage address, data baso, and indick select are micro controllable parts that
are unicue to these processing elements, The functional block didgram for those processing elements
which do net require sorateh pads is shown in Figure 7-43,

MINIMUM REQUIRED | EXTERNAL PE

APPROACH SPEED | CONNECTIONS
MULTIPLEXED | 20 MEGA-WORD/SEC 120
SEPARATE 4.0 MEGA~WORDIS£€ 600

Figure 7-41. Comparison of Multiplexed and Separate Bus Architectures

TIoading of Program into Processer. The program loading of the Onboard Experiment Data Support Facility

is accomplished using a caszette reader and bootstrap loader. The cassetie contains the machine code that
mugt be stored in the OEDSF memory prior to processing any sensor data. The data contained on the

oagsette is developed hy the index generation program or manually,

The data is organized on a byte basis for the cassetie and must be stored in the memory on a word bagis,
Consecuently, the data from the eassette is received by the OEDST bootstrap loader and multiplexed to the
proper memory locations, The organization of the data on the fape and the structure of the hootstrap loader
are deperdent on the detailed design of the program memory. For example, the instruction is partitionsd
inte two major parts. The inter-element code and the intra-element code, Theas may be placed on the tape
interleavad, multiplexed, or sequential depsnding on
the detailed design of the memory. The bootstrap
{oader recsives the data from the nassette reader in
byte format and reformats the data into OEDSF words., CASSETIE | LOADER W] MEMORY
This process iz off-line so that relatively slow speeds

may bs used, e.g. 9600 BAUD. The data configuration Figure 7-44. Ssquence of OEDSF
is shown in Figmre 7~44, Program Loading
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7.6 CONVENTION ANALYSES

The On Board Experiment Data Support Facility, like any machine, requires a binary convention, hasic
word size and provessing preeision. In addition, the numerical apalysis orientation raguires the selection
of an arithmetic convention. This section treats the selection ofs

& OEDSF Word Size
& Procesging Precision
¢ Binary Convention
e Arithmetic Convention

The On Board Experiment Data Support Facility word size selection was hased hoth on the sensor charac-
teristies and the requirements for interfacing with external machines. The boundary sensors ranged from
8 bit words to 18 bit words with an average of 12 hits per word. The conventional machines that would he
interfaced to the OEDSF are likely to be computers or standard compnter peripherals. These machines
are characterized by a 16 bit word. Therefore, the OEDSF was selected as a 16 bit maghine,

Precigion is the basie accuracy of computation that can be achieved without any program intervention.

The level of precision defermines the programming complexity and processing speed. The gengor pro-
cesses are highly analytical so that the OEDSF error contribution to the process must be insignificant,
The analysis for geveral modes of precision is shown in Figure 7-45. The gignificant aspect is the pro-
cegsing speed. This reduction for multiple levels iz not a significant factor for low precision lsvels;

i.e. single, double, or triple. The major drawback is the width of the required daia path. A double pre-
cigion capability results in an error contribution of one part in 232 for the OEDSF. This contribution is an

error of approximately 1079 per computation. The double preecision mode was selected for thke OEDSF.

The numerical analysis must be performed in either a fixed point or floating point conventions, The com-
parison of these modes is shown in Pigure «-46. The Floating Point Mode is slower and characterized by
a wide range. The fixed point is faster and characterized by less hardware. The fixed point convention
wag selected since floating point computations are possible at the macro level in the QEDST by using the

arithmetic and exponential/logarithmic procesgsing elements.
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- M - NUMHER OF BITS IN CHARACTERISTICS
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- Figure 7-46. Comparison of Fized-and Floatmg Point Modez

L The bhinary convention for the On Board Experiment Data Support Facility was hased on the comparison
shown in Fighre 7-47. The convantion exhibits various properties ag shown in Figure 7-48. The algorithms
L: raguirved for each approach in order to perform a simple addition ghow that internally a numerical analysis

machine is best implemented using a one's complement eonvention,. A digital disc_n_;s_sion of binary conven~
rﬁ" tions ig available in YDigital Signal Provessing™ by Rabineer and Gold, MeGraw Hill.

S‘ 7.7 MECHANICATL CONCERT

. Present tachnology utilizing diserete lopic infegrated cirouits reguizes approximately 170 chips per func-
E tional element of the OEDSP. I is antivipated that exploitation of emerging technologies (such ag 64K
l '
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L
CRITERIA SIGNMAGNITUDE ONE'S COMPLEMENT TWO'S GOMPLEMENT -
SPEED POOR EXCELLENT #EDIUM L
ADDISUR DIFFICULTY FASY FASY )
MULTBLY EASY ' DIFFICULT DIFFICULT L
UTILIZATION | CONTROL NUMERICAL ANALYSIS NUMERICAL ANALYSIS
HIW SIMPLICITY | POOR EXCELLENT MEDIUM {
QE?S@%NAND 2 P12 i )
Tipura 7-47. Comparison of Binary Conventions EJ
)
& SIGN PLUS MAGNITUDE ¢ ONE'S COMPLEMENT TWO'S COMPLEMENT
- COMPLEMENT B - COMPLEMENT B - COMPLEMENT B '
- ADDAANDB - ADDAAND B - RDDONETOB
- STORE SUM - OUTPUT SUM - ADDB+1TOA ﬁ{
- COMPAREA AND B - QUTPUT SUM o
*|F A >B; OUTPUT SUM £
*IF B > A; COMPLEMENT i
SUM AND OUTPUT
ALGORITHMS REQUIRED IN EACH i
CONVENTION TO COMPUTE
C=A-B o
WHERE A AND B ARE BOTH POSITIVE w
Tigure 7-48. Properties of Binary Conventions £
&
memory chipg) and fabrication techniques will enable each element to be accommeodated on 2 single 9 x 10 .
inch board and that an entire OEDSF array including ite data base and control system will consiat of LL

approximately 30 auch boards.

This section digscusses the packaging and thermal considerations associated with such a aystem on shuitle.

The basic concept allows for up to 3 OEDSF arrays to mechanically and electricaily intercomnect,

The bagic concept assumes an external power supply which is shown in Pigure 7-49. A pessimistic con-

cept which agsumas a very conservative 70 boards per QEDSF array is depicted in Figure 7-50.
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Figure 7-49. OEDST Power Supply
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7.7.1 OEDSF PACKAQGING CONCEPT

The Onboard Experiment Data Support Facility (OENSF) Urit may be required to support missions in two
areas of space shuitle envirenments; (2) within the oabin, pressurized area; (b) on the payload pallet,
unpressurized area. To accommodate hoth environments, a circulating gas convection-eooled packaging
arrangement was studied and deemed best suited to both conditions. An zlternate passive, conductive heat

gink module configuration was algo studied.
¥, 7.1.1 Assumpiions

Pressurized Mounting. The following agsumptions were made: (8) Gas environment around unit in pressur-
ized area would be cool and controlled within nominal operating limits of space shuitle; (b) Acoustic noise
leval would be within acoeptable limits for printed circuit boardss (¢) Shock mounting of OEDSF unit would

be degirable,

Unpressurized Area. (a) No make up gas supply required - leak rate accepiable for short life mission;
(b Acoustic attenuation would he required around unit; (2) Shoek meunting of unit would be required; (d)

Radiator viewing to space {not necessarily black space) for gas cooling can be atiained.

7.7.1.2 Reguirements
OEDSF Unit to be: (a) modular in concept consisting of a multiple of array units to be configurad with 30
printed circuit boards, sized for 140 (fial pack) chips per hoard; (b) Use standard parts where possible;

(¢) Cooling of eircuif board required.

7.7.1.3 Generzal Arrangement

1. Array Unit, Using standard size chips, a circuit board was sized using a muiti-layered board
with fiat pack chips assembled on each side. Circuit board was agsembled in a m hined alumintun
bex containeT with aluminum side plates for accessibility to boards. Boards were mouunted in a
vertieal format using standard birtcher spring clip guide rails, Boards are assembiled by sliding
along guide rails and engaging electrical conneotors mounted on the opposite <ide plate. These
copneotors can be crags~wived for iuter-board connection or interconnection can be Jone through
printed circuit system on this side panel. Inter array wiring will be accomplished by routing wires
to rear face of gide pane! and terminating in a single row of connectors, (See Figure 7-651). Guide
rails are mounted far enough apart to allow slots to be drilled in top and bottom faces of unit for
passage of cooling gas flow. Gas will be drawn or blown across circult board faces by small cir-
oulating fans. The propoged system will be by drawing the cooling gas across the eircuit board
faces (See Figure 7-52),

2. Unit Assembly. Assembled array units are installed infe a modular housing consisting of machined
ziuminum ailoy sections that can be assembled into one, two or three unit assembiies by bolting in
top and bottom sections to suit number of array units reguired for mission. An upper plermm will
then be installed over completed unit, equipped with circulating fan sized to suit thermal load re-
quired to he dissipated, Up to this point units are common to any lecation or migsion requivement,

7-47




8¥-L

SECTIONAL TOP & BOTT.M MEMBERS (3)

Il A{'\i
L T des LT e
}‘- a ;4 < ~\ "‘ /
W -
e
140 (FLATPACK) CHIP CIRCUIT BOARD -
70 CHIPS PER SIDE MULTI-LAYER
BOARD
INTER ARRAY CONNECTORS \ . —
S -
A N\ s
. u -
135"
&
2.0"

CONNECTOR PANEL N -

AND INTER CIRCUIT

BOARD WIRING

T .
)

SLOTS ON TOP PANEL 1
FOR COOLING GAS 14.00
FLOW OUTFLOW

COOLING GAS ™~
INTAKE

FAN MOUNTING STRUCTURE |
AND DIRECTIONAL FLOW

- = ,l
13.50
OPEN WEB STRUCTURE
FOR FLOW OF COCOLING
’ _~ GASES FROM ARRAY
ATTACHMENT AT UNIT

- SEPARATE END MEMBERS

14.0"

s Y MOUNTING SUPFORT

STRUCTURE (REF)

VIBRATION & SHOCK MOUNTS
(4 PLACES) MUST BE "HANGED
TOSUIT 1,29R 3 ARRAY UNIT

MOTOR & FAN UNIT

CHAMBER (46 CFM UNIT SHOWN)
COOL!NG GAS : A“ AY UNIT NOTE: SRAME ASSEMBLES BUILT IN ONE, TWO, OR
oAy SIDE PANEL & TMnEE ARRAY SIZES — BY REMOVING ONE
SNUBBER FOR OR TWO (TOP & BOTTOM) SECTIONAL
/ CIRCUIT BOARDS MEMBERS AND RE-BOLTING TOGETHER
SLOTS BEYWEEN CIRCUIT S
BOARDS FOR COOLING W UNGER
30-PRINTED CIRCUIT BOARDS
GAS FLOW CIRCUITBOARD 4o ARRAY UNIT
STANDARD SLIDE MOUNTING
ARRAY UNIT
Figure 7-51. OEDSF Packaging Coneept
’ e r + ganeeni | ey Jnam— T '? bt |
; a v + p L R [ _:' L 1 ] S | S = | JP—— M L—-—— c
S Sovmmed i ==
. - AR T A—
» ~ gee e T BN A AR - o b AL g Sl o

|



—_ e e Lo OO OO0 OO0 o O o 1

STAGGERED VARIABLE LENGTH

FINS SANDWICHED BEYWEEN
:45 CFM VARIABLE 2 CONES — FOR THERMAL

. SPEED FAN CONVECTION

PRESSURE DOME AND
m_. RARIATING RADIATOR
~
. —
FIBER GLASS FLEXIBLE
LINER MATING DUCT

VISCOELASTIC EPOXY
LAMINATED ACCOUSTIC COVER

.50 THICK x .02 WAi *.

AL. ALLOY SKINS - g:ouue GAS FLOW FORCED
I~ THRU FINNED AREA AND
- F
g.:.:.g. :gml;s Rglz- x 1/4") ANIREF) ACROSS RADIATING SURFACE
RIPS SANDWICHED
§’m7§:,,“sms RADIATING SURFACE - FINNED AREA
_ =9 FIBERGLASS LINER () ey ; PLENUM
= % 5TO 10PS.I P
= : CcOOLING Gas ~JF 0 W
— g SLOTS IN TOP & BOTTOM PRESSURE \ ”"‘"I" i RETURN GAS FLOW
Z =] COVENS LOCATED BETWEEN ~ PLENUM OVER ¢ ! AROUND SIDES
> CIRCUIT BOARD GUIDES FOR et O S I )
e = COOLING GAS FLOW z
- 8 COOLING FLOW DIAGRAM ~ MOUNTING FEET (REF)
e CONNECTOR PANEL AND PO
abB INTEH CIRCUIT BOARD O AT i s
R WIRING {THIS SIDE ONLY)
7 <
o -~ ___ SUPPORT PLATE AND
§ = BOTTOM COVER
gy .
~ E SIDE COVER LARRAY ) \\ SHOCK MOUNTS (AS REQUIRED)
i UNIT3)

39-PRINTED CIRCUIT BOARDS SLOTTED HOUSING - MOUNTING FEET

PER ARRAY UNIT MOUNTED MEMBERS TOP & BOTTOM

IN STANDARD SLIDE MOUNTING FOR COOLING GAS FLOW

STRIPS.

L
©o

Figure 7-52. Array Unit Cooling




7-50

Instyllation - Pressurized Area., Where OLDSF units are installed within the pressurized areas

of the space ghuttle (i.e., cabin ar=a or pallet igloo), a basic gupport frame structure ig required
orly and unite can be holted thru 4 bolis at the ghock mount points to this base structure, Heve

1 was azswned that the pressurized area will be thermally controlled by an overall shutfie system
coneapt and the thermal cooling for the OEDST units can use this pressurized gas environment

for its own convaection enoling. The cooling gasses would be drawn in through the lower slots and
acroas the cireuit board faces and be blown out through the top to return to pressurized are environ-
ment,

Installation - Pressurized Area. Where OEDSF imits are instalied ouiside the confines of the

space shuttle {i.e., pallet area), a special thermal acoustic housing would be required.

a, External Arrangement, It is proposed that this housing be a pressurized confainer confaining
gas for. short texm migsions, approximatsly seven to fourteen days, where a leak rate of 0.02
pounds/day could be tolerated for a final pressure of 5 pounds/in“. This leak rate is con~
gervative and easily maintained. TFor longer missions a make-up pressurized gas bottle could
be installed inside the thermal acoustic container houging. The housing is required to provide
compatible acoustic and thermal environmants for the array units. A basie cylindrical shape
is proposed and construction will feature a i-ipch thick vigeoelastic epoxy laminated housing.
‘the sizing of the housing will be compatible with internal pressurization requirements of
approximately 10 psi.

The layup of the damping material (SMRD) wiil be of 1/2 inch wide 1 inch thiek strips laid up
in a square patiern hetween the walls of the housing. With this concept, the double wall con-
giruction serves as a mechanism for high wall stiffneas and algo for temperature stabilization.
A rough sizing indicates two 80 mil aluminum face sheets are required to provide the neces-
sary stiffness and strength for internal pressurization.

A thermal blanket of 1,/2 inch thick insulative material will be layed up over the inside of the
housing for thermal protection, This blanket will also help fo absorb the internal acoustic
energy, therehy preventing reverberation within the housing. No blanket will be applied over
the upper dome of the container as this will be the thermal energy dissipating face. Tests

and analysis performed on a three foot viscoelastic epoxy laminated acoustic cover have shown
thia type of construction to be a highly sffective acoustic sttenunator. A cover was constructed
and tested using two aluminum face sheets with a viscoslastic dissipation for minimizing
resonant frequency effects. ‘

Details of the test are included in the Final Report, Shuttle Payload Acoustic Cover Feasibility
Study, GE Document No. 755D48234, by M. Ferranti and C.'V, Stahle, June 23, 1975. This
type of construetion provided an overall acoustic attenuation of 20 dB with low frequency
acoustic attenuation on the order of 30 dB. This attenuation is highly effective for the pre~
dicted acoustic environment of the Shuttle payload bay which hag its highest levels in the low
freguency range.

b. Internal Arrangement and Assembly. The thermal acoustic housing will be configured with a
flat mounting hase section, a oylindrieal section and a conical domed top section. The QEDSF
unit will be mounted to the base section thru 4 bolts attached thru the optional shock mounts
or elagiomeric dampeners. All external electrical wiring fo the unit, except for fan power,
will be thru this base section, allowing compleie check-out of unit prior {o any further assem-
bly of housing.

The eylindrical sectlon will then be installed over and around the unit and bolted in place with

a pressure seal or "O" ring between mating faces. The domerd section ean then be installed
containing the thermally dissipating surfaces and the eiroulating fan, again with a pressure '
geal or "Q" ring between mating faces, A flexible, compressible duct will interface with the
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upper plenum on the OEDSF unit during installation of the domed section. Pewer to the fan
motor will be thru a connector in the domed zection, eliminating any electrical connection
acrosg this interface during this assembly of the houging., The domed =ection will be a double
slkinned cone with variable lengthed radial fins aggembled vertically between the conical section
to form radial passes thru which the cooling gas will flow, Preliminary thermal analysis has
indicated that adequate heat transfer is provided by this design. After the cooling gas has
passed thru this section it is lefi free to return in a random fashion to the under side of the
QOEDSF unit where it will be drawn back into the anit through the slotied base by the etreulating
fan,

5. Infernal Environment. The gas enviropment is envisioned as a nitrogen gas atmosphere at a
pregsure of 10 psi, The nitrogen gas would be circulated by a single fan (more than one fan
could be installed if thermal load so indicated). The gas would be convectively and radiantly
cooled ag it flowed past and thru the top conieally finned annulins section of the housing. See See-
tion 7. 7.2 for preliminary thermal analysis,

7.7.1.4 Alternate Arrangements
An gliernate configuration study was condueted using a passive thermal path for conductive cooling of the

OEDSF unit. This method would reguire a known and controlled heat sink base plate for mounting of the
unit, Sae Pigure 7-53,

The temperature limits would he less controlled, but sould contain the temperature =i the upper limit on

the sircuit board chips to the maximum operating lim.t of 130F.

Thermal heat sink strips would be reguired on the circuit boards. (Standard systems are available and in
crmmon practice). Good thermal ties would be required between array units and the basic support section,
This would require attachments at both front and back of the array unit neceasitating more atiachment
faateners. Slightly heavier end wall sections would be required to conduct heat to the mounting faces of

the completed wunit.

The unit wouid be hard mounted to the base heat sink structure of the space shuttle, with thermally con~
ductive grease between mating faces. Hard mounting of the unit would subject the cireuit boards to the full
space ghuttle vibration environment, An acoustic cover or housing would be required over the installed
unit. This housing could be a viscoelastic epoxy 1aminated housing similar in construction to the pressurized

container.

Figures 7-49 and 7-50 depict a larger physical configuration as noted in Paragraph 7.7,
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Tigure 7-53, Alternate Arrangement
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7.7.2 PRELIMINARY THERMAL ANALYSIS

7.7.2.1 Constraintg

Requirements, The thermal control requirements are shown in Table 7-5.

Table 7-5. OEDSF Thermal Requirements

Heat Dissipation

- Per Card 3W - 5W
- DPer Unit 90 - 150W
Temperature, Card Surface 70° C max
0°C min

Environments. The environments of OEDSF are shown in Table 7-8 for both conduction and convection

designs,

Table 7-6. OQEDSF Environments

Hot Cold
Conduetion Design 50° C* =30 O
Convection
Solar 1353 W/M2 0
-~ Pallet Mount Earth 66 W/M2 0
Albedo 72,72 W/M2 0
- Pressurized Module 26°C 18°C

*Aggumes the Auxiliary Payload Power System (APPS) as
source of coolant.

7.7.2.2 Gas Cooled Configuration

1. Pallet Mount. Gas cooling of the eireult hoards in a pallet mounted configuration wiil require the
circulated gas to absorb the heat from the cards by convection and transport the heated gas to the
conical cover. Tins extending down from the cover will increase the surface area for conrection.
The external surface area will be coated with Silver/Teflon with an ¢ = 0,80. The area of the
cover is adedquate to reject the heat dissipated by the OEDSF in the hot case. Cold case control
ig obtained by reducing the fan speed.

The fan will supply 46 ¢fm of gaseous nitrogen at rated speed (~141 Ib/tir,). This will result ina
gas temperature rise of 10°C in the OEDSF (and in the radiator/heat exchanger, Tor a radiator
area of 0,785 m2 the maximum radiator average temperaturs will be ~ 37°C and the gas tempera-
ture leaving the radiator will be ~47,5°C and the maximum card temperature will be 50°C.
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Under cold case conditions the temperature of the gas leaving the radiator/heat exchanger will be
limited to 0° C by reducing the fan spaed,

2. Pressurized Moduls, The cooling aprangement for this configuration will be esgentialiy the same
as for the patlet except that the coolant gas will be drawn from and returned to the pressurizmed
module volume,

7.7.2.8 Conduction Cooled Cenfiguration
The congtraints applied to this configuration are shown on Table 7-6, It will be noted that the maximum
gink temperature for confuetion to a cold plate is 50° €. 'this temperature assumed that APPS will be the

source of coolant to the cold plate. This yields a maximum temperaturse difference (At) to the cireuit
boaxd of 20°C. A At of 17° C can be expecied between the cold plate and the surface of the eircuit board in
contact with the Birtcher clips. This leaves only 3° C for conduction in the board which iz not congidered
acceptable, The 17° C is achieved by using 2024 aluminum for the sidewalls, 0.2" thick (At = 13.0°C) and
a 0.5" width flange at the cold piate (At =2.8°C). It is further assumed that the bolt spacing will he < 2"
and the joint filled with thermal grease.

If the eold plate can be tied to the Experiment Heat Exchanger in the prassurized module the maxzimum
temperature can be reduced to <40° C, yielding an inorease of 10°C in the circuit board At to 12.6°C. This
ia considered to be lesz thap marginal. A A! of 20° C would be considered a minimum, requiring a cold

plate temperature of <3u°C maximum.
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SECTION 8
IDEX GENERATING PROGRAM

The OEDST oan be programmed manusily. As exemplified in Section 6, this is an easy task in tha case of
a single sensor. When many sensors are competing for the use of the OEDSF's elements, the scheduling

of these clements becomes a tedious tagk which iz ideally suited for compuiera,

The OEDSF concept envisions a computer program, the Index Generating Program (IGP) which generates,

off line, the microcode required to control the OEDSF in 2 cost-and schedule-effective mamer.

This program resides in a TBD host computer of the PDP 11/70 class, It accepts the processing require-
ments of the complement of instruments comprising a given payload in a user oriented language and pro-
duces the microcode directly usable by the OEDST controlier.

The program has been conceived as a modular, growth oriented system depicted in Figure 8«1,

The Assembler and the Simulator are the egsential components of the software system.

USER-ORIENTED
PROCESSES
- MICROCODE
FOR OEDSF
(By— compiLER ASSEMBLER
: b
USER wmeiis]
SIMULATION
SCHEDULER DATA b SIMULATOR .

GENERATOR
A ruv

CONFIGURATION |
USER —=B=  cENERATOR 20

Figure 8-1, Index Generation Program Overview
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The Assembler accepts the processisg functions in agsembly language format and generates the microcode
directly useable by the OEDSF. The simulator applies this microcode to a simulated OEDSF and indicates
conflicts and illegal operations, I algo provides a step by step analysis of the OEDSF operation, The
configuration generator allews changes in the make up of the OEDSY and provides this information to all

the eiements of the IGP. Configuration changes include size of the array; i.e., B x 5, the type of elements,
and the location of theae elements in the array.

The Simulation Data Generator produces simulated data for inpuf to the Stmulator. It also accepts dafa
output from the Simulator for simulated recirculated data,

The Compiler enables the inputs to be formatied in a user-oriented langnage specifically tailoved for data

processing.

The Scheduler is the heart of the IGP which reduces the programming of the OEDSI' to a irivial task, The
data processes requirad for each sengor are entered serially. The schedwler assigns ¢ _DSF elements to
each proeess as a function of the resources ailocated to this module; i.e., the scheduler represents an
avea of significant growth potential. It is anticipated that well over 90% of the schedule conflicts will he
resolved by timing schedules; i.e., vtilizing the vast diserepancy bwtween the OEDST rate and that of the
genzors to hold (suspend) a required process for one or more eycles of the array's operation until the con-
flict disappears, Other conflicts resolving techniques include: identity recognition, i.e., AB = B4 and

rerouting.

PFigure 8-2 depicts the overall IGP concept, Figure 8-3 details the key segments of the IGP.

IGP Qverview. Binary, memory-image, executable code for the OEDSF processor array is generated in

the OASYMA module, This software module ig a relatively conventional symbolic agsembler with a quasi-
macro assembler capability. The primary unconventionsal aspects are that the word size of the exscutable
code is over 1000 hits, and that time (not duration) of execution is an essential part of the source language

Syntax .

DASYMA accepts source language statements, each statement representing an ELEMENT INSTRUCTION
and DATA WORD (ETW and BEDW), from either of two sources, The user may provide these statements
direotly in the assembler langnage, SPL or Sensor Process Language. In the latter ease a translator or
compiler module is required to convert SPL statements into QEDSF Assembler language. ¥For simple,

single-thread processes a relatively straightforward compiler module is specified, the OASPLC module.
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For complex or multi-thread processes, ancther compiler module (OAPSKD) is required to resclve con-
flicts in multi-thread processes. This module is absolutely the most complex in the entire software
gystem, It must detect conflicts in the 2-dimensional OEDST processor array surface and attempt to re-
thread (schedule) the data flow in three dimensions, now including time, to resolve the conflict., Because
of the similarity of this process to the "optimizing" stages of many current high-level language (FORTRAN)
compilers, there is a tendsncy to view this as a "data-flow optimizing' stage to the QASPLC compiler
module, This is not the case, Instead, the OAPSKD merely detects and attempts, heuristically, to resolve
confliets in TIME and SPACE for processor ELEMENTS, There ave no optimization criteria and the first
feagible solution will e accepted, There iz no guarantee that any given conflict can or will be resolved. It
will be a ripe area for future research to davise better and more efficient confliet resolution algorithms.
The OAPSKD module must he recognized as an open-ended, evolving software effort. The OAPSKD module
and overall OEDSI software system (082) must provide for growth, flexibility and continuing change in the

conflict rezolution software.

The executable aode produced by the OASYMA assembler may be loaded info the OEDSF processor or
validated using a software simulator of the QEDSF processor array {OASSIM). Thiz simuiator will perform
a "zlow-time" bit emulation of the processor array behavior during execution of the program generated by
the OASYMA assembler. OASSIM may also be used during the hardware design stage to gain confidence in
the performance and correctness of each progessor ELEMENT. The user will usuglly, however, use the

simulator ouiput to refine assembler or Sengor Process Language programs.,

Three other utility~type software modules are required to round out the 082, All three simply aid the nger

in interfacing with the previous four main software modules.

OAEDCG allows the user to define the hardware configuration of the OEDSF array being programmed,
Essentially, thig is a high-level language interpreter which accepts descr 'ptions of the processor ELEMENTS

at each node and their connectivity characteristics to other nodes.

QOASSDG provides the user a way to define the simulated external environment (data flows) for the OASSIM

software simulator to profess when emulating the QEDSF processor array.

OIDMPG allows the user to define "Identities" which the OAPSKD may invoke when attempting to resolve
apace and time conflicts for processor ELEMENTS.

Software System Definition. The OEDSF software system (052) consists of (TBD) OEDST software sub-
gystem (053) modulas, Each OS® module is a stand-alone computer program executing upon a (TBD) com-

puter and performs one of the modular functions required to support checkout, software development, and

operation of the QEDST computer system.
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The 083 modules are listed below and are defined in more functional detail in the following paragraphs,

083 Module
Mnemonic

QASSIM
OASYMA

QASPLC
OASSDG

OIDMPG
OAP SKD
OAEDCG

0s? Module Name
OEDSF Array Software Simulator,
OEDSF Avxray Symbolic Assembler.

OEDSF Array Sensor Process Language Compiler,

OEDSTF Array Simulator Sensor Data Generator,
OEDST Identity Macro Phrase Generator.
OEDSF Array Path Scheduler,

OEDSF Array Element Definition Configuration Generator.

The 0SS modules are interfaced by a series of files. These files are listed below and are defined in more

functional detail in the indicated text referance sections.

8-6

0s3 File
Mnemonic

OAEDEF
OAQBJP
OABIMI
OASIMC
OASIME
OASIMP
OASIMO
CASMAC
OASMAI
OASMAE
OASMAP
OASPLP
OAEDCI
OPIMPI

OIDLIB

0s® File Name

OEDSF Array Element Definition.

OEDST Array Object Program.

OEDSF Array Software Simulator Simulated Input.
OEDSF Array Software Simulator Run Control Input.
OEDSF Array Software Simulator Error Mossages.
OEDSTE Array Software Simulator Normal Printout.
OEDSF Array Software Simulator Simulated Output.
QEDSF Array Symhbolic Assembler Run Control Input.
OEDSF Array Symbolic Assembler Source Language Input.
GEDSF Array Symbolic Assembler Error Mesgsages.
OEDSF Array Assembler Normal Printout.

OEDSF Array Sensor Process Language Prgram.
OEDSF Array Element Definition Configuratioa Input.
OEDSF Procedure Identity Macro-Phrase Iuput.

OEDSF Identity Definitlon Library

e T e
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059 File

053 File Name

Mnemonic

OSPLIF QEDSF Sensor Process Language Internal Form
OAVPCT OEDST Array Viriual Path Conmnectivity Table
OASDLO OEDST Array Source & Diagnostic Listing Ontput
OAPRCI OEDSF Path Reschodule Control Input

CACDLO OEDST Conflict Diagnostic Listing Output
OASDST OEDSI Array Sensor Data Source Input

QACCLI OEDSYF Array Compiler Centrol Language Input

TERMINOIL.OGY. The terminclogy used throughout this report follows generally accepied standards for

computer gystems engineerirg. In addition, the following project-unigue terms are defined below:

ELEMENT

ARRAY

NETWORK

CYCLE TIME

-~ gmallest modular processor unit, correspounds to arithmetie, trig or exponential
function generator.

-~ rectangular, 2-dimensioaai matrix of processor ELEMENTS. Current thinking
places this at a 5 x 5 symmeirical siructure.

- irvegular, 2-dimensional surface of ARRAYS with arbitrary data output fo input
connectivity.

- time required for one ELEMENT fo accept, execute, and prepare to accept another
ELEMENT INSTRUCTION WORD (EIW). Current thinking places this at .25

microseconds.

ELEMENT INSTRUCTION WORD (EIW) - configuration of bits encoded into a digital word which directs

the execution of a procesgsor ELEMENT during one CYCLE TIME. Current thinking
places this word size at 16 bits.

ARRAY INSTRUCTION WORD (ATW) - configuration of bits enceded into a digital word which directs

the execution of a processor ARRAY during one CYCLE TIME. Current thinking
places this word size at 400 bits. (5 % 5 x 16)

ELEMENT DATA WORD (EDW) - configuration of bits reprasenting numeric information required by

one processor ELEMENT during one CYCLE TIME. Currenf thinking places this word
size at 38 bits, (2, 16-bit numbers plus 6 bits of addressing informztion to define loca-
tion within processor ELEMENT scratch pad memory to serve as data destination).
NOTE. This definition assumes that 1 or more EIW's, and thereby 1 or more cycle
times, will be required fo load an arithmetic function procegsor ELEMENT scratch pad

memory with its required data prior to execution of the assoeinted arithmetic EIW.




ARRAY DATA WORD (ADW) - configuration of bits encoded into a digital word which provides numeric
data values to the ARRAY during one cycle time. Current thinking places this word
size at 646 bits (17 x 38).

[

OASYMA, OEDSF ARRAY SYMBOLIC ASSEMBLER. The OASYMA symbolic asgsembler software sybsystem

module permits the user to conveniently specify the functional process to be performed by each processor

£

element with {ime. Essential elements of user convenience are:

f .
et

1. ARRAY nodes may be referenced symbolically by name instead of index number pair;
2. Processor ELEMENT definition taken from OAEDEF file instead of user input;

3. Al processor ELEMENT functions are initially defined as NO-OP (null Operation) and need nat be
referenced by user unless an explicit function is required;

4. Once a user specifies or implies a processor ELEMENT function, that ELEMENT continues that
funetion until the user explicitly spzacifies a new function;

™

5. Numeric constant data information may be specified in binary, octal, hexadecimal or decimal
notation;

6. Repeating sequences of functions for a given praocessor ELEMENT may be specified without L.
repetitive input.

INPUT - input to QASYMA is three data files. One file (QAEDEF) defines the topological layout of proces-
sor ELEMENTS within the ARRAY. A second data file (OASMAI contains the symbolic assembly language

source statements which are v be translated into ARRAY INSTRUCTION AND DATA WORDS (ATW'g, -
ADW's). These statements will be of the form: 1
{
node ID . L
@<time> <node ID><operation code>< or S Ceee >

numeric data 1%
i
-
The third file (OASMAC) containg run control commands for the OASYMA program.

QUTPUT - OQutput from OASYMA is three data files. The first file (OAOBJP) is the ARRAY object
program or ordered set of ATW's and ADW's in format suitable for loading into the OEDSF ARRAY and :
the OASSIM software simulator module. The two other files (OASMAP and OASMAE) are print-out -
orianted files fo wrovide normal program listings of source statements and object code, and run-time ar
error messages respectively. ,E

b4

PROCESSING - The OASYMA module serves to translate user instructions to the OEDSF ARRAY into

machine languuage AIW's and ADW's. The particular configuration of processor ELEMENTS in the
ARRAY is provided from the OAEDEF file. OASYMA wiil have a catalog of operation codes and ATW
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formats for each type of ELEMENT, The CAEDEF file then defines which type of ELEMENT i4 at
gach of the ARRAY nodes for any given configuration.

Processing of the source language statement is initlated by firet initializing the state of all processor
elements to NO-OP and then reading each source statement and immediately translating to ELEMENT
INSTRUCTION and DATA WORDS (EIW's and EDW's). In genersal, a new source statement can be made
at each time step for each ELEMENT. Actually, before reading new source statements for a new fime
gtep, all AIW's and ADW!'s are initialized to the corresponding ATW's and ADW's of the previous time
step {or MO~OP if the first). Thus, if a processor ELEMENT is to maintain the same funciion role for
geveral time steps, only the initial specification is made, the same function will then continue until
explicitly changed. When reading and transisting source language statements of the form:

no.. 1D
@<time><node ID><ope: ation code><  or S
numeric data

The statement analysis algorithm can be sumnmarized as follows:

@ := statement delimiter (required).

<time> := npumeric quantity following @ gignifies new time step. If greater than previous time
step by two or more units, generate object code for all interim time steps identically
to most recently generated AIW and ADW. Initialize next ATW and ADW equal to most
racent ATW and ADW (opticnal, if omitted, same time step value as previous statement).

<node ID>:= gymholic name or index pair of form (i, j) where 1 and j ars unsigned, non-zero inte-
gers. Specifies ARRAY node for following operation codes and arguments, (required)

<operation code>:= symbolic or operation code for operation to be performed by the processor
ELEMENT at the previously specified node at the specified time. (required).

node D = gymbolic name, or index pair of form (i.j) where i and j are unsighed non-zero
< or > integers, or a mumeric constant which specifies an argument for the previously speci-
numeric data fied operation. Every operation code has zero, one, or more such arguments re-
quired. Number of arguments provided in type and order (sequence) with that required
by operation code. If node ID {symbolic name or index pair), argument is to be ob-
tained from data flow from specified node. I nuweric data, specifies a numerie
value to be made available at the scratch pad memory. Binary, octal, decimal or
hexadecimal data may be specified by a character string from the appropriate ehar-
acter set followed by (2), (8), (10) or (16) respectively. If no (k) notation foliows,
decimal data (10) is assumed. Twos-complement negative numbers may he specified
by inelusion of a leading minus sign (=). All numbers are integers. Sealing appro-
priate to the data and operation code must be performed by user. (optional)
nods ID
Corved 1= repetition of « or > field as many times as required for the operation
numeric data
code. All characters and fields after last required argument ave ignored and are
treated as comments until the statement delimiter @ is encountered. (optional).
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All fields within statement must be separaied by a comma or one or more spaces.
A specigl form of the above statement ig used fo specify repeated sequences of statement. The statemer.
form is the same but the time ficld is numerically leas than the curvent time step value. This is interpreted

to direct the assembler to previously created ATW's and ADW's.

OASSIM, OEDSF ARRAY SOFTWARE SIMULATION. The QASSIM ig a program which gimulates the execu-

tion of a single OEDSF ARRAY and provides the user with a detailed deseription of the internal operations
and data flow with time among the functionsl processor TLEMENTS.

INPUT - Input to OASSIM is four data files. One file (OAEDEF) defines the topologieal layout of pro-
cesgor ELEMENTS within the ARRAY, the second file (OAOBJP) defines the object "'program" or
ordered set of ARRAY INSTRUCTION WORDS (AIW's), and the third file (OASIMI) is a time-ordered set
of mimerical data representing the values of signal inputs to the ARRAY. A fourth file (CASIMC) con-

tains run control commands for the OASSIM program.

QUTPUT - Outpuf from QASSIM is three data files. One file (OASIMO) is a file of numerieal data
representing the simulated numerical output of the ARRAY, This file will be of the same time-ordered
format as the input file {OASIMI) so that a NETWORK can be gimulated by using simulated cutput as
sirulated input fo another ARRAY. 'Two other files (OASIMP and OASIME) are print-cut oriented files

to provide normal step-by-step ingight into array operation and run-time error messages, respectively.

PROCESSING - 'The OASSIM module serves as an operations simulator and non-real-time emulator of
the OEDST ARRAY. The particular configuration of the ARRAY to be simulated is provided from the
OAEDET file, OASSIM will have a variety of sub-modules simulating each possible type of ARRAY
ELEMENT. The OAEDET file defines which type of ELEMENT is at each of the ARRAY nodes for any
given configuration. Knowing the ELEMENT type at each node also defines internal data flow paths.
Externgl data flow paths are simulated by two other data files. The OASIMI file will contain binary data
representing simulated digital inputs which are to be used as the simulated ARBAY "inputs'. The re-
sulting simulated ARRAY data "outputs™ are written to the QASIMO dafa files. The OCASIMI and OASIMO
data files ave time-sequentially organized and are of identical format so that the "oufputs" can be used

as "inputs" to another simulation run.

In addition to the emulation-type numeric output, the OASSIM module provides two sets of printer-for-
matted outputs. The data file OASIME is used for printout of all anomaly or error conditions encoun-
tered or detected during an execution of the OASSIM module., Typleal of these cutputa might be an error
message that a magnetic tapa had been "filled-up" with simulated output date or that an ARRAY
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ELEMENT had been referenced without having previously been defined in the ARRAY ELEMENT Defi-
nition file OAEDEF.

Another printer-formatted output file is the normal execution report file. By means of run control data
contained in file OASIMC, the OASSIM medule may produce a little or a lot of output data. In the ex-
fremes, the minimum output would be messages reflecting the start and stop-simulation events, and the
maximuem would be a time-ordered 1ist of internal and external data values for every processor ELE-

MENT in an ARRAY. In sll cases this ouiput is directed to the OASIMY data file for possible print-out.

The simulation user exercises control over the execution of the OASSIM module by the contents of the
OASIMC data file. Typically, the user will set up the length of simulated time and various printout
options by the contents of this file.

Once execution of QASSIM is initiated, the OASSIM module wiil simulate the actlion of every processor
ELEMENT at every machine cycle. Since the OEDSF array is totally synchronous above the procegsor
ELEMENT level, the operation of each processor ELEMENT is totally 2 function of the Array Control
Word (ACW), the Array Data Word (ADW), and the data inputs from the external data sources and/or
other processor ELEMENTS previous cycles' output. No iterative looping iz required to simulate
asynchronous data flow, and ELEMENT simulation submodules are called only once for each ARRAY

node,

TFigure 8-4 shows the high level flow of the OASSIM module. The OASSIM module will be coded in
FORTRAN in basically machine-independent manner. All magchine-dependent funetions will be coded
in separate replaceable subroutines or function and clearly documented as to their internal operation

as weall as interfane characteristics.

OASPLC, OEDSF ARRAY SENSOR PRCCESS LANGUAGE COMPILER. The OEDST Array Sensor Process

Language Compiler converts Sensor Process Language (SPL) programs consisting of user level sensor pro-
cessing procedures to symbolic QASYMA agsembler source format. The source langunge SPL is a high

level procedure oriented language which enables the user to specify a single or multi-thread sensor process
algorithm without regard to the internal complexity of the OEDSF machine architecture. The compiler itself
may be implemented in a high level procedure oriented language, such as PL/1 or fortran or may be imple-
mented using a suitabls translator writing system or "ecompiler-compiler”. The target code of the compiler
is specified as the OASYMA source code to provide a high degree of flexibility to the users (e.g., several
levels of user enfry into the programming system is pessible). The compiler is capable of producing single
thread procedure ohject code for a single procedure without inferaction with the OEDSI Array Path Scheduler

(OAPSKD). Howevey, if more than one SPL procedure is specified in the source progrm, the object code
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generation phase of the compilation will he suppressed until an optimized and gehediled multi-procedure

o.-l_.
s

program ig obtained. The scheduling and opiimization fiunctions are provided by OAPSKD module in con-

junction with the normal syntax and semantics analysis and code generation functions of the compiler.

T
=5

INPUT - The OASPLC compiler requires three files as input for the syntax and sémantics analysis

phage of franglation. The QASPLF and OACCILI files confain the Senzor Process Language programs
and the compile-time control statements respectively, The third QAEDET file containing the €lement
configuration information ig utilized by the path generation sub-module to generate single thread paths
through the array structure. Two additional files are shaved between the compiler and the sche‘d_uler_.

[ Soas

At

L

i The OEDSF gengor process language internal form (OSPLIF) file and the OEDST Axray virtual path
j"gj connectivity Table (QAVPCT) file is initially built by the compiler and is modified by the scheduier.
Jd Both the OSPLIF and QAVPCT files are used as input files for the fingl phase of compilation.

QUTPUT - The OASPLC output includes five filas. The DASDLO is aa output file of the scurce lan~
guage input and compile-time diagnostic errors. The OASMAY and OASMAC files are the compiler
target code file and the CASYMA. pssemble~time commands. The OSPLIF and OAUPCT files are util-

[EE——
i

ized and updated by the gcheduler, prior to the cbject code generation phass of the compiler.

g
R et

PROCESSING -~ The CASPLC performs the translation of SPL procedures into CASYMA assembler

gource statemenis.

Baeh single or multi-thread processing specification and procedurs is treated as a stand alone inde-
pendent process and is compiled independently. The OSPLC compiler consists of the following major

tranglation phases:

/ e INPUT SCANNER - Uger SPL gource statements are input from OASPLP file az character

mode records. These character records are checked for the proper format, syntaz, and key-
iy words allowed in the SPL. Comment and blanks are :i=/2ted from the internal symbol form.
Each symbol in the output string of the Input Scanner is a fixed length, islermediate code for-
mat accepiabie to the next phase Element Analyzer.

¢ DELEMENTANALYZER - The Element Analyzer converts the intermediate code from the in-
put seanner to the internal table form of the program. The Element Analyzer performs a com-
plete gyntax and semantic analysis of the internal program prior to generation of the OSPLITF fila.

i @ PATH GENERATOR - The Path Generator processes the information contained in the OSPLIF

file and generates single thread paths through the array. The path generator utilizes configu-

- ration information contained in the OAEDEF file to allocate array processing elements in the

i data processing path on a one-to-cone basis with the primitive functions defined for each pro-

& cedure in the OSPLIF file. No attempt is made by the path generator to optimize the scheduling
of multiprocedure programs at this level, rather the path ganerator generates the CAVPCT

E file for subsequent conflict analysis and path scheduling by the scheduler module.

g: 8-13
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e SOQURCE AND DIAGNOSTIC GENERATOR - The Source and Diagnostic Generator provides
the character file output of the input source ahd compile-time diagnostics from each phage of
the compilation. The compiler diagnostic ountput file (OASDLO) printout and the scheduler diag-
nogtic output file (OACDLI} printout provide the user with in-depth information concerning syn-
tax, semantics and scheduling errors in the SPL gource program.

e QUTPUT GENERATOR - The cutpuf Generator completes the generation of the chject code by
translation of the optimized and scheduled internal program and path connectivity table to the
required QASYMA source code, which is output to the DASMAT file.

OAPSKD, OEDSF ARRAY PATH SCHEDULER. The OAPSKD Array Path Scheduler performs the averall

scheduling of the single or multi~thvead sensor processing procedures. ¥Each procedurs requires a non-

intersecting-processing path through the array (i.e., no two process procedures may intersect the same
precessing node at the sams Hme). Thus, the scheduler must weave the concurrent procedure paths through
the array configuration in such a way that no interference between procedures can oceur. The Array

Scheduler has acoess to the array configuration vig the OAEDET flle.

Since the array elements are fixed, path conflicts must be resolved by the scheduler before generation of the
cutput CASMAT and OASMAC files by the compller,

INPUT - The Array Path Scheduler requires four files as input to the scheduling process. The OAVPCT
file containg single thread avray path connectivity information, which is used in conjunction with the

OAEDETF file by the scheduler to weave concurrent multi-sensor processing paths through the array.

As confliets are regolved by the scheduler the OQAVPCT file is updated with new path connectivity infor-
mation for each single thread path modifed. The OIDLIB file ig utilized by the scheduler as a source of
algorithm identities which are substituted into the internal form of the SPL procedure. The OAPRCI
file contains user schedule control commands which allows the user to directly modify the single-thread
procedure paths or to delete procedures from the internal form of the SPL in the event of a scheduling
deadiock.

QUTPUT -~ The OAPSKD produces a single output file and modifies or updates two additional input
files. The OACDII file contains diagnostic information generated during the scheduling process. I a
multl-srocedurse SPL program cannot be scheduled within the virtual configuration of array, the diag-
nostic deadlock gererator sub-module will provide detailed coufiiet diagnosties which will be used to
deteriiine the proper course of correctlve action e.g., delete procedures from the SPL or modify the

virtual array configuration via the OAEDET file.

The array scheduler will maodify either the OSPLIF file or the OAVPCT depending on the scheduling al-

gorithm uged.
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PROCESIING - The array path scheduler performs six basic functions consisting of:

Conflict Anglysis

Path Rerouting

Identity Recognition

Procedure Compression or Expansion

Usger Path Reacheduling or Procedure Deletion
Deadlock Diagnostic Generation

@ & &8 9

If the array path scheduler detects a conflict in the concurrent use of an array node, the scheduler can
attempt to reschedule a procedure via an alternate path or can initiate an identity substitution by the
Element Rephrase Generator to compress or expand the procedure (i.e., compression or expansion of
2 procedure will change the length and computation of the sensor processing and thus mocify the path of
the procedure in such a way as to circumvent the conflicts). After a specified number of unsuccessful
attempts to reschedule procedures through the array has occurred the compilation will be aborted with
the terminating path diagnostics being output t0 the QACDLI file for user printout. No object or
assemble-time command files will be generated by the compiler as a result of this abortive attempt to
schedule multiple procedures. The user may, after examination of the path diagnostics, attempt to
reschedule by deletion of one or more procedures or by modification of the virtual array processor
configuration via the OAEDET file. If the OAEDEF f{ile is modified to allow successful compilation of
the SPL procedures, the actual array processor configuration must be reconfigured to the virtual con-

figuration before execution of the actual procedures can take place,

OIDMPG, OEDSF IDENTITY MACRO-PHRASE GENERATOR. The OEDSF Identity Macro-Phrase Generator
converts identity expressions in SPL equivalent source to the internal (QASPLIF) form utilized by the

OASPIC compiler. The identities are organized in a struchired file which will be accessed by the array

path scheduler.

INPUT - The OIDMGP accepts source inputs from the OPIMPI file. The source file is organized as

character n.ode records.

OUTPUT - The OIDMPG generates a structured identity library file (OIDLIB) containing internal form
expressions which are used to compress or expand SPL program procedures by substitution into the

OASPLIF file by the scheduler.

PROCESSING - The Identity Macro-Phrase Generator utilizes a macro-expansion capability to generate

the reguired internal f~rm target code. The internal form identities are organized in a structured file
format which allows convenient access by the scheduler for {dentity comparison and recognition and

subsequent modification of the compiler OSPLIF file,

8-16
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OAEDCG, OEDSF ARRAY ELEMENT DEFINITION CONFIGURATION GENERATOR. The OAEDCG Array

Element Definition Configuration Generator accepts element definition, array and inter-array connectivity
information and generates an optimized information struoture file which is ussd by the array compiler, as-

gembler, scheduler and simulator in performing their gpecified funetions.

INPUT - The OAEDCG module accents array element and connectivity information via the CGAEDCY
fila.

OUTPUT ~ The OAEDCG module produces a siructured element and virinal array configuration file
(OAEDEF) which contains the topological definilion of the target array machine.

OASSDG, OEDSTF ARRAY SIMULATOR SENSOR DATA GENERATOR. The OASSDG Array Stmulator Sensor

Data Generator accepts a compact form seusor data spzcification and generates a time~ordered set of nu-

merical daia representing the values of signal inputs to the viz.ual array.

INPUT - The compact sensor data souree is {nput via the OASDSI file.

OUTPUT - The time-ordered numerical data is output to the OASIMI file.
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SECTION 9
EFFECTIVENESS OF THE OEDSF

This section evaluates the consequences of performing the selected processaes on~board, The intention of
this evaluation is to determine fthe extent of the improvement of the overall system with respect to cost-
effectiveness and timeliness of data awvailability fo the experimenter, Table 9-1 summarizes the results of
the evaluation, Section 9,1 discusses the operational advantages of the OEDSF and its benefits which are
not directly related to cost, such as timeliness of data availability.

Section 9, 2 derives the cost henefits of the OEDSF by comparison with the costs of conventional (all ground)

processing approaches,

Section 9, 3 trades off various approaches to providing the user with an OEDST interface during the experi~

ments integraiion phase,

9.1 OPERATIOMAL ADVANTAGES
The OEDST realizes its benefits by exploiting its unique location in both a spatial and temporal sepse, This

exploitation is enhanced by the judicious choice of the processes which it performs, and by its architecture,

The specific benefits for each of the sensors are digcussed in Sections 4,1 and 4, 3 of the OEDSF TASK 2
REPORT. Yor each of the boundary sensors, the OEDSF produces data or information ready for extrac—
tive proeessing or user madeling, In each case, the processing requirements on the ground are significantly

reduced or eliminated,

Temporal Advantages:
The OEDST operates in real time., The output signals from the experiments are fed to the OEDST as the

experiments generate them, All ancillary data is available to the OEDST coincident with its generation.
Ancillary data is all data used to operate upon or characierize the experiment data. It includes the

following:

1, Housekeeping data which provides information on mode, status, and environment, As an example,
the RADSCAT processing equations inelude the antenna housing temperature,

2. Guidance, Navigation, and Control (GNC) data which provides information on all Shuttle loeations,
attitude, znd the rate of change thereof - this data produces the location of observed phenomena,
which is a requirement of all experiments,

3. Auxiliayy information. This is information which may he produced by other sensors, for example,
the IRS data can be used to correct ATS data for stmospheric effects; or it may be the utilization
of ambient charactevistics; for example, ecalibrating the ATS by measuring the sun disk,




Tabie 9-1.

OQEDSF Evaluation Factors

CONVENTIONAL APPROACH
DATA IMMEDi~ DATA GROUND GROUND CoST PER|COST OF OEDSF
ATELY AVAIL— |COMPRESSION ANCILLARY | PROCESSING |PROCESSING MISSION SYSTEM
ABLE OM (HDDT) RATIO DATA ELIMINATED ADDED TIME Sk $K
CORRECTED CALIBRATION B TIMES REAL
DIGITAL RADIOMETRIC TIME
ATS e WITH noNE  eLimimaTeo| REDIOVETRIC | none 2648 163.9
LAT AND L.ON CORRECTION
RAW TEMPERA~ CALIBRATION 1/8 REAL TIME
TURE AND CALCULATION WITH 24 HOURS 308 18,4
RS MIRING RATIO 161 ELIMINATED|OF TEMP AND | FLAG CHECK] DELAY
PROFILES WITH MIXING RATIO
LAT AND LON
PER GRID
oo AND Ta WITH CALIBRATION 35 TIMES
RADECAT! ) AT AND LON 91 ELIMINATED| C 1 c UL ATION NONE  foral TIME 577 17.7
OF 0o AND Ta
SPECIE CONCEN~
TRATION WITH
CIMATS LAT. LON, AND 21 ELIMINATED ALL NONE 8D 432 17.9
ALTITUDE

If this ancillary dala is not uiilized in real time, it must be recorded for subsequent processing.

The re-

cording process requires a formatting and a time-tag operation of hoth the sensor data and ancillary data;

the gubsequent processing requires a correlation operation to "re-match" the ancillary data with the sensor

data, Alternately, the ancillary data may be muitiplexed with the sensor data so that re-correlation is

obviated, buf 2 more complex formatting and reformatting process is required; further, each sensor must

duplicate the recording of this common information with a corresponding multiplicative effect on the record-

ing burden,

The ..eal-time frature of the OEDSYF provides an adaptive property to the collecting and recording of data,

Some examples of the utilization of this property are:

1'

2.

3.

Inhibit recording of bad data (such as cloud covered targets, or when SNR is inadequate),

Select signals to be processed (or recorded) from multi-signal or multi-channel instruments based
on c¢riteria which may be dependent on the scene characteristies or the signal characteristics,

Establish or change instrument operating mode based on characteristics of data or ambient
conditions,

Vary the rate of correction data collection based on the measured rate of change of the error
inducing agent.

Point instruments.
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Processing the data prior to recording or transmission usually effects significant reductions in recorded
volume, The ancillary data which need no longer be recorded often exceeds the volume of data produced

by the low frequency (up to several kilobits per second) sensors.

As the prime data gets converted to information, its bulk greatly diminishes., TFor example, the IRS raw
data is collected in 12 bit words for each grid point in 17 channels, a total of 17,136 bits for each group of
3 subgrids (28 points per subgrid), The output of the OEDST is 20 temperaturs values and 20 mixing ratio
values af 7 bits each for each group of 3 subgrids, for a total of 280 hits, a compression ratio greater than
16 to 1,

The most significant aspect of real-time processing is that the data is ready for the experimenter when the
shuttle lands., The pre-processing through a central facility with its attendant queue is eliminated,

Spatial Advantoges:

The OEDST derives advantages by virtue of its co-location, in space, with the instruments, One obvious
benefit is that processes common to all instruments need he performed only once, If they were performed
on the ground, they would be repeated at each experimenter's site, or they would be performed at a central

facility with its attendant queue (up to one year on Skylab),

The major benefit lies in the sharing by the instruments of the OEDSF's sef of processing functions, The
judicious decomposition of the processes required by the various instruments yields a finite and limited set
of basic functions which, in various combinations, satisfy the processing requirements of all the sensors.
The level of processing capability of each member of this set is sufficiently high that the programming
associated with their combination is simple (and inexpensive), The developmer: of such a set for a single
experiment would be prohibitively expensive. It becomes highly cost effective, however, when several
experiments simultaneously share the same functions, The architecture of the OEDSY (see Section 6) has

been configured to maximize the benefits derived from these circumstances.

Benefits as a Tunction of the User, On-board processing is not equally applicable to all experimenters, We

have found many experimenters apxious to exploit the benefits of on-board processing described above, and
other experimenters who were strongly opposed fo any reduction of their data. The following paragraphs

attempt to define the various users and their associated potential as on~board processing beneficiaries.

The users of instrument data can be placed in three categories defined by their utilization of the data, Each

category has its own set of problems, needs, and desires,

9-3




Thege three categories ave defined as follows:

1. Instrument Developer - Typically is developing an instrument or evaluating the relationship
hetween the energy sensed by the instruments and the phenomenon he is trying to measure,
Many sensors on Nimbus missions exemplify instrument developer activities.

2. Application Developer - Works with mature instruments to develop extractive precesses which
{translate data to applicable information, The Landsal series exemplifies his activities.

3. Operational - Routinely uses remotely sensed data as an information input into his decision
process. TIROS is an example of an operationdl system.

These categories can be associated with the processing system shown in Figure 9-1,

The Instrument Developer may want the raw data output by the instrument; in general, he prefers to have it
pre-processad to gome exient, This extent progresses from formatting to annotation, to calibration, to

correction,

The Application Developer wants pre-processe ~ data and, frequently, information extracted to some

level which varies depending on the complexity  his task and the advances he has made,

The Operational user wants as much processing done as possible. Ideally, he wants the final answer; for

example, the guantity of rain which will fall on Pailadelphia tomorrow,

The benefits provided by on~board processing to each of these categories are measured by different
gtandards, Instrument Davelopers derive henefits from on-board processing because therz are many

experiments flying simultaneously,

On-board processing has the flexibility and eapability to serve each of these users and meet their require-
ments. In general, the various categories of instrument users require greater and greater amounts of data

processing as the category changes from Instrument Developer to Operationsl user,

g PRE- | EXTRACTIVE USER
INSTRUMENT PROCESSING PROCESSING > MODEL
t T : N
Y Y Y
EXPERIMENTER APPLICATION OPERATIONAL
DEVELOPER USER

Figure @-1. Range of Processing Needs
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The Instruraent Developer is primarily interested in the basic electro-optical response of his sensor and
therefore can evaluate itg performanecs by aséessing the data in its raw or nearly raw form. This raw
data, when preprocessed such as by reformatting or the insertion of calibration factors, will enable him to
directly determine his instrument's performance, In general, the number of instrument developers is
relatively small and their use of the data is often very similar. This situation of a few numbered users,
coupled with similar processing requirements, is ideal for the application of standardized processing such
as on-board processing. Further, the volumes of data which would be investigated and analyzed in order to
evaluate the sensor's performance is generally quite small, A few well-chosen measurements comparad
with well-instrumented or calibrated test observables will provide the Instrument Developer with sufficient
knowledge to determine the performance of his sensor, Often, based on this data, the sensor's character~

isties are modified and the instrument is again exercised against the test observations,

The Application Developer is concerned with determining the utility of the remotely sensed data to various
Earth Resources or ofher similar applications, The satisfaction of this need congists primarily of apply-
ing and testing various exiractive processing techniques and user models. The basic data input to this
process is generally well established and almost always preprocessed to a nominal extent. In the area

of alternative axtractive processing and user mode] technigues, the Application Developer requires flexi-
bility to exercise different techniques on the data over & relatively wide range of data characteristies.

This situation is amenable to on-board processing in two ways. First, the degree of preprocessing is
generally well understood and standardized, thus lending itself to a routine prepraoceasing function; and,
second, the various extractive techniques can often be easily implemented at least in a low volume situation

with 2 general purpose on-board prosessing system.

‘The Operational user is characterized as a resource manager or other similar application discipline who
has a management function to perform and will use remotely sensed datr as one of several information
sources upon which to base his decigions. In as much as the usage of this data input is well understood ard
relatively standardized, it lends itself well to consistent and routine processing, both preprocessing and
extractive processing and some aspects of the user model. For any particular applicution, the number of

Operational users is relatively small and the processing required of the input data is relative invarizble,

Secondary Impacts of the OEDSF. The advent of onboard processing and the method of its implementation

creates a new environment which affects some facets of experiment development, Some examples are:

1. The OEDSF is flight equipment. In all space systems built to date the ground equipment comple-
has been treated as a poor second to flight equipment in the areas of planning, management, and
allocation of resources. This pattern will not change in the foreseeable future, Data processing
has sufiered from the fact that it has been a ground prucess. Data processing, when performed
on-board, will benefit from the very significant advantages accorded flight equipment.
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The OEDSF requives an OEDSF programming specialist, Many experimenters’ data reduction
facilities are programmed by either the experimenter or his assistasts. They are experiment
oriented rather than processor oriented. The requirement for a specialist insures that the pro~
gramming will be effected in the most effieient and economical procedure possible.

Better disciplined experimenters. The effective utilization of the OEDSF requires that the experi-
menter fully develop his processing requirements prior to the flight. This forces his attention onto
matters which are usually considered secowiary creating an attitude which often results in one of
two gituations: the experimenter omits from his requirements eritical ancillary data and thereby
renders his experiment worthless, or he recquests all the ancillary data he can think of to insure
that he will have available whatever he may subsequently need, thereby creating an unwarranted
demand on the system.,

9.2 COST ANALYSES

The objective of these analyses was to perform a comparison of the cost of the QEDSF end-to-end system

versus that of conventional ground systems performing the equivalent OEDSF functions, The methodology

used is deseribed below, All costs given are in constant 1976 dollars, The costs of the conventional pro-

cessing systems for the boundary sensors was determined, These costs include design and development,

hardware, and operational, Table 9~-2 summarizes these cost comparisons.

The costs for the OEDST were estimated. These costs include or consider the following components:

¢ Design and Development and Fabrication of 9 flight units
@ Index Generating Program
¢ Programming of the OEDSF
Table 9-2, Cost Comparison Summary For Two Missions
OEDSF Processing Costs Conventionsl Processing
Sensor {Per Mission) $K (Per Mission} $K
1. Advanced Technology Scanner 163, 9 2648
(ATS)
2. Infrared Spectrometer (IRS) 18,4 308
3, Radiometer/Scatterometer 17.7 576
(RADSCAT)
4, CIMATS 17,9 432
5., Composite 28,3 10003008
9-6



e Integration with Experimenis During Levels IV and V

# Ilight Costs

e Utilization Factor

® Ground Equipment

@ Operation
The cost of the OEDSF assigned to each of the boundary sensors is based on the fraction of the OEDSF it
uses. I is further assumed that in mos. cases the OEDST is only used at 50% of its capability because of

programming inefficiencies,

The results of the analyses were then extended to full payloads using the concept of the Composite Sensor

and its relationship to the Boundary Sensors.

9.2,1 OEDSF COST ELEMENTS

This section describes the determinaticn of the costs of the various elements comprising the OEDSY cost.

OEDSF Hardware Cost, This costs amounts to $48, 2K per OEDSF array arrived at by dividing the total

cost of $5. 7 million to design, develop, build and sell 9 OEDSF units amorfized over 250 missions in a
10-year period and includes a 4% refurbishment cost per mission, ‘The $5.7 million cost is based on the
Work Breakdown structure shown in Section 11, Details of the estimate are contained in 2 separate docu-~
ment which has been provided to the NASA Technical Monitor, The requirement for 9 units is based on the
integration schedule discussed in Section 2.3. Two units are needed for backup during levels 1 and 2
integration.

Index Generating Program, The generation of the index generating program of the OEDST for use by ail

sensors has been estimated at 950K, Details of this estimate are contained in the separate document
mentioned above. Since the program will be unchanged for any OEDST configuration, the cost can be
amortized over the numher of sensors serviced over many years. Ten years was selected as the period

of validity based on anticipation of growth to other technologies after that time period. In order to estimate
the number of gensors potentially utilizing OEDSF during the next 10 year period, a sensor utilization
model was constructed, as depicted in Table 9-3. The early portion of this model was based on the

"Early 8TS Mission Plan, 1980-1982," by Program Development Organization, NASA-MSFC, (June 1976)
For each payload listed on the referenced mission plan, an estimate was made of the number of sensors
potentially utilizing OEDSF. The main eriteria for establishing whether a sensor is a candidate for OEDSF

processing were the complexily of processing, data quantity, and data rates generated, Since the sensor
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Table 9-3. Sensor Model for OEDSF Utilizztion
FLIGHT QTY. OF QTY, OF SENSORS | QTY. OF SENSORS {
YEAR NO. PAYLOADS PER FLIGHT USING OEDSE
1980 7 AUTOMATED P/L N/A |
8 10 30 20 :
9 AUTOMATED P/IL N/A
10 8 (ASTROPHYSICS) 24 20
11 AUTOMATED B /L N/A ;
1981 12 5 (PRIM, SP, PROCESSING) 35 2 §
13 AUTOMATED P/L B/A,
14 11 LIFE SCIENCE 50 10 .
15 AUTOMATED P/L N/A é
16 INCLUDES APPS 5 1 L
17 4 (MULTL~USER) 20 15
18 AUTOMATED P/L N/A .
19 1 (ATL NO. 1) 10 5 i
20 1 (LDEF, BRESS) N/A H
21 7 (MULTTUSER OA) i1 11
22 AUTOMATED F/L N/A ”
23 1 LIFE SCIENCES 50 10 :
24 AUTOMATED P/L N/A g
25 11 (ASTRONOMY 20 15
26 AUTOMATED P/L N/A .
27 5 (PRIM, SP. PROCESSING) 35 2
1982 28 PLANETARY H/A i
29 PLANETARY N/A
30 10 (MULTIUSER) 20 20 :
31 AUTOMATED N/A :
32 AUTOMATED N/A p
33 AUTOMATED N/A
34 1 (LIFE SCIENCES) 50 10 .
35 TNCLUDES APPS 5 1
36 1 (AMPS) 60 30 i
37 AUTOMATED P/L N/A
38 7 (MULTIUSER) 15 13 -
39 AUTOMATED P/L N/A
40 1 ATL NO. 2 30 i
41 INCLUDES APPS 5 1
42 EVAL 30 20 ;
43 AUTOMATED P/L N/A i
44 8 (MULTIUSER) 32 30 i
45 AUTOMATED P/L N/A
46 LIFE SCIENCES 50 10
47 AUTOMATED P/L £
48 9 (ASTRONOMY) 18 15 ;
49 PLANETARY N/A
50 AUTOMATED P/L N/A "
1983 TBD 26 EST, 150 68
1984 28 161 74 ;
1985 32 184 84
1986 33 190 87 .
1987 31 179 82 ]
1988 33 190 87 é
1987 32 184 84
Total 842
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complemenis for many of the payloads ara not well defined, the construction of the model for determining
programming costs necessitated projected estimates concerning the type of sensors that would be carried,

and their characteristics,

Projections of OEDSF utilization during the vears 1983-1989 were made using the October 1978 NASA Pay-
load Mode!, issued by the Director of Mission and Payload Integration Office, NASA-Hqg, The number and
discipline composifion of the payloads for each year in the program were used in conjunction with the ratios
of OEDSF-related sensors per payload determined from the above-mentioned analysis for the period 1980~
1982, This approach was selected to make maxinaum utilization of realistic mission model data, which is

presented in the open literature for the first three years of the Shutile Program.

The results of the model show that a total of 842 sensors potentially could use the OEDSF system, This
number includes re-runs of sensors on subseguent flights, in recognition of the high probability of the
sensor's upgrading/modification between flights as well as the growth and multiplicity of users, that will

evolve during the sensor's history.

On the basis of 842 sensors, the cost of general OEDSF software development is approximately 940IK/842 =

%1, 1K per sensor,

Programming of the OEDST, This cost covers the preparation of the processing requirements for each

sensor into a format useable by the IGP, the running of the IGP, and the loading of the OEDSF program

memory. This effort is nominal; a value of $508 per sensor has been estimated for it.

Integration with Experiments During Levels IV and V

This subject is discussed in paragraph 9.3 The costs asaociated with this effort include both hardware or

software, and support personnel for operation of the OEDST simulator equipment and its mainfenance,

The following assumptions were made:

a8 Level V integration lasting 3 months requires 2 men support on 2 50% basis or $14, 400. Level
IV integration lasting 3 months requires 1 man support on a 8% basis or $1200, These costs apply
to each experiment because they are time oriented rather than sensor complexity oriented,

® The cost of the OEDSTF gimulator equipment varies depending on the processing complexity and is
assigned to each sensor on an individual basis.,

Utilization Factor. This factor is the fraction of the OEDSTF used by & given sensor, The OEDST performs

108 operations per second. The number of operations per second used by each sensor is a function of its

data rate and processing complexity. The utilization factor for each sensor is a function of its data rate
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and processing complexity. The utilization factor for sach sensor was derived using the data of Table
4-4, In general, programming techniques allow each arithmetio unit cycle to perform more than one

arithmetic operation, as described in Section 7.

Flipht Costs, It is assumed that the OEDST is a payload subsystem rather than a shuttle fagility and will
thus be charged flight costs. Table 9-4 shows the Recommended User Cost Allocation Rates for Shuttle/
Spacelab Utilization from the Final Report of the Study for Identification of Beneficial Uses of Space, dated
November 30, 1975 contract NAS8-28179, and the corresponding costs atiributable fo flying the OEDSFE,
This table has been updated to reflect a flight cost of $20M per the NASA Preliminary Policy Directive on
Reimbursement For Shuttle Services Provided to Civil U, S, Government Ugers with cover letter dated
July 29, 1976,

The weight of the OEDST is sstimated at 21 Kg, its volume at 0, 028 cubic meters, and its power consump-
tion at 150 waits, Instrumeni operation timelines contained in the Payload Description for Sortle Payloads
indicate that most instruments operate only a small percentage of the time, To calculate the OEDSF energy

requi rements we have assumed a very ample 80% duty cycle over a 5-day period,

Table 9-4, Recommended User Cost Allocalion Rates for Shuttle/Spacelay Utilization
WEIGHT: 2IKG 3
VOLUME: 0.028 M
POWER: 150W {ASSUME 80% FOR 5 DAYS)

SHUTTLE RESOURCE UTILIZED RATES UTILIZED IN STUDY® APPLICABLE OEDSF COSTS
UP TRANSPORT VOLUME $ 25, 720/CUB IC METER £ 720
UP TRANSPORT WEIGHT $ 203.4/Kg $ 4,211
ON ORBIT ENERGY $ 3217 /KWH $46, 324
ON ORBIT CREW $ 12048/MAN HR N/A
ON ORBIT DATA TRANSMISSION  $ 8011/MHz OF RF BANDWIDTH N/A
ON ORBIT DATA PROCESSING $ 4,41 /WORD OF EXPERIMENT N/A
COMPUTER STORAGE
DOWN TRANS PORT WEIGHT § 374.74/KG $ 17,80
GROUND OPERATION, $ 2385/CUB IC METER $ 67
MECHANICAL HANDLING
GROUND OPERATION, $ 39, 0/WORD OF EXPER [MENT WA
ELECTRONIC HANDLING COMPUTER STORAGE o

*BASED ON CM AVERAGE PER MISS|ON OPERATIONAL COST = $20X 106




‘_._._k.
| S

H»__.,
R | —

I

[

.,.H.
vt

.‘..,...,
[‘w._w-’

l
[ ]

Ground Equipment. The ground equipment required by the OEDST consists of the tape recorders at the

recelving sites apd their equivalent at the users’ sites. These eguipments are also required for raw (non-
OEDSF processed) data, They have been excluded, therefore, from the cost computations for both types of

systems.

Operational Costs. The OEDSF operates antonomously, Human intervention is permissible but would occur

only as a requirement of the instruments. Thus, no operational costs are charged to the OEDST. The

operation costs shown for conventional ground systems are per eqguivalent mission.

9.2.2 COST COMPARISONS
This paragraph compares the costs of processing data onboard against those of processing on the ground,
using the boundary sensors and extrapolating these results fo full payleads by means of the composite

sensor concept.

The basis for the cost of conventional procesasing for each of the boundary sensors is derived as described

in the applicable paragraphs.

Costs were derived using the formulae shown on Tableg 9-5 and 9-6, The comparison requires that the
costs be equivalent; the unit chosen for comparison was the cost per sensor per mission. This cost is
computed straightforwardly for the OEDSF but is more difficult to obtain for conventional systems as indi-
cated in Table 9-6 which shows the cost as g function of the number of missions to be flown by a particular
gensor, We have thus rade cost comparisons over a range of missions as shown in Table 9-7. The 260
missions equivalent represents an operational system and is not representative of the shuttle in an experi-
ment carrier mode. It is used here because the ATS ground systems costs are derived from the Landsat
Follow-on study which operates the ATS in an operatlonal mode. It is anticipated that most experiments

will average two flights,

'The OEDSF has been specifically designed to be cost-effective with frequently changing configurations of
sensors flying infrequently, whereas operational systems, notably the ATS ground system costed herein,
have been designed to be cost-effective with operational invariant payloads. In such a case, cost compari-
sons would appear to require adjustments; however, it is clear that other systems, such as the RADSCAT
were specifically designed for a limited number of experimental flights and that the basis for the cost of
their ground system compares identically with those of the OEDSF and are, further, comparable with opera-
tional systems costs when normalized for data rate and processing complexity. In other words, ground
systems designed for limited numbers of experimental missions appear to cost approximately the same as
those designed for operational use. The major difference, which has been reflected in the cost comparisons,

is that the general purpose hardware, i.e., computers, can be re-allocated to other uses in the case of
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Tehle 9-5, Cost of Using the OEDSF

[NCU * Cf] + Ci + CS + Cp

C. = COSTPER SPECIFIED SENSOR PER MISSION

U = PORTION OF QEDSF UTILIZED BY SENSOR - DERIVED FOR EACH SENSOR

E = EFFICIENCY OF UTILIZATION OF THE QEDSF - FUNCTION OF NUMBER OF SENSORS

N = NUMBER OF QEDSF TO SUPPORT MISSION = 1 (UNIT ONBQARD) + 2/7 (BACKLP) =1.3

C, = COSTOF OEDSF HARDWARE = AMORTIZED COST OF OEDSF +REFURB| SHMENT
ASSUME 25 M|SSIONS PER YEAR X 10 YEARS = @ = 28 FLIGHTS/CEDSF

ASSUME 4% of HARDWARE COST PER FLIGHT REFURB I SHMENT COSTS

. 9’-233‘-‘5 + D.04x 636K = $48.2K

€, = FLIGHTCOST = $59.3K
C, = |INTEGRATION COST = $15,600 + COST OF SIMULATOR EQUIPMENT

. o SR
c AMORTIZED COST OF IGP * pmegrengs = $LIK

€ = COSTOF PROGRAMMING SENSOR WiTH IGP BEFORE EACH FLIGHT
= $0.5K

Table 9-6. Cost of Conventional System

DEDICATED FACILITIES (SINGLE OR FINITE GROUP)

Cp* Gyt Cegd £ Cgﬁ + Col
WHERE

C = COST OF CONVENTIONAL SYSTEM PER MISSION PER SPECIFIC SENSOR

C = HARDWARE COSY

C = COMMON SOFTWARE

U = PERCENTAGE SHARE OF FACILITY USAGE

CDS = DEDICATED SOFTWARE

G * OPERATIONAL COST OF FACILITY

F + NUMBER OF MISSIONS FLOWN BY SPECIFIC SENSOR

COMMON SHARED FAC!ILITIES (GENERAL PURPOSE COMPUTERS)

WHERE
CA 15 COST PER UNIT TIME FOR USE
A IS TIME REQUIRED TO PROCESS MISSION DATA
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Table 9-7. Data Processing Cost Comparisons as a Funetion of Total Missions

OEDSF COST PER MISSION

EQUIVALENT NUMBER OF CONVENTIONAL. SYSTEM 20 10 5
INSTRUMENT MISSICNS COST PER MISSION SENSORS |SENSORS| SENSORS
(OVER 10 YEARS) 8K
ATS 260 24.0 122.6 123.6 123.6
130 44.3 123.8 123.8 123.8
20 268.0 125.5 125.5 125.5
2 2648 163.9 163.9 163.9
IRS 260 14.8 2.6 3.7 58
130 17,0 2,7 3.8 5.9
20 42.0 3.4 4.5 6.6
2 307.5 18.4 19.5 o
RADSCAT 260 79.4 2.0 2.3 31
130 83.3 2.1 2.4 3.2
20 125.6 2.8 3.1 3.9
2 575.6 17.7 18.0 18.8
CIMATS 260 a5 2.2 2.9 3.3
130 A8 2.3 3.0 3.4
20 81 1.0 3.7 A
2 432 17.9 18.6 20.0

experimental programs. The hardware costs have, therefore, been subtracted from the cast of these sta-

tions. Similarly, the costs of integrating the OEDSF with the experiments at levels 5 and 4 integration are

considerad to repeat for the first two flights—thereafter, these costs are not repeated and are shown as

prorated over the number of flights,

ATS Cost Comparisons

The Advanced Technology Scanner utilizes 62% of the OEDST capabilities.

This usage factor represents the

utilized fraction of the total rate of operations that can be performed on the OEDSF; i, e., 108 operations

per second. The factor was determined by overlaying the set of OEDST array instructions as each of the

processing functions, as derived in the processing flows in Task II of the study.

The Advanced Technology Scanner requires processing at several internal rates, Further, these processes

are shared and are band interactive.

TFor example, the location of a sample set within the data is required for each spectral band; however, the

computation of this value for one band is used by another band, Consequently, the function is performed at
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1/7th of the reguired rate. The computations for the Advanced Technology Scanner processed by the array

are;

1, Scan line computations
2. Pixel computations

3. Band- io~band computations
The utilization does not include the geometric model computations which are normally computed in a sup-
port processor, The low utilization factor allows this model to be computed by the OEDSF in a single array,
dedicated to the ATS sensor.

Table 9-8 shows some of the characteristics that were estimated in determining the usage factor for 18S.

Table 9-8, ATS Usage Factor Characteristics

CHARACTERISTICS V_A_EEJ_E
Scan Line Period 2.5 x 1074 sec,
Number of Operations per Line 36
Sean-Line Loading 1.5 x 109 ops/sec.
Array Utilization 0.14%
Operations per Pixel 4
Pixel Loading 6 x 107
Array Utilization = PIXEL LOADING/OEDSTF RATE = 62%

The ATS sensor is described in Appendix A of the OEDSTF Task 1 report; its processing requirements are
de.scribed in Paragraph 3.1 of the OEDSF Task 2 report. The multi-spectral scanner class sensor requires
two distinct processes—radiometric and geometric correction, The preprocessing system developed by

the General Eleciric Company Space Center, Valley IForge, Pa, for the Thematic Mapper is the same
generic system required for the Advanced Technology Scanner derived in the Landsat Follow-on study, The

functional block diagram is shown in Figure 9-2.

The OEDSF performs Calibration, Radiometric correction and Geometric correction in real time on all the
data, Only those segments of the ground processor associated with these functions are considered in the
costs. The ATS pround processor operates only on good data by editing out undesirable scenes prior to
processing; however, it operates only on the selected scenes at a considerably reduced rate from that of

the OEDSF. Overall, the useful data throuuput is equivalent in that the OEDST operates on gll the data in
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the same time frame¢ in which the ground system operates on selected scenes. The cost of the scene selec- '

tion portion of the ATS ground system is charged to the ground system because, although it also provides

features not present i the OEDSF processing, it is the means by which the ground segment maintains a

throughput rate consistent with the input volume,

The cost elements on Table 9-9 consider the following:

1.

2.

3.

5‘

Program Management - includes the project control functions of planning, scheduling, and coor-
dipating all activity related to the development/construction of the facility.

Systems Engineering/Integration — related to interface-related analysis and design efforts, and
technical direction during portions of the progra: .

Faeility Equipment includes the data processing equipment reguired to implement the facility.

Integration and Test - encompasses those tests performed on the assembled ground processing
system, including simulations, site integration and checkout, and training.

Software Development - refers to the program development specifically tailored to the particular
Sensor.

Mission Operations - covers the cost of ground operations necessary to reduce the data.

Table 9-9, ATS Preprocessing Ground Facilities Cost Summaries

ENG'G MFG AND QA MAT'L TOTAL
$K 3K 3K 3K

PROGRAM MANAGEMENT 591 591
SYSTEM ENGINEERING 384 384
FACILITY EQUIPMENT 400 450 2382 3232
INTEGRATION AND TEST 348 28 376
SOFTWARE DEVELOFMENT 705 705
TOTAL 2428 478 2382 5288
MISSICN OPERATION 943 /YEAR 943 /YEAR

The composition of the ground operation crew is varied and includes eomputer technicians, maintenance per-

sonnel, mapagement, and user liaison personnel. The portion of the crew estimated herein considers the

time-sharing of the various skills represented in the crew, as required to perform only the ATS data radio-

metric and geometric corrections, and the data selection and editing.

The corresponding OEDST costs are summarized below using the formula given in Table 9-5. The cost of

OEDST simulation equipment is estimated at §24, 800,
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E Cp = [1.3(48.2)+ 59,3] + 40,4 + 1.1 +0.5 = $163.9K

|

Actually, since the ATS would utilize a dedicated OEDST the efficiency of programming would be consider-
ably higher than 50% such that this estimate derived for multiple sensor scheduling is not applicable, In

practice 2 full OEDSF array would be allocated to the ATS such that the U/E ratio would be unity.

5 IRS Cost Comparison. The IRS uses 0.43% of the OEDSF capabilities. The data processing complexgity is

relatively high but the data rate of a few kilobits per second is five orders of magnitude below the OEDSEF

! rate.

The IRS sensor is described in the OEDSF Task I Report. Its data processing requirements are contained

in the Task II Report.

Data Routing to GISS. The IRS data (fogether with data from several other instruments) obtained during

Nimbus flight is stored on the High Data Rate Storage System (HDRSS) on-board the spacecrait for subse-
quent play-back to ground using the S-band channel, Data from the HDRSS is routinely received at two
Spaceflight Tracking and Data Network (STDN) stations located near Fairbanks, Alaska and Rosman, North
Carolina. The data acquired at Alaska are recorded during the pass and then transmitted over a mievowave
link at reduced rates to the Meterological Data Handling System (MDHS) at GSFC, Data acquired at Rosman
are relayed directly to GSFC over a wideband data link., Approximately 20% of all data are acgquired by the
Alsask STDN.

The MDHS decommutates the IRS data from the spacecraft data stream and transmits it via computer-to-
computer data link to the Goddard Institute for Space Studies (GISS) on an orbit-by-orbit basis. Multi~orbit
magnetic tapes containing the same data are courier-delivered to NOAA/NESS, Suitland, Maryland, for

developmental back-up processing and research purposes, Digitized tapes c¢f IRS data containing calibrated,

located radiances are produced for archiving at the National Space Science Data Center (NSSDC) at Greenbelt,

Maryland. The total IRS data flow is summarized in Figure 9-3.

i Data Processing Requirements. The row digital data is routinely processed at GISS using computer soft-

ware developed by NOAA/NESS. The primary outputs are nine track, 1600 bpi magnetic tapes containing
: calibrated, located radiances. The tapes are produced using the IBM 360/195 at GISS or the 1IBM 360/195
at NOAA.
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Figure 9-3. IRS Data Flow
The processing software consists of 6 basic computer programs whose functions are listed below:

1. INGEST - produces located radiances

2. ARM - caleulates clear column radiances

3. RLT - caleulates temperature and mixing ratio profiles
4. COEF¥ - peaerates coefficient matrix

5, S8FC - performs surface analysis

6. MULT - performs multi-level analysis.
The processing sequence for these programs is given in Figure 9-4,

Since the data r=duction is performed using a rented system, the JBM 360/195, the cost of the software

development is in essence the cost of the six programs enumerated ahove.

The cost of the conventional processing for IRS data is shown in Table 9-10.
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Figure 9-4, IRS Data Processing Sequence

Tabli: 9-10, IRS Processing Ground Facility Cost Summary

COST ($K)

PROGRAM MANAGEMENT 50
SYSTEM ENGINEERING 50
FACILITY EQUIPMENT RENTAL COSTS SHOWN UNDER OPERATION
INTEGRATION AND TEST 60
SOFTWARE DEVELOPMENT

PROGRAM VTWNGEST 161

PROGRAM "ARM" 86

PROGRAM 'RET" 21

PROGRAM V'COEFF" 54

PROGRAM "SFC" 27

PROGRAM "“MULTI" 81

TOTAL 590
MISSTON OPERATION

IBM 360/195 TIME 10/MISSION

MANPOWER 2.5/MISSION

The cost of processing IRS dat ¥ 4 the OEDSYF is given by the equation in Table 9-5. The coat of OEDSF

simulation equipment is estimated a: $172,

Cq =-°'—09.9;?’- (1.9 (48.2)+59.8] + 15,8 + 1.1 + 0,5

$18, 45K

RADSCAT Cost Comparisons, The RADSCAT sensor is described in the OEDSF Task 1 Report, its process-

ing requirements in the Task 2 Report.
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Pigare 9-5 identifies the operations that must be performed by the data processing facility and the main

!

hardware equipments. There are four separate operations:

P |

1. Conversion of the 28 track EREP PCM tapes to a 14 {rack eguivalent

[

2, Conversion of the 14 track tapes to a computer compatible format
! ﬁ 3. Conversion of raw RADSCAT data t0 o, (radar backscatter cross-section and T ANT (radar
-t antenna temperatnre) as a function cf time and geographical position. {Housekeeping data is also
analyzed and processed.)
i
% 4, Generation of tabs and plots.

The portions of the EREP data processing facility applicable to the RADSCAT consist of the fol.owing hard-

) N

ware equipment:

[ S

1, 28 & 14 track PCM tape recorders

PCM Decomm

|3
H

3., PDP-11/45 computer (2)

4, TR-80 Micro-filmer

The facility also includes an array processor used exclusively for pre-processing filtering of 5192 data,

and therefore, not charged against the 8193,

SKYBET .
REGUEST
CONTROL
GARDS

A TAPE
(:2 : TAPE __( :: );_>
CONVFAHSION &
CONVERSION REFURMATTING

28 TRACK 14 TRACK 190
EREP TLM TLM TAPE 191
TAPE 4
FR-80
#FILMER
TO CDG
C1BER 63 TABS  PLOTS
USER

Figure 9-5. EREP Processing Operations
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Each PDP-11/45 computer is a 16 bit machine with the following characteristics and peripherals:

1., Core Size 64K
2. Core Speed 0.5 Microseconds
3. 2 Dises, 106 Words Each

4. 4 Tape Recorders

Figure 9-6 represents the flow chart of the S-193 RS program to process the RADSCAT data. A functional
description of this program, excerpted from the ERS-100~05 program definition manual, (Sec. 2.4) is as

follows:

The 5-193 RS Program reads Radiometer/Scatterometer data from a High Density or
9-track tape which has been constructed from a 28-track EREP tape. These data are
comprised of status words, housekeeping data and radiometer/scatterometer data in 10-
bit words,

Tirst, the control input data, such as edit parameters and cutput processing options input
to the S-193 RS routine, determine what further inputs are required to fulfill the process~
ing option requests. These requests can assume two forms: raw sensor data or processed
sensor data in engineering vnits, Thus, the processing for the S-183 RS routine is divided
into two distinct phases or data passes. Both phases, however, may process only a
maximum of ten minutes of sensor data at any one request, These sensor data specified
for one of the two data passes are input to the 5-193 RS routine via either high density
tape or 9-track. Because of the high data rate of the high density tape, the routine Decom
1 is used to transfer the Sepsor Data to an intermediate device, namely disk., Then the
routine DCOM2N can successfully transfer the data from disk to core. On the other hand,
if the input source is 9-track tape, DCOMZ2N can transfer the sensor data indirectly from
tape to core.

Within both processing phases of the sensor data from tape, either high density or 9-track,
several processing subsets are available depending upon the requested option. It should
be noted, thongh, that in both processing phases, the integrity of the data "synec", must be
established for each frame, otherwise the data are merely bypassed for the next data
frame, This procedure continues until valid data are found. Then the processing of the
data as outlined below proceeds.

If raw data tabulations or plots are desired, the raw data with any necessary data correc-
tions are output immediately to disk for intermediate storage. There the data will reside
until all the processing options have been exercised and then the routine DSKSUP will read
the data for tabulation/plot processing.

Another raw data product is the 8-track CCT containing raw S-193 sensor data in non-
imagery universal format, The $-1983 RS routine need not be exercised for this produet,
though, since the stand-zlone routine RAWPRC produces this requested output.

All the remaining data products are produced in the second phase of the $-193 RS routine

processing. One product is a nine-traclk computer compatible tape in non-imagery universal
format. This tape, created by the routine NIMUP, contains the RAD/SCAT housekeeping

9-22




Tmamne n

{ s5193Rs i

$-192 RS PGM
FLOW CHART
B
s CONINP
DECOM 1 PROCESSED CCT
DCOM 2N H/K TABS/PLOTS
L RADSCAT TABS/PLOTS
c DI|E
RAW F—“
CCT RAW
TABS &
PLOTS
M EON VTD
CALDAT f;'g,g”
H
\ l.
RANAI
MODE
NiMUP
> [
V H
B
G [DSKUP
L ‘RAWPRC

Figure 9-6. S8-193 Program

9-23




data in engineering units, Skylab ephemeris data, center of the sensor field of view, the
radiometer antenna temperature and the scatterometer backsecatter cogificients. In order
to create this tape, the raw data are first converted to engineering units by the routine
CONVTD. Next, the subroutines SKYBET and FOVIEW are used to provide the necessary
Skybet ephemeris data and center of the sensor field of view. These data are then used

in the next important step;: RAD/SCAT science data processing. The subroutine MODE
makes the discrimination whether the data are RAD or SCAT and flags the appropriate
routine, If the data are radiometer, the routine RADANT calculates the radiometer
antenna temperature, If the data are scatterometer, the SCATBK routine provides the
scatterometer backscatter coefficients. When these routines have been successinlly com-
pleted, the data can be transmitted to tape.

Concurrent with the above procedure, the housekeeping data and/or RAD/SCAT/Skybet/
Tield of View data may be written on three disk files for later tabulation/plot processing,
Then when all the processing options have been completed, the data retained on disk ean
be read back into core by the DSKSUP routine for tabulation/plot processing. Then the
routine GTTAB is called if housekeeping seatterometer/radiometer or Skybet/TField of
view tabulations are desived. If plots are desired, GTPLOT is called.

The cost estimate for the portion of the EREP data processing facility utilized by the RADSCAT sensor is
shown on Table 9-11 and the hardware and general purpose software costs have been allocated accordingly.
The estimate is based on 20% utilization of the EREP data processing facility used by RADSCAT. The mis-
sion operations cost, Item 6, is based on RADSCAT's 20% utilization of 30-person ground facility staff.

EREP tapes containing RADSCAT data recorded on Skylab flights were returned to the EREP data pro-
cessing faeility at JSC for processing. The operations performed on the RADSCAT were of a specialized

nature requiring either hardware of software not normally available to RADSCAT data users,

Table 9-12 illustrates the amount of RADSCAT data collected on the three Skylab missions and the time

required for processing this data.

Table 9-11, RADSCAT Skylab Ground Facility Cost Summary

ENG'G MAT'L TOTAL
PROGRAM MANAGEMENT* 100 100
SYSTEM ENGINEERING* 80 80
FACTLITY EQUIPMENT+. 180 180
INTEGRATION AND TEST* 360 360
SOFTWARE DEVELOPMENTY 460 L 460
TOTAL 1000 180 1180
MISSION OPERATION* 75.6/MISSION

% PRORATED ON BASIS OF 20% OF TOTAIL FACILITY AND OPERATIONS EXPENDITURES
9-24
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Table 9-12, RADSCAT Data Summary

MISSION NO OF NO. OF RADSCAT TOTAL,  AVERAGE MISSION *
RADSCAT  TAPES DATA SEGMENTS DATA SEGMENT PROGESS
PASSES TOTAL/ (TIME SLICES) #** TIME TIME TIME HRS
RADSCAT SEC, 53C,/MIN, MIN,/MAX,
Skylab 2 13 4/2 64 6546
( 2 Hvs,) 102/1.7 60/80
Skylab 3 28 6/3 111 13818 124/2 120/160
( 4 Hrs.)
Skylab 4 40 10/5 141 22953 163/2.7 180/240
( 6 Hrs.)

* Does not include time for 28/14 TRACK TAPE conversion (1 day delay added)

* 3 ghift operation (complete reprocessing of S/L #2 & 3 because of various errors)

%%  RADSCAT data was recorded om 50% of PASSES

The RADSCAT uses 0. 15% of the OEDSF capability. This low percentage is due to its low data rate and
simple processing requirements. The cost of processing RADSCAT data using the OEDSF is determined

from the formuia described earlier, The cost of materials assumed for simulation is $100,

CT = g 2015 [(1, 3} (48.2) + 59, 3] + 15.7+1.1+0.5

C

T $17. 67K

CIMATS Cost Comparisons

The CIMATS sensor is described in the OEDSF Task 1 Report; its data processing in the Task 2 Report.
The block diagram of the overall ground data system is illustrated in Figure 9-7, CIMATS interferogram
data is transmitied from the spacecrafi to a ground station as a PCM signal multiplexed with other sensor
signals, CIMATS data and its related ancillary data are extracted from the PCM recorded tape, merged
on a time basis with ephemeris data, and recorded on a computer compatible tape in a designated format.,
At the user facility CIMATS interferogram data is analyzed for its gas constituents using a correlation

technique based on a set of calibration interferograms derived from ground testing,

Central Facility

The central facility, based on the concept of the EREP facility, consists of spectal hardware for playback
of the time ammotated multi sensor PCM tape and a computer (expected to be a 18 bit mini-computer) for the
gensor decommutation and ephemeris merging functions. The computer has appropriate I/0 and auxiliary

memory devices o support these data processing operations, and a set of programs to execute them, The
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Figure 9-7, CIMATS Data System

specific functions periormed by these programs are shown in Figure 9-8. In addition fo these specific

functionel programs, a set of general purpose programs are required to perform overhead functions.

During execution of the decommutation funection, temperature and cloud cover sensor data, derived from

other §/C sensors, must also be provided to aid in the gas corstituent analysis program.

Cost of mission operations is based as in the EREP case on a 10% allocation of 2 30 men erew during data

proecessing,

In addition the central facility appropriately flags tape playback data that fails to pass validity checks, This
alerts the CIMATS user to data of questionable quality.

Uger Facility

The processing operations, perfu*med on CIMATS data to identify the type and concentration of gas pollutants,
are shown in Figure 9-9. CIMATS interferogram data may be taken in gither the vertieal nadir mode or the
tangential limb mode, In both modes an interferogram consisting of 58 samples is analyzed by using sets

of gag correlation tables unigque to each target gas., The results designate the type and concentration of

eanch of nine gag species as a function of location for the nadir mode, or of altitude for the limb mode,
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TRATION VS
ALTITUDE &

Because the resolution of the CIMATS fore-optics is by nature relatively low (sensor field of view is 21 x 21

miles minimum at an earth-centered altitude of 4600 miles), the precision and resolution afforded by floating

point arithmetic are not a requirement for the location and altitude computations.

Correspondingly si~:e

each of the 58 samples of an interferogram is represented by a 12 bit digital word, the computations

associated with the correlation integral also do not demand floating point arithmetie,

Therefore even
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a 16 bit minfcomputer with only a fixed point arithmetic capability is suitable to execute the CIMATS pro~
gram, However if ephemeris data is presented in & floating point format to the central facility, it would

be more appropriate for the user to maintain that format and to program for a eomputer with floating

point arithmetic,

Because of the relatively narrow path coverage of the CIMATS sensor and correspondingly beeause of the
relatively long period of time required for sensor coverage of a selected area, the results of the gas -
analysis are best presented in a tabular form rather than in a map overlay format. ‘Typically the format

of the tabular listing would contain columns for time, location/altitude, and the nine target gases.
Two complementary facilities were costed for CIMATS:

1. A CENTRAL FACILITY, where general pre~-processing operations are performed. These opera-

tions, common to several users, require hardware and software not normaily avuilaile to CIMATS

users. It is assumed that CIMATS would use 10% of this facility.

2. A USER PFACILITY, where the data is evaluated, and where the processing parameters are adjusted

and the experiment results interpreted,
The costs asaociated with these facilities are shown in Table 8-13,

The CIMATS uges 0. 26% of the OEDSF capabilities. The cost of the OEDST simulation equipment is
estimated at $100, The cost of processing CIMATS data with the OEDSF is given by the cost formula
described earlier.

$0. 0043

Cp = g — [(1.3) (48. 2) +59.3] +15.7 +1.1 + 0.5

1]

$17.93

Cost Comparison of the Composite Sensor

The composdite sensor has been defined in Seection 5.

Since this sensor is hypothetical in that it is an average of many sensors there is no specifiable set of
ground equipment for its daia processing. Tha costs of conventional processing for the composite sensor
ware therefore derived from those of the boundary sensors by comparizon of data rate, processing

complexity and analysis of the eost elements in the facilities of the boundary sensors.

The most common approach to ground data processing is by means of general purpose computers. The

data is processed in non-real time, therefore the data rate impacts only the quantity of data to be
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Table 9~18. CIMATS Ground Facility Cost Summary

- CENTRAL FACILITY USER FACILITY TOTAL
]
| ENG'G MAT'L TOTAL ENG'G MATTE, TOTAL
_ PROGRAM MANAGEMENT# 50 50 5 5 55
! 2 SYSTEM ENGINEERING* 40 40 5 5 45
A
FACILITY EQUIPMENT: 90 30 100 100 200 290
" INTEGRATION AND TEST* | 180 180 20 20 200
L SOFIWARE DEVELOPMENT# 230 230 150 150 380
1 TOTAL 500 80 590 280 100 380 970
Py
fj MISSION OPERATION* 38 /MISSION 4/MISSION 42 MISSION
y
L % PRORATED ON BASIS OF 10% OF TOTAL FACILITY AND OPERATIONS EXPENDITURES
prozessed, The major costs in such a system are the programming effort (sofiware) and the operation,

Computer use charges are small unless the guantity of data and the processing complexity require sub-

i stantial time on a large machine,

The processing complexity of the composiie sensor is approximately equal to that of the boundary sensors.

| SR

Tis data rate is almost two orders of magnitude higher than the 8 lowesi rate sensors and almost two orders
of magnitude lower than that of the ATS, Accordingly, we have assigned a range of cost to this system
causged by variations in the operational and computer utilization costs which depend on the quantity of

data processed, The lower limit of this range is the average of the lower cost boundary sensors

facilities; i, e,, $1 million. The upper range is 3 times this amount,
The cost of procesging the composite sensor on the OEDSF is determined uging the formula in Table 9-5,
The utilization of the OEDSF by the Composite sensor is 2,5%. The cost of the OEDSF simulation equip-

ment is assumed to be $5000.

The onhoard processing cost is thersfore:

CT = &%5_ [(1_3) (48.3) + 59,3] +20,6+1,1+ 0,5
CT = $28, 3K
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9,2.3 EXTRAPOLATION TO FULL PAYLOADS
A full payload consists of approximately 20 composite sensors. This considers only instruments of
interest to the OEDSF, This mimber already assumes the 50% efficiency factor of the OEDSF, The total

data rate of this payload is 3, 8 megabits per second. The cost of processing these sensors onkoard
by the OEDSYF is given by:

(9!
"

= (1.3 (48.2) + 59,3+ (20) (20.6) + 20 (1.1} + 20 (0.5)

$65, 96K per mission,

The comparanie conventional ground systems cost would range between $20, 000K and $60, 00¢K plus their
operational costs,

9,2.4 TDRS LINK COST CONSIDERATIONS

The preceding analyses have not congidered cost savings effected by bandwidth reduction, The additional
communication load imposed by the higher data rates required in the ground prosessing approach has an
impact on TDRS system cost, For the purposes of this study, the total cost of the TDRS system over a
given period is distributed among its users in direct proportion to the amount of data (i e, number of hits
relayed to the ground), This simplified approach does not factor in other services of the TDRS, such ag
tracking and relaying of analog data. The TDRS system capabilities considered are:

@ 20 Multiple-access channels at 50 Kbps: 1 Mbps total
® 2 Single Access 5~Band access channels at 6 Mbps: 12 Mbps total
® 2 Single Access K-Band access channels at 800 Mbps: 600 Mbps total

The cost of the TDRS system is best expressed in terms of the lease cost to NASA, according to the
currently proposed agreement between the selected TDRS manufacturer and the Government, The cost of
leasing the TDRS has not been established; however, a figure of $80 million is generally aceepted as an
.pproximate lease fee during the early portion of the TDRS operational program.

It was assumed that 1/8th of the total TDRS cost waould be apportioned to the multiple access users, and
the remainder to the higher data rate single users. This portion, although arbitrary, is based on several
iterations to arrive at an equitable cost breakdown that considers the per-channe] service cost as well as
the bandwidth requirements attendant to that service, Onthis basis, and assuming an 80% duty factor

{due to TDRS occultation), the eosts axre as follows:

e MULTIPLE ACCESS CHANNELS: $3.0x 10 per bit
¢ SINGLE ACCESS CHANNELS: $4.72 x 10”2 per bit
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The impact of this cost can be illustrated by application to a high data rate instrument such as the ATS.

Each hour of transmission of the ATS data costs:

120 x 10° bits/sec x 3600 sec/hr x 4,72 x 102 $/bit

= $20

9,8 LEVEL IV/V INTEGRATION

39

Checkout and Simulator Reguirement

Experiment tegt and checkout during the final stages of design and development is variously referred to

as acceptance testing, verification testing, or Level V integration. At this time simulations or represen-

tations of Shuttle/Spacelab interfaces (physical, functional, operational) are required, including those of

OEDST when it is utilized. Similar interface simulations are needed when experiment equipment ia com-

bined into payload subassemblies (Spacelab racks or pallets) during Level IV integration. Figure 9-10

illustrates OEDSF and Spacelab C&DM simulation requirements for Level IV/V integration.
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Figure 9-10. level IV/V Simulation Requirements
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Spacelab flights begin in mid-1980 and build up to a level of about one per month in 1982, Figure 9-11
shows the current spacelab flight schedule through 1982 and summarizes Level I¥/V operations reguired
to support this schedule. The following assumptions are made:

1, Level IV integration takes 3 months starting 6 months prior to launch
2. Level V integration takes 3 months starting 9 months prior to launch

3. There are 15 experiments nsing OEDSY on each Spacelab flight

Allowing for variations in experiment che ckout requirements and refiecting worst case Lavel IV integration
requirements, the user trends on the lower portion of Figure 3-11 have been developed, The curves show
that OEDSTF must support Level V checkout of a few experiments starting in mid-1979 and must be able fo
support checkout of 45 experiments at any given time by late 1981, OEDSF must support a single Level

1V integration effort in early 1980, two simultaneous efforts starting in late 1980, and thrre efforts at

any given time from mid-1981 on,

Simulator Alternatives

Current planning for the Spacelab C&DM System has identified these approaches for integration support:

A hardware simulator, a software simulator, or a characteristies list. OEDSE can consider these same
approaches plus using actual flight hardware, and, in addition, can offer full or partial capability in a
hardware simulator, C&DM and OEDSF approaches are shown in Tabie 9-14 along with OEDST zalternatives
for Level IV/V integration using various combinations of approaches. TFifteen OEDSYF alternatives are
identified, using the ground rule that Level IV checkout will utilize the same or greater capability than
Level V.

Rationale and Comparison

The five OESDT approaches have the following characieristics and requirements:

1. TFLIGHT HARDWARE - Sufficient quantities of flight units to srippoxt up to 48 simultaneous Level
IV/V integration efforts.

2. TFULL OEDSF SIMULATOR - A full capability OEDSF simulator incorporating all flight unit
capabilities and interfaces without fhe high level of documentation, quality control and ground
handling restrietions that pertain to flight hardware and will include non-flight elements that are
identical to flight OEDST alements using non~high reliability parts.

3. PARTIAL OEDSF SIMULATOR ~ Reduced version of fuli capability OEDSF simulator with hardware
capability and applicable micro code for integration needs. Allows the eguivalent of one full
simulator configuration to service several users at the same fime, This can be effected by
supplying the experimenter a limited quantity of OEDSF processing elements with a vestigial
confrol system.
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Table 9-14. Simulafor Alternatives

SPACELAB C&DM SYSTEM DEDSI'

1. Hardware Simulator 1. Flight QOEDSF

2, Softwere Simulator 2. Full Capability Hardware
Simulatoy

3, Characteristics Package 3. Partial Capability Herdware
Simuelator

4, Software Simulation

w

Characteristics Package

OEBSF ALTERNATIVES FOR LEVEL IV/V CHECKOUT

L1y LV L-IV Ly
1 1 3 4
1 2 4 &4
2 2

w
w
=
E-S
w

OROOOOVE

1 4

2 4

4, SOFTWARE OEDSF SIMULATOR - Software routines adaptable fo all identified user computer
systems allowing user in-house equipment to simulate OEDST compatibilities af less than real
time speeds. An atiractive approach is to develop a translafor program which would convert
the microcode for the experimenter's own computer, Since the microcode controls a relatively
small set of functions this approach is hoth efficient and inexpensive,

EOEEEEEO

5, QEDSF CHARACTERISTICS PACKAGE . A document congisting of detailed OEDST operating
characteristics and design information sufficient to allow users to model the flight OEDSF on
their in-house computer systems,

Each one of these approaches are analyzed for their benefits and costs relative to Level IV and V utilization,
The rationale for the individuat ratings is provided on the evaluation sheets (Table 9-15 through 9-19). The

following values were assignec for individual ratings.

BENEFITS COsTs

Excollent = 4 Very High =10
Good = 3 High =1
Fair = 2 Medium = 2
Poor =1 Low = 3
Very Poor = 0 Very Low = 4

An inverse rating was utilized in cost to aliow direct addition of benefit and cost factors.
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Criteria

The criteria for evaluation were broken down into two basic areas: Benefits and Costs. Tive key areas

of benefits were identified to accommodate a broad range of subjective evaluation of the optional approaches.

Coats were divided into initial development and continuing level of effort categories to allow for a total
The table below contains the definitions of the evaluation criteria.

cost evalnation,

EVALUATION CRITERTA DEFINITIONS

COSTS

BENEFITS
s TIDELITY -
e SUITABILITY -
e USABILITY -
¢ RELIABILITY -

AVAITABILITY -

INITIAL

® HARDWARE -

e SOFTWARE -

CONTINUING

Elements of speed and accuracy relative to flight unit capabilities

Capabilities, flexibility and adaptability of the OEDST Supplied

Element relative to Level IV and V integration and test needs

Constraints, controls and complexities placed on the User by
interface requirements of the OEDST supplied element

Equipment Interaction and Data Interpretation/Precision hetween
User Equipment and OEDST supplied element

Relative ease of User access to the OEDSF supplied element concerning
transportation, schedule conflicts and/or element sharing constrainis

Design, Fab and Production of required OEDSF hardware
elements beyond flight req'ts.

Development, test and certification of required software beyond
flight unit needs.

¢ MAINTENANCE - Costs incurred by upkeep, repair, calibration and test equip-

® RZCONTFIGURATTON

® SUPPORT

ment reguired at User's gites,

- Costs incurred for hardware/software modifications per
user's needs

~ Costs incurred by the OEDSF Program to support OEDSF
elements through Logistics, operations, suppor: serviciag,
and training

RESULTS

The results of comparison of OEDSY alternafives are plotted in Figure 9-12, Highest total scores are

received by alternatives utilizing charzoteristics packages for Level V checkout; this results from the

very low costs (to OEDST) associated with this approach., Highest benefits are shown by alternatives
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Table 9-15 OEDST Integration Concept

<=}
!
(-]
@ Alternate: Flight OEDSF
CRITERIA LEVEL IV LEVEL V
1
RATIONALE RATING RATIONALE RATING
FIDELITY Perfect - actual flight system used. 4 Same 4
SUITABILITY Good - some L-IV subassemblies will 3 Fair - few individual experiments wili re-
need full OEDST capability quire full OEDST capability
w2
H USABILITY Good - actual flight system interfaces 3 Same 3
E with experiment and CDMS; some
E constraint in using flight unit
M RELIABILITY Good - actual flight system provides 3 Same 3
proven design and performance
ACCESSABILITY | Very Poor - limited number of flight 0 Very Poor - limited number of flight units 0
units makes L-IV support difficult makes L-V support impossible
SUB-TOTAL 13 12
HARDWARE Very High Cost - around $700K per 0 Same 0
copy
1]
=9 SOFTWARE Low Cost - flight microcode compiler 3 Same 3
8 e uged
O&
SUB-TOTAL 3 3
0 MAINTENANCE High Cost - high L-IV usage rate of 1 Very High Cost - very high L-V usage rate 0
8 flight unit leads to high maintenance of flight unit leads to very high maintenance
E costs costs
5 RECONFIGURING | Low Cost - minimum reconfiguration 2 Same 3
o) requirad between users
Q
1 SUPPORT Very High Cost - flight system requires 0 Same 0
ﬁ a high degree of logisties, operating
8 gupport, servicing, & training
SUB-TOTAL 4 3
GRAND TCTAL 20 18
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Table 9-16 OEDSF Integration Concept
Alternate: Full OEDSF Simulator
CRITERIA LEVEL IV ILEVEL V
RATIONALE RATING RATIONALE RATING
FIDELITY Excellent - Spesd and accuracy com- 4 Same 4
parable fo flight unit
a SUITABILITY Good - Some Level IV sub assemblies 3 Fair - Few individual experiments will re~ 2
& will need full OEDST ecapabilities quire full OEDSPE capabilities
&
S USABILITY Good - Simulator Design will be com- 3 Same 3
/M parable to flight unit
RELIABILITY Good - Simulator emulates proven 3 Same 3
design & performance of flight unit
ACCESSABILITY | Fair - Limited number of full simu- 2 Poor - Limited numhber of full simulators 1
lators may no* satisfy the demand for can nof satisfy the demand of individual
Level IV requirements experiment requirements
SUB-TOTAL 15 13
e HARDWARE High Cost ~ Full simulator approaches 1 Very High Cost - Many units required to 0
&li < cost of flight unit support Level V needs
8 )E SOFTWARE Low Cost - Flight micro code compiler 3 Same 3
o can be used
SUB-TOTAL 4 3
MAINTENANCE Med Cost - Design could incorporate Same 2
w high maintainability factors to accom-
3 modate high usage rate
=)
é RECONFIGURING | Low Cost — Minimum reconfigur~~-n 3 Same 3
- required beiween users
Q
(8] SUPPORT Med Cost - Full simulator requires 2 Same 2
! high degree of logistics and a lesser
E.|
n degree of operating support, ser-
S vieing and training
SUB-TOTAL 7 7
GRAND TOTAL 26 23
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g Table 9-17 OEDSF Integration Concept

Alternate: Partial OEDSTF Simulator

CRIT=ZRIA LEVEL IV LEVEL V
RATIONALE RATING RATIONALE RATING
FIDELITY Good - Speed and accuracy similar to 3 Same 3
flight unit with limited capability
SUITABILITY Good - Many level IV sub-asggemblies 3 Good -~ Most individual experiments will not 3
n will not need full OEDSTF capabilities require full OEDSTF capabilities
-
E; USABILITY Good - Simulator design comparable 3 Same 8
ET] to the flight unit with limited capability
4| RELIABILITY Good - Simulator emulates proven 3 Same 3
desigr. and performance of flight unit
ACCESSABILITY | Grod - Availability of partial simula- 3 Good - Availability of partial simuiators 3
tors should satisfy the demand of shouid satisfy the demand of individual
Level IV requirements experiments
SUB-TOTAL 15 15
HARDWARE High Cost - Large number of partial 1 Same 1
I simulator components may be required
B E SOFTWARE Low Cost - TFlight microcode compiler 3 Same 3
R can be used
O A
SUB-TOTAL 4 4
I UINTENANCE Med Cost - Design could incorporate Same
251 high maintainability factors to aceom-
8 modate high usage rate
o]
& KECONFIGURING ;| Low Cost - Adaptable to user con- 3 Same 3
= figuration demands
o)
O SUPPORT Med Cost - Partial simulator re- 2 Same 2
! quires a high degree of logistics
f .
8 and a lesser degree of operating
b3’ support, servicing and training
SUB-TOTAL 7 7
GRAND TOTAL 26 26
i : = : : : DU LDL ULoummoonoon wmmmo Emn
- s U 4 RN A UREES A o
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Table 9-18 OEDSF Integration Coneept

Alternate: Software OEDST Simulator

CRITERIA LEVEL IV LEVEL V
RATIONALE RATING RATIONALE RATING
FIDELITY Tair - Slower than OEDSF with in- 2 Same 2
evitable reduction in accuracy
SUITABILITY Fair - May rot satisfactorily handle 2 C sod - Maximizes user's in-house hardware 3
: processing requirements (speed/
= accuracy) for Level IV sub-assem-
By blies
CEI
=] USABILITY Poor - Complex software must be 1 Same 1
a adapted to a variety of operating
systems
RELIABILITY Fair - Suhject to user operating 2 Same 2
system quirks
ACCESSABILITY Good - Duplicate software packages 3 Same 3
readily produced and distributed
. SUB~TOTAL 10 11
I
e E HARDWARE Very Low Cost - No hardware re- 4 Same 4
& E quired from OEDST program office
&}
SOFTWARE High Cost ~ Must be customized to 1 Same 1
variety of user equipment
'SUB-TOTAL
%] MAINTENANCE | Very Low Cost - Minimal effort Same 4
= | after software development
oA
= RECONFIGURING | Low Cost - Softwave package 3 Same 3
% handles a variety of check-out
O tasks
T
? SUPPORT Low Cost - Minimum effort after 3 Same 3
g initial development
SUB-TOTAL 10 io0
GRAND TOTAL 25 26
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Table 919, OEDSF Integration Concept
Alternate: QEDSF Characteristics Package

CRITERIA LEVEL IV LEVEL v
RATIONALE RATING RATIONALE RATING
FIDELITY Poor -~ Speed and accuracy are dependent 1 Same 1
on resident uger's computer and OEDSF
character interpretati-ns of user personnel
SUITABILITY Good - Characteriatic package is non- 3 Same 3
user equipment dependent
" USABILITY Poor ~ Requires individual level IV equip- 1 Very Pror - Requires individual experi- 0
& ment and software interfaces to he menters to interpret characteristics,
‘f-: established unique to payload element configure equipment for own use and
Z configurations. extensive coordination for higher level
= integration adaptation.
m
RELIABILITY Fair - Level IV personnel, interpreta- 2 Poor - Wide variety of exparimenter 1
tion of characteristics, on-site equipment in~house experience, equipment and
utilization/operating system design, experimenter requirements,
ACCESSABILITY | Excellent - Maximum utilization of In~ 4 Same 4
H-~use resources and equipment
schedule control.
SUB-TOTAL 11
HARDWARE Very Low Cost - No hardware required 4 Same 4
from OEDSF Program Office (Cost
t j burden of User)
o=
8 £ SOFTWARE Very Low Cost - Common characteristic 1 Same 4
0 & package to all Users (Cost burden of
User)
- SUB-TOTAL 8 8
8 MAINTENANCE | Very Low Cost - No OEDSF Program 3 Same 4
§ hardware involved (Cost burden of User)
E RECONFIGUR- Very Low Cost - Documentation up-dates 4 Same 4
8 ING {Hardware and Software costs burden of
N Usen)
g SUPPORT Low Costs - Minimum consulting level of 3 Same 3
C effort oy EODSF program
SUB-TOTAL 1 il
GRAND TOTAL 30 28
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Figure 9-12, OEDSF Alternative

using partial capability hardware simulators for Level V checkout. 'Total scores for this approach are

comparable to those for alternatives using software simulations for Level V checkout and are not far below
those of the characteristic package approach., Low total scores and benefits are shown where flight hardware
iz utilized, The results show a definite cost preference for the characteristic package approach and a

benefit preference for hardware simulators,

CONCLUSIONS AND RECOMMENDATIONS

Nearly identical high scores are received hy alternatives utilizing hardware simulators, software
simulstions, and characteristic - packages, whereas alternatives using flight hardware score signifi-~
cantly lower. This is due primarily to limited availability of flight units for Level IV/V integration and
the high cost of maintaining their flight readiness through extensive ground operations. Hence, the flight

hardware alternatives are ruled out, and the field is narrowed to ten choices.

Hardware simulators provide the greatest benefits for integration with the edge to partial capability simu-
lators due to their flexibility. Characteristics packages offer an inexpensive approach from the standpoint
of OEDST hut may result in large cost impacts on the users, Sofiware simulations offer an attractive
cost/benefit compromise, It appears that any of the - emaining alternatives, with the posgible exception
of full capability hardware simulators for both Level V and Level IV checkout, are viable options.
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The problem is that user preferences ars not well enough understood to make a clear cut choice between

them,

It may well be that a complete spectrum of hardware and sofiware simulations, including characteristics
packages, is the answer, This is illustrated in Figure 9-13 where a normal distribution of user integration
needs is assumed, Some users require a full capability hardware simulator and some can get by with QEDSF
characteristics packages, The majority of users need partial capability hardware simulators (X%, ¥%, or
2% of fuil capability) or can utilize software simulations, The distribution of user reguivements {(and its

variation from Level V to Level IV integration) is not presently known and must be determined,

It is recommended that a more detailed analysis be undertaken to develop firm numbers for user require-
ments and for simulator costs, Selection of a preferred OEDSYF integration support concept should he
delayed until this analysis is completed,

PARTIAL CAPABILITY
HARDWARE SIMULATOR
ACCLPTABLE

SOFTWARE
SIMULATION
ACCEPTABLE

FULL CAPABILITY CHARACTERISTICS
HARDWARE SIMULATOR PACKAGE
NEEDED ACCEPTABLE

+ 3o

OEDSF USERS INTEGRATION NEEDS

Figure 9-13, OIDSI Users Integration Needs
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SECTION 10
RELIABILITY, QUALITY ASSURANCE, AND SAFETY

The design of the OEDSF has been examined and evaluated with respect to its ability to meet the require-
ments of shuttle flights in the areas of reliability, quality assurance, and safety R, Q4, & 8).

The OEDSF, as a standard electronics package represents a wall known quantity which presents no chal-
lenge in the areas of R, QA, & S. It “its well within the envelope of similar systems developed for manned
spaceflight programs such as MOL, Apollo, Skylab, and Apollo-Soyuz. The unique feature of shuttle flights
is the seven to fourteen day missions which tend to relax the emphasis c¢h two to three years fault-iree re-
liability and substitute a requirement for maintainability.

The OEDSF, as a central facility utilized by many experiments, must provide reliable operation: A failure
of the OEDSF is a mission failure; thus reliability requirements are considerably higher than those on any
single instrument. Reliability requirements for shutile experiment eguipments have not been totally defined;
however, standard techniques used in previous automated spacecrafts and manned flight programs are a

sound baseline subject to modifications tending to reduce these requirements.

During the study effort for the Onboard Experiment Data Support Facility (OEDSTF), General Electric Pro-
duct Agsurance assured through evaluation and participation in the design that appropriate parts, materials,
materiale processes instructions, and controls will be implemented so that the OEDSF processor and power
supply reliahility is achieved and preserved in the translation from the design to operational hardware.
This will be accomplished through a cost effective step hy step control of the design effort, establishing
proven and controlled Manufacturing and QA practices, reliability predictions, that eritical potential fail-
ure areas are identified using Failure Mode Effect and Criticality Analysis (FMECA), designing a realistic

test program and necessary hardware protection practices.

The major elements of this Product Assurance Program consist of design and development methodologies
uaed to verify that competent engineering practices are followed, paris and materials selection and applica-
tions are evaluated for derating factors and dominaunt failure stresses, evaluation of processing requirements
for correct process applications, and ability to inspect and test the OEDSF hardware. Potential suppliers

of proocured parts and materials may also be evaluated to determine their past performance and assure

their ability to meet the OEDST program requirements.

Evaluation of the conceptual packuzing techniques, parts, proposed materials and process instructions and

controls were performed. Printed wire circuit boards (PWB) will be processed to existing specifications
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by a qualified manufacturer such as Bell Industries. Conforinal coating on th= PWBs will provide protec-
tion against environmental conditions such as humidity and eabin atmosphers aud also provide contamina-
tion control against foreign particles. Material selections are those GE has used on several space programs
in the past such as Nimbus/Landsat, Skylab, and V075,

Quality and Reliahility requirements for parts will be sixailar to the requirements used by GE in procuring

parts for Spacelab and tailored to meet the Shuttle requirements.

Process Specification for soldering, bonding, conformal coating etc., which are in place can be used for
this program.

Handling and Packaging techniques were evaluated end the existing system is deemed adequate to meet the re-
quirements, Electronic piece parts are carefully « mtrolled. Special Protective packages are used to seal
and protect discrete parts until used on the PWB, Electronic shops are equipped with equipment and con-
trolled environments to prevent damaging effects of electrostatic discharge (Benches grounded, wrist straps
are provided, plastics with charge carrying properties are not permitted). Fixtures to prevent PWB from

warpage and maintain flatness will be used during all operations,

Testing on the PWB and top assembly requirements were also evaluated. The PWBs will be tested before
and after conformal coating to assume they function properly prior to installation into the top assembly.

The Proto/Qualification unit will be subjected to Vibration, Shock, Thermal/Thermal Vacuum and EMC/EMI
environmental testing with functional tests performed after each environment. Flight hardware will be

vibration and thermal/thermal vacuum tested.

The reliability tasks and objectives of the OEDSF program were to:

1. Allocate quantitative requirements, predict performance, and eliminate eritical effects of failures.

2. Determine the requirements for control of parts, and materials to be selected/qualified for use on
this hardware.

3. Determine cost effective and realistic performance and environmental test methods.
System Safety will be an integral part of the total program effort. Safety will be emphasized and safety con-

gideration such as personnel haz: rds, overloads, energy sources, toxicity of materials, fire suppression,

outgassing requirements, and emergency procedures will be evaluated through the use of design safety

10-2
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analysis and checklists. Potential safety problems will be defined so they may be assessed and resolved
P to minimize impact to hardware design and cost,

¢a Spacific safety engineering tasks were identified such ag hazard resolution procedures, guideline dveu-
as ments and checklists, safety requirements for fabrication, handling and test of the hardware, and per-

sonr-~| procedures.

The overall purpose of this Produet Assurance Program will be to assure the ability of the end produet to
accomplish its mission requirements through cost effective design, fabrication, and validation technigues.

oo
L]

L

.

an

wey

10-3/10-4

»u—.—»m“}y----‘-»-m s e e e e el




ey
[ TR ol |

A

o ——

Lo | e
Sy | L‘!:L:,“Lﬂd

S

SECTION 11
IMPLEMENTATION PLAN

This section addresses the schedule and Work Breskdown Structure associated with the development of the
OEDSF. In general it provides a rationale and a roadmep to the development of flight OEDSF hardware.
Specifiocally it is the basis of the cost estimate of the QEDSF.

Two schedules are presented. That shown in Figure 11-1 is patierned after a normal production of flight
hardware with some modifications to reflect the requirements of Shuttle flight, As indicated in gection 10,
these inclnde relaxed requirements on long term reliability, emphasis on maintainability, and compatibility
with & mamed environment, This schedule envisions the development of & brassboard {or engineering
model), a protoflite unit; i.e., a prototype which, following qualification tests is refurbished to qualify as
a flight unit, and the production of eight subzequent flight units on two months centers. The schedule is
matched against scheduled shuttle flights to indicate possible target fiights assuming a July 1977 start.

The gohedule shown in Figure 11-2 is based on a phased development of the OEDSF concept. It envisions

the fabrication of a concept demonstration unit to prove the validity of the conceptual design, a prototype

1977 1978 1679 1980

TOTAL OF 8 UNITS

~
hY

TFigure 11-1. Standard Schedule
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DESIGN & DEVELOPMENT A A7/
COMPONENTS FAB & TEST A Avg
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CONCEPTUAL DESIGN YANNUSSE., v 4
DEL
CONCEPT DEMONST. UNIT
EVAL
DEL
PROTOTYPE A AVAV
EVAL
DEL
QUAL/FLIGHT UNIT AN Z INT <7

Figure 11-2. Phased Development Schedule

unit, and a qualification unit, followed by flight production units. 'Chis approach is somewhat less efficient
than the direct development of Figure 11-1 but it provides greater assurance of suceess because each phase

follows enly upon the successful demonstration of the previous phase.
Phase I, the conceptual design, is the effort deseribed in this report.

Phase I is the design, fabrication, and evaluation of a "mini-breadboard" facility based on the design con-
cept resulting from Plase I. The breadboard is limited to a rudimentary version with limited software and

capacity to service two or three medinm data rate sensors simulianecusly.

The third phase is the design, fabrication, and evaluation of a full scale prototype OEDSF, This is a mature
system copfigured to meet all the requirements of the conoeptual design without, however, mesting the re-
quirements of flight hardware,

Phase IV is the fabrication of the actual flight unit which is subjected to qualification testing, integrated with

a complement of payload experiments, and flown to verify its technical and operational performance,
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- The development of the Index Generating Program, not shown on these schedules, requires approximately

three years and should be suvheduled o permitf its utilization coincident with the assignment of the OEDST

Lo

to payloads consisting of a full set of sensors.

The Work Breakdown Structure (WBS) shown in Figure 11-3 is in accord with the development concept shown

-
B

in Figure 11-1, The items in the WBS are defined in the following work package descriptions.
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REPRODUCIBILITY OF TH:

WORK PACKAGE DESGRIPTTON

PACKAGE ¢

FOR _COSTING

ARIGINAL PAGE I3 POOT

1100 PROGRAM OFFICE

Y Y AW TR SRy

WBS
NG,

TASK

APP,

N
PERFORMANCE OFERATIONS

TO
FET UNIT

AFRTOoE

PROGRAM TECH
04

O0ps X MIC,

1110

1120

1140

1150

1130 |

A Ny

¥ Provide top-level direction and
§ integration of required program
g activities,(Limited to applied
i time of program manager and his
! secretary)

? Develop and maintain the top
g level plan for program implemen~-
£ tation.

%Conduct budget planning and con-
¢ trol activities required for
§ program cost control.

Y Conduct schedule planning and
f control activities required for
t program schedule control, in-
§ house and customer.

§ Prepare status reports and

¥ presentations required for

f program management, in-house
£ and customer,

8 as appropriate,.

Conduct contract administration
activities required for preogram
implementation. (Limited to
applied time of contract admini-
strator and his secretary).

Provide finance support required
for program implementation.

Provide staff support to Program
Manager with respeect to manu~
facturing actlvities.

initliate and integrate required
manufacturing aectivities.

Develop and maintain the top
level Manufacturing Plan.

Buy Plan.

Storage Plan,

| Prepare contract change proposalsi|

Develop and maintain the Make—or-f

Develop and maintain Handling and §

- S - 1

|
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APP. PERTORMANCE OQPERATIONS

ggs TASK FL$OUNIT PROGRAME  TECH
Io, T Queycr 3 0DS 8 MPG . 0A

# Develop and operate a data manage-
§ ment system to provide to the

y customer the data itéms specified
."5.1'1 the CDRjL.

1210

g Ldentify data item requirements,
H and initiate activities required
# to provide these data items in

E specified format (Drawings, user
 manual, acceptance test proceduresp
i etc.). :

i Integrate and initiate review and !
_Eapproval of each data item, in-
! house and customer, when redquired.

¥ Initiate and integrate Techk Pubs
E and Graphic Arts activities to

¥ provide the data items for sub~
Emittal to the customer,

1220 § Provide Tech Pubs and Graphic Arts
Jl services as requested by Program

i Office. '

=
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WORK PACKAGE DESCRTPTION FOR (OSTING

WORK PACKAGE: 1300 DESIGH REVIEWS

APP, PERFORMANCE OQPERATIONS
WBS TASK TO
NO. FLT UNIT
EX TR TN

o

i Conduct program-level design’
i reviews regquired by the contract,
tas follows: g

131

EPreliminary Design Review (PDR)
fControl Design Review {(CDR)




HORK PACKAGE DESCRIFTION FOR COUSTING

TSR ETN g AT

WOy TR APP, Ln PERFORMANCE OPERATIONS
wes 1 - TASK

T0 PROGRAM TECH
FLT UNIT rp:-r."rrgr.'.l DP:g: MPC § DA

RO IR R,

V Noﬂ

'1410 f@All fraval and living charges
£ fJauthorized for program implemen-

tation shall be included in this -

;f ;o éWork Package.
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WORR PACKAGE :

WORK PACRAGE DESCRIPTION FOR COSTING

2100 TECHNICAL MANAGEMENT

PRy AT
LJ : APP. PERFORMANCE OPERATIONS |
1 fuBS TASK TO PROGRAVY TECHE
NO, _ IPLTUNIT doeeror i 0pS 1 o d os
,= 3 .
1J 2110 gProvide staff support to Program |
t Manager with respect to technical
]  matters. T
§ Initiate and integrate required
Wi 2 technical activities.
{ .
e fPrepare and conduct internal
: § design reviews.
i
o
i
.J ,
|
f i E
§
g
|
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WORK PACKAGE DESCRIFTION FOR COSTING

WORK PACKAGE @

LR

2200 .REQUIREMENT SPECTIFICATIONS

WBS E TASK
N,

APP,
TO
FLT UNIT

PERFORMANCE OPERATIONS

i

=
NTTINT

Ve
PROGRARM

TECH

21545

MPE

04

fAugment and clarify customer-

§ furnished module design and test
g requirement specifications as ’
necessary for program implemen-
ftation.

2210

iDevelop design and test require-
bment specifications for each

{ in~house and subcontracted com-
ponent,

fDeVeIOP interface requirements
g for GFR components.
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WORK ‘PACKAGE DESCRIPTION FOR COSTING

” WORK PACKAGE : 2300 PEREORMANGE & TRADE-OFFS ANALYSES
U QBS I TASK o { &P, | TERFORMANCE OPERATIONS
: : . - TO : T TR M i e

1
LJ 2310 KPerform functional performance
analyses and trade-off studies
kﬁ necessary to establish the system’
' functional configuration. The
fapecific analyses and studies to E
ghe performed include: ‘

4 B
i-Test Program Analysis(for LSI's)
t-Timing Analysis o

¥~I/0 Analysis

F~Power Supply/Temperature Check
i-Reliability Analyses , |
# (e.g. Redundancy FMECA) T - |
f-Performance Analyses : S

‘f-Requirements Analyses
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WORK PACKAGE:

WORK _PACKAGE DESCRIPTTON FOR COSTING

2400 SYSTEM DESIGHN

WBS
NO.

2410

11-14
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i
1.

of the OEDSF.

;Design and build a typical
gassembled printed circuit board
tand subject it to vibration tests

fwill experience in the assembled
Bsubsystem.

Conduct design activities necessarg
to establish the electronic/mech-
anicazl/thermal system level de51gnn

gPrepare bloeck diagrams,. schemétics?
yand final assembly of ‘the module. §

at levels comparable to those it
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. "~ APP, -PERFORMANCE OPERATIONS
TASK TO PROGRAMS TEGH ~
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QL WORK PACKACE DESCRIPTION FOR COSTING
L WORK_PACKAGE: 3100 QUALITY ASSURANCE
ﬂ}! APP. PERFORMANCE OPERATIONS
I TASK T0 PROCRAS] 1ECH =
» No . — - FLT UI‘:IT AT TOT O?S }m‘ QA
3 fo |
] ; .
? JQ 3110 jProvide staff support to Program
. tManager with respect to quality
| %ﬁ, Hassurance matters,
{ J q - .
Initidte and integrate required
iﬁ gquality assurance activities.
: E’ . )
i 3120 P#pevelop and maintain Quality
,[ fAssurance and Inspection Plan.
P ;
LL 3130 fDevelop and maintain a cleanliness
QControl Plan.
L% 3140 fpevelop and maintain control paln,
{} 3150 #Develop and maintain Safety Plan.
A !
- 3160 §Develop and Maintain General Test
§Plan. f
L‘ 3170 KEstablish and operate a Material
Review Board for monm-conformance
jf rcontrol.
L ; ¢
3180 {Conduct failure reporting and
v fanalysis activities in accordance
_;g fwith established practices. -
3190 {Establish and operate -a Material
LP lReview Board.
- 31A0 iPerform process control activities,j
1 " :
gjt 31B0 fPerform vendor quality assurance
: factivities., . .
'zT 31C0 fPerform material coding and
- tinspection activities.
ik 31D0 HPerform material acceptance
£jf activities 100,
Ul
‘ :
i
~ g
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WORK PACKAGE DESCRIFTION FOR COSTING

3200 RELTABILITY

4

i g
Mioattry
o

|

PERFORMAYCE OPERATIONS

=y

E B APP,
WBS TASK 0 ?‘P‘wa‘“ T Tech .
LA ‘ FLT UNIT o0t GREM e b aa
3210 Provide staff support to Program
§Manager with respect .to reliabilit%
fassurance matters. T
‘ 7
g Initiate and integrate required :
reliability assurance activit1‘ es.
3220 Develop and mainta.un a Reliablllty
EProgram Plan. ﬁ
!
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WORK PACKAGE:

WORK PACKAGE DESCRIPTION FOR COSTING

3300 SAFETY ASSURANCE

BS AS - APP, PERFORMANCE OPERATIONS
TASK TO PROGRAM  TE .
HO. FLT UNIT §ncoyer Goat LA LOE)
3310 Devélap and maintain a Safety Plak.
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WORK PACKAGE:

WORK PACKAGE DESCRIPTION FOR COSTING

3400 PARTS, MATERIALS & PROCESSES

WBS
Nol

h TASK

APP,

TO
FLT UNIT

PERFORMANCE OPERATIONS

PROCRAR
ATRTOR

TECH

OPS

MPC

0A

3410

3420

3430

3440

3450

11-18

Develop and maintain a parts,’
materials and processes plan.
Direct and integrate required
Parts Program activities,

FEstablish and maintain lists of
pa%cs authorized for progran use,
including standard and non-stan-
dard parts.

Establish derating factors, as
jappropriate.

gPrepared controlled procurement
fspecifications for all parts
Bauthorized for use in flight
thardware.

§Conduct all activities necessary
#-0 obtain qualification for each

Efor use in flight hardware.

tConduct part inspection, screening
fand burn-~in activities, as require
thy the approved Parts & material
fPlan.

EEstablish procedures for non-

:standard part control.

fConduct activities necessary for
jnon-standard part control, in
¢accordance with approved proced-
ures,
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WORK PACKAGE DESCRIPTION FOR COSTING

3500 CONFIGURATION MAWAGEMENT

WORK PACKAGE:
b APP. PERFORMANCE QPERATIONS
WBS TASK 0 PROGRAY]  1GGH ]
NO. FLT UNTT ¥aeogor 1 0PS § veoit oa .
3510 é Develop and maintain a Configura-

tion Management Flan,

i Plan.

including

CCB procedurzs and aperations.

i Conduet configuration management
{ operations in accordance with the
} approved Configuration Management

i
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WORK PACKAGE DESCRIFTION FOR COSTING

3600 MAINTAINABILITY

el

| ) APP, " PERFORMANCE OPERATIONS
WBS TASK TO PROGRAM TEGH
NO. . BFLT UNIT bnppror QPs SEC, 0A

RO R SN s ——
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Establish maintainability
requirements. .

Perform analyses to verify that
maintainability requirements
are met on the design of the
protoflight subsystem.
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i , WORK PACKAGE DESCRIETION FOR COSTTNG

""‘ﬂ - -

U;;  WORK_PACKAGE: - 4110 ROW PROGRAM CONTROLLERS

& T T APP, PERFORMANCE OPERATIONS

1 fuss g TASK TO NS B - !

Ermmead

=T

#1111 §DESIGN & DEVELOPMENT
«~Perform functional perfermance

i analyses and trade-off studies
i to establiish the component F
ffunctional configuration.
i . . )
?ﬁ ‘¥-Conduct breadboard evaluation
* necessary to establish functianal
m} _‘configuration.
] .
i
£ ~Conduct design activities
' necessary to establish the com-
i ponent mechanical-thermal con-
i figuration. ' . g
" § -Conduct manufacturing planning
i for protoflight model and for

two(2) ground models.

ih ~Conduct quality control planning
kﬁ for protoflight model and for
two(2) ground models.

-

éﬁ ~Conduct necessary process develop] ~
ment and establish process controlﬁ. E
g

Fi

hi ~Develop test plans and procedures, -

& i for component test.

~Prepare drawings and speéificé-
5] %tions for production of proto-
flight hardware.

gt s

4112 FABRICATION & TEST
. -Fabricate protoflight component

§z -Conduct component test of proto- |
i flight component- in accordance
with test plans and procedures
R previously developed.
& 1
= ~Prepare required test documenta- 1 ‘
ﬁﬁ tion. E
i : !
¥ ~Perform handling and storage ! j
activities in accordance with the § |
= Handling and Storage Plan. j
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WORK PACKAGE ¢

WORK. PACKAGE DESCRIFTION FOR COSTING

4120 MATIN PROGRAM

WBS
NO.

TASK

APP,
TO
FLT UNIT

PERFORMANCE OPERATION

]

perTek

PN PR L S
PROGRAM

TECH
0?3

MEG

Q2

4121

4122

|
|
|

DESIGN & DEVELOPMENT )
~Perform functional performance
analyses and trade-off studies
to establish the component
functional configuration.

-Conduct breadboard evaluation
necessary to establish functiomnal
configuration,

~Conduct design activities
necessary to establish the com-
ponent mechanical/thermal con-
figuration.

~Conduct manufacturing plaﬁning
for brassboard and protoflight
models.

-Conduct necessary process devel-
opuent and estahlish process
controls.

~Develop test plans and pro-
cedures for component test -
acceptance and qualification.

-Prepare drawings and specifica-
tions for production of proto-
flight hardware.

FABRICATION & TEST
-Produce protoflight component

-Provide necessary tools,
and fixture . .

~Conduct component test of proto-
flight component in accordance
with test plans and procedures
previously developed.

-Prepare required test documen-—
tation.
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WORK_PACKAGE DESCRIPITON POR GOSTING

WORK. PACKAGE

4130 MATN PROGRAM CONTROLLER .

TASK

APP,

1 10
FLT UNIT

FROGRAM
fnreTon

' PERFORRAVCE OPLRATTDAS

an

Teon
0DS :-u:'c-. oa |

VRS g

¥ DESIGN & DEVELOPMENT
E -Perform functional performance

4131

E analyses and trade~off studies
f to establish the component
§ functional configuration.

§ ~Conduct breadboard evalﬁqtion
t configuration, .

§ ~Conduct design activities

f necessary to establish the com-
E sonent mechanical/thermal con-~
g figuvation, ;

8 —~Conduct manufacturing planning
X for protoflight model and for
# two(2) ground models.

;mConduct quality control planning
{ for protoflight model and for
two{2) ground models.

-Conduct necessary process devel-
opment and establish process
controls.,

~Develop test plans and procedures
chr component test.,

~-Prepare drawings and specifica-
tions for production of proto-
flight hardware.

f necessary to establish functional f

FABRICATION & TEST .
-Fabricate protoflight component
~Conduct component test of proto-
Elipght component in accordance
.with test plans and procedures
previously developed.

&132

-Prepare required test documen-
tation,

~-Perform handling and storage
activities in accordance with
§ the Handling and Storage Plan.
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WORK PACKAGE DESCRIPTION FOR COSTING

WORK

PACKAGE:

4140 DATA BASE CONTROLLER

e

~ fums

IHO.

CTASK

APP,

TO
FLT UNIT

PERFORMANCE OPERATIONS

!

WD
PROGRAM
OEETOT

TECH
0PS_

MEC

0A

A

6141

4142

IDESIGN & DEVELOPMENT

#-Perform functional performance
l analysis and trade-off studies
‘§to establish the component

§ functional configuration.

§~Gonduct breadboard evaluation
jnecessary to establish functional
gconfiguration.

g~Conduct design activities
inecessary to establish the
fcomponent mechanical/thewmal

dconfiguration,

} [}
f-Conduct manufacturing planning
tfor protofliglt model and for

ttwo(2) gvound models,

~Conduct quality control planning
for protoflight model and for
two{2) ground models, '

-Qonduct necessary process
development and establish
process controls.

.-Develop test plans and pro-

cedures for component test.

-Prepare drawings and specifica-
tions for production of prote-

¥flight hardware.

FABRICATION & TEST

~Fabricate protoflight component

1!

-Conduct component test of

protoflight component in accordance

with test plans and procedures
foreviously developed.

~-Prepare required test documenta-
tion.

~Parform handling and storage
sctivities in accordance with
kha Handling and Storage Plan,

REPRODUCIBILITY OF THI
“IGINAL PAGE IS POOR
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WORK PACFAGE:

WORK PACKACE DESCRIPTION FOR COSTING

4150 SPECIAL TEST EQUIPMENT

APP, PERTORMANCE OPERATICNS
WBS TASK 10 PROGRAY  TEGH B
NO. FLT UNIT $avoror § 0OPS 8 yeg | of |
AT R PSR, a
4151 §Design, procure, fabricate and
gcheck-out required special test
gequipment.
}
£
¥
k .
d
3
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WORK _PACKAGE DESCRIFTION FOR COSTING

WORK_PACKAGE : 4210 NETWORK

_ K APP, PERFORMANCE OPERATIONS
x PN
W3 : TASK FL$0UNIT PROGRAM]  TECH
. . _ DURTOR 0ps MEC 104

4211 § DESIGN & DEVELOPMENT

E .Perform functional performance ' §
i analysis and trade-off studies to
g establish the component functiona
§ configuration,

{ ~Conduct breadboard evaluation
§ necessary to establish functional.
{ configuration.

# —Conduct design activities nec-
i essary to establish the component §
P mechanical/thermal configuration. g

§ ~Conduct manufacturing planning
# for protoflight model and for
' two(2) ground models.

; ~Conduct quality control planning ;
: for protoflight model and for two §

(2) ground models,

-Conduct necessary process develop”
ment and establish process controlf.

for component test.

-Prepare drawings and specifica- §
tions for production of protoflighj
hardware.

L g TS ket a 1 s

4212 FABRICATION & TEST
~-Fabricate protofliight compohent

~Conduet component test of proto-
flight component in accordance
with test plans -and procedures
previously developed.

L e T St e e i 2 b e

S

AR e ST

: ~Prepave required test documenta-
i tiom.

§ ~-Performance handling and storage
; activities in accordance with
the Handling and Storage Plan,
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WORK PACKAGE :

FORK PACKAGE DESCRIPTION. FOR COSTING

4220 MATRIX

WBS
NO.

|

Rl

APP,

TASK- 0
{FLT UNIT

B SO RTH T

PERFDRMANGL OPERATIO\S

PROGRAh

TEGH}
0

04,

4221

4222

R
X

| DESIGK & DEVELOPMENT

# —Perform functional performance

£ analysis and trade~off studies to
§ establish the compomnent functlonaL
§ configuration. '

f—donduct design activities nec-
§ essary to establish the component
f mechanical/thermal configuration.

?-Conduct manufacturing planning
2for protofliight model and for two E

SRS

Z~Conduct necessary process develop
¥ ment and establish process controlk.

! -Develop test plans and procedures
for component test.

-Prepare drawings and specifica-
tions for production of protoflighﬁ
hardware. .

FABRICATION & TEST.
-Fabticate protoflight component

~Conduct component test of proto- §
5f1ight component in accordance |3
with test plans and procedures
previcusly developed.

-Prepare required test documenta-
tiom. é

-Perform handling and storage
activities in accordance with the
Handling and Storage Plan. a

ot

T

MEC

11-27
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| WORK

PAGKAGE :

WORK PACKAGE. DESCRIPTTON FOR COSTING

4230 SPECIAL TEST EQUIPMENT

EWBS -

 TASK

APP,

PERFORMANCE OPERATTONS

Rt oy
PROGRAXM
OreTow

TECH

MPC

Q4

|

N

Ao

",Désig‘n,. procure, fabricate awd
‘Bcheck~out required special test
equipment.

TC
FLT UNIT

0PS

DA
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i {J HORK PACRAGE DESCRIPTION FOR COSTING ‘ ]

. .
§
U WORK PACKAGE : 4310 CACHE MEMORIES

ﬁBs TASK  APP, ~ PERFORMANCE OPERATIONS
Io BROGRAM  TECHL -
20 FLT UNIT_ ARTTOR ] Q?Sh MEG.§ Q!\_ i

Gt

"

o
.

J——

L —

4311 & DESICN & DEVELOPMENT o ﬂ

-Perform functional performance
analysis and trade-off studies to
; establigh the component functioma
| configuration.

i
Lirgmens

oy

frama

nécessary to establish functional

~Conduct breadboard evaluation
F configuration, .

e g
LI

| ~Conduct design activities nec-
| ‘essary to establish the component
g! mechanical/thermal configuration.

~Conduct manufacturing plaﬁning
for protoflight model and for two
{ (2) ground models.

-Conduct necessary process developh
ment and establish process controlg.

e

-Develop test plans and procedures)
'i for component test.
I !

L &
- ~Prepare drawings and specifica-
tions for production of proto-
flight hardware.

4312 FABRICATION & TEST
o -Fabricate protoflight component

o -Conduct component test of proto-
f( flight component in accordance

v with test plans and procedures
previously developed.

. ' -Prepare required test documenta-
tion.

i? , -Perform handling and storage ;

: activities in accordance with the {
to Handling and Storage Plan. ' ,
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WORK PACKAGE:

HORK PACKAGE DESCRIPTION FOR COSTING

4320 LIBRARY

AP

WBS
NO ,

APP,

TASK IO
FLT UNIT

PERFORMANCE OPERATIONS

AT TLR

3%
PROGRAM} TECH
0OPS

MEC 1 _OA

4321

4322

i ~Perform functional performance

§ analysis and trade-off studies to
1 establish the component function-
# al configuration.

DTSR

§ DESIGN & DEVELOPMENT

I-Conduct breadboard evaluation
f necessary to establish functional
# configuration,

} ~-Conduct design activities

# necessary to establish the com-

i ponent mechanical/thermal config-
§ uration.

E—Conduct manufacturing planning
¢ for protoflight model and for two
¥ (2) ground mocdels.

# -Conduct quality control planning
§ for protoflight model and for two
# (2) ground models.

%—Conduct neceéssary process developl
{ ment and establish process controlk.

i -Develop test plans and procedures|
-# for component test.

H

-Prepare drawings and specifica-
tipns f£ar Hroduction of praoto-
flight haraware.

FABRICATION & TEST
~-Fabricate protoflighE coﬁponent

~Conduct component test of proto-
flight component in accordance

with rest plans and procedures
previously developed. A

-Prepare required test documenta-
tion. .

~Perform handling and storage
activities in accordance with the
Handling and Storage Plan.

REPRODUCIBILITY OF THL
WRIGINAL PAGE IS POOR
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WORK PACKAGE:

WOTX PACKAGE DESCRIPTION FCR COSTING

4330 SPECIAL TEST EQUIPMENT

B TASK APP, PERFORMANCE OPERATIONS
' To PROGRAN]  TEGH
HaNO . FLT UNIT NAEETOAR O?é MPC,] DA
4341 Design, procure, fabricate and
check-out required special test
equipment. ’ .
i
J |
R H
: g
4 ¢ 11-81




WORK PACKAGE DESCRIFTION FOR COSTING

WORK PACKAGE: 4410 MODULE A

4412

analysis and trade-off studies
to establish the component
functional configuration.

~Conduct breadboard evaluation
necessary to establish functional
configuration.

~Conduct design activities
necessary to establish the com-
ponent mechanical/thermal con-
figuration. ' '
~Conduct manufacturing planning
for protoflight model and for two
(2) ground models.

-Conduct necessary process develo
ment and establish process contro

-Dzvelop test plans and procedure
for component test.

-Prepare drawings and specifica-
tions for production of proto-
flight hardware.

FABRICATION & TEST
~-Fabricate protoflight component

-Conducet component test of proto-
fliight component in accordance
with test plans and procedures
previously developed.

~Prepare required test documenta-
tion.

~Perform handling and storage
activities in accordance with the
Handling and Storage Plan, .

T

T TAME R TN

T

SRPET

Py s

WES TASK. APP, . PERFORMANCE OPERATIONS i
L0, FROGRAM TECH ;
o, FLT UNIT bnpoype & 0?51‘ ure § oA ;
£ L e
4411 DESIGN & DEVELOPMENT
~Perform functional performance
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WORK PANKAGE DESCRIPTION FOR COSTTNG

T

'

i

WORK PAGKAGE : 4420 MCDULE T

N - J
g s i rasK aF APP. PERFORMANCE OPERATTIONS
[ PROGRAM] TECH

B (0 JTLT UNIT lorerce 1 256 e | oa i}

ey

4421 DESIGN & DEVELCPMENT

—-Perform functional performance
analysis and trade-off studies
to establish the_.component
functional configuraion.

Rt

[ S——

~Conduct breadboard -evaluation i
necegsary to establish funciion- §
al counfiguration. d

RN N
S el

i ~Conduct design activities

§ necessary to establish the com-
ponent mechaniecal/thermal comn-
figuration.

=Conduct manufacturing planning
for protoflight model and for twq
(27 ground models.

-Conduct quality control planning
for protoflight model and for twd
(2) ground models, :

~-Conduct necessary process devel-j
¥ opment and establish process
controls.

~Daevelop test plans and procedur:~
for component test,

-Prepare drawings and specifica- §
tions for production of proto-
flight hardware.

4422 FABRICATION & TEST
-Fabricate protoflight component

-Conduct component test of proto-§
}i flight component in accordance
. with test plans and procedures
previously developed.

-Prepare required test documenté:
tion. :

-Preform handling and storage
; activities in accordance with thef
£ Handling and Storage Plan.




WORK PACKAGE DESCRTIETION FOR COSTING

i

WORK_PACKAGE : 4430 MODULE = L
e . g . .
Eu E APP, PERFORMANCE OPERATTONS [
VIBS ' TASK Io TROGRAM| LEGH 1 L
o, A FLT UNIT QrTICE _ OPE-’;- % ul%- S _
4431 § DESIGN & DEVELOPMENT : (
-Perform functional performance ' -
analysis and trade-off studies td 3{
establish the component fuhction - |

al configuration, ;
~-Conduct breadboard evaluation i

4432

11-34

necessary to establish function- §
al configuration. . '

—~Conduct design activities nec-
essary to establish the compon-
ent mechanical/thermal config-
uration.

~Conduct manufacturing planning I
for protoflight model and for twcy
(2) ground models. ]

-Conduct quality eontrol planni=
for protoflight model and for tw
(2) ground models.

-Conduct necessary process devel-
opment and establish process
controls.

~-Develop test plans and procedurei
for component test.

~Prepare drawings and specifica-
tions for production of proto-

flight hardware
FABRICATION & TEST
~Fabricate .protoflight component

-Conduct component test of proto-
flight component In accordance

§ with test plans and procedures
# previously develoed,

-Prepare requirgd test documenta-
tion.

~Perform handling and storage
activities in accordance with the
Handling and Storage Plan,
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WORK PACKAGE DESCRIPTION FOR COSTING

4440 SPECIAL TEST EQUIFMENT

WORK PACKAGE ¢

BS
NG,

e i < 2

TASK

APP,

TO
FLT UNLIT
. T

PERFORMANCE OFERATIONS

QEEICE

PROGRAM  TECH
o

MEG,Y_0A

o —p IR A Y

G441l

Design, procure, fabricate'and

check-out required special test §

equipment.
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WORK

WORK PACKAGE DESCRIFTION FOR COSTING

PACKAGE : 4510 INPUT INTERFACE REGISTER.

BS
NO.

G

APPG

TASK TO
FLT UNIT

PERFORMANCE OPERATIONS

PROGRAMY TEGH
OPS_

NEFICE MEG. 8§ CA

4511

4512

DESIGN & DEVELOPMENT

~Perform functional performance
analysis and trade-off studies to

r establish-the—eemponent—Ffunctionall —
configuration.

% -Conduct breadboard evaluation
f necessary to establish functional
b configuration.

g ~Conduct design activities nec-
fessary to establish the component
f mechanical/thermal configuration.

§ ~-Conduct manufacturing planning
§ for protoflight model and for two §
¥ (2) ground models, ;

f ~Conduct necessary process
§ development and establish process g
i controls, '

P -Develop test plans and procedures
§ for component test. i

?-Prepare.dzawings and specifica-
! tions for production of protoflighy
;hardware.

} FABRICATION & TEST

i—Fabricate protoflight component

-Conduct component test of proto- ¢
flight component in accordance :
with test plans and procedures
previously developed.

~Prepare required test documenta- §
tion,. }

~Perform handling and storage
activities imn accordance with
Handling and Storage Plan.

the%

REPRODUCIBILITY OF T}
ORIGINAL PAGE IS P0G




WORK PACKAGE DESCRIPTION FOR COSTING

{g

WORK PACKAGE s 4520 OUTPUT INTERFACE REGISTER
l T N TN AT, L R RO
APP, ' PERFORMANCE QPERATTIO
qWBS TASK T L S TIA XM TH? TonS
NO, FLT UNIT | SRR o oa
:: m. FASPLE 0 XN '|\.-‘4-_~ [ ! m 'mn*G R 0 i
4521 SDESIGN & DEVELOPMENT

f-Perform functional performance
{analysis and trade-off studies to §
gestablish the camponent functiona
dconfiguration.

¥ —Conduct breadboard evaluation

Rconfiguration.

%-Condnct design activities nec- j
¥ essary to establish the component §

f ~-Conduct manufacturing planning §
Efor protoflight model and for two §
¥ (2) ground models,

§ -Develop test plans and procedure sy
i for component test. 5

iz—Prepare drawings: and specifica~-
§ tions for production of proto-
g flight hardware.

4522 § FABRICATION & TEST

§ ~-Fabricate protoflight component

§ ~Conduct component test of proto- §
flight component in accordance !

with test plans and procedures

1: previously developed.

L

~Prepare required test documenta~ §
4 tion,

~Perform handling and storage
E . activities in accordance with

the Handling and Storage Plan.

Il N




WORK PACKAGE DESCRIPTION FOR COSTING

4530 FIFO

WORK PAGKAGE :
AP TERE AT X N Iy R T N T, 5y N
- § rask ATP, PERFORMANCE OPERATTONS
X0 PROGRAMI TEGH N
f‘FQ” 8 RO K T T S AR5t IRV EITN FLT ENIT QEEICE OPS MPG 4 04
4331 guEszcu & DEVELOPMENT .

11-88

g analysis and trade-off studies to?
¥ establish the component function-§
§ al configuration. ‘

;~Conduct breadboard evaluation '
i necessary to establish functional
§ configuration. ‘

E—Conduct design activities nec- j
# essary to establish the component
§ mechanical/thermal configuration. §

i -Conduct manufacturing planning §
§ for protoflight model and for two§
8 (2) ground wmodels, i

i;'--Ccmduct quality controel planning?
¥ fcs protoflight model and for two §
i (2) ground models. 3

¥ ment and establish process con-
§ trols.

f -Develop test plans and procedured
§ for component test. :

i-Prepare drawings and specifica-
i tions for production of proto-
B £light hardware.

{ FABRICATION & TEST

;—Fabricate protoflight component
{ ~Conduct component test of proto-i;
t flight component in accordance :
§with test plans and procedures

§ previously developed.

§ -Prepare required test documenta-
§ tion. :

-Perform functional performance §

-Perform handling and storage
activities in accordance with
the Handling and Storage Plan.




L)
j‘ :I
il
I e
i
i
i
MO
o
h-'g

&
-1

Loy
o
PR I
[
poowe
¥

T2

WORK PACKAGE:

WORK PACKAGE DESCRIPTION FOR COSTING

4540 SPECIAL TEST EQUIPMENT

SESS

T

PERFORMANCE OPERATIONS

T
PROGRAb‘:ﬂ TECH
OFEICE OPS

MEG .

S

0A

11-3
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- |
WORK PACKAGE DESCRIPTION FOR COSTING !

e

WORK PACKAGE: 4610 STRUCTURE
I Tk R P e e T
APP, PERFORMANCE OPERATIONS |
el Ty e Y Y ‘i
i NN TR AR A RN Ly = I i Y v s |
4621 § DESIGN UPDATE {
{ -Modify drawings and specifica- :
i tions, manufacturing/quality :
} control plaaning, and test plans/ |
§ procedures to incorporate changes|
f necessitated by engineering ;
# model tests.
4622 ¥ FABRICATION

é~Prcduce protoflight model i
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|
b WORK PACKAGE DESCRIPTION FOR COSTING

“*  WORK PACFAGE: 5100 ASSEMBLY

TASK APP, PERFORMANCE OPERATTIONS
Io 'PROGRAY] TEGH ‘
FLT UNIT $~ppyep ors MEPG.E QA

& 5110 gAssemble Matrix Processor com-
yjponents, structure and wiring.

W

11-41




WORK_PACKAGE:

WORK PACKAGE DESCRIPTION FOR COSTING

53200 QUALIFICATION TEST

REPRODUCIBILITY OF THI.
ORIGINAL_PAGE.IS POOR

APP, PERFORMANCE OPERATIONS
WBS TASK T0 PROGRAM]  TECII !
NO, FLT UNIT fnroqer B OPS F MPo f 02 !
5210 % Prepare qualification test plans i
¥ H and procedures. d
ffPerform qualification test opera- .
_.. f§tions on £ingl configuration of §.__. .. |
§ the Protoeflight Matrix Processor. g
% Evaluate qualification test data. ﬁ
¢ Prepare test documentation for )
b performance acceptance by the +
i customer. f
! T
.
%
i
4
{
:
\
]
4
|
| 5
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WORK FPACKAGE:

WORK PACKAGE DESCRIPTION FOR COSTING

5300 REFURBISH

tuBs e
NO. .

TASK

APP,

PERFORMANCE OPERATIONS

i

- _TO PROGRAN  TRCI

MFG

QA

5310

I Refurbish the Protoflight Matrix
§ Processor as required to put the

equipment in flight conditiomn.

T T T T

R A ——
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WORK

WORK PACKAGE DESCRIPTION FOR COSTING

PACKACE : 5400 FLIGHT ACCEPTANCE TEST

WBS
NO.

APP,

PERFORMANCE OPERATIONS

TASK TI0
FLT UNTIT

PROGRAL]
NTETOR

TECH
0OPS

MO

0OA

5410

11-44

Prepare flight acceptance test
plans and procedure:

Conduct.ilighg_aggﬁptannenQgﬁj;___ﬁu-,m_-

operations on the refurbished
protoflight Matrix Processor.

Evaluate test data and prepare
acceptance test documentation.

Pack, box and ship

. ' rv OF THI
REPRODUCIBILITY OF
\RIGINAL PAGE IS POOR
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WORK PACKAGE DESCRIPTION FOR COSTING

WORK PACKAGE : 6100 MATRIX PROCESSOR BRASSBOARD
APP, PERFORMANCE UPERATIONS
0. e rrfounzr |ARochad T oo b o
1. Repeat Work Packages 4100,

4200, 4300, 4400 and 4500, ex~
cept use commercial parts.

g 2. Repeat Work Package - 4610-to0—§ - -
fit brassboard packaging concept, §

3. Perform assembly and accept-
i ance test in accordance with

f work packages 5100, As modified
§ for brassboard concept.

G
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WORK PACKAGE DESCRIPTION FOR COSTING

WORK PACKACGE: 7100 ELECTRICAL GSE

APP, PERFORMANCE OPERATIONS
WBS TASK TO {OGRAM  TECH
NO. FLT UNIT gig??p“ OpS | Mre N4

7110 DESICGN & DEVELOPMENT

~-Develop design and performance
requirements for Electrical GSE -

- - -Perform design activities to i
produce production drawings and
H specifications.
7120 FABRICATION & TEST
~Produce Electrical GSE equipment

-Conduct test 2n equipment

-Pack, box and ship

JRPET

i Nty pemmeeras el

e st e,



A
v WORK PACKAGE: 7200 MECHANILCAL GSE
o % Tas APP, PERFORMANCE OFERATIONS |
K T0 PROGRAT]  LECII
NO., FLT ONIT {nopyer | o5 wre § 04 i
7210 DESIGN & DEVELCPMENT
g% -Develop design and performance
% o ‘requirements for Mechanical GSE 1} .
T -Perform design activities to
Y . .
L produce production drawings and
specification.
4 -
i~ {7220 FABRICATION & TEST
- ~Produce Mechanical GSE equipment
i '
5 -Conduct test on equipment
Y ~Pack, box and ship
|~: :
: e e — :
- [
- 11-47

WORK PACKAGE DESCRIPTION FOR COSTING
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WORK PACKAGE DESCRIPTION FOR COSTING

WORK PACKAGE: 7300 SOFTWARE
AFP. PERFORMANCE QPERATIONS
No. S g R R R
7310 DESI=CN & DEVELOPMENT

~Develop ground support software
requirements.

-Develop and checkout software

7320 VERIFICATION TEST

~Perform verification test with
EGSE

~Pack, box and ship

11-48 |




WORK PACKAGE DESCRIPTION FOR COSTING

~y
R}

o
.

8100 SOFTIWARE

WORK PACRAGE:

APE, PERFORMANCE QOPERATIONS

WABS TASK Xy PROGRAM] TECH
) FLT UNIT NTETOR GPS "\ﬂ'-'l":‘ 0:\ -

NO.

-

R g
|y

gy

o Develop software requirements

o Develop and checkout software

| T o Perform verification test with
matrix processor,
i
i
v
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| 4
|
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WORK PACKAGE DESCRIPTION FOR COSTING P e

WORK PACKAGE: 8200 COMPUTER SYSTEM i
APP. PERFORMANCE OPERATIONS 1!?
WEBS TASK TO PROGRATT TECT 4
NO. FLT UNIT Jncoter i ﬂP.(‘;:l MECUE DA
' i
GFE Items will not involve any 5
GE expense.
i
\
# ’
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™ Major Technologies

Two major technologies have emerged in semi-conductors during the last decade

J;.‘[ i.e. bipolar and metal-oxide-semiconductor (MOS). The most popular and time tested
. bipolar technology is transistor-transistor logic (ITL) including low power

fw schottky and schottky. The most popular MOS techmnology is W-Channel MOS with

P-channel MOS maintaining the time proven position. Thils technology forecast

gl
4

[

does not expound on the differences and characteristics of each technology but
P gy
i mresents each process since the developments are equally distributed.
! P q y
The major technclogies and
} . : € mn Gate ‘Gate Date of
(I . their projected performance Speed Power  prapagation Density tnitial
Technology Product (pJ)  Delay (nsec)  {gates/mm?)  Production
I characteristics over a P.channel
i } metal gate 450 80 50 1986
decade is shown in Table A,1 Pvcgi?;;?: 145 20 an 1089
[ Table C.1 indicates that the ,Sﬁ?"ky 50 6 a5 1959
1] ipolar
s s N-channel
’ major technologies during Si-gato a5 15 - 1972
5 {High voitage)
P the next decade will be low N.channe!
Si-gatq 38 12 110 1974
power schottky and integrated depletion load
Si-gate CMOS 0.5 10 45 1973
injeetion logic (IZL) for 121 1 80 40 1975
CMOS/508 0.2 3 100 19777
bipolar technology and CMOS/
808 for the metal oxide semi- MATJOR TECHMNOLOGY CHARACTERISTICS
TABLE A.1

conductor technology. These

technologies fabricated on a standard 0.25 inch by 0.25 inch wafer equate to

159 gates at 1.0 milliwatts for metal oxide semiconducto.. Bipolar technology
will be characterized by 127 gates at 2,54 milliwatts. These equate to a factor
of 0.5 reduction in average power and a factor of 10 inerease in speed during the
1980~1985 timeframe. The operational characteristics of existing technologies

are shown in Table A.2, The projected characteristics are shown in Table A.3.
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D MR

Stesdacd | LovRORRT Lowpover | CMOS CHOS
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GENERAT. OPERATIONAL CHARAGTERISTIGS

TABLE A,2

The projected values are not a straightforward apolication of the anticipated
gains, Regression analysis reveals that each technology possesses an upper
limit which when applied to the existing parameters yields the anticipated para-
meters. The projection indicates that the operatiocnal frequency and power are
well suited for flight systems during the desired timeframe. Further, the
anticipated bipolar iechnology of integrated injection logic is not shown
since its parameters are still in development stages., Manufacturer's are
hypothesizing that this technology during the next five years will surpass the

standard‘ transistor and schottky logic families.
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PROJECTED OPERATIONAL CHARACTERISTICS
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The final aspect of the technologies is the packaging. Higher gate densities

result in more powerful functions capable of being fabricated on a small area
ik
o ‘a s . . . . . . .
i of silicon, Increased functiamality reguires increased pin counts if speed is to
|

! 7 be maintained. This is evidenced by the current trends in moving from 14 pin to

i R 24 pin packages. Figure A.l. Pin counts are increasing accompanied by increases in pack-
aging yields, component assembly yields, test capabilities, and repairability. Figure A.1l
indicates that packaging pin counts will not increase at a rapid rate so that no
ramifications are anticipated for printed circuit board designs as well as board

and component qualification processes.

These technology developments 128
are based on the increased s
demands for microprocessors e

and large high speed semi-~

[ 2]
)

conductor memories. Each of

Pty COUNT/PACKAGE

these areas are briefly

discussed below due to their

. Wws0 1970 1980
importance in simiconductor
PIN COUNT TRENDS

technology development. FIGURE A1

Microprocessor Trends

The microprocessor has created the major demand on technology advancement during

the last 5 years. Each new development results in a more power processor capable

of replacing large scale and mini-computers with tremendous cost savings as
shown in Figure 4.2. Excluding general electronic data processing areas such

as health insurance fields, micro-computers will be employed more frequently

A-3




o 3-MIP MICROPROCESSOR
MIPS= MILLION INSTRUCTTIONS PER SECOND

FRGCESSOR TRENDS
FIGURE A,2
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with cost savings being several orders of magnitude.

P——

/000-—7
The microprocessor trends shown in \

Figure A.3 indicate that the figure /8¢

of merit for the processors are linearly

/9 — .
improving. The processor figure of merit .’
is the product of the chip area, dissipation P e TR R R Ry TR
and instruction cycle time divided by the PROCESSUR FIGCURE OF MERITS

FIGURE A .3
product of word length and number of
instructions.
In addition, the cost per gate is decreasing

P ™
linearly as shown in Figure A.4., The signifi- s -
cant cost reductions are being achieved through i
high~volume and the increases in technology ¢r

gu/l ! 1 | I | | i | i1 ! 1]
sophistication. The basic gate structure for el G LF T WM 2 73 MW IS 96 77 W TF ;
integrated injection logic is composed of two PROCESSOR_COST/GATE TRENDS ;

FIGURE A .4
transistors-one parasitic and one diffused so
that technology is rapidly approaching the theoretical
f
limit of ome transistor {
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per logic gate, This trend yields lower cost and increased functional power

per single silicon chip.

o

. s . . . CPUBIts. Address  Comments®.
Table A.4 shows the basic size of avallable ~ TypeNol (i 9 Capacity  Developing Manufacturer®
microprocessors in 1975. It must be remem~ pMOS
LP 8000 8 2% General Instruments
i bered that less than 5 years ago, only one 4ap4 a 4k late)
' 4040 4 Ak Intel
or two processors with crude architectures 80081 8 6k lnel
f . . 5065 8 32k Mosiek
1 I
; were available. Today, there are over 30 - 4 100 BS. MP, Nations)
. . IMP4 4 4k - MP, MC, Natigna! '
such devices with support components and )
@ IMP-8 8 64k MP, MC, Natianal
software to rapidly realize a sophisticated: IME-18 16 Gk MP.MC, Natioro!
BACE 16 64-k  MP.MC, National
it one or two board general or special purpose PS4 4 4k SV, Rockwoll
® . PPS'8 8 16k SV, Rockwel
computer. ~ Trends indicate that during the ' PPS-4/2 4 128 CC.SV. Rockwell
i\ TMS 1000 4 8k SV, MP, Texas Instruments
& 1980 timeframe this list will at least scip o ok CC, SV, Nationsl
triple with the standard processor being a n-MOS
g ‘ EASOD2 8 64k SV, Electranic Arrays
G 16 bit fixed instruction CPU and a 4 bit micro-| rs 8 84k  CC, Fairchild
_ CP1E610 16 @1k MP, Gene: o Instruments
@ prog_rammable slice., The anticipated speed of 2GED g fon Ingel
- e ) . . . B50% 8 64k SV, MOS Technolagy
: these machines is a register to register
1 MGBOD 8 64k 5V, Motorota
B ) P . CMP- B G4k Natignat
_ § addition time of 125 nameseconds. 8 o
; \ 2650 8 32k 5V, Signeties
, TLCS12 12 k% MP, Toshiba
MCP- 1500 i6 64k  MP, MC, Vestern Digital
PFL1BA 16 B4k  MC, Panatacam
Pro- c-Mos
E COSMAC 8 6k SV, RCA
| jected cycle times limit these devices from €100 12 4k SV CC Intersd
. ) R . 1 Luti tnall: R Bipolar
:i being universal solutions. Finally, it must 1002 , 512 85 5V, MP. Ines
. . RP16 4 64k BS, ECL, MC. SV. Raytt
be remembered that these devices require avineon
} 6701 4 64k 85, SV, MP, Monolithit Memaaos
g: additional components so that a microcomputer SaPas00 ¢ 64k  PL.CC. B, SV. MP. Fexas bubumenns
1601 4 2% BS.MP. Trangtran
! is not just the microporcessor or a single 2301 4 64k BS. MP, Advanced Micro Devices
. ‘ 10800 4 64k BS. MP, CC. ECL, Motarola
chip. At the present time only Texas Instru- 8400 a G4k BS, MC. MP, SV, Fachid
ments manufactures a single chip computer. "NOTES BS - Bashce . 7L - integrated ection oy
k4 MP - Mwiagirayramable SV - Single veltage
ECL - Emerttes coupiled logic MC - Mult chip ogn
* " Second ources not isied €C ~ Clack on chip

—— e
Raprioted From "Rlectronies” Oct. o, 1975

Copyright Metivaw PIVL, ine. 1973

TABLE A.4
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This computer possesses a fixed program so that it is oriented for high volume
applicaticns and requires careful program development. The demands on microprocessors
and microcomputers require a concentrated effort on semi-conductor memory and

mass storage devices.

Memory Trends

Memories have emerged as a technology metric for density, yield, and reliability.
Several years ago, the major effort was to develop the 1024 bit random access
staric memory capable of operating at cycle times under 200 nanoseconds, Today,
the 65,536 bit random access dynamic memory with a cycle time of 180 nanoseconds is
a reality. Figure A.5 dipects the projected capacities and speeds for various

media over the next two decades.

The memories exhibit an increased figure of merit as shown in Figure A.6. The
figure of merit is the product of
the chip area, dissipation and

access time divided by the number

DISKS
(~0.0015¢/BIT)

of bits. As evidenced in Figure ELECTRON BEAM
(~0.05¢/BIT)

A.6, the characteristics of the
static random access memory are
rapidly converging on the charac-

. (~0.05¢/8BIT)
teristics of the dynamic random

CAPACITY (BITS)

access memory. By 1980, the P I —

technology will yield high per- i MOS (~0.3¢/ BIT)

: . . BIPOLAR (~1.5¢/BIT)
formance high density static random

1 ms.

access memories at low cost as ' ACCESS TIME
shown in Figure A.7. e maoar it onsef e 1
CURRENT MEMORY CHARACTERISTICS
FIGURE A.5
A-6
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Finally, random access memory performance characteristics for various technol-

ogies are shown in Figure A.8,

(1977 DENSITY)

>

*81T DENSITY. (Kb). ~

STATIC 1%L

| STATIC C-MOS-ON-SAPPHIRE
|

I {1978 B8

| SPEED) B

STATIC BULK C-MOS

STATIC TTL

R T AR
ACGESS TIME:(ns)

Reprinted From "Eluy wics" Oct. 1o, 19:!

Coperipht MeGraw Hili, loe. 1975

FIGURE A.8

Based on these characteristice, the 1980-1985 technologies will yield 25 td 50
nanosecond 4-16 kilobit memories which are required for high speed signal processing.
A 16K x 16 bit memory in an operational mode will require approximately 13.1 watts,

In addition, many systems recquire a large off-line storage. The magnetic tape
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units provide the maximum capacity but are slow and unreliable. Current
research efforts focus on disc file storage. The projected capacities for this
storage media are shown in Table A.5 which indicates that the anticipated
storage requirements for shuttle era will be met with 2 or 3 devices.

In summary, the over-all

performance range of LS1

Linear Density Track Density Storage Density

Year (bits/in.) (traces/in.) (bits/in.?)

technologies is shown in 1960 200 40 8000

1965 2200 100 220,000

Figure A,9. From this 1970 4000 200 800,000
chart, the rapid advances *
.

in simiconductor development B Lo s =000 SA 10"

are indicated by research TABLE A.5

and development in schottky integrated injection logic while standard integrated

injection logic is still in the initial production stages.

1976
5.
) 9 1975 SCHOTTKY
g ; SCHOTTKY
A
o
=W
- SCHOTTKY 1%L
p-MOS 1974 n-MOS 1975 n-MOS
cMOS C-MOS-ON-SAPPHIRE
INSTRUCTION 1ms— 25 us 25us — 1 ps 1us—10ns
TIME
L
l APPLICATION STORED TIME (e.g. CALCULATOR) SLOW REAL TIME (e.g. CONTROLLER) FAST REAL TIME (e.g. CCMPUTER)
Reprinted From "Elcetronics' Oct, 16, 1975
Copyright McGraw Bill, Tnc. 1975
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The number of components (e.g. transistors, resistors, diodes) per integrated
circuit chip shown in Figure A,10 has been increasing exponentially. The physical
limitation of the number of

components that can be fabricated

in a given area with an

acceptable yield is devnendent R e e R

5 %10+ ~
on the optical diffraction limit. P

64K RAM - i

o]
: 16-8IT CPU
5x10% 6K RAM. <" oWr32 KILOBIT MEMORY

This limit assumes 0.1 mil

minimum features over a 2 in.

COMPONENTS/CHIP

.
diameter wafer and has been ahie

achieved under laboratory conditions.

.
. 1960 1970 1980
Moreover, smaller dimensions are

capable of being achieved using
emerging electron beam and X-ray

IC COMPONENT DENSITIES
lithographic techniques. Technology FIGURE A.10

trends indicate more power, higher
reliability, and lower cost com-
ponents accounting for the major

shift back to hardware centerasd systems.
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Polynomial Solutions

Thesis:

Many functions required in information processing are characterized by or
based on polynomials, Further, trigonometric, exponential, and logarithmic
functions are polynomial approximations of an argument. In additiom,each
process required by the boundary sensors are capable”of polynomial solutions.
Increased interest in numerical analysis has established the importance of the
polynomial and the ability to implement a polynomial, Since increased
information processing such as information processing, is anticipated for the
Space Shuttle Era, the polynomial must be evaluated as a viable solution, It
will be shown that the uniqueness of the polynomial based solution permits the
combination of several discrete processes reducing both the number of processing
steps and machine complexity including time required, In investigating the
applicability of this approach, the general algorithm will be developed and
consequently, implemented in both hardware and software with the software

implementation focusing on standard micro-computer.

Polynomial Analysis:

From basic mathematics, a general polynomial may be expressed as

N N-1
eq. (1) P (X)) =2 a *Y (X)
n=0 n
where N = the order of the resultant polynomial

th
& = the coefficient of the n term

th
and % = the value of the argument for the n term

In particular, a Marlaurian series polynomial with Lagrange coefficients may be

expressed as

. Nl
eq. (2) P (X) = :és a *X
n=0
T

where Vg = ¥

c1l

-



The resultant polynomial in equation 2 is solely dependent on the derivation
of its coefficients for its resultant characteristics. For example, one set
of coefficients when applied will yield a particular trigonometric function while
another set of coefficients will yield a logarithmic function. Some typical
functions and processes based on ploynomials are listed in Table C-1.

If equation 2 is expanded about the argument, the polynomial may be

written as

N—-1
N - 2 3
eq. (3) p (X] = G F G RN EpkxC A+ SpkxTh L "“EN_*;X
where a. — a signed number

n

' = a signed number

However, this polynomial may be solved for its roots by several methods -
typically Newton's Method, resulting in a set first order polynomials
expressed as
ea. @) PNx)=[epex b, % [ sxtn )2 oL ¥ o #x+ by, )
where CpH /bn = the n Proot of the polynomial

This form of the polynomial provides the basis for the implementation. Initially,
assume that the coefficients are known a priori and are not a function of the

argument but rather a function of the process to be performed, Based on

equation 4, the general polynomial relationships may be determined.

lemma 1:

The characteristic polynomial in equation 4 may be expressed as a set
of first order polynomials or a set of lower order polynomials by grouping

adjacent terms. If adjacent pairs are grouped, then
eq. (5 N :[ . " .
. () pM ] (coxx-!-bc)x{c,*x-i- b,J]*‘ S

[ {CN"Z ¥ X + bN_ajyg (CN_‘,%X-F Byt
so that

REPRODUCIBILITY OF 11,
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N(XJ = [ce*clqcxe-k fco*b,—l-c,y;boj;i_sx ~+ boakb,]

eq. (6y P
[CN~2*CN i*X2+(CN-g ¥ by + Cy—y ¥ by-p )*X T by ¥ bN-Z’:l

which allows the basic polynomial to be expressed as

. N([y2]= 2,
eq. (7) A (X }— An¥*X " Bxx +C,

An = cnaﬁcn_H

where
An = Cn#%bpy,+ Snjfbn
and Cn: b %b s/
if the roots are grouped by three's, then
4 & My ) = [[gxx+by)x (e xx+b i lckx4b, | | #
“c*x-t-b)%{cw +L4)%(uy% + L )] ...... *
UC *“bf\f—s)*(c* Xtk ﬂ)”@{c 7t L'H)q
so that
ea. 0 pVx]= [opre ®u x4 (o weu b+ cxe, FL Ao HCRD faex

okt X gt cxbx bt cnt, ¥ Xt Ly ¥ B Wl

{
- *-L

* ¢ o

which results in a basic polynomial expressed as
0

N 3 B ,
eq. (10) Pn(x3): AFXT - B ¥XT -+ C ¥ X + 0

Ap = Cpjmy Cpymg ¥ C -2 ‘b +C e ‘b
& = -3 ¥ -y % bN-Z + Gy 3*“ w5 % Ener T ¥ -2 ¥ By
Cn = CN—Z* i\l._f *‘ l{-—. + C(I , - * 1/— "'}‘ N _3*[:[\! f bf-.f'-gf
T T by by w by
Consequently, the polynomial expressed in equation 4 may be written as
Niom N M m) N 1t
B e E P U ]

where

eq. (11) PN{X}
PN(Xm) = the spline or basis function

where
the order of the spline or grouping factor

and m —
: ; th
Therefore, the number of splines required to realize an N' order

polynomial may be expressed as

ct TEPRODUCIBILITY OF T2
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eq. (12) I = N/m

where i is truncated to the next higher integer value. For example, let
N =21 and m =2 which requires 10 second order slines and 1 first order
spline, However, since all sgplines are of the same order, 1l second order

splines would be required to realize this polynomial, Figure C- 1 summarizes

the number of splines required to achieve a resultant polynomial of order N ac
a function of the order of the spline,

In addition, the number of coefficients required to achieve this order
are shown for various splines and polynomials in Figure C~2, Based of these
two~figures, the most significant change occurs between a first and second
order spline with the higher order splines influence appearing for extremely
high order polynomials. The general characteristics of splines are listed in

Table C-2, Based on these parameters, the second order spline was selected as

D izt L

being the most advantageous for the typical polynomial orders incurred in information

processing - usually 14 or less.
lemma 2;

The ability to implement a set of splines along classical design paths
would result in a cumbersome, uneconomical, futile system rather than a simple
function generator. In addition, unless exponentially increasing data paths were
maintained, significant errors would be present in the resultant solution,

Re~iterating equation 11 yields,
1 o ' : ‘ '
§ P N i .
eq. (13) PN x| =R Mix pNxMis PMAT wx RLL X
. / ' o : an'

or in more general terms 1y
(R
eq. (14) P:'V{ x| = /;‘/”(xm]# P,N {Xn.,* +P;‘\!{Xm] f=(c» }

where | — the number of splines required to realize the resultant polynomial

For i=(equation 14 yields

c5
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ei. 15y pN[x) = Pg’(xm)

For i=1

N — N{_m Nt m

. (16 -
ea. 16) P x) = AN[xM ) Pl x™)
so that substitution of equation 15 yields

eq. {17) P;V{X) = F}N(me#- F’g{X)
For i=2
e 18 px)= ) (x™ e £ (x| PN (x™]

so that substitution of equation 16 yields

eq. (19 ) P;V{x}: P x ™) P?!(XJ
For 1 =3
eq. (20) Pg’(xj = pg’(xm}x P;(x’“)%f Pﬂxm}éé ngxm)

so that substitution of equation 18 yields

N J_ N( M)* NX}
eq. (21) PS[X = Py X | Pz(
therefore for am arbitrary n‘F)order pelynomial

m

ea. 22y PN[x]=pN(x Je RN (x ]

n n n—|
which is the basic equation that must be implemented. One argument is the

spline based on the coefficients of the final term and the second

argument is the resultant polynomial for order N - 1,

Algorithm:

Based on the foregoing discussion, the algorithm for realizing a
a general order polynomial at the proceedural level is straightforward.
Assume that the a spline of order m is employed and a resultant polynomial
of order N is desired., Further, assume that the resultant polynomial
is an initial condition that may be programmed in the feedback loop.
Employing these assumptions, the following proceedure is required:

th

® Compute the value of the spline for the n’ " "term of the polynomial

ca



# Compute the product of the n“"h

spline and the resultant polynomial for
order (n - l)
& Save the resultant value and place the truncated value in the’
feedback loop
¢ Determine if the desired order is achieved:
a, iLf n?é N/m , repeat the process
b, if n= N/m , output the resultant value
This process requires WN/m iterations of the basis function employing an

orvganization shown in Figure C-3 and a general process flow shown

in Figure C~4, Finally, the feasibility of the polynomial solution to

information processing is dependent on the ability to implement the

function and the resultant characteristics of the specific design,

Timing Aspects:

The periodicity of the argument establishes the requirement to

th

compute an N''‘order polynomial with basis functions within a specified

time. Further, for multi-frequency sensors, this requirement is bounded by

the upper value of the required bandwidth of operatiom. Initially, assume

that a basic order may be computed within one machine cycle of the array
processor. Let this machine cycle be configured in such a manner that the
machine periodicity is either that of the arpument or determined from an
independent source such as an oscillator., The periodicity of the array will

be defined as T& . If the time required to compuce & spline and the product of
of this spline and the resultant polynomial for one order less than the spline
term is defined as 7. . The number of iterations that must be achieved during

P

one machine cycle is

Ccig

e
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eq. (23) n= T%

where n = the iterations truncated to lower interger value
Consequently, if an m order spline is employed, the resultant
polynomial that may be achieved during one machine cycle is
eq. (24) M= n¥xm
and the number of machine cycles required to achieve the desired order is
eq. (25) T= -
where J = the machine cycles truncated to higher integer.value.
These constraints must be evaluated during the processing of a specific

sensor to determine if the required bandwidth is maintained.

Hardware Implementation:

The functional block diagram for a hardware implementation is shown

in Figure C-5. The organization is centered on a 16-bit argument and a

second order spline. The spline coefficients are each 16-bits except for
the bias coeffi.ient which is 32-bits. This organization performs internal
operations. in double precision and provides a double precision value. The
output value that is re-circuiated via the feedback loop is truncated to
16-bits while the full 32-bit result-—* is available at the output as
two sequential machine words.

The circuit cperates in the following manner: 7Tzt each iteration be
concurrent with the machine state clock so that for
eq. (26) %(n] — .'}'3 {f‘H—I}
the following condition is achieved

o ca. @1 A3 & [x]

Duringf}w_!, the ~oefficient table is addressed allowing the required ecrzfficients

for the o term to be present at the inpui of the coefficient register prior

-e C13
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of the circuit where the resultant polynomial is computed. On each succeeding

to the leading edge of T(N) At7.(N)the argument and the coeffficents, and

P AP

(Xﬂ) are clocked into the polynomial generator or computational portion .:

state, the process is repeated until the f£inal or output state is achieved.
Therefore, the resultant polynomial way be any order in the following range
eq. (28) o = Al[x"|=u

Based on the functional block diagram, the state diagram for this

function is shown in Figure g-6 with the worst case path indicated,

Employing the worst case path, the event time for this operation with

N iterations is

eq. (29) g [ PN(xH: [n-1] T —I—e’r.-l}yb +n'§_bsn + ot

and for a single iteration as
ca. 0oy £ Px) = lnt] 7o+ 3 Ee +1.
The figure of merit for several iteratlons is extracted from equation 29 as

eq. (31) '{)'[plC“'{x)} = N—f,7/b-+ Ee

and for a single iteration from equation 30 ss
2

eq. (32) V[PN(}(” = ien
n=20

Employing conventional MSI and LSI technologies, this function would
require approximately §5 integrated circuits for the word sizes indicated.
The coefficient table ig Random Access Memory and assuming not more than
8 iterations per machine cycle would require 512-bits. The organization of
the table would be three groups of words i.e. 8 x 16, 8 x 16, and 8 x 32,
For n iterations, the configuration would be n x 16, n x 16, and n x 32
for a total of n x 64 bits which is realistic for the polynomial orders
considered., For example, i 32 iterations are required, only 2048 bits

would be required for the table capacity.

€15
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Software Implementation:

Based on the subroutines listed in Appendix A, the software
implementation benchmarked on an 8080A microcomputer is shown in
Figure C-7. This microcomputer would require approximately 100 MSI/LSI
integrated circuits, The execution time for a software implementation
is
eq. (33) T, = (434 +Zx1332.5 | ysec
and the computer loading is
eq. (34) L = 4947 BYTES PLUS COEFFICIENT TAELF

The characteristics for each implementatiom are listed in Table C-3.

Cl7
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ONBOARD EXPERIMENT DATA SUPPORT FACILITY
CONCEPTUAL DESIGN SUMMARY

1.0 Intreduction

This design summary establishes the requirements for the performance, interface,
design, quality assurancefreliability and safety of an Onboard Experiment Data
Support Facility (OEDSF).

The purpose of the Onboard Experiment Data Support Facility is to process
multiple sensor payloads data onboard the space shuttle to alleviate the ever-
increasing cost of present processing schemes and to provide users with useful
information of improved quality on a timely basis. In addition, the QEDSF is
capable of effecting a bandwidth reduction via processing whenever possible.

The OSDSF is configurad to process multiple sensor outputs and the required
ancillary data in real time or near real time. The facility is not restricted to
any specific location or environment in the shuttle, and services instruments of
multiple disciplines simultaneously,

2.0 Applicable Documents

The following documents form a part of this design summary to the extent specified
herein. In the event of conflict between documents in reference herein and the
detail design requirements in the following sections, the detail design requirements
supersede. In the event of conflict between documents in reference herein and
lower tier references to documents in reference herein, the former supersede,

National Aeronautics and Space Administration

JSC 07700, Volume XIV, Rev, D, Space Shuttle System Payload Accommodation,
NASA JSC, November 26, 1975.

Spacelab Payload Accommodation Handbook, by NASA and European Space
Research Organization, May, 1976.

Safety Policy and Requirements for Payloads Using the National Space
Transportation System, NASA Headquarters, Code MQ, June 1976.

MIL-E-6051D (as amended for Space Shuttle Program), Electromagnetic
Compatibility Requirement, Systems, June 4, 1973,

MIL-STD-461A (as amended for Space Shuttle Programj, Electromagnetic
Interference Characteristics, June &, 1973,

§-311-P-11 Quality Monitoring of Integrated Circuits, 1 June 1970

§-323-P-10 Commectors, Subminiature Electrical and Coaxial Contacts
for Space Flight Use, Revised December 1969,




NHB 5300.4(3A)
NHB 5300.4(14)

NHB 5300.4(1B)

Military

— SO UU W

Requirements for Soldered Electrical Connections May 1968
Reliability Program Provisions for Space Systems Contractors

Quality Assurance Program Provisions for Space Systems
Contractors

MIL-C-38999 Comnectors, Electrical, Miniature, Quick Disconnect,
Est., Reliability

MIL-C~290124
MIL-C-26482
MIL-C-17
MIL-W-18044
MIL-~E-5400K
MS33540C
MIL-STD-454B

MIL-STD-143A

MS -33586A

Connectors, Coaxial, RF, General Specificztion for
Commectors, Electric, Circular, Miniature, Quick Disconneci
Cables, RF, Coaxial, Dual Coaxial, Twin Conductors, Twin Lead
Wire, Electric Cross~-linked, Polyalkene, Insulated, Copper
Electronic Equipment, Airborne, Gemeral Specification for
Safety Wiring, General Practices

Standard General Requirements for Electronic Equipment

Specification and Standards, Order of Precedence for Selection
of, Change 1

Metals, Definition of Dissimilar

3.0 Technical Requirements

3.1 TFunctional Performance

The basic OEDSF is
and processi.g the

capable of receiving multiple sensor inputs in real time
data to a specified level within the desired accuracy;

i.e.,, multiple precision. The data inputs and outputs are asynchronously related

to the OEDSF clock

and are processed simultaneously without any form of off-line

storage. ULimited data buffers as required by the intermal processing are

provided.

The OEDSF is readily reprogrammable to service different sets of sensors every

two weeks.
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The Onboard Experiment Data Support Facility possesses a growth potential and

system efficiency through modularity. The OEDST is a modular and programmable
processor capable of being cascaded in depth and width without degradation of

electrical parameters or throughput.

The OEDSF is supplied 28 volts d.c. to 32 volts d.c. unregulated power 150 watts
average for each array., The peak power requirement for the OEDSF does not
exceed 180 watts.

Thermal control of the OEDSF is by: (1) passive means such as thermal coatings,
insulation, isolation and heat sink action of the OEDSF structures in conjunction
with cold plates; and (2) by means of using built-in blowers and suitable gas;
i,e., nitrogen.

The OEDSF is capable of being fully configured and checked out 24 hours prior to
launch before being installed in the Orbiter Processing Facility (0OPF),

3.2 Data Proce: ing Capabilities

The OEDSF is a w. ..band high speed programmable processor configured as a centralized

facility capable of accommodating multiple sensor inputs from varied disciplines,
The processor is capable of receiving sensor data asynchronously and transmitting
data synchronously with the input.

The OEDSF is capable of operating on sensors with a bandwidth of from a few bite
per second to 120 megabits per second. It is capable of processing simultaneously
the data of 20 average sensors and required ancillary data sources where the
processing requirements of an average sensor are as shown in table 1, The OEDSF
nerforms 108 operations for second as defined in tables 2, 3, and 4. The processor
operates in real time without off-line storage.

PARAMETER CHARACTERISTIC
Frequency 190 Kilobits per sccond
Arithmetic Processes 1160 per word
Trigonometric Processes 250 per word
Exponential Processes 40 per word
Number of Channels 10
Word Size (Bits) 12
Buffer Size (Bits) 93K
Memory Size (Bits) 131K

Table 1



Typical arithmetic

processes are shown in Table 2,

XY = (+Y)

X-Y = (X-Y)

XY = (X-Y)
x.y-1 =&rh

X vz < (X-¥112)

Table 2

Required trigonometric processes are shown Iin Table 3.

Sin X gin"! X
Cos X Cos~1 X
Tan X Tan"1 X
Cot X Cot-l X
Sec X sec™! x
Csc X Cse™! X

Table 3

Required exponential processes are shown in Table &,

in X eX
¥ In X yeX

%Y

Table 4

The OEDSF is capable of processing 16 bit words with Fixed point arithmetic
in either one's complement or two's complement convention and at nultiple precision.

The OEDSF is characterized by a modular memory with the basic module capacity
determinad by Table 1.

Signal Inputs. The OEDSF is capahle of receiving positively asserted digital
information and negatrively asserted digital control signals in a bit serial/
word sequential format. The system is not capable of receiving analog signals
or converting these signals from the analog to digital domain.




Signal Qutputs, The sytem outputs digital information synchronously with the input

data in either word sequential/bit s rial, word interleaved/bit serial, word
sequential/bit parallel or word intesrleaved/bit parallel format with positive
assertion.

Signal Assertion.

Positive Assertion
Logical "one" 2.4 Volts to Vee
Logical "zero" 0.2 Volts to 0.8 Volts
Negative Assertion
Logical "one" 0.2 Volts to 0.8 Volts

Logical "zero" 2.4 Volts to V.

3.3 Power Supply

The required power supply is provided as an integral part of the Onboard Experiment
Data Support Facility. The power supply is a multiple output supply capable of
accepting 28V d.c. to 32V d.c. with a peak power dissipation of 180 watts.

The power supply provides the voltage regulation, FEMI filtering, and power
distribution for the OEDSF,

Harness interfaces for the Power Supply Subsystem are provided by the structures
Subsystem for routing and mounting the spacecraft harness.

3.4 Thermal Control

Thermal Control Provisions maintains specified temperature levels and gradients
for the OEDSF modules during all mission phases including pre-launch, launch,
orbit, re-entry, and post landing.

On . .
The OEDSF maintains component temperatures from +5°C to +35 C with a maximum
average power dissipation of 150 watts.

The OBEDSF possesses thermal control provisions independent of the Shuttle
except for energy to operate heaters. The subsystem is composed of both passive
and active components as required.




3.5 Mechanical Design

The OEDSF is designed to withstand the followiung mechanical environments:

Stiffness. The structures subsystem provides adequate stiffness to satisfy
the =winimum frequency requirements.

Strength. The structures subsystem is designed to the qualification level
quasisteady state accelerations of Table 5. Subsequent dynamic analyses will
determine payload respomses to the qualification vibration input test levels of
Table 6.

Acoustic. The structures subsystem is designed to the acoustic levels shown
in Table 7.

Shock. The structures subsystem is designed to the levels stated in the Space
Shuttle System Payload Accommodations Document JSC-07700, VI, XIV.

Table 5. Qualification Level Quasi-Steady State Accelerations

Shuttle Mode Longitudinal Lateral
g's) . B's),
Lift Off ~3.45 32,25
Orhiter End Burn -4,95 -1.12
Enfry 1.56 3.75
Landing +1.50 4,2
Crash (Forward) 45,0 +4,5
(Aft) -1.5 -2.0

Table 6. Sinsusoidal and Random Vibrations
Sinusoidal Vibrations (g's) Random Vibrations {g's)
2 Time
Frequency PSD (" /Hz) GRMS Bec)
Longitudinal Lateral 20 - 78 9.45% 29%
TED TBD 78 ~ 300 .11 dB/oct
300 - 2000 . -3 dB/oet

*T,avels under investigation and may be adjusted upward.
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PREQICTED MAXIMUM ORBITER PAYLOAD BAY
INTERNAL ACQUSTIC SPECTRUM
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Table 7 Internal Payload Bay Noise Estimates
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Ground Handling Transportation, and Storage. The structural design includes
consideration of all environments to which the structure and its component

parts are exposed during manufacture, ground handling, transportation and storage
as stated in the Space Shuttle System Payloads Accommodations., Document JSC 07700,
Vol. XIV. The OEDSF AGE is designed to support the QEDSF flight structure so

as to preclude ground conditions from governing design of the flight hardware.

Factors of Safety. The design load factors of safety shown in Table 8 shall
be applied to qualification loads presented in Table 5 to obtain the structural
design yield and design ultimate loads.

Margins of Safety. The structwes subsystem shall maintain the minimum design
margins of safety presented im Table 9,

Margins of Safety less than 2,0 shall be indicated numerically. Those greater
than 2.0 shall be listed as high.

The structure subsystem will be designed to mechanically imterface with the
following asscciated Aerospace Ground Equipment (AGE) and auxilliary Aerospace
Equipment (AAE); (TBD).

Table 8§ Design Load Factors of Safety

Design Load Factors of Safety
Load Condition Yield Ultimate .
i Launch (qualification level) 1.5 2.0
Orbital (qualification level) 1.5 2.0
System Qualification Test 1.5 2.0 -
Transportation, Handling 1.5 2.0
i
i
Table 9. Margins of Safety f
Item Margins of Safety ﬁ
Fasteners in Shear +.15
Bolts in Tension +.50
Fittings +.15
Lugs +.25
Welds-Electron Beam +.,15 A
Welds-Other 4,50 (Dependent on ILnspection
Procedure)
l Bonded Joints +.50 -
i




