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LIST OF SYMBOLS

A  Van Driest damping parameter
B  amplitude
c_f  local skin-friction coefficient
f  dimensionless stream function
K  variable grid parameter
P_1, P_3  pressure-gradient parameters, see (24)
p  pressure
p_x^+, p_t^+  dimensionless-pressure-gradient parameters
R_x  Reynolds number based on x, u_0 x/ν
R_δ*  Reynolds number based on displacement thickness, u_0 δ*/ν
R_θ  Reynolds number based on momentum thickness, u_0 θ/ν
u, ν  velocity components in the x and y directions, respectively
u_τ  friction velocity
x, y  Cartesian coordinates
y^+  Cartesian dimensionless distance, y u_τ/ν
α  parameter in the outer eddy-viscosity formula
δ  boundary-layer thickness
δ*  displacement thickness
ε_m  eddy viscosity
η  similarity variable for y
η_∞  transformed boundary-layer thickness
θ  momentum thickness
μ  dynamic viscosity
ν  kinematic viscosity
ρ  density
ω  angular velocity, rad/sec
τ  shear stress
\[ \psi \quad \text{stream function} \]
\[ \phi \quad \text{phase angle} \]

**Subscripts**

- **e**: edge
- **o**: steady state
- **w**: wall

Primes denote differentiation with respect to \( \eta \)
I. SUMMARY

In recent years several methods have been developed to compute time-dependent laminar and turbulent boundary layers. Some of these methods use the eddy-viscosity, mixing-length concepts to model the Reynolds stresses (for example, see references 1 and 2), and others use the approach advocated by Bradshaw (see for example, references 3 and 4). The chief advocates of Bradshaw's method are Nash and Patel.

A general method for computing laminar and turbulent boundary layers for two-dimensional time-dependent flows is presented in this report. The method uses an eddy-viscosity formulation to model the Reynolds shear-stress term and a very efficient numerical method to solve the governing equations. The model developed by Cebeci, has been applied to two-dimensional flows\(^{(5)}\) and to three-dimensional flows\(^{(6,7)}\) and has been shown to give good results.

In Section II the governing equations and the eddy-viscosity formulas are presented. When physical coordinates are used, the numerical solutions of the boundary-layer equations are quite sensitive to the spacings in the x- and t-directions. In problems where computation time and storage become important, it is desirable to reduce the sensitivity to \(\Delta t\)- and \(\Delta x\)-spacings. This can be done by expressing and by solving the governing equations in appropriate transformed coordinates and transformed variables. In Section II we introduce such transformations.

Section III presents a discussion of the numerical method and in Section IV the results obtained by the present method for both laminar and turbulent flows are discussed. Based on the results given in this report, we find the method quite efficient and suitable for solving time-dependent flows for both laminar and turbulent boundary layers.
II. GOVERNING EQUATIONS

2.1 Boundary-Layer Equations

The continuity and momentum equations for incompressible, unsteady laminar and turbulent boundary layers are:

Continuity

\[ \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0 \]  \hspace{1cm} (1)

Momentum

\[ \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = \frac{\partial e}{\partial x} + u \frac{\partial e}{\partial x} + \frac{1}{\rho} \left[ \frac{\partial}{\partial y} \left( \rho \frac{\partial u}{\partial y} - \rho u'v' \right) \right] \]  \hspace{1cm} (2)

The boundary conditions for the wall and for the outer edge of the boundary layer are:

\[ y = 0 \quad u, v = 0 \] \hspace{1cm} (3a)

\[ y \to \infty \quad u \to u_e(x,t) \] \hspace{1cm} (3b)

To complete the formulation of the problem, additional boundary conditions must be specified on some initial upstream surface, \( t = T(x) \) say, normal to the \( x-t \)-plane. Here we consider the simple case where this surface is made up of the two surfaces \( t = t_a = \text{const.} \) and \( x = x_a = \text{const.} \). The required boundary conditions are:

\[ t = t_a \quad \text{and} \quad x \geq x_a ; \quad u = u_a(x,y) \] \hspace{1cm} (4a)

\[ x = x_a \quad \text{and} \quad t > t_a ; \quad u = u_a(t,y) \] \hspace{1cm} (4b)

Thus at some initial time, conditions are specified everywhere and for subsequent time, conditions are specified on some upstream station.

2.2 Closure Assumptions for the Reynolds Shear Stress

The solution of the system given by (1) to (4) requires closure assumptions for the Reynolds shear stress \(-\overline{u'v'}\). In our study we use the eddy viscosity concept and define

\[ -\overline{u'v'} = \rho \epsilon_m \frac{\partial u}{\partial y} \] \hspace{1cm} (5)
According to the eddy viscosity formulation of ref. 5, the turbulent boundary layer is divided into two regions, called inner and outer regions, and the eddy viscosity is defined by separate formulas in each region. They are:

\[
\begin{align*}
\epsilon_m &= \left\{ \begin{array}{ll}
0.4y [1 - \exp(-y/A)] \frac{\partial u}{\partial y} & (\epsilon_m)_{i} \leq (\epsilon_m)_{o} \\
\alpha \int_{0}^{\infty} (u_e - u) dy & (\epsilon_m)_{o} \geq (\epsilon_m)_{i}
\end{array} \right. \\
(\epsilon_m)_{i} &= (\epsilon_m)_{o} \quad (6a) \\
(\epsilon_m)_{o} &= \alpha \int_{0}^{\infty} (u_e - u) dy
\end{align*}
\]

In (6a), \( A \) is a damping-length constant. For an incompressible flow with no mass transfer, it is given by

\[
A = 26v_{t}^{-1/2} \left( \frac{\tau_s}{\rho} \right)^{-1/2}
\]

(7a)

\[
\left( \frac{\tau_s}{\rho} \right)^{1/2} = u_{\tau} (1 - 11.8p_{x}^{+})^{1/2}, \quad p_{x}^{+} = \frac{v}{3} \frac{du}{dx}, \quad u_{\tau} = \left( \frac{\tau_s}{\rho} \right)^{1/2}
\]

(7b)

The parameters \( \alpha \) is an "universal" constant equal to 0.0168 for high Reynolds number flows, \( R_{\theta} > 5000 \). At low Reynolds number its variation can be approximated by a formula given by Cebeci

\[
\alpha = \alpha_{0}^{1.55 \frac{1}{1 + \Pi}}
\]

(8)

\[
\Pi = 0.55[1 - \exp(-0.243z_{1}^{1/2} - 0.298z_{1})]
\]

where \( z_{1} = (R_{\theta}/425 - 1) \).

Equation (7a) was proposed by Cebeci(5). For a flat-plate flow \( (p_{x}^{+} = 0) \), it reduces to a form proposed by Van Driest(5). Cebeci's extension was made by following Van Driest's modeling of the viscous sublayer to Stokes flow. The shear-wave propagation velocity in Stokes flow was assumed to be the friction velocity obtained at a \( y^{+} \)-value determined by the intersection of the linear law of the wall with the log law of the wall (rather than its wall value as was assumed by Van Driest) that is,

\[
(\omega_{w})^{1/2} = \left( \frac{\tau_s}{\rho} \right)^{1/2}
\]

(9)
The friction velocity \((\tau_s/\rho)^{1/2}\) at the intersection of the linear law of the wall with the log law was determined from the momentum equation approximated close to the wall by (no mass transfer)

\[
\frac{d\tau}{dy} = \frac{dp}{dx}
\]  

(10)

The solution of (10) with \(y^+ = y_s/u_\tau = 11.8\), that is,

\[
\frac{\tau_s}{\tau_w} = 1 - 11.8p_x^+
\]

(11)

enables the damping-length constant \(A\) to be written in the form given by (7a).

Although this type of approach is highly speculative, and may have little theoretical basis (if any), the expression for \(A\) obtained in this manner worked well for turbulent boundary layers with heat and mass transfer (5). As an example, we compare the predictions of this approach for an incompressible flow with no mass transfer. In reference 8, Back, et al., presented some results on the generation of turbulence near a smooth boundary in a variable free-stream velocity flow by using an analysis based on the extension of Einstein and Li's model (9). According to the predictions of that model, the ratio of the sublayer growth frequency \(\omega\) to that of a flat-plate, \(\omega_{f.p.}\), varies with \(\zeta\) in the manner shown in Figure 1. The parameter \(\zeta\) on which the frequency of sublayer growth depends is given by

\[
\zeta = 1.21u_x^+p_x^+
\]

(12)

where \(u_x^+\) is the nondimensional velocity at the edge of the sublayer, \(u_s/u_\tau\) and was assumed to be 15.6 in Einstein and Li's analysis as well as in Back's analysis.

According to (9), \(\omega\) is given by

\[
\omega = \frac{1}{\nu} \left( \frac{\tau_s}{\rho} \right)
\]

(13)
We see that with \( u_+ = 15.6 \), equation (11) can also be written as
\[
\frac{\omega}{\omega_{f.p.}} = 1 - 0.625\zeta \quad (14)
\]

The predictions of (14) with those predicted by the extension of Einstein-Li's model are shown in Figure 1.

Cebeci's extension of Van Driest model to unsteady flows is described in reference 10. For completeness, we include it here. For an incompressible flow with no mass transfer, integration of (10) between the wall and \( y_s \) yields
\[
\tau_s = \tau_w + \frac{\partial p}{\partial x} y_s \quad (15)
\]

Noting that,
\[
\frac{\partial p}{\partial x} = \rho \left( u \frac{\partial u}{\partial x} + \frac{\partial u}{\partial t} \right) \quad (16)
\]
we can write (15) as

$$\frac{\tau_s}{\tau_w} = 1 - 11.8 \left( p_t^+ + p_x^+ \right)$$

(17)

Here $p_x^+$ is given by the second expression in (7b) and $p_t^+$ is defined by

$$p_t^+ = \frac{\nu}{u_e^3} \frac{\partial u_e}{\partial t}$$

(18)

Thus (7a) becomes

$$A = 26u_e^{-1} \left[ 1 - 11.8(p_t^+ + p_x^+) \right]^{-1/2}$$

(19)

2.3 Transformation of the Governing Equations

The boundary-layer equations (1) to (2) subject to (3) and (4) can be solved when they are expressed either in physical coordinates or in transformed coordinates. Each coordinate has its own advantages. In problems where the computer storage becomes important, the choice of using transformed coordinates becomes necessary, as well as convenient, since the transformed coordinates allow large steps to be taken in the $x$- and $t$-directions. The reason is that the profiles expressed in the transformed coordinates do not change as rapidly as they do when they are expressed in physical coordinates. The use of transformed coordinates stretches the coordinate normal to the flow and takes out much of the variation in boundary-layer thickness for laminar flows. In addition, they remove the singularity that the equations in physical coordinates have at $x = 0$ for all time.

We first use the transformed coordinate $\eta$ defined by

$$\eta = \sqrt{\frac{u_0(x)}{\nu x}} y$$

(20)

and introduce a dimensionless stream function $f(x, t, \eta)$ defined in

$$\psi = \sqrt{\nu xu_0} f(x, t, \eta)$$

(21)
Here \( u_0(x) \) is some reference velocity and

\[
\begin{align*}
    u &= \frac{\partial \psi}{\partial y}, \quad v = -\frac{\partial \psi}{\partial x} \\
    (22)
\end{align*}
\]

With the relations defined by (20) to (22) and with the definition of eddy viscosity, (5), it can be shown that the momentum equation can be written as

\[
(bf'')' + \frac{P + 1}{2} ff'' - p(f')^2 + p_3 = x \left( f' \frac{\partial f'}{\partial x} - f'' \frac{\partial f}{\partial x} + \frac{1}{u_0} \frac{\partial f'}{\partial t} \right) \\
\]

(23)

Here primes denote differentiation with respect to \( n \) and

\[
\begin{align*}
    f' &= \frac{u}{u_0}, \quad p = \frac{x}{u_0} \frac{du}{dx}, \quad p_3 = \frac{x}{u_0} \left( u_e \frac{\partial u_e}{\partial x} + \frac{\partial u_e}{\partial t} \right), \quad b = 1 + \epsilon^+ \\
    (24)
\end{align*}
\]

The boundary conditions given by (3) become

\[
\begin{align*}
    n &= 0 \quad f = f' = 0 \quad \text{(25a)} \\
    n &= n_\infty \quad f' = u_e/u_0 \quad \text{(25b)}
\end{align*}
\]

Similarly the initial conditions given by (4) can be transformed. For some problems where the flow starts as laminar, they can be obtained from (23). Along the \( n-t \) plane where \( x = 0 \), (23) reduces to

\[
(bf'')' + \frac{P + 1}{2} ff'' - p(f')^2 + p_3 = x \left( f' \frac{\partial f'}{\partial x} - f'' \frac{\partial f}{\partial x} \right) \\
\]

(26)

Note that, in general, the right-hand side of (26) is not equal to zero. For example, although for a flat-plate flow it is equal to zero, for stagnation-point flow \((u_\infty = Ax)\), it is not. For generality we will keep it in that form.

The specification of the initial conditions at \( t = t_a \) and \( x \geq x_a \) requires special treatment. Here for simplicity we assume that they are given by the steady-state conditions. Then at time \( t = 0 \), (23) reduces to

\[
(bf'')' + \frac{P + 1}{2} ff'' - p(f')^2 + p_3 = x \left( f' \frac{\partial f'}{\partial x} - f'' \frac{\partial f}{\partial x} \right) \\
\]

(27)
where, for example,

\[ P_3 = \frac{x}{u_0^2} \int_0^e \frac{du_e}{dx} \]

In terms of transformed variables, the eddy viscosity formulas can be written as

\[
(\varepsilon_m^+) = 0.16 R_x^{1/2} n^{2/3} |f''|[1 - \exp(-y/A)]^2 \\
(\varepsilon_m^+) = \alpha R_x^{1/2} [f'_{\omega} n_{\omega} - f_{\omega}']
\]

Here the subscript refers to the boundary-layer edge and

\[
R_x = \frac{u_o x}{v}, \quad \frac{\gamma'_{\omega}}{A} = \frac{R_x^{1/4} (f'_{\omega})^{1/2}}{26} n [1 - 11.8 (p_t^+ + p_x^+)]^{1/2}
\]
III. NUMERICAL METHOD

We use a two-point finite-difference method to solve the system given by (23), (25)-(27). This method, developed by H. B. Keller\(^{(11)}\), has been applied to two-dimensional flows by Keller and Cebeci\(^{(12)}\), to three-dimensional flows by Cebeci\(^{(6,7)}\). Here we apply it to two-dimensional time-dependent flows.

We first consider (26) and write it in terms of a first-order system of partial differential equations. For this purpose we introduce new variables \(u(t,n), v(t,n)\) so that (26) can be written as

\[
\begin{align*}
f' &= u & (30a) \\
u' &= v & (30b) \\
v' + p_1 fv - Pu^2 + p_3 &= \frac{x}{u_0} \frac{\partial u}{\partial t} & (30c)
\end{align*}
\]

Here

\[p_1 = \frac{P + 1}{2} ,\]

We next consider the net rectangle shown in Figure 2. We denote the net points by

![Figure 2. Net rectangle for equation (26).](image)
\[ t_0 = 0 \quad t_n = t_{n-1} + k_n \quad n = 1, 2, \ldots, N \] (31a)

\[ n_0 = 0 \quad n_j = n_{j-1} + h_j \quad j = 1, 2, \ldots, J \] (31b)

Here the net spacings, \( k_n \) and \( h_j \), are completely arbitrary, and indeed may have large variations in practical calculations. The variable net spacing \( h_j \) is especially important in turbulent boundary-layer calculations which are characterized by large boundary-layer thicknesses. To get accuracy near the wall, small net spacing is required while large spacing can be used away from the wall.

We approximate the quantities \((f, u, v)\) at points \((t_n, n_j)\) of the net by net functions denoted by \((f^n_j, u^n_j, v^n_j)\). We also employ the notation, for points and quantities midway between net points and for any net function \(g^n_j\):

\[ t_{n-1/2} = \frac{1}{2} (t_n + t_{n-1}), \quad n_{j-1/2} = \frac{1}{2} (n_j + n_{j-1}) \] (32)

\[ g_{j-1/2} = \frac{1}{2} (g_j^n + g_{j-1}^n), \quad g_{j-1/2}^n = \frac{1}{2} (g_j^n + g_{j-1}^n) \]

The difference equations which are to approximate (30) are formulated by considering one mesh rectangle as in Figure 2. We approximate (30a,b) using centered difference quotients and average about the midpoint \((t_n, n_{j-1/2})\) of the segment \(P_2P_4\).

\[ \frac{f^n_j - f^n_{j-1}}{h_j} = u^n_{j-1/2} \] (33a)

\[ \frac{u^n_j - u^n_{j-1}}{h_j} = v^n_{j-1/2} \] (33b)

Similarly (30c) is approximated by centering about the midpoint \((t_{n-1/2}, n_{j-1/2})\) of the rectangle \(P_1P_2P_3P_4\). This gives:

\[ \frac{v^n_j - v^n_{j-1}}{h_j} + p^n_1(fv)^n_j_{j-1/2} - p^n_2(u^2)^n_j_{j-1/2} = T^n_{j-1/2} \] (33c)
where

\[ \gamma = \frac{2\chi_n}{(u_0)_n k_n} \]

\[ T_{n-1}^{j-1/2} = -\gamma u_{n-1}^{j-1/2} - (p_3)^{n-1/2} \left[ \frac{\nu_{n-1}^{j-1} - \nu_{n-1}^{j-1}}{h_j^3} + p_{n-1}^{n-1}(fv)^{n-1} + p_{n-1}^{j-1/2} \right] \]

The boundary conditions are:

\[ f_0^n = 0, \quad u_0^n = 0, \quad u_j^n = \frac{u_j^n}{(u_0)_n} \]  

We next consider (27) and again write it in terms of a first-order system by introducing \( u(x,n), v(x,n) \). This allows (27) to be written as (30a,b) and

\[ (bv)^i + p_1 fv - p u^2 + p_3 = x \left( \frac{\partial u}{\partial x} - \frac{\partial f}{\partial x} \right) \]  

The net rectangle is the same as before, except now \( t \) is replaced by \( x \) and the net points in the \( x \)-direction are represented by

\[ x_0 = 0, \quad x_i = x_{i-1} + r_i, \quad i = 1, 2, \ldots I \]  

The difference equations to (30a,b) are

\[ \frac{f_j^i - f_{j-1}^i}{h_j^3} = u_{j-1/2}^i \]  

\[ \frac{u_j^i - u_{j-1}^i}{h_j^3} = v_{j-1/2}^i \]  

Similarly the difference equations for (36) are:

\[ \frac{(bv)^i_j - (bv)^i_{j-1}}{h_j^3} + (p_1^i + \alpha_1^i)(fv)^i_{j-1/2} - (p_1^i + \alpha_1^i)(u^2)^i_{j-1/2} \]

\[ + \alpha_1^i(v_{j-1/2}^i - f_{j-1/2}^i - f_{j-1/2}^i) = s_{j-1/2}^i \]
Here

\[ a_i = \frac{x_{i-1/2}}{r_i} \]  

\[ S_{j-1/2}^{i-1} = a_i \left[ -\left( u_{i-1}^{i-1} \right)_{j-1/2} + \left( f v \right)_{j-1/2}^{i-1} \right] - \left( p_3 \right)_{i-1/2} \]

\[ -\left[ \frac{(b v)_{j-1}^{i-1}}{P_3} - (b v)_{j-1}^{i-1} \right] + P_{i-1}^{i-1} f v_{j-1/2}^{i-1} - p_{i-1}^{i-1} (u_2)^{i-1}_{j-1/2} \]  

\[ (39b) \]

We now consider the general equation (23) and write it in terms of a system of first-order equations. We introduce variables \( u(x,t,n), v(x,t,n) \) so that (23) can be written as

\[ f' = u \]  

\[ u' = v \]  

\[ (b v)' + p_1 f v - p u^2 + p_3 = x \left( u \frac{\partial u}{\partial x} - v \frac{\partial f}{\partial x} + \frac{1}{u_0} \frac{\partial u}{\partial t} \right) \]  

\[ (40c) \]

We now consider the net cube shown in Figure 3.

\[ \text{Figure 3. Net cube for the difference equations for (40).} \]
For the net points given by (31) and (37), we approximate the quantities \((f, u, v)\) at points \((x_i, t_n, n_j)\) of the net by net function denoted by \((f_i^{j,n}, u_i^{j,n}, v_i^{j,n})\). The equations (40a,b) are approximated using centered difference quotients and averaged about the midpoint \((x_i, t_n, n_{j-1/2})\), that is

\[
\frac{f_i^{j,n} - f_i^{j-1,n}}{h_j} = u_i^{j-1/2}
\]

\[
\frac{u_i^{j,n} - u_i^{j-1,n}}{h_j} = v_i^{j-1/2}
\]

where, for example,

\[
u_i^{j-1/2} = \frac{1}{2} (u_i^{j,n} + u_i^{j-1,n})
\]

The difference equations which are to approximate (40c) are:

\[
\frac{(bv)_j}{h_j} + (p_j)^{i-1/2}(\bar{v})_{j-1/2} - (p_j)^{i-1/2}(\bar{u})_{j-1/2} + (p_j)^{i-1/2}
\]

\[
\frac{x_i^{j-1/2}}{r_1} \left[ (\bar{u})_{j-1/2}(\bar{u}_i - \bar{u}_{i-1}) - (\bar{v})_{j-1/2}(\bar{v}_i - \bar{v}_{i-1}) \right]
\]

\[
+ \frac{x_i^{j-1/2}}{k_n u_b} (\bar{u}_n - \bar{u}_{n-1})
\]

where, for example,

\[
\bar{v}_j = \frac{1}{4} (v_i^{j,n} + v_{j+1,n} + v_{j-1,n} + v_{j,n-1} + v_{j,n-1}) = \frac{1}{4} (v_j^{i,n} + v_j^{i,n-1} + v_j^{i,n-1})
\]

\[
\bar{u}_i = \frac{1}{4} (u_i^{j,n} + u_{i+1,n} + u_{i-1,n} + u_{i,n-1} + u_{i,n-1}) = \frac{1}{4} (u_j^{i,n} + u_j^{i,n-1} + u_j^{i,n-1})
\]

\[
\bar{u}_n = \frac{1}{4} (u_i^{j,n} + u_{i+1,n} + u_{i-1,n} + u_{i,n-1} + u_{i,n-1}) = \frac{1}{4} (u_j^{i,n} + u_j^{i,n-1} + u_j^{i,n-1})
\]

\[
(p_j)^{i-1/2} = \frac{1}{4} (p_i^{j,n} + p_{i+1,n} + p_{i-1,n} + p_{i,n-1})
\]
Here by \( v_{j}^{234} \) we mean \( v_{j}^{234} = v_{j}^{n-1,i-1} + v_{j}^{n-1,i} + v_{j}^{n-1,i+1} \), the sum of the values of \( v_{j} \) at three of the four corners of the face of the box. Introducing (43) and similar definitions for other terms into (42), after considerable algebra, we get

\[
(b v_{j}) - (b v_{j})_{j-1} + h_{j} \left\{ (p_{1}^{i-1/2} (f v)_{j-1/2} - (p_{1}^{i-1/2} (u_{2}^{i-1/2})_{j-1/2} - \left( \frac{\alpha_{i}}{2} \left[ u_{j-1/2}^{234} + u_{j-1/2}^{i,n-1} + u_{j-1/2}^{i,n-1} - 2u_{i-1}^{n} \right] - v_{j-1/2}^{n} \right)_{j-1/2} \right)
- \left( f_{j-1/2}^{i,n-1} - 2f_{i-1}^{n} \right) v_{j-1/2}^{n} - v_{j-1/2}^{n} f_{j-1/2}^{n} \right\} = T_{j-1/2}^{i,n-1} \tag{44}
\]

Here

\[
T_{j-1/2}^{i,n-1} = (b v_{j})_{j-1} - (b v_{j})_{j} + h_{j} \left\{ (p_{1}^{i-1/2} (f v)_{j-1/2} - (p_{1}^{i-1/2} (u_{2}^{i-1/2})_{j-1/2} - \left( \frac{\alpha_{i}}{2} \left[ u_{j-1/2}^{234} + u_{j-1/2}^{i,n-1} + u_{j-1/2}^{i,n-1} - 2u_{i-1}^{n} \right] - v_{j-1/2}^{n} \right)_{j-1/2} \right)
- \left( f_{j-1/2}^{i,n-1} - 2f_{i-1}^{n} \right) v_{j-1/2}^{n} - v_{j-1/2}^{n} f_{j-1/2}^{n} \right\} = T_{j-1/2}^{i,n-1} \tag{45a}
\]

We note that, for simplicity, we have dropped the superscripts 1, n in the above equations.

The boundary conditions given by (25) become

\[
f_{0} = 0 , \quad u_{0} = 0 , \quad u_{j} = \frac{u_{e}}{(u_{e})^{n}} \tag{46}
\]

The difference equations (33) and (38) for the initial conditions along the t-axis, and along the x-axis, respectively, together with the difference equations (41), (44), for the general case are imposed for \( j = 1, 2, \ldots, J \). If we assume \( (f_{j}^{n-1}, u_{j}^{n-1}, v_{j}^{n-1}) \) for \( 0 \leq j \leq J \), and if we assume \( (f_{j}^{i-1}, u_{j}^{i-1}, v_{j}^{i-1}) \) for \( 0 \leq j \leq J \), then (33) and (38) for \( 1 \leq j \leq J \) and their boundary conditions yield an implicit nonlinear algebraic system of \( 3J + 3 \) equations in as many unknowns \( (f_{j}^{n}, u_{j}^{n}, v_{j}^{n}) \) and \( (f_{j}^{i}, u_{j}^{i}, v_{j}^{i}) \). This system can be linearized by using Newton's methods and the resulting linear system.
can be solved very effectively by using the block-elimination method. A brief
description of the solution procedure is given below. For details, see refer-
ences 11, 12 and 13.

Let us consider the system given by (33) and (35). Using Newton's method,
we can write the linearized difference equations for (33) as:

\[ \delta f_j - \delta f_{j-1} - \frac{h_j}{2} (\delta u_j + \delta u_{j-1}) = (r_1)_j \]  
\[ (s_1)_j \delta v_j + (s_2)_j \delta v_{j-1} + (s_3)_j \delta f_j + (s_4)_j \delta f_{j-1} + (s_5)_j \delta u_j + (s_6)_j \delta u_{j-1} = (r_2)_j \]

Here

\[ (r_1)_j = f_j^n - f_j^n + h_j u_j^{n-1/2} \]  
\[ (r_3)_j = u_j^n - u_j^n + h_j v_j^{n-1/2} \]  
\[ (r_2)_j = T_j^n - [v_j^{n-1/2} + T_j^n (f v_j^n) - p^n (u_j^n)^2 - y u_j^{n-1/2}] \]  
\[ (s_1)_j = \frac{1}{h_j} + \frac{p^n}{2} f_j^n \]  
\[ (s_2)_j = -\frac{1}{h_j} + \frac{p^n}{2} f_{j-1} \]  
\[ (s_3)_j = \frac{p^n}{2} v_j^n \]  
\[ (s_4)_j = \frac{p^n}{2} v_j^{n-1} \]  
\[ (s_5)_j = -p^n u_j^n - \frac{1}{2} \]  
\[ (s_6)_j = -p^n u_{j-1}^n - \frac{1}{2} \]
The boundary conditions given by (35) become

\[ \delta f_0 = 0 \, , \, \delta u_0 = 0 \, , \, \delta u_j = 0 \]  

(50)

The system (47), (50) has a block tridiagonal structure. This is not obvious and to clarify the solution we write the system in matrix-vector form. We first define the three-dimensional vectors \( \delta \mathbf{c}_j \) and \( \mathbf{r}_j \) for each value of \( j \) by

\[
\delta \mathbf{c}_j = \begin{bmatrix} \delta f_j \\ \delta u_j \\ \delta v_j \end{bmatrix} \quad 0 \leq j \leq J \quad \chi_0 = \begin{bmatrix} 0 \\ 0 \\ (r_3)_0 \end{bmatrix}
\]

(51)

\[
\mathbf{r}_j = \begin{bmatrix} (r_1)_j \\ (r_2)_j \\ (r_3)_j \end{bmatrix} \quad 1 \leq j \leq J-1 \quad \chi_j = \begin{bmatrix} (r_1)_j \\ (r_2)_j \\ 0 \end{bmatrix}
\]

and the 3 x 3 matrices \( A_j \), \( B_j \), \( C_j \) by

\[
A_0 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & -1 & -h_j/2 \end{bmatrix} \quad A_j = \begin{bmatrix} 1 & -(s_3)_j & (s_5)_j & (s_1)_j \\ 0 & 1 & -(s_1)_j & -h_j/2 \end{bmatrix} \quad 1 \leq j \leq J-1
\]

(52)

\[
A_j = \begin{bmatrix} 1 & -(s_3)_j & (s_5)_j & (s_1)_j \\ 0 & 1 & 0 & 0 \end{bmatrix} \quad B_j = \begin{bmatrix} 1 & -(s_4)_j & (s_6)_j & (s_2)_j \\ 0 & 1 & -(s_2)_j & 0 \end{bmatrix} \quad 1 \leq j \leq J
\]

\[
C_j = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 1 & -h_{j+1}/2 \end{bmatrix} \quad 0 \leq j \leq J-1
\]
In terms of the above definitions, it can be shown that the system (47) and (50) can be written as

\[ \mathbf{D}_\alpha \mathbf{x}_j = \mathbf{c}_j \]  

where

\[
\begin{bmatrix}
A_0 & C_0 \\
B_1 & A_1 & C_1 \\
& \ddots & \ddots \\
& & B_j & A_j & C_j \\
& & & \ddots & \ddots \\
& & & & B_{J-1} & A_{J-1} & C_{J-1} \\
& & & & & B_j & A_j
\end{bmatrix}
\]

(54a)

\[
\begin{bmatrix}
\delta_0 \\
\delta_1 \\
\delta_2 \\
\vdots \\
\delta_{J-1} \\
\delta_J
\end{bmatrix}
= 
\begin{bmatrix}
r_0 \\
r_1 \\
r_2 \\
\vdots \\
r_{J-1} \\
r_J
\end{bmatrix}
\]

(54b)

The solution of (53) is obtained by the procedure described in reference 13.

Similarly, for the general case, if we assume \((f_j^{n-1,i-1}, u_j^{n-1,i-1}, v_j^{n-1,i-1})\), \((f_j^{n,i-1}, u_j^{n,i-1}, v_j^{n,i-1})\) and \((f_j^{n-1,i}, u_j^{n-1,i}, v_j^{n-1,i})\) to be known for \(0 \leq i \leq J\), then the differenced equations for the general case can be solved by a similar procedure used for the two equations for the initial conditions.
IV. RESULTS

The present method is applicable to both laminar and turbulent boundary layers. The flow is laminar at the leading edge, and it becomes turbulent at any specified $x > 0$. The initial conditions along the $(n,t)$ plane are generated by solving the system given by (30) and (35), and the initial conditions along the $(n,x)$ plane are generated by solving the steady-flow equations, that is, (27) subject to (25).

The marching procedure is along the $t$-direction. For a specified $x$-location, the governing equations are solved for each specified $t$-station. Since the linearized form of the equations are being solved, we iterate at each $t$-station until some convergence criterion is satisfied. For both laminar and turbulent flows we use the wall-shear parameter $f_w^\prime$ as the convergence criterion. Calculations are stopped when

$$|\delta f_w^\prime| < \delta_1$$

where the value of $\delta_1$ is prescribed.

4.1 Laminar Flows

There are several problems in which it is necessary to account for the fluctuations in the external flow. These fluctuations may change both in direction and in magnitude. A simpler case is one in which the external flow fluctuates only in magnitude and not in direction. This problem has been studied by Lighthill\textsuperscript{(14)} for a flat-plate flow. According to his analysis, for an external flow in the form

$$u_e(t) = u_o(1 + B \cos \omega t)$$

the reduced skin-friction coefficient $c_f/2 \sqrt{R_x}$ is given by two separate formulas depending on whether the reduced frequency $\omega x/u_o$ is much smaller or much greater than one,

$$c_f/2 \sqrt{R_x} = \begin{cases} 0.332 + B(0.498 \cos \omega t - 0.849 \omega x/u_o \sin \omega t), & \omega x/u_o << 1 \\ 0.332 + B(\omega x/u_o)^{1/2} \cos (\omega t + \pi/4), & \omega x/u_o >> 1 \end{cases}$$
In many problems it is often desirable to find the phase angle between the external flow and say the reduced skin-friction coefficient, which in terms of the transformed variables defined by (20) and (21), is $f_w'$. To determine this numerically for a fixed $x = x_0$, let us consider the general case in which the external flow is given by

$$u_e(x,t) = u_0(x)(1 + B \cos \omega t) \tag{58}$$

and let

$$f_w'(x,t) = g(x,t) \tag{59}$$

We use the following procedure to determine the phase angle between $u_e(x_0,t)$ and $g(x_0,t)$. We first compute $u_0(x_0)$ and $\overline{g}(x_0)$ from

$$u_0(x_0) = \frac{1}{p} \int_{t_0}^{t_0+p} u_e(x_0,t) dt \tag{60a}$$

$$\overline{g}(x_0) = \frac{1}{p} \int_{t_0}^{t_0+p} g(x_0,t) dt \tag{60b}$$

where $P = 2\pi/\omega$ and is the period of oscillation of the mainstream. Strictly $u_0$ and $\overline{g}_0$ are functions of $t_0$ as well as of $x_0$, but for $B \leq 0.150$, it was found that transient and other effects have virtually disappeared when $t_0 = P$ and this value of $t_0$ was chosen to compute them.

From (58), we can write

$$u_e(x_0,t) - u_0(x_0) = A \cos \omega t \tag{61}$$

where $A \equiv u_0(x_0)B$.

Similarly, we can write

$$g(x_0,t) - \overline{g}(x_0) = C \cos [\omega t + \phi(x_0)] = C [\cos \omega t \cos \phi(x_0) - \sin \omega t \sin \phi(x_0)] \tag{62}$$

with $\phi(x_0)$ denoting the phase angle between $u_e$ and $g$ at $x = x_0$. If we take the product of (61) and (62) and integrate the resulting expression, we find $\cos \phi(x_0)$ to be given by
Figure 4 shows the computed phase angle (between wall shear and external velocity) variation with reduced frequency $\omega x/u_0$ for a laminar flat-plate flow. These calculations were made for an external flow given by (56) with $B = 0.150$, $u_0 = 17.5$. A total of 41 t-stations, and 26 x-stations with $\Delta t = 0.20$ and $\Delta x = 0.1$ were taken. Initially $\eta_\infty$ was taken as 8 with $\Delta \eta = 0.28$. During the calculations $\eta_\infty$ was allowed to grow. Our results (not shown in the figure) indicate that it is desirable to compute for two periods in order to determine the phase angle accurately. Figure 2 also shows the results obtained by Lighthill(14) with low frequency and high frequency approximations. These numerical calculations are in good agreement with those computed by Ackerberg and Phillips(15); they show that if $\tilde{B} \leq 0.150$, Lighthill's low-frequency approximations to the phase angle are accurate for $\omega < 0.2u_0/x$ and his high frequency approximation is accurate for $\omega \geq 2.6u_0/x$.

If we write the wall shear as

$$\tau = \tau_0 + \bar{\delta}_T \cos (\omega t + \phi),$$

then it follows that

$$\frac{\tau_1}{\tau_0} = \frac{(\tau/\tau_0 - 1)}{\delta \cos (\omega t + \phi)}$$

(65)
where $\tau_0$ is the wall shear for Blasius flow, then again $\tau_1$ is strictly a function of $x$, $B$ and $t$. However, with $\phi$ defined by (63) it appears that $\tau_1$ is independent of $B$ and the $t$-dependence has virtually disappeared when $t > P$ in the calculations. It, thus, appears that nonlinear effects are negligible for $B \leq 0.150$. In terms of our transformed variables:

$$\frac{\tau_1}{\tau_0} = \frac{f''_w(x,t) - (f''_w)_{f.p.}}{(f''_w)_{f.p.}} B \cos(\omega t + \phi)$$

and Figure 5 shows the computed values of $\tau_1/\tau_0$ for $t = 2P$ together with Lighthill's low frequency and high frequency approximations. The agreement is good, the error at large $\omega x/u_0$ being approximately equal to $B$ in magnitude.

4.2 Turbulent Flows

The experimental data on unsteady turbulent boundary layers is very limited. The only data known to the author is that of Karlsson \((16)\), which consists of an
Figure 5. Variation of amplitude of the wall shear fluctuations for an oscillating laminar flow over a flat plate.
oscillating free stream in a zero pressure gradient turbulent flow. The measurements were made for a Reynolds number of \( R_{\delta^*} = 3.6 \times 10^3 \). Here

\[
\delta^* = \int_0^\infty \left( 1 - \frac{u}{u_0} \right) dy
\]

In order to compare our numerical calculations with this data, we take the external flow to be the same as (56) and for convenience write it as

\[
u_e = u_0 + u_0^B \cos \omega t
\]  

Here \( u_0^B = u_0^{(1)} \) according to Karlsson's notation.

We follow Karlsson's notation and denote the \( x \)-component of the velocity within the boundary layer by

\[
u(x,y,t) = \bar{v}(x,y) + \nu^{(1)} \cos \phi \cos \omega t - \nu^{(1)} \sin \phi \sin \omega t
\]  

But since \( f' = u/u_0 \), we can write the above expression as

\[
u_0 f' = \bar{v}(x,y) + \nu^{(1)} \cos \phi \cos \omega t - \nu^{(1)} \sin \phi \sin \omega t
\]

Using (67), we write (69) as

\[
u_0 f' = \bar{v}(x,y) + \nu^{(1)} \cos \phi \cos \omega t - \nu^{(1)} \sin \phi \sin \omega t
\]

Karlsson gives \( \bar{v}/u_0 \), \( \nu^{(1)} \cos \phi/u_0^{(1)} \) and \( \nu^{(1)} \sin \phi/u_0^{(1)} \) for different frequencies \( (\omega/2\pi) \) and for different free-stream amplitudes \( B \). To compute \( \nu^{(1)} \cos \phi/u_0^{(1)} \) from (70) we multiply both sides by \( \cos \omega t \) and integrate with respect to \( t \) from \( 0 \) to \( 2\omega/\pi \) to get

\[
A(\eta) \equiv \frac{\nu^{(1)} \cos \phi}{u_0^{(1)}} = \frac{\nu^{(1)} \cos \phi}{u_0^{(1)}} = \frac{1}{\pi B} \int_0^{2\pi/\omega} f'(\eta,t) \cos \omega t dt
\]

Similarly, to get \( \nu^{(1)} \sin \phi/u_0^{(1)} \), we multiply both sides by \( \sin \omega t \) and integrate. That gives,
\[
B(n) \equiv \frac{u^{(1)}(1)}{u^{(1)}(\infty)} = -\frac{1}{\pi} \int_0^{2\pi/\omega} f'(n,t) \sin \omega t dt \quad (72)
\]

To compute \( A(\eta) \) and \( B(n) \) we take uniform steps in \( \Delta t \) and noting that
\[
\Delta t = \frac{2\pi}{\omega N} , \quad t = n\Delta t , \quad n = 1, 2, \ldots, N \quad (73)
\]
we approximate (71) and (72) by [recalling \((f')^n_j = f'(\eta_j, t_n)]

\[
A_j = \frac{2}{\beta N} \sum_{n=0}^{N} (f_j^n)^n \cos \omega t_n \quad (74)
\]

\[
B_j = -\frac{2}{\beta N} \sum_{n=0}^{N} (f_j^n)^n \sin \omega t_n \quad (75)
\]

Figures 6 to 8 show the results for Karlsson's data. These calculations were started as laminar at \( x = 0 \) for the external flow given by (67) with
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Figure 6. Comparison of calculated and experimental velocity profiles at \( R_{\delta\infty} = 3.6 \times 10^3 \). Symbols denote \( u/u_0 \) for values of \( B = 0.292, 0.202 \) and 0.147.
Figure 7. Variation of phase angle between wall shear and oscillating external velocity for laminar and turbulent flows over a flat plate. The symbols denote Telionis' interpretation of Karlsson's data.
Figure 8. Comparison of calculated and experimental values of the in-phase (A) and out-of-phase (B) components of an oscillating turbulent flow over a flat plate. (a) Experimental data are for $\omega/2\pi = 0.33$ cycles/sec; $u^{(1)}_o/u_0 = 29.2\%$ (o), 20.2\% (Δ), 14.7\% (○). Calculations for $u^{(1)}_o/u_0 = 14.7\%$.

Figure 8. (b) Experimental data are for $\omega/2\pi = 1.0$ cycles/sec; $u^{(1)}_o/u_0 = 35.2\%$ (o), 19.5\% (Δ), 10.7\% (○). Calculations are for $u^{(1)}_o/u_0 = 35.2\%$. 
Figure 8. (c) Experimental data are for \( \omega/2\pi = 4.0 \) cycles/sec; \( u_\infty^{(1)}/u_0 = 26.4\% \) (\( \sigma \)), 13.6\% (\( \triangle \)), 6.2\% (\( \diamond \)). Calculations are for \( u_\infty^{(1)}/u_0 = 26.4\% \).

\( u_0 = 5.33 \) m/sec. The \( \Delta x \)-spacing for turbulent flows was one foot. The turbulent flow calculations were started at \( x = 3.05 \) cm, and at \( z = 3.7 \) m the experimental velocity profile was matched (see figure 6). We note that the experimental velocity profile is essentially unchanged for various magnitudes (small) of external flow.

Figure 7 shows the variation of phase angle (between wall shear and edge velocity) with reduced frequency \( \omega x/u_0 \) for laminar and turbulent flows. The results indicated by the present method were obtained by the procedure discussed above for \( \omega/2\pi = 0.33, 1, 4 \) cycles/sec with \( \beta = 0.147, 0.352 \) and 0.264, respectively. The other results shown in this figure are obtained from a figure given by McCroskey\(^{[17]}\). In that figure, McCroskey gives a comparison between numerical studies by McCroskey and Philippe, Telionis and Tsahalis, and Nash et al., and also some experimental data due to Karlsson interpreted by Telionis. The phase angle distribution for laminar flows is computed by the present method and is included for comparison purposes.

Figure 8 shows the comparison between calculated and experimental values of the in-phase and out-of-phase components, that is, \( u^{(1)} \cos \phi/u_\infty^{(1)} \) and \( u^{(1)} \sin \phi/u_\infty^{(1)} \), respectively, for the three different frequencies and amplitudes mentioned earlier. It is interesting to note that of these three cases,
only the $u'(1)\sin\phi/u_{\infty}'(1)$ distribution corresponding to $\omega/2\pi = 1$ has positive and negative values, just like the computed ones!

Table 1 presents the ratio $\tau_1/\tau_0$ for laminar and turbulent flows. It can be shown that $\tau_1/\tau_0$ can be calculated from

$$\frac{\tau_1}{\tau_0} = \frac{c_f/c_{f_0} - 1}{\hat{B}\cos(\omega t + \phi)}$$  

(76)

Here $c_{f_0}$ denotes the flat-plate skin friction; it can be calculated from the following formula given by Cebeci and Smith (5)

$$c_{f_0} = \frac{2}{(2.44 \ln R_{\delta *} + 4.43)^2}$$  

(77)

The results shown in Table 1 indicate that in turbulent flows the ratio $\tau_1/\tau_0$ is much smaller than its value in laminar flows. We also observe that for turbulent flows the variation of $\tau_1/\tau_0$ with reduced frequency is relatively small compared to its variation for laminar flows; this is consistent with the results reported by McCroskey and Philippe (1).

Table 1. Variation of $\tau_1/\tau_0$ with Reduced Frequency, $\tilde{\omega}$

<table>
<thead>
<tr>
<th>$\tilde{\omega}$</th>
<th>Laminar</th>
<th>Turbulent</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.36</td>
<td>3.3</td>
<td>2.28</td>
</tr>
<tr>
<td>1.48</td>
<td>3.50</td>
<td>2.39</td>
</tr>
<tr>
<td>4.50</td>
<td>6.50</td>
<td>2.75</td>
</tr>
</tbody>
</table>
V. CONCLUDING REMARKS

A numerical method for computing two-dimensional incompressible unsteady laminar and turbulent boundary layers with fluctuations in external velocity is presented. The Reynolds shear stress term is modeled by using the algebraic eddy-viscosity formulas developed by the author. The numerical accuracy of the method is first checked for laminar flows and the results are compared by Lighthill's analytical solutions as well as by those obtained by other numerical methods. Based on these comparisons it is found that the method is quite accurate.

Similar calculations are also made for turbulent flows and the results are compared with available experimental data and with other numerical solutions. In general the present results agree reasonably well with experimental data and with those obtained by other numerical methods, McCroskey and Philippe (1) and Telionis (2), which also used the present author's eddy-viscosity formulation, Cebeci (5). The present eddy-viscosity formulation is slightly different than that reported in Cebeci (5) in that it allows the unsteady effects through $p_t^+$ in equation (18). Furthermore, it also accounts for the low Reynolds number effect which was not included in Telionis' calculations (2). Another difference between the present results and with those obtained by McCroskey and Philippe and Telionis and Tashalis may be due to the procedure used in computing phase angles and the procedure used to generate the initial conditions required to make the turbulent flow calculations.

Although our turbulent flow calculations agree reasonably well with Karlsson's experimental data and with those methods that use algebraic eddy-viscosity formulas, they do not agree with those computed by Nash et al. This is somewhat surprising because that method is a modified version of Bradshaw's method, and that the predictions of this method for steady flows, see ref. (5), and unsteady flows, see ref. (10), agreed well with the predictions of the author's method.
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