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Preface

Beginning with Volume XX, the Deep Space Network Progress Report changed from
the Technica! Report 32- series to the Progress Report 42- series. The volume number
continuss the sequence of the preceding issues. Thus, Progress Report 42-20 is the
twentieth volume of the Deep Space Network series, and is an uninterrupted follow-on to
Technical Report 32-1526, Volume XIX,

This report presents DSN progress In flight project support, fracking and data
acquisition {TDA) research and technology, network engineering, hardware and software
implementaticn, and operations. Each-issue presents material in some, but not all, of the
following categories in the order indicated,

Description of the DSN

Mission Support
Ongoing PlanetaryfInterplanetary Flight Projects
Advanced Flight Projects

Radio Astronomy
Special Projecis

Supporting Research and Technology
Tracking and Ground-Based Navigation
Communications—Spacecsaft/Ground
Station Control and Operations Technology
Network Control and Dizta Processing

Network and Facility Engineering and Implementation
Network
Network Operations Control Center
Ground Commundications
Deep Space Stations
Qualily Assurance

Operations
Network Operations
Network Operations Control Center
Ground Communications
Deep Space Stations

Program Planning
TDA Planning .

In each issue, the part entitled “Description of the DSN” describes the functions and
facilities of the D8N and may report the current configuration of one of the five DSN
systems (Tracking, Telemetry, Command, Monitor & Control, and Test & Training).

The work described in this report series is either performed or managed by the
Tracking and Data Acquisition organization of JPL for NASA.

' ngﬁﬂfﬁﬁg' paga hlﬁﬂk . i
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Network Functions and Facilities

N. A. Renzetti
Qffice of Tracking and Data Acguisition

The objectives, functions, and organization of the Deep Space Network are
summarized; deep space station, ground communication, and network operations control

capabilities are described.

The Deep Space Network (DSN), established by the
National Aeronautics and Space Administration (NASA)
Office of Tracking and Data Acquisition under the system
management and technical direction of the Jet Propulsion
Laboratory (JPL), is designed for two-way communications
with unmanned spacecraft traveling approximately 16,000 km
(10,000 miles) from Earth to the farthest planets of our solar
system. It has provided tracking and data acquisition support
for the following NASA deep space exploration projects:
Ranger, Surveyor, Mariner Venus 1962, Mariner Mars 1964,
Mariner Venus 1967, Mariner Mars 1969, Mariner Mars 1971,
and Mariner Venus Mercury 1973, for which JPL has been
responsible for the project management, the development of
the spacecraft, and the conduct of mission operations; Lunar
Oibiter, for which the Langley Research Center carried out the
project management, spacecraft development, and conduct of
mission operations; Pioneer, for which Ames Research Center
carried out the project management, spacecraft development,
and conduct of mission operations; and Apollo, for which the
Lyndon B. Johnson Space Center was the project center and

the Deep Space Network supplemented the Manned Space
Flight Network (MSFN), which was managed by the Goddard
Space Flight Center (GSFC). It is providing tracking and data
acquisition support for Helios, a joint U.S./West German
project; and Viking, for which Langley Research Center
provides the project management, the Lander spacecraft, and
conducts mission operations, and for which JPL also provides
the Orbiter spacecraft.

a

The Deep Space Network is one of two NASA networks.
The other, the Spaceflight Tracking and Data Network, is
under the system management and technical direction of the
Goddard Space Flight Center. Its function is to Support
manned and unmanned Earth-orbiting satellites. The Deep
Space Network supports lunar, planetary, and interplanetary
flight projects.

From its inception, NASA has had the objective of
conducting scientific investigations throughout the solar sys-



tem. It was recognized that in order to meet this objective,
significant supporting research and advanced technology
development must be conducted in order to provide deep
space telecormmunications for science data return in a cost
effective manner. Therefore, the Network is continually
evolved to keep pace with the state of the art of telecommuni-
cations and data handling. Tt was also recognized early that
close coordination would be needed between the requirements
of the flight projects for data: return and the capabilities
needed in the Network. This close collaboration was effected
by the appointment of a Tracking and Data Systems Manager
as part of the flight project team from the initiation of the
project to the end of the mission. By this process, require-
ments were identified early enough to provide funding and
implementation in time for use by the flight project in its
flight phase.

As of July 1972, NASA undertook a change in the interface
between the Network and the flight projects. Prior to that
time, since 1 January 1964, in addition to consisting of the
Deep Space Stations and the Ground Communications
Facility, the Network had also included the mission conirol
and computing facilities and provided the equipment in the
mission support areas for the conduct of mission operations.
The latter facilities were housed in a building at JPL known as
the Space Flight Operations Facility (SFOF). The interface
change was to accommodate a hardware inferface between
the support of the network operations control functions and
those of the mission control and computing functions. This
resulted in the flight projects assuming the cognizance of the
large general-purpose digital computers which were used for
both network processing and mission data processing. They
aiso assumed cognizance of all of the equipment in the flight
operations facility for display and communications necessary
for the conduct of mission operations. The Network then
undertook the development of hardware and computer soft-
ware necessary to do its network operations control amd
monitor functions in separate computers, This activity has
besn known as the Network Control System Implementation
Project. A characteristic of the new interface is that the
Network provides direct data flow to and from the stations;
namely, metric data, science and engineering telemetry, and
such network monitor data as are useful to the flight
project. This is done via appropriate ground communication

equipment to mission operations centers, wherever they may -

be,

" The principal deliverables to the users of the Network are
carried out by data system configurations as follows:

¢ The DSN Tracking System generates radio metric
data; i.e., angles, one-"and two-way doppler and
1ange, and transmits raw data to Mission Control.

e The DSN Telemetry System receives, decodes,
records, and retransmits engineering and scientific
data generated in the spacecraft to Mission Control.

e The DSN Command System accepts coded signals
from Mission Conirol via the Ground Communica-
tions Facility and transmits them to the spacecraft in
order to initjate .spacecraft functions in flight.

The data system configurations supporting testing, irain-
ing, and network operations control functions are as follows:

® The DSN Monitor and Control System instruments,
transmits, records, and displays those parameters of
the DSN necessary to verify configuration and
validate the Network. It provides operational direc-
tion and configurafion control of the Network, and
provides primary interface with flight project Mission
Control personuel.

® The DSN-Test and Training System generates and
controls simulated data to support development, test,
training and fault isolation within the DSN. It par-
ticipates in mission simulation with flight projects.

The capabilities needed to carry out the above functions
have evolved in three technical areas:

(1) The Deep Space Stations, which are distributed
around Earth and which, prior to 1964, formed part
of the Deep Space Instrumentation Facility. The
technology involved in equipping -these stations’ is
strongly related to the state of the art of telecom-
munications and flight-ground design considerations,
and is almost completely multimission in character.

(2) The Ground Communications Facility provides the
capability required for the transmission, reception,
and monitoring of Earth-based, point-io-point com-
munications between the stations and the Network
Operations Control Center at JPL, Pasadena, and to
the mission operations centers, wherever they may be.
Four communications disciplines are provided: tele-
type, voice, high-speed, and wideband. The Ground
Communications Facility uses the capabilities
provided by common carriers throughout the world,
engineered into an integrated system by Goddard
Space Flight Center, and controlled from the com-

. munications Center located in the Space Flight Opera-
tions Facility (Building 230) at JPL.



(3) The Network Operations Control Center is the func-

tional entity for centralized operational control of the
Network and interfaces with the users. It has two
separable functional elements; namely, Network
Operations Control and Network Data Processing. The
functions of the Network Operations Control are:

o Control and coordination of Network support to
meet commitments to Network users.

¢ Utilization of the Network data processing com-
puting capability to generate all standards and
limits required for Network operations.

o Tltilization of Network data processing com-

puting capability_ to analyze and validate the -

performance of all Network systers.

The personnel who carry out the above functions are
located in the Space Flight Operations Facility, where
mission operations functions are carried out by cer-
tain flight projects. Network personnel are directed

by an Operations Control Chief. The functions of the
Network Data Processing are:

e Processing of data used by Network Operations
Control for control and analysis of the Network.

e Display in the Network Operations Control Area
of data processed in the Network Data Process-
ing Area.

o Interface with communications circuits for input
to and output from the Network Data Processing
Area.

® Data logging and production of the intermediate
data records.

The personnel who carry out these functions are
located approximately 200 meters from the Space
Flight Operations Facility. The equipment consists of
minicomputers for real-time data system monitoring,
two XDS Sigma 5s, display, magnetic tape recorders,
and appropriate interface equipment with the ground
data communications.
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DSN Tracking System—Mark 11I-77

W. D, Chaney
TDA Engineering

This article provides a description of the DSN Tracking System — Mark II-77
currently in use for multimission support. Tracking functions performed by the Deep
Space Stations, Ground Communications Facility, and Network Operations Control
Center are given. Changes that were made to the subsystems of the DSN Tracking
System — Mark HI-75 to implement the DSN Tracking System — Mark II-77 are briefly

described.

I. Introduction

The DSN Tracking System is a multiple-mission system that
generates radio metric data for use by Projects for spacecraft
navigation. The radio metric data types are as follows:

(1) S-band doppler
(2) S/X-band doppler
(3) S-band range

(4} S/X:band range
5 Ar}gles

The DSN Tracking System, while multimission, must be
upgraded to meet the more stringent requirements of outer
planet navigation. The previous designation of the DSN Track-
ing System was Mark II1.75 (Ref. 1) and was used for Viking,
Pioneer and Helios Project support. This article describes the
upgrade of the DSN Tracking System from the Mark III.75 to
the Mark TII-77 for additional support of the Voyager and
Pioneer Venus 1978 Projects.

ll. Key Characteristics
The key characteristics of the new Mark IIT-77 DSN Track-
ing System are as follows:

(1) S/X-band doppler and range data generation using
precision hydrogen maser frequency standards.

(2) Simultaneous two station doppler for use in the deter-
mination of unmodelied spacecraft acceleration.

(3) Near simultaneous two station range data for the
improvement of navigation accuracies during low
declination angle tracks,

(4) Data time tagged to the 10-nanosecond leve] relative
to the DSN master clock.

(5) Calibration data for the RF transmission media,

(6) Precision control of Block IV receiver and exciter
frequencies for very narrow band tracking.

(7) Generation of tracking predictions for spacecraft
acquisition by DSN tracking operations.



(8} Realtime validation of the DSN Tracking System
performance.

(@) Realtime reporting of the DSN Tracking System
status to DSN Operations Control.

{10} Generation of a Tracking Intermediate Data Record
(future).

ill. DSN Tracking System Functions

The Mark HI.77 DSN Tracking System consisis of the Deep
Space Stations (DSS), Ground Communications Facility
(GCF), and Network QOperations Control Center (NOCC). The
general functions performed in each are presented in Fig. 1.

A. DSS Functions and Modifications

The DS8§ functions, the subsystems tequired to perform
those functions, and external interfaces are presented in Fig. 2.
Modifications that were made in each subsystem in progressing
from the Mark [II-75 to the Mark III-77 are given below,
Simplified Mark II1.77 block diagrams depicting the sub-
systems and assemblies within the 26-m and 64-m antenna
DS8s are presented in Figs. 2, 3 and 4.

1. Frequency and Thning Subsystem. Hydropen maser fre-
quency standards are being added to the 64-m subnet {DSSs
14, 43, and 63). These frequency standards will improve the
DSS frequency stability by approximately two orders of mag-
nitude which will extend precision range and doppler capabil-
ity to beyond 20 AU, Hydrogen maser siability is also avail-
able at the conjoint 26-m D88s (D8Ss 42 and 61).

2. Microwave Subsystem. An acquisition aid with approxi-
mately 16-degree beamwidth has been added at DSS 12 for the
initial pass acquisition of the Voyager spacecraft.

3. Technical Facilities Subsystems. A Meteorological Moni-
tor Assembly has been added, which measures and records
ground temperature, pressure, relative humidity, and iono-
sphere data. The ionosphere data are measured from tracking
the polarization angle of a linearly polarized stationary satel-
lite. These data are recorded on magnetic tape and transmitted
via high-speed data lines on a post-pass basis using the Original
Data Record (ODR) recall software.

4. DSS Tracking Subsystem, A major upgrade of the Track-
ing Subsgystem iz in progress. The previous Tracking Data
BHandling Subsystem huas been replaced by the Metric Data
Assembly (see Section IV, this article, for details). The Rang-
ing Demodulator Assembly(s) was reassigned from the
Recelver-Exciter Subsystem to the Tracking Subsystem. The

Planetary Ranging Assembly is being modified for near sun
line-of-sight angle operation in order to improve radio science
data.

B. GCF Functions and Modifications

The GCF fimctions, the subsystems to perform these fune-
tions, and the external interfaces are given in Fig, 5. Mbdifica-
tions to the High-Speed Data Subsystem were the addition of
the Communications Formatter Assembly at the DSN stations
and the generation of a ceniralized Original Data Record
(ODR) at the station containing the data available for HSD
transmission for all DSN systems.

Future addition to the GCF will be the modification of the
Data Records Processor Subsystem for the generation of a
tracking Intermediate Data Record (IDR}. The IDR will con-
tain data as received from the DSN stations, Missing data will
be recalled from the station ODR as necessaty to meet Project
commitments.

. NOCC Functions and Madifications

The NOCC functions, the subsystems io perform these
functions, and the extemal interfaces are shown in Fig. 6.
Modifications to each assembly are described below,

1. Predictions, The Fast Phi Factor Generation Program
(FPGP) was added fo the prediction assembly. The FPGP
provides a simplified station independent interface to the
Project, wherein the Project supplies a Probe Ephemeris Tape
that contains trajectory data for several months rather than
several days.

2. Display. A single digital TV channel will be made avail-
able to the Projects to provide displays of DSN radio metric
data performance (future).

3. Real-Time Monitor (RTM). The RTM has been modified

m order to supply volume real-time Tracking System perfor-
mance data in the Network Operations Control Area.

fv. DSS Tracking Subsystem

The DSS Tracking Subsystemn (DTK), a part of -the DSN
Tracking System, performs the following three main func-
tions:

(1) Generation of radio metric data

{2) Transmission of radio metric data

(3) Validation of the DSN Tracking System



The generation of radio metric data consists of those func-
tions necessary to acquire doppler, range, angle, and RF trans-
mission media calibration data. The transmission of radio
metric data consists of those functions necessary to format
and transmit the information to the user. The validation of the
Tracking System consists of those functions necessary fo
verify the pexfosfnance of the subsystem in the generation and
transimission of the data.

DSS Tracking Subsystem functions and interfaces are pre-
sented in Fig. 7.

V. DTK Key Characteristics
The key characteristics of the DTK are as follows:

(1} Automatic configuration of the DSS Tracking Su+
System,

(2} Generation of range codes.

(3) Full use of the Ground Communications High-Speed
Data Subsystem {HSS) for the fransmission of DSN
Tracking System radio metric data between the DSS
and the Mission Control and Computing Center
(MCCC) andfor MNetwork ‘Operations Control Center
(NOCC).

(4) Simultanecus sampling of doppler from three space-
craft carrers at rates up to 10 per second.

{5) Simultaneous S/3-band ranging from one spacecraft.

{6) Automatic validation of DSS performance in generating
radio metric data.

(7) Automatic generation of the temporary DSS tracking
Original Data Record with selective recall data inter-
laced with the real-time data.

VI. Functional Operation

DTK functions and primary intersubsystermn data flow are
presented in Fig. 8, Predictions, system configuration, and
data mode messages are teceived from the NOCC via the
Ground Communications HSS and are stored by the DTX for
use when requested by Network Operations. The predictions
are used to provide frequencies for digital programming and
control of the DSS Receiver-Exciter Subsystem (RCV) fre-
quencies, and to provide angles for control of antenna point-
ing. The system configuration messages and data mode mes.
sages are used to configure, control, and validate the DTIfZ.

Planetziry range code is gensrated and fransmitted fo the
RCV for modulation of the uplink carrier. Time-deiayed range
code is supplied to the Rangs Demodulator Assembly (RDA)
where range correlation is determined. Range correlation is
then used in conjunction with clock and RF carrier doppler in
the acquisition and tracking of range and differenced range
versus integrated doppler (DRVID). Doppler data generated by
the RCV doppler extractor are counted by the doppler
counters for up to three RF carners.

Angles, doppler, range, and DRVID data plus status, con-
figuration, data mode, and reference frequencies data are
sampled, then formatted and transmitted via the Ground
Communications HSS. Supplementary data, iz, ground
weather data, ronospheric data, and polarizer data, are sampled
and inserted in the HSS data stream. A temporary ODR of all
data taken in real time is mwintained for selective recall to the
NOCC or MCCC.

Reference

1. Chaney, W, D., “DSN Tracking System - Mark IIL.75," in The Deep Space Network
Progress Report 42-32, pp. 4-13, Jet Propulsion Laboratory, Pasadena, Calif.,

Apr. 15, 1976,
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Pioneer Venus 1978 Mission Support

R. B. Miller
TDA Mission Suppert Office

The DSN Master Schedule for pre,imrations for the Pioneer Venus 1978 Mission is
updated and the current support status for the mission described.

. Introduction

The DSN Major Milestone Schedule for Pioneer Venus was
originally presented in Ref. 1, and the portion of the schedule
dealing with the Differential Long Baseline Interferometry
{DLEI) experiment was updated in Ref. 2. The following
article brings those schedules and the DSN support status for
Pioneer Venus up to date as of June 3, 1977.

In general, at the time of writing of this article, the DSN
implementation required for support of Pioneer Venus is in
the fabrication stage with essentially all detail design work
completed.

il. DSN Major Milestone Schedule for the
Orbiter and Multiprobe

The following status information relates to Fig. 1, one of
the three schedules accompanying this article. Although no
officially signed Support Instrumentation Requirements Docu-
ment (SIRD) for Pioneer Venus has been received, a prelimi-
nary unsigned version of the NASA Support Plan {NSP} was
released in mid-April 1977 in order to desseminate current
DSN plans and agreements with the Pioneer Project. The
unsigned NSP is consistent with DSN implementation and
budgetary plans.
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The first stage of DSN spacecraft compatibility testing was
completed in what is called the weak signal level tests which
were conducted at CTA 21 using breadboard spacecraft RF
subsystems and a Project-provided telemetry emulator. The
tests were in general successful with no problems discovered in
the RF area; however, a spacecraft encoder problem was
isolated. The encoder problem involved resetting the state of
the encoder seven bits later than the end of the fixed sync
word in the telemetry frame, The exira bits included the
higher-order bits of the subcomm ID word, which 1s an index-
ing counter, and therefore the reset was at such a point that
the encoder was never reset to a known state. Hughes Aircraft
personnel participating in the testing were able to rewire the
telemetry emulator in order to put the reset in the proper
location. It was subsequently determined that the encoder in
the telemetry emulator was identical to that in the Orbiter and
Bus spacecraft. Having made special analog recordings of out-
put from an actual probe, Hughes Aircraft brought a recorder
to CTA 21 and successfully demonstrated that the encoders on
the Probes were indeed correct,

A major objective of the Weak Signal Level Compatibility
Testing was the demonstration of coded data telemetry thresh-
olds. Although it was thought at the time of the tests that
predicted telemetry thresholds were-either met or exceeded in
the test conditions for each bit rate, subsequent analysis of the



test data showed that the minimum thresholds, in terms of
energy per bit to noise ratio, may have been between 1-1 /2 to
3 dB above theoretical values. At this time, it is not known
whether the losses experienced were due to the-test configura-
tions or some problem with CTA 21 equipment/software. The
latter is currently the prime suspect. The plan is now to do
self-testing of the DSN equipment within CTA 21 to deter-
mine measured values of the telemetry threshold for sequen-
tially decoded data.

The Mark ITII/DSN Data Subsystems Project has been pro-
ceeding generally satisfactorily. DSS 14 may return to opera-
tions (here defined as starting the support of mission-
dependent testing) on the order of one week late compared to
plan because of unanticipated problems in the installation and
associated systems performance testing. It will be necessary to
extend the downtime schedule of the two conjoint stations
(DSS 42-43 and DSS 61-63) two or three weeks because of the
experience at DSS 14 coupled with a re-evaluation of the work
required at those stations. It is not anticipated that these slips
in the MDS Project will have any impact on Pioneer Venus
since the completion date for each station is well ahead of
Pioneer Venus need dates. The telemetry and command soft-
ware for Pioneer Venus was available for supporting the Weak
Signal Level Compatibility Tests and has subsequently com-
pleted formal transfer to operations minus the dual sequen-
tially décoding capability. That means that the telemetry and
command software required for support of the launch and the
entire Orbiter Mission is already in the hands of operations.
Dual sequentally decoding capability is only required for
Multiprobe entry and will be utilized to handle the four
probes’ telemetry data at a single station simultaneously. This
is a change from the original plan, which was to produce a
Symbol Synchronizer Assembly recording of symbols for two
streams out of the four in real-time because of the restriction
of having only two Telemetry Processor Assemblies per sta-
tion. The implementing organization felt that it would be
possible to take advantage of the 5-times-faster decoding capa-
bility of the TPA compared to the old Digital Data Assembly
in order to handle two low-rate streams simultaneously with
no significant loss of performance.

A recent addition to Pioneer Venus requirements is the
radio metric Intermediate Data Record. Implementation by
the DSN of error-detection correction for high-speed data
transmission required implementation of new high-speed data
formats which involve a 22-bit error code. It was negotiated
with Ames Research Center from the beginning that the entire
Pioneer Venus Mission would be flown with the new high-
speed data formats to avoid a required change in high-speed
data formats. during the mission. Subsequent to fhis agree-
ment, it was discovered that there was an incompatibility
vetween the agreed dates for converting to the 22-bit error

code high-speed data formats for Pioneer Venus and the Mis-
sion Computing and Control Center (MCCC) schedule for
converting to the new format. Although MCCC is not involved
in the telemetry and command processing for Pioneer Venus,
it is involved in the existing Navigation inierface, where radio .
metric data curtently flows through the MCCC 360/75 com-
puter before passing to the Navigation 1108 computers. MCCC
does not intend to implement the new high-speed data formats
in the 360/75 but rather intends to wait until the implementa-
tion of the minicomputers which replace the 360/75 real-time
functions. This is planned for May or later in 1978 and also
involves a new radio metric interface by which the DSN
provides radio metric data directly to the Navigation Team in
the form of Intermediate Data Records produced by the
Ground Communications Facility of the Deep Space Network.

Pidneer Venus Orbiter launch is in May 1978 and clearly
the MCCC May schedule for accommodating 22-bit error code
high-speed data formats is incompatible with the Pioneer
Venus requirement to have those formats fully operational by
February 1, 1978, and available for support of testing by
QOctober 1, 1977. This problem was solved by negotiating an
earlier date for the availability of the new direct DSN Naviga-
tion interface, Tt is now planned to have both the 22-bit error
code high-speed data formats and the radio metric Inter-
mediate Data Record capability available for support of
engineering-level tests by October 1, 1977, and fully opera-
tional for all Picneers (including 6 through 11} by February 1,
1978,

Pioneer Venus Orbiter will utilize a new occultation sup-
port subsystem at the tracking stations. This subsystern will
involve the use of computer-controlled programmable oscilla-
tors driving the first LO in the open-loop receivers, which will
enable operating the open-loop receivers at a much narrower
bandwidth than for previous missions. This narrower band-
width output from the open-loop receivers (the design goal is
for 1kHz bandwidth at S-band) will be digitized in real-time
and recorded on computer-compatible tapes using a dedicated
MODCOMP minicomputer. The programmable oscillators will
be. driven using predicts, which include a prediction of the
atmospheric effects of Venus. It is intended that the com-
puter-compatible recordings will be replayed in non-real-time
over high-speed data lines back to JPL for production of an
Intermediate Data Record for radio science as a deliverable to
the experimenters. A backup capability will be provided for
shipping the tapes to JPL for direct tape conversion to the
IDR format. Detail design is essentially complete on both the
hardware and software of this subassembly.

Integration contractor support was desired for the imple-
mentation of the occultation support subsystem, and initial
prablems in negotiating the contract with the vendor, due to
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excessive costs, in the first part of calendar 1977 were resolved
by delaying some hardware until FY*78 and pulling some of
the work back in-house. Secondary requirements for support
of the radio science experiments (excluding the DLBI experi-
ment) are the only significant open area in the requirements vs
comnmitments between the DSN and the Pioneer Project. The
most serious open area is the question of providing a wider
bandwidth backup to the new occultation support subsystem
because of experimenter concerns with this new method of
supporting occultations and also because as much as the first
month of occultations may be visible from only a single DSS.
There are other secondary issues such as what data would be
available and where the experimenters could view it in real-
time during the mission. Many of these issues are being
handled on a multimission basis because of similar require-
ments for the Voyager mission.

As for Near-Earth support for Pioneer Venus, a major
decision was reached in deciding that Vangnard support,
because of cost vs benefit for the Pioneer Venus launches, has
been designated as a desirable but not mandatory requirement,
and the Vanguard support has been deleted by the Office of
Tracking and Data Acquisition. The deletion of Vangunard has
caused the Project to require real-time telemetry and com-
mand capability from the STDN station on Ascension Island.
The details of the cominand capability are currently under,
direct negotiation between Goddard and the Project. The
telemetry will be provided via MIL-71 for formatting. The
Command System will most likely consist of prerecorded
cassette tapes located at Ascension with voice instructions
from the Project for their use,

lll. Muitiprobe Telemetry Recovery Status

Figure 2 portrays the progress for preparing for the Mulii-
probe telemetry recovery. The exira open- and closed-loop
receivers required are well on plan at the current time. The
new analog recorders for the precarrier detection telemetry
recovery are on plan, and testing to daie indicates that the
<1.5 dB additional loss specification on the precarrier detec-
tion recording will be easily met. During the first part of
CY°77, some question was raised as to whether the purchase of
brand-new Honeywell 96 recorders to meet this requirement
was the most cost-effective approach for NASA, and a possible
approach of utilizing existing available recorders and borrow-
ing additional recorders from the JPL Loan Pool was investi-
gated. The available recorders’ performance compared to
Honeywell 96’s for this particular application was shown to
involve potential additional losses, particularly with mixing of
different types of recorders for record and playback, and
therefore it was decided that the Honeywell 96’s were the
proper approach for support of Pioneer Venus. A new require-
ment related to the precarrier detection recordings is for
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providing a capability to play the recordings backwards and
record the backward symbol output of the Symbol Syachro-
nizer Assembly (SSA). Preliminary testing indicates that such a
reverse playback will be feasible with the Homneywell 96
recorders with no appreciable additional loss. This requirement
will require some special software for the Telemetry Processor
Assembly in order to make the computér-compatible record-
ings of the output of the SSA. The purpose of this require-
ment is to attempt to recover the data that will be lost every
time the DSN has to reacquire a particular Probe signal.

DSN acquisition 1nvolves the sequential acquisition of the
receiver, Subcarrier Demodulator Assembly (SDA), Symbol
Synchronizer Assembly, and the sequential decoder within the
Telemetry Processor Assembly before usable data is produced.
This sequential acquisition will take a minimum of two to
three minutes (and potentially much longer) every time a
receiver is out of lock and has to be reacquired. With the
backward playback capability, it should be possible to go
several minutes after each receiver out-oflock and start play-
ing data backwards so the sequential acquisitions of the re-
ceiver, SDA, and SSA are completed during a time of good
forward data, and then data can be maintained indock up to
the tume of receiver acquisition. The Project will have to
provide a capability for decoding the backward symbol stream
recordings.

The Multiprobe entry simuiator is proceeding well on plan
and should provide an excellent capability for operator train-
ing for the Multiprobe Mission entry event. For more details
on this device, consuit Ref, 3.

The functional design of the Signal Presence Indicator
(renamed the Spectral Signal Indicator) has been completed.
The concept calls for procurement of three commercial
300-kHz bandwidth capability spectrum analyzers per statiorn.
A switching matrix will be provided which will enable hooking
up any one of the analyzers with any one of the four open-
loop receivers or to the output of the DLBI receiver or to a
read-after-write of the DLBI recorder. The system will also
include a microcontroller and two low-speed printers as well as
CRT displays. It is mtended that the microcontroller will
enable preloading all of the different synthesizer settings both
in the open- and closed-loop receivers so that the cursor on the
spectrum analyzer can be used to locate the signal of interest
and the microcontroller will do all the computations necessary
to convert that detected signal into the proper frequency input
for a closed-loop receiver operator. The microcontroller may
also incorporate an acquisition-aiding feature such as an auto-
matic narrower bandwidth scan of the 300-kHz region of
interest. '

As far as achieving total readiness for theé Multiprobe entry
event, the basic plan js to have established the Multiprobe



entry configuration by March 1978 to be followed by two
months of procedure development utilizing the complete con-
figurations at DSS 14 and 43. This procedure development is
expected to involve utihzing both JPL and station expertise. A
procedure verification period will then follow between the
Orbiter launch and the Multiprobe launch where although
operational proficiency will not be expected, the entry
sequence will'be exercised in order to verify the validity of the
operational concept and proceduges. Multiprobe entry testing
and training for the purpose ef?:leveloping operational pro-
ficiency will then commence after the Multiprobe launch up to
the time of Muliprobe entry.

IV. DLBI Wind Measurement Status

Figure 3 updates the schedule contained in Ref. 2. Only
significant changes in plans from that reported in Ref. 2 will
be described below. The DSN receiver and calibrator work has
been proceeding well and according to plan. STDN detailed
receiver design involved the use of modules identical to those
of the DSN réceiver. The STDN therefore negotiated for the
DSN to procure or fabricate the common modules, and funds
were transferred from Goddard to JPL for that purpose, It is
planned to provide the first set of DSN modules to Goddard
on July 1 and the remaining sets on August 1, 1977, 1t is siilt
intended to do a DSN-STDN equipment integration test utiliz-
ing the STDN station at Goldstone from mid-November to
mid-Decernber 1977,

Significant changes in the recorder were required because of
cost problerns which developed in pegotiating the contract

with the vendor for the operational units. The cost problems
were solved by eliminating the :nicrocontrofler {rom the re-
corders, eliminating some desired multimission capabilities
including the deletion of one bit A-to-D required for VLBI
purposes, and the delay of ene transport each for DSS 14 and
43 to FY'78. The result will be more complexity for the
operators, but there has been no loss of the required funda-
mental capabilities for the Pioneer Venus DLBI Wind Experi-
ment, Delay of one transport each for DSS 14 and 43 to about
April 1978 will mean that initial testing will not have redun-
dant recorders available in case of equipment faiiure.

The b:nciwidth reduction hardware and software is pro-
ceeding satisfactorily and again cost problems had to be solved
in the first part of 1977 due to excessive costs proposals from
the integration contractor. These cost problems were solved by
renegotiation of certain details of the contract and by pulling
some of the work back in-house. Detafled format of the
deliverable computer-compatible recording out of the band-
width reduction assembly is now under negotiation between
the experimenter and IPL.

1t is still infended to sfart total system checkout fromend
to énd by tracking of ALSEP packages as each station comes
on line, starting in February 1978,

There will be a major review of the end-to-end DLBI
experiment and equipment in August at the Massachusetts
Institute of Technology, with the Review Board comprised of
the Project Manager and certain recognized experts across the
country who are not directly involved with the experiment,
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Summary Report and Status of the Deep Space
Network-Voyager Flight Project
Telecommunications
Compatibility

A, I. Bryan and R. P. Kemp
TDA Engineering

B. D. Madsen

Telecommunications Systems Section

The DSN-Voyager telecommunications compatibility tests are an ongoing series of
Engineering level tests to defermine the flight-ground interface compatibility and perfor-
mance characteristics between these two systems. This report provides a summary and
status of tests conducted between CTA 21-Voyager Flight I spacecraft, CTA 21-Voyager
Flight 2 spacecraft, and MIL 71-Voyager Flight 1 spacecraft.

l. introduction

The purpose of this report is to provide an assessment and
status of telecommunications compatibility between the Deep
Space Network (DSN) and the Voyager {(VGR-77) spacecraft.
This assessment and status is derived from test results obtained
between the Network, as represented in the Compatibility Test
Area (CTA21) and Spacecraft Monitoring Station (MIL 71)
and by the Voyager Flight 1 (VGR 77-2) and Voyager Flight 2
{VGR 77-3) Spacecraft Telecommunications Systems.

ll. Test Objectives

The objectives of these tests were to verify telecommunica-
tions design compatibility between the DSN and the Voyager
flight spacecraft. The test criteria and parameters simulated

direct communications between a Voyager spacecraft and a
Deep Space Station (DSS). DSN-Voyager flight spacecraft
design compatibility had been previously established as
reported in Ref. 1. :

A selected set of standard tests, as specified in the Deep
Space Network-Flight Project Interface Compatibility Test
Design Handbook, were performed for verifying Telecommuni-
cations Radio Frequency, Command, Telemetry, and Radio
Metric compatibility.

Ill. Test Conditions

The tests that were performed between CTA 21 and the
Voyager flight spacecraft were conducted with the spacecraft
located in the Space Simulator Facility (SSF) at JPL. CTA 21-

‘
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VGR 77-2 testing was performed during the period 9-12 March
1977, and CTA21-VGR 77-3 testing was performed during
the period 28-30 April 1977. Duting each of these tests the
SSF was simulating environmental flight conditions. The
Radio Frequency Subsystems were configured as follows:

.(1) Voyager 77-2
(a) SBand
() Receiver 1, Channel 18 (2114.676697 MHz).
(i) Receiver 2, Channel 18 (2114.676697 MHz).

(iif) Ultra Stable Oscillator (USO), Channel 14
(2295.000000 MHz).

(v) Exciter Chain 1, equipped with traveling
wave tube (TWT) amplifier.

(v) Exciter Chain 2, equipped with solid state
amplifier.

(b) X-Band

(i) Exciters, Chain 1 and Chain 2, equipped with
TWT amplifiers.

(2) Voyager 77-3
{a) S-Band
(i) Receiver 1, Channel 14 (2113.312500 MHz).
(ii) Receiver 2, Channel 14 (2113.312500 MHz).

(iii) Ultra Stable Oscillator (USO), Channel 18
(2296.481481 MHz).

(iv) Exciter Chain 1, equipped with a Watkins-
Johnson flight-rated TWT amplifier.

(v) Exciter Chain 2, equipped with a Ford Aero-
space flight-rated solid state amplifier.

(b) X-Band

(i) Exciter Chain I, equipped with a Hughes
Aircraft Co. nonflightrated TWT amplifier.

(if) Exciter Chain 2, equipped with a Watkins-
Johnson flight-rated TWT amplifier.
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The DSN, as represented by CTA 21, was configured to
simulate a Voyager Flight Project-committed 64-meter
antenna station. The ground hardware included both Block Il
and Block IV Receiver-Exciter Subsystems and the new
Mark III Data Subsystems (MDS) for telemetry, command,
and radio metric data.

The S-band and X-band RF links between CTA 21 and the
SSF were open air links which had previously been calibrated
for amplitude and phase stability. The DSN software provided
at CTA 21 was the operational 26-meter antenna station soft-
ware for the MDS.

The test that was performed between MIL 71 and the
Voyager Flight 1 spacecraft was conducted with the spacecraft
located in Building AO, Cape Canaveral Air Force Station,
Florida. This test was performed on 25 May 1977 and con-
sisted of S-band testing only because of the excessive RF losses
at X-band. The Radio Frequency Subsystem for this test was
configured as follows:

Voyager 77-2
S-Band

(i) Receiver 1, Channel 18 (2114.676697 MHz).
(ii} Receiver 2, Channel 18 (2114.676697 MHz).

(i) Ultra Stable Oscillator (USO), Channel 14
(2295.000000 MHz),

(@iv) Exciter Chain 1, equipped with a Watkins-Johnson
flight-rated TWT amplifier.

(v) Exciter Chain 2, equipped with'a Ford Aerospace
flight-rated solid state amplifier.

The DSN, as represented by MIL 71, Kennedy Space Cen-
ter, Florida, was configured to simulate a Voyager Flight
Project-commiited 64-meter antenna station. The ground hard-
ware included both Block III and Block IV Receiver-Exciter
Subsystems and the new Mark 1II Data Subsystems (MDS) for
telemetry, command, and radic metric data.

The S-band RF links between MIL 71 and Building AQ
were open air links which had previously been calibrated for
amplitude stability. The DSN software provided at MIL 71 was
the operational 64-meter antenna station software for the
MDS. !



In support of the Voyager Flight Project Mission specifica-
tions, the following uplink modulation indices were utilized:

(1) Ranging, 45° (-3.0 dB carrier suppression).

(2) Command, 20° (-0.54 dB carrier suppression for mis-
sion nominal) and 56° (~5.0 dB carrier suppression for
mission threshold).

IV. Test Results

Tables 1, 2, and 3 (telecommunications compatibility test
summaries) provide a listing of test configurations, test cri-
teria, parameters, and results. Refer to Figs. 1 and 2 for DSN
and spacecraft RFS mode configurations, Significant test
results and comments are discussed below.

A. Radio Frequency Acquisition and Tracking

All objectives of these tests were met with no problems
noted. In the CTA 21-Voyager Flight 1 test series, a special
test was performed to simulate the approximate 1.5-MHz
doppler shift when in the noncoherent mode of operation.
Initial test conditions were as follows:

(1) Uplink frequency 2114.676697 MHz (Channel 18).
(2) Downlink frequency 2294.998855 MHz (Channel 14),

(3) Biased doppler frequency approximately 481 kHz.

In order to alleviate this condition, a possible work-around
solution for the 26-meter DSS was tested and is illustrated in
Fig.3. A spare X-3 Frequency Multiplier and Distribution
Amplifier was mounted on the Block II Receiver and its input
jack (J1) was connected to the station spare Hewlett-Packard
Synthesizer. The HP Synthesizer was driven by a spare station
1-MHz frequency standard. The X-3 Frequency Multiplier and
Distribution Amplifier 22-MHz output (J4) was connected to
32 of the 57/221 Frequency Shifter (module 4A210) and the
66-MHz output (J8) was connected to J1 of the 66/70 Bal-
anced Mixer {module 4A205). The HP Synthesizer was pro-
grammed for a frequency of 22.0136609 Hz (a ratio of
240/221 for the Ultra Stable Oscillator, 2294.998855 MHz)
and the biased doppler read 999998 Hz. This test verified that
the 26-meter DSS can support noncoherent doppler conditions
with existing station hardware resources.

In addiion, in the CTA 21-Voyager Flight 2 test series, a
special test was performed to simulate the 7.2-kbps coded
data, 22.5-kHz subcarrier possible interference problem to be

encountered during initial Goldstone acquisition. Initial test
conditions were as follows:

(1) Spacecraft Configuration

(2) Downlink frequency 2296.481481 MHz (Channel
18).

{b} 40-bps uncoded data, 22.5-kHz subcarrier {launch
mode).

{c) Downlink frequency ramp rate of -100 Hz per
second at S-band (actual doppler expected during
initial Goldstone pass).

(2) DSN Configuration

(2) Block T Receiver (input ferminated in dummy
load).

(b) Block III Subcarrier Demodulator Assembly (con-
figured for.proper data rate and subcarrier
frequency).

{c) Telemetry Processor Assembly (Channel 1 config-
ured for 7.2-kbps coded data, Channel 2 configured
for 40-bps uncoded data).

The objectives of this test were really two fold: (1) to
determine how fast the varous steps of complete acquisition
could be completed, and (2) would the 7.2-kbps, 22.5-kHz
beat frequency (as observed on the receiver dynamic phase
error) jeopardize or impede the overall acquisition sequence?
The test is described below in the time sequence in which it
was performed.

Sequence Description
T=0 The Block IIT Receiver input was
switched to the receiving antenna and
a sweep search of the VCO was
. initiated.

T+10s RF acquisition was completed.
T+20s Subcarrier Demodulation acquisition
was completed.

T+2min24s Symbol Synchronizer Assembly acqui-

sition completed.
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Sequence Description
T+ 5 min Spacecraft switched from 40-bps un-

coded data to 7.2-kbps coded data.
22.5-kHz subcarrer remained un-
changed.
T+Smini8s Subcarder Demodulation acquisition
completed on new data rate.

T+6min05s Maximum Likelihood Decoder acquisi-
tion.
T+6min35s Symbo!l Syuchronizer Assembly acqui-

sition completed on new data rate.

Photographs of the Block HI Receiver dynamic phase error
for both the 40-bps uncoded data and the 7.2-kbps coded data
modes were recorded. The 7.2-kbps - 22.5kHz beat frequency
is clearly distingnishable, but apparently does not hamper
overall system data processing if RF acquisition has been
established.

Tt is concluded from this test, therefore, that if Goldstons
can definitely establish RFE acquisition within the 5 minutes
from their initial view pericd fo the dafa rate switch, there
should be no problem in providing maximem data recovery to
the Project.

B. Telemetry

The CTA 21-Voyager Flight 1 tests were supported using 2
version of the standard 26-meter DSS telemetry software that
would operate at all date rates, including the high rate
115.2 kbps. All lock status and signal-tosnicise rafic dats were
processed and displayed. However, this version of the software
did not provide Original Data Records or Wide-Band Data
capability.

The CTA 21-Voyager Flight 2 tests were supported using
the 64-meter DSS telemelry software. The software performed
satisfactortly for processing and displaying all lock status and
signal-to-nojse data. However, a special test fo transmit
115.2-kbps dafa to the MCCC was not fully successful. The
MCCC was able to frame synchronize long enough to recognize
that the data contained all ones, but were not able to maintain
continuous lock (periodic frames were being lost). This condi-
tion was verified by the software CDE who acknowledged a
known problem with the wide-band data communications
buffer. A fix for this problem was initiated and was subse-
quently successfully demonstrated for rates up to 67.2kbps
during a GDS test during the week of 16 May 1977 between
CTA 21 and the MCCC. The telemetry rates of 83.6-kbps and
115.2kbps remained an open item. In addition, an Original
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Data Recording was made during this test and successfully
played back to the MCCC.

The MIL 71-Voyager Flight 1 tests were supported using
the 64-meter DSS telemetry software. The software performed
satisfactorily for processing and displaying ail lock sfatus and
signal-to-noise data,

" The telemetry rates of 80 bps and 1280 bps were tested for
the first time during this series of tests and operation was
satisfactory.

The theoretical 3.0-dB difference between MCD SNR and
SSA SNR values was not obtained during these compatibility
tests, The actual difference observed was approximately
2.2:2.5 dB. This condition is apparently unique fo the MIL 71
equipment as it has not been encountered at CTA 21 or
DSS 12 during Systems Performance Testing. This condition
was first observed during Systems Acceptance Testing at
MIL 71 and was further verified during special rate 7:1/2 and
rate 7:1/3 telemetiy performance testing. This condition does
not impact compatibiity.

C. Command

Command testing at both CTA 21 and MIL 71 with both
Voyager flight spacecraft was performed af nominal uplink
signal levels and at signal leveis below expected project misston
conditions. Two separate, non-timed commands (2N: X-band
ranging channel ON, and 2NR: X-band ranging channel OFF)
were successfully sent to the spacecraft and successfully
gxecuted,

D. Radio Metric

The CTA-Voyager Flight 1 tests were desipned to acquire
spacecraft internal group delay measurements under both hot
and cold conditions. Because of spacecraft constraints while in
the environmental chamber, however, only one such set of
measurements was possible for a particular RFS mode. A total
of three tesis were completed with test RM-2-6 performed
while hot only. All tests included both §- and X-band measure-
ments.

All obiectives of the CTA 21-Voyager Flight 2 tests were
successfully completed with the exception of a zero delay
measurement. This measurement Is required in order fo com-
pute the averall link delay so that the spacecraft delay can be
determined, However, before the zero delay measurement
could be performed, the Space Simulator Facility configura-
tion was de-implemented and the Zero Delay Transponder was
shipped tc Florida. Therefore, the ranging fests that were
performed provide only the overall measurement through the
link and spacecraft. These fests will be repeated during the



DSN-Voyager Flight 2 testing with MIL 71 for the final rang-
ing delay measurement and calibration.

Because of excessive RF link losses between MIL-71 and
Building AQ, there were no ranging tests performed at either
S- or X-band during the MIL 71-Voyager {light tests.

V. Present Status and Future Plans

The DSN-Voyager Flight Project Telecommunications Com-
patibility Test Program has successfully verified compatibility
for RF Acquisition and Tracking, Telemetry, Command, and
Radio Metric Data (Ranging). All known problems
encountered to date have been dealt with, and the solution to

each problem has been resolved by either an emgineering
change or operational work-around.

The next DSN-Voyager Telecommunications Compatibility
Test is scheduled for 14 June 1977 between MIL 71 and the
Voyager 77-3 spacecraft. This test will be limited to S-band
testing only as the spacecraft will be located in Building AO.

Additional test time has been scheduled for both flight
spacecraft when they are located in the Spacecraft Assembly
and Encapsulation Facilities (SAEF) 1 and 2 at Kennedy
Space Center. These tests will be performed at X-band and will
include extensive ranging delay calibrations and measurements.

Reference
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Pasadena, Calif., Apr. 15, 1977.
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Table 1. DSN-Voyager Flight 1 spacecraft telecommunications compatibliity test summary ®

Test DSN 8/C Time,
Date Test title No. mode RFS mode Test conditions Criteria Performance min
3[101:77 - DLthreshold RF-1-2 000%00 4510—11 . Sband DL frequency: ~159.0 + 1.0dBm -158.0 dBm 16
one way 2294.998880 MHZ -
12 Hz, 2RLo
X-band DL frequency: . -145.3 dBm
8414995955 MHz
i 30 Hz, ZBLo
3/9/77 L threshold RF-1-3 O{)D%ﬂﬂ 6734416 S-band DL frequency: ~159.0+ 1.0dBm -158.0 dBm 54
one way 2294998860 MHz |
12 Hz, 2 BLo
X-band DL frequency: ~145.7 dBm
8414995785 MHz
30 Hz, 2 Blo
3/i0f77 DL threshold  RF-14 002%00 451011 S-band DL frequency: ~1590+1.0dBm -158.0dBm 27
two way 2286481560 MHz
12 Hz, 2Blo
¥-band DL frequency: ~144.5 dBm
8420432470 MHz
30 Hz, 2BLo
371077 DL threshold RF-1-5 122%00 6730-16 S-band DL frequency: -159.0£1.0dBm -158.5 dBm 60
two way 2296.481600 MHz '
12 Hz, 2 BLo
X-band DL frequency: -145.5 dBm
8420.432555 MHz .
30 Hz, 2 Blo
, 3hafT? UL receiver RF-2-1 f}{}l—é—i}(} 4510-11 Sband UL frequency: < 152.0dBm ~155.0 dBm 13
threshold 2114676572 MHz
Ergttlinn UL receiver RF-2-4 1220030 6630-16 S-band UL frequency: < 152.0 dBm -156.0 dBm 19
threshold 2114676768 MHz
3/10/77 Transtnitter RF-5-1 000%00 4500-11 S-band DL frequency: % 3.0 deg rms 1.04 deg rms 66
phase jitter 2294 998880 MHz
(one-way)
000%00 X-band DL frequency: < 11.0 deg rms 5.35 degxms
8414936540 MHz
fone-way)
Sband UL frequency:
2114676672 Mz
002 %{)0 451011 B-band DL frequency: 2.3 degrms 2.14 yms
2296.481504 MHz
{two-way)
002%00 X-band DL frequency: % 8.4 deg rms 6.56 deg rms
8420.373140 MHz
{two-way)
3f10117 Transmitter RF-5-3 002%09 Sband UL frequency: 18
phase jitter 2114.676672 MHz

%ee Table 4 for definition of terms nsed.




Table 1 {contd)

Test DSN siC Time,
Date Test title No., mode RFS mode Test conditions Criteria Performance min
310477 Transmitter S-band DL frequency: % 2.3 deg rmis 1.68 deg rms
phase jitter 2296481504 MHz
{contd) {two-way)
002%00 X-band DL frequency: < 8.4 deg rms 6.20 deg rms
8420.373140 MHz=
(two-way)
312417 DLRF RE6-1 162306 1513-12 Sbard UL frequency: (Observe presence  None observed 15
spectium 2114.676672 Mz of unpredicted
analysis spectral compo-
Shand DL frequency: nents through
2296481420 MHz the S-band solid
state amplifier
(88A)
32§77 Special fest RF-7.1 0011007 TI3i-16 S-band UL frequency: Install spare Biased doppler 15
for dual- 2114.676672 MHz synthesizer and read:
doppler (Channel 18) X3 Frequency 999998 MHz
condition Multiplier Dis~
S-band DL frequency: tobution
2294998855 MHz Amplifier;
{Channel 14) adjust Synthe-
sizer for 1 MHz
UL signal level: hiased doppler
-107.5 dBm and record
synthesizer
DL signal level: frequency of
«23,0 dBm 22.0136600 Mz
3971 Telemetry  TM31 000221 673016  Sbend DL signallevel: 0.0 BER MCDSNR: 18
processing ~ -120.0 4Bm —_— 9.6dB
CTA 21 three-way Ability to X-band SSA
{SE two-way} PIOCESS SNR: 4.7 ¢B
S-band SSA
SNR: 25.3 4B
310777 Telemetry  TM32 000321 673406 Sband DLsignellevel: 0.0 BER MCD SNR: "
-120.0 dBm - 101 dB
X-band DL signal level: Ability to X-band §SA
-120.0 dBm pIoCess SHR:5.5dB
CTA 21 three-way S-band SSA
(SE two-way) SNR. 30.7dB
39/77  Telemetry  TM-36 090%% % 6730-16  Sband DLsignallevel: 0.0 BER MCDSNR: 3t
PIOCesSME -1200 dBm 1017548
CTA 21 three-way Ability to K-band SSA
(SE two-way) process SNR:12.3 dB
S-band 384
SNR:255dB
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Table 1 (contd)

Test DSN S/C Time,
Date Test title No. mode RFS mode Test conditions Criteria Performance min
3/10/11. Telemetry- TM-3-10 00022 6734-16-  -S-band-DL signal'level: 0.0 BER TMCDSNR:  T2¥
. 612
processing ~120.0 dBm 9.6 dB
X-band DL signal level: Ability to X-band SSA
-115.0 dBm process SNR: 5.0dB
CTA 21 three-way S-band SSA
{SE two-way) SNR: 29.6 dB
3/10/77 Command CM-1-1 011000 4512-11 S-band UL frequency: Proper sub- 21
processing 2114676672 MHz carrier and bit
. . sync acquisition.
UL carrier suppression: Verification of
-5.0dB
command
Subcarrier offset: execution
0.0 Hz @-144 dBm,Pp 0K
+0.2 Hz @-143 dB,Pr OK
-0.2Hz @ -143 dB, Py OK
3/10/77 Command CM-1-2 011000 4533-11 Sband UL frequency: Proper sub- 37
processing 2114.676672 MHz carrier and bit
. . syne acquisition,
UL cartier suppiession: Verification of
-5.0dB
command
Subcarrier offset: execution
_ 0.0 Hz @-144 dBm, P OK
+0.2 Hz @ -143 dBm, Py 0K
-0.2 Hz@-143 dBm, Py OK
3/10/77 Range delay RM-2-1 102%00 4513-11 S-band UL frequency: < 1000 ns 20
calibration 2114.676672 MHz
:r:;tlﬁcation '$band DL frequency:
2296.481420 MHz
S-band DL signal level:
-100.0 dBm
X-band DL frequency
8420.431875 MHz
X-band DL signal level:
-100.0 dBm
SPACECRAFT COLD
UL signal level: ‘8’ delay:
-110.0 dBm 72446 ns
‘X delay:
652.65 ns
-120.0 dBm ‘S’ delay:
. 733.04 ns
“X? delay:
657.40 ns
-130.0.dBm ‘S delay:
735.14 ns
X delay:

659.14 ns
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Table 1 [contd)

Test DSN §fC Time,
Date Test title No. mode RFS mode Test conditions Criteria Performance min
3/10/77 Range delay SPACECRATFT HOT
calibration .
. TIL signal Jevel: 8 delay:
T : 112.0 dBm 71545 ns
est {contd) "X’ delay:
648.75 ns
-120.0 dBm ‘S delay.
F39.92 ns
*X* delay:
651.05 ng
=130 dBm ‘S delay:
735.99 ns
X delay:
654.9 ns
310177 Range delay RM-2-3 102%00 4533-11 Shand UL frequency: <1000 ns 43
calibiation 2114676672 MHzZ
:’:sr:ﬁcatmn Sband DL frequency:
2296.481480 MHz
Shand DL sigaal level:
-100.0 dBm
X-band DL frequency:
8420.432215 MHz
X-band DL signal levels
=100.0 dBm
SPACECRAFTCOLD
UL signal level: ‘S’ delay:
-110.5 dBm 741.34 ns
*X* delay-
664.92 ns
-120.0 dBm 5 delay:
74731 us
‘X" delay:
668.4 ns
-130.0 dBm ‘S delay:
749,18 ns
- X delay:
658.23 ns
31271 Range delay RF-2-6 102%00 773316 Sband UL frequency: < 1000 ns
calibration 2114.676768 MHz
;’e:;ﬁcatton Shand DL frequency:
o 2296.481600 Miz
Sband 1. signal level:
-100.0 dBm
X-band DL frequency:
8420.432555 MHz
K-band DL signal level
—100.0 dBm
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Table 1 (contd)

Test DSN s/C Time,
Date Test title No. mode RFS mode Test conditions Criteria Performance min
3f12/717 Range d&lay SPACECRAFT HOT
cﬂ;’?.rat;?n UL signal level: ‘S’ delay:
:ert ica ::51 ~111.0 dBm 719.92 ns
est (contd) X delay:
662.40 ns
-120.0 dBm ‘8§’ delay:
720.81 ns
‘X’ delay:
665.35 ns
~130.0 dBm ‘S’ delay:
726.23 ns
‘X* delay:
671.69 ns

30



Table 2, DSN-Voyager Flight 2 spacecraft telecommunications compatibility test summary *

Date

Test title

Test
No.

DSN
mode

sfC
RFS mode

Test conditions

Criteria

Performance

Time,
min

4129477

4/30/77

429171

430/77

42977

429177

4{29/77

4/30/77

DL threshold
one-way

DL threshold
one-way

DL threshold
two-way

DL threshold
two-way

UL receiver
threshold

UL receiver
threshold

Transmitter
phase jitter

Transmtter
phase jitter

RF-1-2

RF-1-3

RF-1-4

RF-1-5

RF-2-1

RF-2-4

RF-5-1

RF-5-3

1
000600

1
00-00
0 60

1
002=-00
60

122—1-00

1
002—6-00
122000

3
000200

5
000=
600

3
002200

5

02—
0 600

3
0003{00

6554-11

6737-17

4550-11

6733-17

4550-11

4570-11

4840-11

4550-11

6727-17

S-band DL frequency:
" 2296.481100 MHz

12 Hz, 2 BLo

X-band DL frequency.

8420.430770 MHz
30 Hz, 2 BLo

S-band DL frequency:

2296.481100 MHz
12 Hz, 2 BLo

X-band DL frequency:

8420.430600 MHz
30 Hz, 2 BLo

S-band DL frequency:

2295.000240 MHz
12 Hz, 2 BLo

X-band DL frequency.

8415.000885 MHz
30 Hz, 2 BLo

S-band DL frequency:

2295.000040 MHz
12 Hz, 2 BLo

X-band DL frequency:

8415.000205 MHz
30 Hz, 2 BLo

S-band UL frequency:

2113.312512 MHz

S-band UL frequency:

2113.312512 MH=

S-band DL frequency:

2296.481080 MHz
(one-way)

X-band DL frequency:

8420.430685 MHz
{one-way)

S-band UL frequency:

2113.312512 MHz

S-band DL frequency:

2295.000100 MHz
(two-way)

X-band DL frequency:

8415.000205 MHz
{two-way)

S-band DL frequency:
(one-way)
2296481100 MHz

KJ

—158.0 2 1.0 dBm

-158.0 £ 1.0 dBm

-158.0 £ 1.0 dBm

-158.0 £ 1.0 dBm

£152.0 dBm

<152.0 dBm

«3.0 deg rms

<11.0 deg rms

<2.3deg rms

<8.4 deg rms

<3.0 degzms

-157.5 dBm

-148.0 dBm

-15%9.0 dBm

-149.0 dBm

-159.0 dBm
-149.0 dBm
-155.0dBm

-1555dBm

1.98 deg rms

6.55 deg rms

0.63 deg rms

10.09 deg rms

1.91 de’g ms

18

16

35

23

11

12

109

109

aSee Table 4 for definition of terms used.
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Table 2 (contd)

Test DSN 8/C Time,
Date Test title No. mode RFS mode Test conditions Criteria Performance min
o — - 5 . -
413077 Transmitter OOOEOO X-band DL frequency: <11.0 deg rms 6.55 deg rms
phase jitter (one-way)
(contd) 8420.430770 MHz
002%00 6737-17 S-band UL frequency:
2113.312512 MHz
S-band DL frequency 2.3 deg rms 2.2] deg rms
(two-way)
2295.000004 MHz
X-band DL frequency: <8.4 deg rms +. 8.28 deg rms
(two-way)
8415.000205 MHz
4f30/77 Special rf RF-7-2 000112 6713-17 Spacecraft simulated Acquire RF, Acquired 30
acquisition ~100 Hz/s S-band SDA, TPA for satisfactorily
test (simu- doppler for initial 40-bps uncoded
lated Gold- Goldstone pass and and then switch
stone initial data switch to 7.2-kbps
acquisition) sequence coded data
4/30/77 Command CM-1- 011000 6713-17 S-band UL frequency: Proper subcarrier 12
processing 2114676672 MHz and bit sync
UL carrier suppres- acquisition
sion; -5.0 dB
Subcarrier offset:
0.0 Hz @ -144 dBm, OK
Pr
+0.2 Hz @ -144 dBm, OK
Pr
-0.2 Hz @ -144 dBm, OK
Py
413077 Cormnmand CM-1-2 011000 6733-17 S-band UL frequency: Proper subcarrier 50
processing 2114 676672 MHz and bit sync
acquisition
UL carrier suppies- Verification of
ston: =5.0dB command
execution
Subcarrier offset:
0.0 Hz @-144 dBm, 0K
Pr
+0.2 Hz @ 144 dBm, [3].4
Pr
-0.2Hz @-144 dBm, CK
Pr
321 .
4729177 Telemetry TM-3-1 OOOE 13 4570-11 S-band DL signal level: 0.0 BER MCD SNR: 83
processing L - —122.8 dBm 10.1 4B
CTA 2] three-way Ability to X-band SSA
(SE two-way) process SNR: 8.6 dB
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Table 2 (conid)

Test DSN 8/C . Time,
Date Test title No. mode RFS mode Test conditions Criteria Performance min
4/29{77 Telemetry X-band = 7.2 kKbps S-band SSA
processing coded SNR:29.1 dB
(contd) S-band =40 bps
uncoded
321 .
4129777 Telemetry T™M-3-2  000- - 3 4570-11 S-band DL signal level: 00 BER MCD SNR: 24
processing 61 ~121.9 dBm 4.8 dB
K-band DL signal level: Ability to X-band SSA
-122.9 dBm process SNR: 1.8 dB
CTA 2] three-way S-band SSA
(SE two-way) SNR:15.3 4B
X-band = 29.9 kbps
coded
8-tand =40 bps
unceded
321 .
4129177 Telemetry TM-3-6 0003 13 '4553-11 S-band DL signal level: 0.0 BER MCD SNR: 10
processing 10.175 dB
CTA 21 three-way Ability to X-band SSA
(SE two-way) process SNR: 8.4 dB
X-band = 44 8 kbps
coded
X-band = 40 bps
uncoded
321 :
429117 Telemetry TM-3-10 OOOE 13 6733-17 8-band DL signal level: 0.0 BER MCD SNR 39
processing 1 -111.0 dBm 9.9dB
X-band DL signal level, Ability to X-band SSA
-111.0 dBm process SNR:5.8dB
CTA 21 three-way S-band 85A
(SE two-way) SNR: 19.2dB
X-band = 115.2 kbps
coded
S-band =40 bps
uncoded
4129177 Range delay RM-2-1 102§00 ) S-band UL frequency: <1000 ns No zero 90
calibration 6 2113.312512 MHz delay
:’eriflcatlon S-band DL frequency: obtained
e 2295.000080 MHz
S-band DL signal level:
-100.0 dBm
X-band DL frequency:
8415.000290 MHz
X-band DL signal level:
-100.0 dBm
SPACECRAFT HOT
UL signal level:
~110.0 dBm ‘8’ range
6055.04 ns-
‘X’ range

6838.55 ns
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Table 2 (contd)

Test DSN 8iC Time,
Date Test title No. mode RFES mode Test conditions Critetia- Performance min
4/29/77  Range delay ~120.0 dBr- ‘S fange
calibration 60659 ns
verification “%” range
test (contd) 6844,7 ns
~130.0dBm ‘S’ range
bad data
pomt
Receiver VCO temp: A zange
36.35°C bad data
point
4[2977 Range delay RM-2-3 102«%00 4573-11 8-band UL frequency <1000 ns No zero 46
calibration 6 2113312512 MHz delay
verification $-band DL frequency: obtained
test 2295.000080 MHz
S-band DL signal level:
~100.0 dBm
X-band DL frequency:
$415.000290 MHz
K-band DL signal level:
~100.0 dBm
SPACECRAFT HOT
UL signal level:
~3110.0 dBm ‘S’ range
6052.3ns
X? range
6818.T ns
-120.0 dBm S tange
. 6079.5 ns
X’ range
6823.0ns
~130.0 dBm 'S’ range
6050.6 ns
Receiver VOO temp. ‘X range
* 35.64°C 6831.9ns
4/30/77 Range delay RF-2-6 102%00 6713-17 S-band UL frequency: <1000 ns No zero 45
calibration 2113.312512 MHz delay
verification $-band DL frequency: obtained
test ) 2295.000060 MHz
8-band DL signal level:
-106.0 dBm
Hband DL frequency:
8415.000205 MHz~
X-band DL signal level -
~1000dBm
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Table 2 {contd)

Test DSN sic Time,
Date Test title No. mode RFS mode Tast conditions Criteria Performance min
4730477 Range delay SPACECRAFT HOT
calibration UL signal level:
verification -1 10'0 dBm 1s’ 1ange
tost (contd) 6060.1 ns
‘X’ range
£847.1 ms
—120.0 4Bm ‘S range
6670.8 15
‘X’ range
6850.0ns
—130.0 dBm ‘S’ range
6068.4 ns
Receiver VCO temp: X’ range
371.77°C 6851.8 ns
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Table 3. DSN (MIL 71)-Voyager Flight 1 spacecraft telecommunications test summary ®

Test BSN Sic Time,
Date Test Title No. mode RFS mode Test conditions Criteria Performance min
5/25177 DL threshald  RF-1-2 000300  4543-17 8-band DL frequency: -158.0+ 1.0dBm -157.8 dBm 15
one-way 2294998880 MHz
10 Hz, 2 BLo
$/25/77 DL thesshold RF-1-3 000300 §760-17  Sband DL frequency.  -158.0% 1 .0dBm —158.0dBm a8
onRe-way 2254 098880 MHz
18 Hz, 2 BLo
5725177 DL threshold  RF-14 002300 4553-17 S-band DL frequency: ~158.0% 1.0dBm -158.8dBm 18
two-way 2296.481460 MHz
10 Hz, 2 BLo
5125177 DL threshold  RF-1-3 002300 6773-17 S-band DL frequency: -158.0 £ 1.0dBm -158.2 dBm 33
two-way 2296.481460 MHz
13 Hz, 2 Blo
5/25477 UL recerver RF-2-1 Q02340 45813-17 S-band UL freguency: €-152.0dBm ~152.0dBm - 28
threshold 2114676672 MHz
5725§77 UL receiver RF-2-2 Q02300 453317 S-band UL frequency: €-152.0dBm -151.04Bm 55
thrashold 2114.676672 MHz
5125117 UL receiver RF-2-3 002300 4553-17 S-band UL frequency: #%~152.0 dBm =-154.2 dBm 11
threshold 2114676672 MHz
5f25177 UL receiver RF-24 002300 6773-17 S-band UL frequency: %~152.0 dBm =-153.5 dBm 16
threshold 2114.676672 MHz
3{25177 Command CM-1-1 112300 435317 S-band UL frequency: Proper subcartier 19
processing 2114.676872 MHz and bitsyne
UL carrier suppres- acquisition
sion: ~5.0 4B
Subcarrier offset:
0.0 Hz @144 dBm, OK
Br
+0.2 H@-144 dBm, oK
Pp
-0.2 Hz @ 144 dBm} OK
Pr
5/25/77  Command CM-12° 112360  6773-17  S-band UL frequency:  Proper subcarrier 38
PIOCEsSing 2114.676572 MUz and bit syne
acquisition
UL carrier suppres- Verification of
sion -5.04dB command
execution
SL_!bcarrier offset
0.0 Hz @ ~144 dBm, OK

Py

8Gee Table 4 for definition of terms used.
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Table 3 (contd)

Test ~ DSN s/c . Time,
Date Test Title No. mode RFS mode Test conditions Criteria Performance min

51251717 Command +0.2 Hz @ -144 dBm, OK .
processing Py
(contd) -0.2 Hz @ ~144 dBm, OK

Pr

51251717 Telemetry TM-1-4 002311 4533-17 S-band UL frequency: Mo unexpected None 8
spectrum 2114.676672 MHz radiation com- observed
ana:lyslis :md S-band DL frequency: zor:ients withi-n
3110 ulation 2296.481460 MHz 0 dB of carrier
index

TLM bit rate: 7.2 kbps
Subcarrier frequency:
360 kHz

5/25f17 Telemetry TM-1-10 002311 4533-17 S-band UL frequency: No unexpected None 10
spectrum 2114.676672 MHz radiation com- observed
anacl]ysils fmd S-band DL frequency: zonentsfwnthm
{no ulation 2296.481460 MHz 0 dB of carrier
index

TLM bit rate. 1200 bps
Subcarrier frequency:
22.5kHz

5125777 Telemetry TM-2-10 002311 4533-117 S-band DL signal level: Ability to MCD SNR: 16
petformance . -141.0 dBm process 4.144 dB
verification TLM but rate. 1200 bps SSA SNR:
test coded 1.64 dB

STbh/No=5.0dB
Subcarrier frequency:
22.5kHz |

5125117 Telemetry TM-2-13 (02311 4533-117 S-band DL signal level: Abihty to MCD SNR: 40
performance -131.0dBm process 8.795dB
verifieation TLM bit rate: 7.2 kbps SSA SNR.
test coded 5.45 dB

STb/No=8.04dB
Subcarrier frequency:
360 kHz .

5/25]77 Telemetry TM-2-14 002311 4533-17 S-band DL signal level Ability to MCD SNR: 12
performance -141.0 dBm piocess 3.992 dB
verification TLM bit rate: 1280 bps SSA SNR
test coded 1.81 dB

SThiNo =5.0dB
Subcarrier frequency:
22.5 kHz

5125/17 Telemetry TM-2-15 002311 4533-17 S-band DL signal level: Ability to MCD SNR: 40
performance * =146.3 dBm process 4.044 dB
::;:ﬁca“"“ FLM bit rate: 80 bps SSA SNR:

coded 149 dB
STh/No=6.0dB
Subcarrier: 22.5 kHz
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Table 4. Definition of terms for Tables 1, 2, and 3

BER
BIT RATE

bitsfs
Blo

CPA
CMF

CrA 21

dB

dBm

DL

DSN modse

FD3S
IPL
MCD
MDA
MDS

8/C RFS Mode

SDA

SER

SNR

5P%

SSA

SSF

STb/No
SYMBOL RATE

8D

THS

TDL

TiM

TPA

™WT

UL

Uplink Doppler
Uplink Offset

uso
veo

bit esror rate

clock frequency of the telemetry bit
information

bits-per second

two-sidéd receiver loop noise bandwidth
at threshold

Command Pracasser Assembly
Communications Monitor and Formatting
Assembly

The Deep Space Network Ground Station
Compaiibility Test Azer at JFL

decibel

decibel referenced to one milliwatt

RF downlink signal

The Deep Space Network Ground Station
operational configuration

Spacecraft Flight Data Subsystem

Jet Propuision Laboratory

Maximum Likelihood Convolutional Decoder
Metric Daia Assembly

Spacecraft Modulation/Demodulation
Subsystem

The DSN-MARXK I Data Subsystems
Implemeniation Project

noise spectral density

Power in RF carner

Power total

Phanetary Ranging Assembly
Problem/Failure Report

Rangitlg Demodulator Assembly

raio frequency

Spacecraft Radio Frequency Subsystem
range unit

Spacecraft Assembly Facility (JPL
Building 179)

The Spacecraft Radio Frequency Subsystem
operational configuration

Subcarrier Demodulator Assembly
symbol error rate

signal-to-noise ratic

symbols per second

Symbul Synchronizer Assembly

Space Shnulator Facihity {JPL Building 150)
signal-to-noise spectral density ratio

clock frequency of the telemetry symbol
informatidn

o be determined

to be supplied

Telemetry Development Laboratory
felemetyy

Telemetry Processor Assembly

Traveling Wave Tube Amplifier

RF upiink signal

ramp rate of uplink RF carrier frequency
uplink RF carrier frequency displacement
relative to the spacecraft receiver rest
frequency

ultra stable oscillator

voltage controlled oscillator
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N77-31191

Viking Extended Mission Support

T.W. Howe
Deep Space Network Operations

D. J. Mudgway
TRA Mission Suppert

This report covers the period 1 March 1977 through 30 April 1977 and includes DSN
Mark III Data System (MDS) testing, status of Viking-related tracking and command
support as well as the status of the Viking DSN Discrepancy Reporting System. The DSN
Operations support of Viking events and Radio Science activities are also discussed,
Current progress on the major new reconfiguration of the Network is presented in the
context of support for the Viking Extended Mission.

l. Viking Operations

A. Status

As of 30 April 1977, all four Viking spacecrafts continued
to perform their assigned tasks. Lander 2 was sent a final set of
commands on 14 April for its automatic survival mission. This
automatic function will continue to operate for the next six
months, providing information about the Martian weather,
quakes, soil analysis, and photos. The data will be relayed to
Earth via Viking Orbiter 2 (VO-2) every week and a half, The
temperature at the Lander 2 location has reached the frost
pownt of carbon dioxide but no frost has been seen in
Lander 2°s photos. Lander 1 remains actively controlled from
the Earth with data being received by both direct and relay
links. ’

Both Viking Orbiters continue photography and tempera-
ture and water vapor mapping of Mars, most of which is now
cloudy and dusty. Every two weeks VO-1 comes within photo

range of Phobos. A close encounter with Phobos will occur
during the last part of May.

B. Maneuvers

Two Mars Orbit Trim (MOT) maneuvers were performed on
each of the Viking Orbiters during this reporting period..VO-2
MOT-9 occurred on 2 March 1977, with a burn time of just
under 10 seconds. DSS 14 was prime for this maneuver. How-
ever, -much of the maneuver was performed in the blind. The
station lost lock when .the switch from high-gain antenna to
low-gain antenna took place, and because of the proximity to
periapsis and high doppler rates, the station could not
reacquire until shortly, before Earth occultation. Lock was
achieved with enough time to establish that readings were
nomunal and that a “no-go” command was not required.

VO-1 MOT-13 took place on 11 March 1977, with a motor

burn lasting 49 seconds. Both DSS 63 and DSS 14 supported
the prebum positioning of the spacecraft for the maneuver.
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DSS i4 sent the “go” cormumand and completed the motor
burn and spacecraft unwind activities. MOT-13 was nominal.

VO-1 MOT-14 occurred on 24 March 1977 with a motor
burn duration of 9 seconds, resulting in a change of orbit
period to 23.5 howrs. The entire maneuver was conducted in
the blind. DSS42 supported the maneuver, and since the
spacecraft was operating on the low-gain antenna, telemetry
data was below the threshold of this station. Playback of the
maneuver data took place following the return to the high-gdin
antenna and during the DSS 63 view period. All MOT param-
eters were pominal.

The final MOT of this reporting pericd took place on 18
April 1977 during the DSS 43 view period. VO-2 MOT-10 was
accomplished on the spacecraft high-gain antenna at bum
attitude. DS8543 used receiver number4 configured for
X-band to measure the difference in downlink signal levels
between VO-1 and V0.2, Link performance was normal
throughout the maneuver, Later analysis by the Viking Flight
Path Analysis Group determined that MOT-10 was a 5 sigma
mansuver and resulted in an orbit perfod error of 32 seconds.

C. Radio Science

Viking Radio Science activities continued at a brisk pace
during this reporting period. Six different types of activities
were supported.

1. Occultation, VO-2 occultations continved during the
entire reporting period. VO-1 occultations resumed on 22
March 1977 and continued during the remainder of the period.
It was noted by the Radio Science Team that Earth occulta-
tion coverage was very sparse. The causes of this poor coverage
were conflicts in DSS coverage, orbiter maneuvers, lander
direct links, Voyager ranging passes, etc.

2. Long/short baseline ranging for Voyager. This experi-

ment was conducted for the Voyager Project using the Viking
Orbiter spacecrafts on seven occasions during March and April,
The experiment called for near simultanecus ranging at 8- and
Xband frequencies using up to three separate DSN stations.

3. Solar Wind Experiment, This experiment took place on
7 April 1977 during a DSS 43/14 overlap. The experiment
compared the & and X-band doppler perturbations caused by
solar winds on the downliink signals from V(Q-2. It was similar
to the experiment conducted during May 1976 and used four
doppler streams, two 8- and two X-band, at a sample rate of
cne per second for the entire 4.5-hour overlap,

4. Viking/Quasar VLBI Experiment. The VLBI experiment
was completed four times during Maich and April. The basic
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purpose of this experiment is to determine the position of
Mars relative to the quasar reference frame.

5. Lander and Orbifer nearsimultanecus ranging. This test
is used primarily to calibrate for ranging group delay due to
interplafietary and ionospheric plasma. The Orbiter 8- and
X-band ranging can be used to measure the total electron
content in the beam between the spacecraft and the station,
and these calibrations are extrapolated back to the Lander
ranging measurement fime to get a more accurate Lander
measurement. This experiment was conducted five fimes
during March.

" 6. Voyager dedicated demonstration day. This experiment
used DSS%s 14 and 43 on 13 and 14 April 1977 to determine
the effect of the 64-meter antenna subreflector movement on
range measurerpents. It also involved neai-simulianeous
ranging between D8S 11, 14, 47; and 43.

D. Orbiter Visual imaging Science

The first 16 kbps from either Viking Orbiter since Mars
Orbit Insertion of V(0.1 took place on March 26 and 28, The
telemetry SNR averaged between 1.8 and 1.0 dB, with the
lowest SNR influenced by icing conditions on the DSS
antenna. On 28 March, both Orbiters played ‘back 16 kbps,
with VO-1 SMNR about 2dB with the spacecralt ianging
channel on and V(-2 SNR about 3dB with the ranging
channel off. The bit error tolerance on VO-1 was set to five
bits in order to permit ground processing of the data.

Il. Network Support

Table 1 continues the Hsting of DSN traclang suppert for
Viking reported in the last article of this series. It can be seen
that the total number of passes and hours tracked has
decreased from the last report. This is due in part to the fact
that DSS 14 was taken out of operation on 16 April for the
MDS reconfiguration. DSS 12 has taken up some of this slack
by supporting 24 Viking passes during Apnl. During the first
three months of this calendar year DSS 12 had supported only
five passes.

Table 2 lists the total number of commands transmitted for
Viking during 1977. Table 3 shows the Discrepancy Report
(DR) status for 1977. The total number of new DR’s has
decreased during this reporting period while the total of closed
DR’s has increased significantly.

The DSN Post-Track Repori was eliminated on 1 March
1977. This report summarized pertinent data and events which
occwered during a DSS tracking period. The report was trans-
mitted to JPL and the Viking Project at the conclusion of each
tracking period and was used by cognizani personnel at JPL as



the official source for data used to generate quickdook
reports, post-track performance, data analysis and data valida-
tion functions. The requirement was to transmit this report
within three hours of the end of track. Since teletype report-
- ing and data transmission has decreased in the past few years,
many of the DSS’s do not have qualified telstype operators on
duty throughout the week. This made it difficult for them to
comply with the three-hour reporting requirement.

A new system is presently in use in which the information
formally reported in the Post-Track Report is now reported by
voice by the DSS to the Network Operations Controller at the
conclusion of each pass. This information is logged and then
made available for Project use.

Ill. Mark lll Data Subsystem Testing

As indicated in the last report, DSS 12 had completed its
Viking MDS test schedule and had been placed under configu-
ration control, DSS 62 had completed the OVT portion of the
schedule and was about to begin the remainder of the
program. DSS 44 had not completed the MDS implementation
and had not yet begun the test program.

During this reporting period, both DSS 62 and DSS 44
completed the Viking tests and are.now under configuration
conirol. A brief description of the tests conducted dunng
March and April and the results are as follows:

A. DSS 62

1. Demonstration pass — 6 March 1977. This pass was a
complete success. No problems were encountered. Key items
accomplished during the pass were processing of VO-1 engi-
neering data, transmission of a test command, processing of
monitor data, and radio metric data.

2. Demonstration pass - 17 March 1977. Although many
minor operational problems occurred during thus pass, all iterns
of the sequence of events were successfully completed. DSS 62
was placed under configuration control following this pass.

3. System Interface Test — 20 March 1977. This test was
successful with all test objectives completed. A problem in the
interface between the simulation center and the simulation
conversion assembly at DSS-62 caused a delay of approxi-
mately five hours in the telemetry portion of the test. Follow-
ing the location of a faulty communications buffer and its
replacement, sufficient time remained to complete the tele-
metry test. This was the final DSS 62 Viking MDS test.

B. DSS 44

1. Operational Verification Test — 6 March 1977. This was
the first DSS 44 OVT and considered a success. Two anomalies

occurred but did not affect the final outcome of the test.
Engineering data was not received at JPL throughout the fest,
and monitor data would halt approximately every five
minutes, This latter problem was created when both Telemetry
Processor Assemblies were interfaced simultanecusly with the
Digital Instrumentation Subsystem Computer.

2. Operational Verification Test — 10 March 1977, This
test was a complete success. All items of the SOE were
completed. This was the final OVT for DSS 44.

3. System Interface Test — 18 March 1977. The test was
classified as a success. All items of the sequence were comn-
pleted. An interface problem between the high-speed data line
and the input to the DSS simulation conversion assernbly,
which caused block errors, persisted throughout the test. In
spite of this problem the acceptance criteria of five minutes of
good data for each data rate and mode was met. No retest was
required.

4. Demonstration pass — 24 March 1977. This first
demonstration pass for DSS 44 was successful with all items
completed. The same test criteria used previously at DS8’s 12
and 62 were repeated for this test.

5. Demonstration pass — 30 March 1977. The second
demonstration pass for DSS 44 was again successful. The MDA
was declared red prior to this pass but did not compromise the
test.

6. Demonstration pass — 20 April 1977. With one minor
exception, this final demonstration pass was successful. A
command bit verification failure occurred when the command
system went from Idle 1 to Idle 2. Following reinitialization of
the Command Processor Assembly, the problem did not
reoccur. DSS 44 was placed under configuration control.

C. bSS 14

DSS 14 began it’s MDS reconfiguration on 16 April 1977.
The Viking test program is scheduled to begin in the middie of

. June and will be reported on in the next article of this series.

IV. Implementation

Following the completion of the Viking Prime Mission on
15 November 1976 and the period of solar conjunction which
continued through mid-January 1977, the Deep Space Net-
work embarked on a major reconfiguration effort. This was
called the Mark III-DSN Data Subsystem (MDS) implementa-
tion task and involved all stations of the Network during
CY'77. It was carefully phased with the principal Flight
Project Support activity, and the launch of the new Voyager
Mission, as shown in the schedule in Fig. 1.

43



As the Viking Extended Mission increased in tempo follow-
ing the solar conjunction period, important relativity experi-
ments were conducted with DSS 14, 42 and 63 (Ref. 1, 2)
while the MDS implementation activity got under way with
DSS 12, 44 and 62. As each of these stations was withdrawn in
turn from Viking Extended Mission Support, the MDS recon-
figuration was accomplished, and the station was returned to
operational support following an appropriate period of testing
and crew retraining.

+Some delays were ‘experienced on .the .first station
(DSS12), due to unforeseen technical problems, but the time
was made up on the other 26-meter stations, which were
completed on schedule. By early April, these stations had been
placed under configuration control and were supporting flight
operations, and DSS 14, the first 64-meter station, was taken
down for its reconfiguration.

It was planned to take advantage of the DSS 14 downtime
for the MDS reconfiguration to carry out a number of rather
long, overdue modifications and upgrades in the following
areas:

(1) Relocation of microwave tricone equipment, and modi-
fications to the XRO feed cone.

(2) Rehabilitation and upgrade of the main electrical
power system,

(3) Modification and improvements to the hydrostatic
pump equipment.

(4) Improvements to the water cooling and tieatmént
plant.

(5) Transmitter crowbar modifications and maser bypass.

_Together with the MDS related tasks, this represented a
substantial effort, and a special manager was assigned for the
Project to coordinate and manage the resources necessary to
accomplish this job on schedule. Some 87 individual modifica-
tion Kits were provided to the station and installed-during the
months of April and May.

The test schedule which followed the implementaiion phase
is shown in Fig. 2. This allowed completion of the reconfigura-
tion by 15 June, at which point the Viking Extended Mission
Ground Data System Schedule became effective, as shown in
Fig. 3.

Following a Test Readiitess Review on 6 June, the tests
shown in Fig. 3, were commenced, culminating in demonstra-
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tion passés a;'!'d the return of DSS 14 to operatignal status on
8 August.

V. Reconfiguration and Capabilities'

The MDS modification cbn§ists of the installation of mini-
computer and ancillary assemblies which replace andfor
augment existing station equipments. Each minicomputer
assembly consists of a Modcomp minicomputer and associated
penpheral and interfacing equipment. The primary mini-
computer assemblies to be installed at each station are as
follows:

(1) Telemetry Processor Assembly — replaces and expands
telemetry functions of existing Telemetry and Com-
mand Processor and Data Demodulator Assembly.

(2) Command Processor Assembly — replaces command
functions of existing Telemetry and Command
Processor.

(3} Communications Monitor and Formatter — functions
as part of Ground Communications Facility to provide
for high-speed data communications between the Mis-
sion-Control and Computing Center and MDS minicom-
puter assemblies. Also provides centralized data report-
ing and data formatting.

(4) Metric Data Assembly — a new assembly which a§sumes
and expands the tracking data acquisition and process-
ing functions previously performed by the Tracking
Data Handling Subsystem.and the Digital Instrumenta-
tion Subsystem.

The ancillary assemblies provide functions and services
necessitated by the installation of the minicomputer assemn-
blies. The ancillary assemblies and their basic functions are as
follows:

(1) DIS MK IIT Interface Assembly — functions to provide
a communications interface between minicomputer
assemblies, providing data switching and routing func-
tions via Star Switch Controller units.

{2) Time Format Assembly — provides basic timing inputs
{GMT and interrupts) to the minicomputer assemblies.

(3) Data Systems Terminal — functions to provide central-
ized operator control and display for the minicomputer
assemblies within a DSS. .

The essential elements of the new MDS configuration as it

will be used to support the Viking Extended Mission is shown
in Fig. 4, for 64-meter and 26-meter conjoint stations,



VI. Network Configurations for Viking
Extended Mission

The capabilities provided to the Viking Extended Mission
by this configuration were the same as that prowided for the
Prime Mission, with.exceptions as follows: -

A. 26-Meter Stations

l.lTelemetry' Subsystem. Sumultaneously processes twc;
subcarriers at 8-1/3 bps uncoded and up to 2000 bps block-
coded.

Changes: Telemetry Processing Assembly now replaces
Telemetry and Command Processor and handles one low
rate uncoded and one medium-rate block-coded stream per
Telemetry Processing Assembly. Internal bit sync pre-
viously provided internal up to the Telemetry and Com-
mand Processor; this is now provided externally by the
Symbol Synchronizing Assembly, one for each stream,
coded or uncoded. The Digital Original Data Record is now
provided by the Communications Monitor and Formatter
Assembly, with the temporary Original Data Record being
written by the Telemetry .Processing Assembly for the
recovery of data to the Digital Original Data Record.

2. Command Subsystem. Single channel PSK, 8 symbols/
sec, Manchester-coded for Orbiter, with provision for manual
entry.

Changes: Command subsystemn Incorporates” additional
functions of symbol-by-symbol command confirmation and
Viking bit inversion to conform to industry standard. Provi-
sion for use of prepunched Mylar tapes is deleted.

-

3. Monitor and Control Subsystem, Local display and
transmussion to NOCC of station configuration, status and
performance data. Existing monitor formats will continue to
be available to cover the unmodified stations, with interfaces
to Network Operations Control Center and Viking Mission
Control and Computing Center remaining unchanged.

Changes: Spectal Viking high-speed data blocks for Viking
Mission Control and Computing Center will be provided,
and all 26-meter Deep Space Stations will be provided with
Station Monitor Consoles, prior to the MDS reconfigura-
tion.

4. Tracking Subsystem, Single channel, S-band doppler at
all 26-meter stations with S-band ranging using planetary rang-
ing assembly at DSS 12. Ranging is shared at Stations 42, 43
and 61, 63.

Changes: Metric Data Assembly now replaces Tracking Data
Handling Subsystem with a temporary Original” Data
Record storing tadio metric data at the highest sample rate,
10 samplesfsec for subsequent retrieval. All text predicis
are now trapsmitted to the Digital Instrumentation Sub-
system for printing on line printer assembly. All predicts
are transmitted to the Metric Data Assembly for transfer via
the star "switch controller to the Digital Instrumentation
Subsystemn for punching the Antenna Pointing’Subsystem
drive tape. T )

5. Test and Trining Subsystem. ‘High-speed simulation
data from the Network Operations Control Center ot Viking
Mission Control and Computing Center will be reciived at the
station by the Communications Monitor and Formatter
Assembly, and routed directly to the Simulation Conversion
Assembly, without passing through the star switch controller.
The addition of convolution coding hardware and a MIS
software module does not change existing Viking capability.

6. Voice and High Speed Data Subsystems. Provides one
7200-bps high speed line, and one voice line per station.

B. 64-Meter Stations

1. Telemetry Subsystem. Simultaneously processes two
low-rate (33-1/3 bps) uncoded and two high-rate (16 kbps)
block-coded subcarriers.

Changes: Total number of simultaneous data sireams is
reduced from six to four as described above. Telemetry
Processing Assembly now replaces Telemetry and Com-
mand Processor Assembly, and each Telemetry Processing
Assembly will handle one low-rate and one high-rate data
channel in association with a Block Decoder Assembly-for
decoding the coded channel. Internal bit sync previously
provided by the Telemetry and Command Processor Assem-
bly has been replaced by the Symbol Synchromizer Assem-
bly, one for each data stream. The low- and medium-rate
Digital Original Data Record resides in the Communications
Monitor and Formatter Assembly with a temporary Ori-
ginal Data Record being written by the Telemetry Process-
ing Assembly for recovery of data to the Digital* Original
Data Record.

The high-rate Digital Original Data Record is written and
recalled by the Telemetiy Processing Assembly as a separate
function. -

2. Command Subsystem. Dual-channel PSK (8 symbols/
sec) Manchester-coded for Orbiters to either Block HI or
Block IV exciters with provision for automatic or manual
entry. The punched Mylar tape command capability is deleted.
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Changes: DSS Command Subsystem incorporates additional
functions of symbol-by-symbol command confirmation and
Viking bit inversion to conform to industry standards.
Functions formerly accomplished by the Telemetry and
Command Processor Assembly are now carried on by-the
Command Processor Assembly, with a femporary Original
Data Record providing data retrieval for the Digital Original
Data Record running in the Communications Monitor and
Formatter Assembly. ’

3. Tracking Subsystem. Two S-band doppler channels or
one S-band and one X-band channel are provided. Simulta-
neously, two S-band or one S-band and one X-band ranging
channel using the planetary ranging assembly are available.

Changes: Metric data assembly now replaces Tracking Data |

Handling Subsystem, with a temporary Original Data
Record storing radio metric data at the highest sample, 10
samplesfsec for subsequent retrieval. All text predicts are
now transmitted to the DSS Monitor and Control Sub-
system line printer assembly.

All binary predicis are transmitted to the Meiric Data
Assembly for transfer via the star switch coniroller to the
Digital Instrumentation Subsystem for punching the
Antenna Pointing Subsystem drive tape. A Meteorological
Monitor Assembly, contained in the Technical Facility Sub-
system, will transmit ground weather and ionospheric data
via high-speed data circuits to the Network Operations
Control Center.

4. Monitor and Conirol Subsystem. Local display and
transmission to Network Operations Control Center of Deep
Space Station configuration status and performance data.
Existing monitor formats will continue to be available to cover
the unmodified stations, with interfaces to Network Opera-
tions Control Center and Viking Mission Control and Comput-
ing Center remaining unchanged.

Changes: Special Viking high-speed blocks for Viking Mis-
sion Control and Computing Center will be provided and ali
64-meter stations will continue to use SMC IIA, Station
Monitor Consoles.

5. Ground Communications Facility Voice and High-Speed
Data Subsystems. Provides one 7200-bps high-speed data line,
one voice line per station, and one 56 kbps wideband data line
per 64-m station.
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6. Test and Training Subsystem. High-speed simulation
data from Network Operations Control Center or Viking Mis-
sion Controi and Computing Center will be received at the
stations and routed directly to the Simulation Conversion
Assémbly via a communications buffer without passing
through the star switch controller. The addition of convolu-
tion coding hardware and a Voyager software module does not
change existing Viking capability. Wideband simulation data is
routed directly to the Simulation Conversion Assembly as in
the Prime Mission configuration. )

C. Conjoint Stations

The functional design for DSS 42 and 61 conjoint stations
following the reconfiguration provides all the characteristics
described above for DSS 11, 12, 44, and 62 with the following
exceptions:

(1) A second Symbol Synchronizer Assembly permits
simultaneous processing of one low-rate and one
medium-rate Viking data stream to the Telemetry
Processing Assembly, thereby retaining the simul-
taneous four-stream capability in the conjoint 64-meter
wing.

{2) Timing and test and training services are shared with
the conjoint 64-meter stations.

(3) Ranging is shared with the conjoint 64-meter stations.

{4) Star switch controller and Communications Monitor
and Formatter, shared with the conjoint 64-meter sta-
tions, provide combined capability for two high-speed
data channels to the Complex.

Vil. Future Plans

The DSN plans to continue the MDS reconfiguration
around the Network as shown if-the schedules in-Fig. 1 and 3,

- with DSS 42/43 and DSS 61/63, following in order after DSS

14. The Viking Extended Mission Operations have been inte-
grated with the Ground Data System schedule of Fig. 3, in
such a way as to minimmze the impact to the Mission data
return as a result of the reconfipuration described above,
Subsequent reports will describe the implementation and test

activity as this work proceeds.
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Table 1. VEM iracking support 1977

EBSS Jfan Feb Mar Apr
Tracks Hours Tracks Hours Tracks Hours Tracks Hours

11 23 135 22 142 10 100.12 17 118:00
12 4 11 1 & - - 24 175:59
14 52 341 35 392 50 368 35, 20 176 21
42 21 247 - 25 226 58 453:24 17 138:36
43 68 721 62 627 - - 63 603:21
44 - -0- 7 7 02 1 3:36
61 33 261 28 227 12 72:07 40 317:45
&2 { 2 7 4 22:25 9 55:10
63 38 327 28 202 66 525-53 15 78:01
Total 241 2043 228 1830 207 1549-38 206 1667:09

Table 3. DSN VEM discrepancy reports

Table 2. VEM commands ransmitted DsS Jan Feb Mar Apr

Open Closed Open Closed Open Closed Open Closed

Dss Jan Feb Mar Apr

1 4 3 4 4§ 3
1 1521 1394 1027 117 1 . )
12 o 0- a 1314 14 14 2 31 18 4 3 3 9
12 769 1404 1206 274 o L. s ; ;
42 2072 953 1778 § 43 1 131 10 12 9 11
43 919 2523 0 2094 it ) )
44 i 0- 2 1 61 i 9 1 ¢ 3 1
61 505 1116 1328 1925 o e 1 2 2
62 0 0 ! 1991 63 1 4 7 3 18 6
63 793 472 2039 381 Other® 4 3 3 s 2 10 4 7
Total 6681 7862 7981 ¢ 6180 Total 38 32 38 62 12 93 24 43

308N, NDPA, NOCA
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- This article reports on activities of the Network Operations organization n support of
the Helios Project from 15 April through 15 June 1977.

I. Introduction -

This article is the sixteenth in a continuing series of reports
that discuss Deep Space Network support of Helios Mission
Operations. Included in this article is information concerning

Helios-2’s superior conjunction period, Faraday rotation
experimentation dunng solar conjunction, updated Mark III”

data system status, and other Mission-oriented activities.

I

Il. Mission Operations and Status .

The Helios-1 spacecraft has continued in a normal manner
during this period with no significant events 6ccurring. Be-
cause of the distance and position of Helios-1 .at this time,
STDN cross-support at Goldstone has been discontinued. The

last STDN pass of this series-was conducted on 10 May 1977, .

and no further coverage of this type will be attempted until
October 1977, when conditions will again be favorable.

On 10 May 1977 the Helios-2 spacecraft entered the longest
superior conjunction period of its entire Helios Mission. This
period will last until 18 October 1977. Helios-2 passed inside
the 3-degree Sun-Earth-probe (SEP) angle zone on 20 May
1977 and entered a blackout pertod on 2 June 1977. This

52

blackout will last until 26 June 1977, when tracking coverage

" will resume: Because of the length of this solar conjunction

H

period, considerable scientific interest has arisen for DSN
tracking coverage during this trme. More detail on the specific

. experiments being conducted while Helios-2 is in this phase of

its mission will be discussed later in this article.

Prior to entering superior conjunction, Helos-2 passed
through its third penhelion on 23 April 1977 (Ref. 1). The
specific detail of thus perthelion was that the spacecraft -was
149.93 km from Earth, 43.48 km from the Sun, was traveling
at a velocity of 68.6368 kmy/fs, and had a communications
round-trip-hight-time (RTLT)-of 16 minutes 40.36 seconds.
This perihelion period was supported by DSS 63 in Spain with
a bit rate of 2048 bits per second (bps) in Format 1, and data
mode 0. In general, all subsystems-and experiments functioned

propetly.

" One anomaly occurred during this period, which affected
Experiments 1, 2, 3, and 10 on board the Helios-2 spacecraft
on 17 May 1977 over DSS 63. The regulator output voltage
dropped from 28 volts to 24 voits, Experiment 10 sensor “A”
current increased from 105.6 to 170 mA, and Experiment 1
sensor “A” current rose from 1.34 to 2.2 mA (soft linut) and



4.3 mA (hard limit). Subsequent data showed further break-
down of regulator cutput voltage. It has not been determined
what happened, because data received dunng this time were ex-
tremely noisy. It is suspected that a regulator or double
regulator switch occurred,” which was expenenced a few
months ago with Helios-1. Over DSS 43 Experlments 1,2,and
3 were reconfigured with no problems, but Experiment 10 was
left off until further troul;}ésl}‘(jofing could be cbnducted.

OveralI tracking time for both Helios spacecraft is shOWn in
Table 1

Periods of high sc1em1ﬁc mterest for Helios-1 and —2 are
listed below:

(1) 20 May — 5 June: Helios2 to be inside the 3-degree
zone of-superior conjunction. Facilities to measure
the Faraday rotation and the signal bandwidth are
requested as frequently as possiblé. Normal coverage
requested for Helios-1.

(2) 6 June — 21 June: Helios-2 to be in solar occultation.
No coverage for Helios-2 requested. Normal coverage
requested for Helios-1.

(3) 22 June — 18 July. Helos-2 to be wnside the 3-degree
zone of superior conjunction. Facilities to measure
the Faraday rotation and the signal bandwidth are

requested as frequently as.possible. Normal coverage.

requested for Helios-1. -
{4) 18 July: Aphelion of Helios-1.
(5) 25 July: Aphelion of Helios-2.

(6) 30 September — 11 October: Hehos-2 to be mside the
3-degree zone of superior conjunction. For require-
ments, see (1), above.

(7) 8 October — 15 October: Hehos-1 to be mside the
3-degree zone of superior conjunction. Facilities to
measure the Faraday rotation and the signal band-
width are requested as frequently as possible. Normal
coverage requesied for Helios-2.

(8) 9 October — 2 November: Helios-1 to be m its per1-
helion phase {R 0.4 AU solar distance). This will be
the most scientifically interesting of the current orbit
phases of Hehos-1. Adequate coverage is requested.

(9} 14 October — 7 November: Hehos-2 to be in its peri-
helion phase (R 0.4 AU). Maximum scientific-interest
orbit phase for Helios-2. Adequate coverage is re-
quested, especially during that period when both

spacecraft will be within 0 4 AU ie., from 14 Octo-
ber through 2 November.

(10) 8 — 11 October: "Sun-radial lineup of Helios-1 and
Helios-2. This Imeup will have a high scientific value
because it will happen in or close to the perihelion
phase when the dislance between the two spacecrafl is
less than 0.1 AU.

(11} 18 — 29 October: Long period of solar spiral lineup
Helios-1 and Helios-2. Scientifically it is 4 very inter-
esting period. As much coverage as possible forboth
spacecraft requested.

lll. Special Activities

A. Mark Ill Data System (MDS) Support of Helios

The 26-meter subnetwork; made up of stations 12 at Gold-
stone, California, 44 in Australia, and 62 in Spain, continues
to function in a nominal manner using the MDS in support of
Helios. The MDS’s performance has improved with the up-
dating of its software, which has made the system much more
reliable and more efficient. The latest updated software
packages were for the Metric Data Assembly (MDA), the

" Command Processor Assembly (CPA), and the Monitor and

Control Subsystem.

At this writing.the MDS implementation at DSS 14 (Gold-
stone) is continuing. Test and training will begin at DSS 14
during June. Helios will be involved in a combined projects
data flow test, to check out representative data rates and data
types from ail projects. Foliowing this test, Helios wall conduct
demonstration tracks in the same manner that was used for the
26-meter MDS stations. A report on these test and training
activities will be presented in the next article of this series.

B. Radio Science Activity

Scientific interest in the Helios-2 mission is very high at this
trme due to the current superior conjunction phase. One of the
major experiments being conducted is the Faraday Rotation
Experiment (Experiment 12). The experiment involves the
64-meter subnetwork and utilization of each station’s auto-
maiic polarizer and Meteorological Momtor Assembly (MMA).
At present only DSSs 43 (Australia) and 63 (Spain) are in-
volved. Station 14 (Goldstone) will become involved after it is
once again operational following MPS modification.

Significant rotation of the plane of polarization of the
received signal is observed to occur whenever the Helios-to-
Earth radio signal passes through the solar corona near supe-
rior conjunction. The large-scale variations m the polarization
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data arise most probably from the changing orientation of the

-solar corona as it rofates through the signal path. If the
polarities of the large-scale interplanetary magnetic field sector
structure can be mapped into the solar corona (thus fixing the
sign of the coronal magnetic field), the. most probable distribu-
tion of the product N-B (electron density X magnetic field) as
a function of heliographic longitude may be determined. This
effort is a continuation of the original Helios Experiment 12.
The 1977 superior conjunction will probably be the last
opportunity to observe this phenomenon with the spacecraft
line-of-sight relatively motionless for an extended period of
time.

) The data types desired by the experimenters are signal
polarization angle data, ellipticity data, and Faraday rotation

data. These data are sampled by the MMA and recorded on |

digital tape (refer to Fig. 1). This tape is first played back to
IPL in near-real-time, and: then is shipped, along with polari-
metry chart recordings, to the experimenter at JPL for analy-
sis. At this writing, the first data packages have just arrived at

JPL and no results are yet available. A future article in this
series will report the results of this experiment.

Radio Science Experimeniers are also conducting Solar
Wind Experiments (SWE). during this. superior .conjunction
period. These experiments involve remote sensing of the solar
wind velocity near the Sun. Data are gathered by simuita-
neously tracking a Helios-spacecraft at two widely separated
DSN stations .and recording doppler counts and (real-time-
generated) pseudoresiduals, from which the solar wind velocity
will be estimated. These measurements are scientifically im-
portant because they will allow extensive velocity measure-
ments throughout the solar wind acceleration region and will
be the first direct measurement of solar wind velocity very
close to the Sun, Because of Helios-2's long solar occultation,
observations in 1977 are unique and offer an important oppor-
tunity to thoroughly study this region of the solar atmosphere.
The desired coverage of the experimenters is listed in Table 2.
Results-of this experiment will be reported in a future article
in this series.
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Table 1. Helios tracking coverage

Number
Station of Tracking time,
Month Spacecraft type tracks * h.min
Helios 1 26 Meter 51 313.26
Apnl 64 Meter 9 62:03
Helios 2 26 Meter 50 377:39
64 Meter 23 162-11
Hehos 1 26 Meter 44 340:59
May 64 Meter 0 0
Hehos 2 26 Meter 36 143 22
64 Meter 37 215:47

Table 2. Requested coverage for solar wind expei’Iment

Spacecraft Period (1977 Coverage®

Helios 2 April 23 - November I At least 3 passes per week.
Passes not required when
Helios is too close to the
sun for tracking (approx.
June 19 = 10 days). With-
in 1° of sun 64-m antennas
(43/63) are requested.

Helios 1 April 23 - September 1 At least 1 pass per week,

Helios 1 September 2 - November 1 At least 2 passes per week.

F: PP - - -
Minimum of one hour of simultaneous coverage is desired for each
pass.
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Deep Space Network to Viking Orbiter Telecommunication
Link Effecis During 1976
Superior Conjunction
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Telecommunications Systems Section

Viking superior confunction occurred November 25, 1976 with an angular separation
between the sun and Mars of one-quarter degree. For three years prior to this date, the
Viking Project and the Deep Space Network had planned the spacecraft and ground sta-
tion activities and configuration during the three-month superior conjunction period.
This article describes, in a narrative and qualitetive manner, the planning for and the
observations made during Viking superior conjunction. These results are built upon
observations made during previous Mariner missions and will, in turn, be useful for the
next Viking conjunction and for future Mariner-class superior conjunction plannng.

I. Background

The end of the Viking pnmary mission was determined in
part by the onset of the superior conjunction. Superior con-
junction is the period of time when the spacecraft 15 nearly
behind the sun as seen from the deep space tracking stations
on the earth. Previous tracking expenence, on Manner Mars
1969, Mariner Mais 1971, Mariner Venus-Mercury 1973, had
demonstrated that significant communication link degradation
can occur whenever the angular separation of the spacecraft
and the sun, as seen from the tracking station, 15 small.

The minimum angular separation of the spacecraft and the
sun occurred on November 25, 1976 when the Viking space-
craft, in orbit around Mars for the Orbiters and on the surface
of Mars for the Landers, were 0.25 deg from the center of the
sun. For several hours, the spacecraft actually were occulted
behind the edge of the solar dis¢, and no uphnk or downlink

communications were possible. For about one month on either
side of November 25, the angular separation (called sun-earth-
probe angle) was less than 10 deg and significant perturbations
occurred 1n the downlink telemetry.

" This article discusses primarily four link quantities: uplink
carrier signal strength; downlink carder signal strength; signal-
to-nosse ratio for the Orbiter low-rate engineering telemetry
channel; and signal-to-nosse ratio (SNR) for the high-rate
science data channel. In addition, some mention is made of the
fow bit error rate and the high bit error rate, on the ‘basis of
counted bit errors in known frame synchronization words.

II. Viking Superior Conjunction Predictions

The Project required link predictions for planning the mis-
s1on activities. It was cntically amportant to know the latest
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time it was prudent to command the Orbiter prior to mini-
mum sun-gasth-probe angle. Tt was important to know the
dates when the hugh-rate channel should be switched to lower
data rates so as to maximize the tofal amount of scientific data
returned without undue risk of losing the datz entirely because
of the degraded link conditions.

The successive Mariner Projects and Viking each generated
superior conjunciion link predictions on the observed ex-
perience of the previous projects. The original Viking predic-
tions were made on the basis of observed degradation which
occurred during Mariner Mars 1969 and Mariner Mars 1971
superior conjunctions. As these Projects had available during
their supenor conjunciions only low-gain antennas, the only
data quantities for which degradation could be determined at
the receiving stations were S-band downlink carrier strength
and single-subcarrier 8-1/3-bitfsecond (bps) telemetry duta
signal-to-noise ratio.

The amount of degradation is known to be a function of (a)
the activity of the sun and (b) the angle between the ground
receiving antenna boresight and the sun. The Viking superior
comunction would occur dunng the mimmum level of the
11l-year solar actwvity cycle. However, observations during
previous conjunctions made it clear that day-to-day solar varia-
tions also had significant effects on the S-band communica.
tions links.

The major degradation factors are defined as {2} the ncise
temperature increase occurring at the Deep Space Station and
(b} spectral spreading or “scintillation.” The nowse temperature
increase is caused by the ground antenna sidelobes or main
beam pointing toward the solar disc. The S-band receiving
system noise temperafure was predicted to increase from a
normal of 20 o 25 kelvins at a 64-meter siation to several
thousand kelvins. In addition, for sun-sarth-probe angles of
less than about 2 degrees, large variations during the period of
a single station pass were predicted. These variations were due
to the “quadripod effect,” named for the fourlegged support
structure holding the antenna subreflector. This structure
creates asymmetries in the antenna patfern, primarily sidelobes
which cross the solar disc,

For most closed-loop operations, the dominating degrada-
tion factor is the spreading of the uplink and downlink signal
spectra from g line ic several tens of hertz for small sun-earth-
probe angles. The Viking observations did not separate these
two causes.

The Viking predictions appear in Figs. 1 and 2. Figure |
shows the predicted sun%arth-pmbe agle as 2 fnction of
calendar date late in 1976. The minimum angle was predicted
to be approximately one-quarter of a degree, with Mars
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actually being obscured from earth by the solar disc for about
half a day. Figure 2 shows the predicted degradation for the
Sband downlink carrder streagth and for the 8-1/3-bps single-
subcarrier telemetry uncoded signal-to-noise ratio, each predic-
tion- a function of calendar-date. The predictions are givén in
three curves. Curve A defines the predicted “peak-to-peak™
variation expected on either the downlink carrier level or the
signal-to-noise ratio during a given day’s pass. Curve B defines
the average degradation in the Sband downlink carrier level
(but excluding the peak-to-peak variation just mentioned),
Curve C similarly defines the average degradation of the low-
rate telemetry signal-to-noise ratio. The degradation curves are
based on Mariner Mars 1971 observed degradations as a fune-
tion of the sun-earth-probe angle, with these angles franslated
to Viking calendar dates by means of Fig. 1.

Hl. Mariner Venus-Mercuy 1973 Experience

The Mariner Venus-Mercury 1973 supedor conjunction
occurred at a time intermediary between the generation of the
Viking predictions and the flight mussion itself. This spacecraft
included several new features of interest to Viking. It had an
articolated high-gain antenna for the downlink, although the
uplink was received via a low-gain antenna. It also had an
experimental X-band trapsmuiter, of the same fype as would
be used on Viking. And it also had dual-subcarrer downlink
telemetry mode, with the high-rate channel coded, just as
Viking althongh with different bit sates. The minimum sun-
earth-probe angle of 1.66 deg occurred on June 5, 1974,

Figure 3 compares the previous superior conjunctions
with that predicted for Viking, as the Information was avail-
able in the autumn of 1974. Solar activity is defined, in
this figure, in terms of two quantities: sunspot number and
“Oitawa flux.” These quantities are predicted, observed, and
published. The “Ottawa flux” is measured at 2800 MHz at the
Ottawa (Canada) solar observatory. The units are watis per
square meter per herfz X 10722 | To indicate the variability
of sunspot number and Ottawa flux, the mean and standard
deviations for the day of minmmum sun-earth-probe angle are
given.

On the earBier Mariner Maxs 1971 mission, downlink
telemetry had been blacked out for 20 days. In contrast, on
Manner Venus-Mercury 1973, S-band single-subcarder teleme-
try was received throughout the conjunction penod, although
the bit error rate increased as the sun-earth-probe angle de-
creased. The difference between these two missions is attrib-
uted to twe factors: the larger mmaimum sun-earth-probe
angle; and the use of the high-gain antenna for the Mariner
Venus-Mercury 1973,



Mariner Venus-Mercury observation data appear m Fig. 4.
On this mission the superior conjunction caused a relatively
slight degradation in the observed S-band dowalink signal level
and a somewhat greater degradation in the 33-1/3-bps signal-
to-noise ratio. Comparing these degradations with those pre-
dicted for Viking showed (a) considerably smaller S-band
carrier degradation than predicted for Viking, and (b) very
nearly the same low-rate signal-to-noise degradation as pre-
dicted for Viking.

The Viking Project had great interest in being able to pre-
dict the degradation of block-coded high-rate data because the
Orbiters would be accumulating scientific data right up to the
end of the primary mission, limited only by the predicted solar
effects of superior conjunction. There was no good theoretical
basis for rationalizing whether high-rate coded data should be
degraded more or less compared with low-rate uncoded data.
A limjted amount of Mariner Venus-Mercury dual-subcarrier
operation occurred, down to a sun-earth-probe angle of 3.2
deg. This, by coincidence, corresponded to a time in the
Viking mission 10 days before minimum sun-earth-probe angle
and equal to the defined end of the Viking primary mission,
which-was November 15, 1976. Analysis of the Mariner Venus-
Mercury 7350-bps block-coded data showed a2 mean degrada-
tion of 1.7 dB from the predicted signal-to-noise ratio of

*5.3 dB. The standard deviation, indicating the amount of scat-

ter on the data, was 1.1 dB. User comments on data quality
were that the quality was poor and very noisy, even though
the observed signal-to-noise ratio of 3.6 dB compares favorably
with the “threshold” value of 3.0 dB assumed for Viking
planning.

Noting briefly the radiometric data, the S-band doppler was
too noisy to be.usable for orbit determination on Mariner Mars
1969 and Mariner Mars 1971. The Manner Venus-Mercury
1973 two-way Sband doppler and S-band ranging was usable
through conjunction, although the noise level did increase. As
for the X-band downlink, which provided a radio-frequency
carrier for doppler tracking and ranging modulation modulated
on the carrier, these radiometric quantities were too noisy to
be of use on Mariner Venus-Mercury 1973.

The Mariner Venus-Mercury observations and their impli-
cations to Viking were presented at a meeting of the Viking
Telecommunications Working Group on September 24, 1974.
These observations proved (for the first time) that downlink
telemetry data can be maintained to a sun-earth-probe angle of
1.6 deg and that high-rate coded datacan be maintained to a
sun-earth-probe angle of 3.2 deg. The predicted outlook for
the Viking primary mission was good.

IV. Viking Orbiter Telecommunications
Observations During Superior
Conjunction

For the Viking superior conjunction, the spacecraft and
network were configured as follows:

)] Orbiter ranging channel “ON.”
. (2) Orbiter X-band transmitter “ON.”

(3) Downlink in “cruise” mode (single-subcarrier} at
8-1/3-bps.

(4) High-gain antenna pointing updated frequently enough
to fimit pointing error to less than 0.5 deg.

(5) Ground transmitter power level 50 kW for overseas
stations and 100 kW for DSS 14 for the 64-m stations.

(6) Deep Space Station personnel to mclude 1n the post-
track teletype report hourly readings of S-band and
X-band system noise temperature.

Within one month of November 25, 1976, a set of “stan-
dard” predictions were used by the Telecommunications Unit
to assess link degradation. These neglected the slightly chang-
ing earth-to-Mars distance and the effects of station elevation
angle on system noise performance. The predictions included:

Uplink carper level {command -130 dBm (26-m station, 20 kK\V)
and ranging modulation (ON)

—117 dBm (64-m station, 50 kW)

S-band downlink carmer level -151.5 dBm (26-m stations)

(single subcariier,

ranging ON) -143.0 dBm (64-m stations)

X-band downlink carrier level -153.0 dBm (64-m stations, only)
Signal-to-noise ratio +20 dB (26-m stations, 8-1/3 bps)

+30 dB (64-m stations, 8-1/3 bps)

Following 1s a qualitative “snapshot” of link conditions
existing_ just before the total loss of downlink data. Included
are some. typical digital television displays of the link quan-
tities, generated in plot format by the Viking mission and test
computer. This “snapshot™ is for November 23, 1976, at the
start of the DSS 14 pass, when the sun-earth-probe angle was
about 0.7 deg. )

(1) Downlink S-band signal level. The two-way S-band
downlink was degraded as much as 5 to 10 dB durning
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some station passes. The one-way downlink was not
degraded more than 5 dB.

(2) Downlink X-band signal level. Degradation exceeded
20 dB in the two-way mode, with values of -170 to
~175 dB below 1 mW. The degradation was only about
2 dB in the one-way mode and fairly stable.

(3) Low-rate signal-to-noise ratio. This parameter was also
affected by the two-way or one-way operation, when
the sun-earth-probe angle was smaller than 2 deg. It
also varied considerably over long periods during 2
single station pass, possibly due to the quadripod
effect, causing an increase in system noise temperature.
The indicated signal-to-noise ratio, in the station
telemetry and command processor computer, was as
low as 2 to 3 dB at 64-m stations, sometimes, and as
high as 7 or 8 dB.

(&) Bit error rate for the low-rate data. Bit error rate was
quite variable, going from adlow of 6 X 10=3 to as high
as 4 X 10-2. Ths vanabiity is consistent with the
variability noted in the signal-to-noise ratio. The bit
error rate was significantly higher at 1-deg sun-earth-
probe angle than 1t had been at 2 deg.

(5) Uplink carner signal level. The average uplink carrier
level was degraded by 1 dB at the most. The scatter was
5 dB peak-to-peak at this tume, although scatter of as
much as 8 dB peak-to-peak had been noted at 2 deg
sun-earth-probe angle. These values are for 64-m sta-
tions, at 50 or 100 kW.

Computer-generated plots of these data are shown in Fig. 5,
where the link is not disturbed greatly by the sun. Figures 6
through 10 then can be compared with Fig. 5 to show the
increasing effects of superior conjunction on uplink and down-
link quantities.

Figure 6 begins to show the solar effects. This 15 a com-
posite of several digital television plots which have been com-
bined to show the simultaneous effects on (2) two downlink
receivers at DSS 14, (b) the low-rate signal-to-noise ratio,
(c) the high-rate signal-to-noise ratio, and {d) the uplink carrier
strength, as telemetered wia the low-rate channel. This figure
also shows Viking Orbiter 1 data, as did Fig. 5, but on Novem-
ber 10,1976 when the sun-earth-probe angle was slightly
larger than 4 deg. The top two plots in Fig. 6 show the
downlink carrier as received by the two Block IV receivers at
DSS 14 (Receivers 3 and 4). On this pass, Receiver 4 had
reasonably steady performance, although the scatter is larger
than the downlink carrier shown in Fig. 5, almost two months
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earlier. The “glitching” (upward vertical lines from the average
level) on Receiver 3 was not caused by solar effects, since the
same S-band downlink is not disturbed on Receiver 4. It was
necessary to use cross-checks of this type, when possible, to
eliminate “artifacts” caused by factors other than the sun.

The third plot on Fig. 6 shows the low-rate 8-1/3-bps signal-
to-noise ratio. At approximately 1 hour and 20 minutes after
the start of this plot, the Orbiter switched from the single-
subcarrier to the dual-subcarrier mode. Under normal condi-
tions, the low-rate telemetry decreases from a “saturated”
value of about 23 dB in the single-subcarrier mode down to
about 12 dB i the dual-subcarrier mode. Strikingly, on this
figure, there is virtually no difference in the estimated signal-
to-noise ratio in the two different modes.

One of the significant observations during Viking superior
conjunction was that the estimated Jow-rate signal-to-noise
ratio began to degrade more than one month prior to the time
of mmimum sun-earth-probe angle, much more so than would
be expected from the counted bit error rate. On the other
hand, the estimated high-rate (block-coded) signal-to-noise
ratio did not degrade significantly until quite small sun-earth-
probe angles. At the same time, the counted bit error rate for
the high-rate block-coded data was much worse than would be
expected from the signal-to-noise ratio. This effect is displayed
by comparing the bottom three plots of Fig. 6. The fourth-
from-top plot shows the estimated high-rate signal-to-noise
ratio. Tt averages 7 or 8 dB. Were this correct, the bit error rate
would be almost zero. The bottom plot shows the telemetered
uplink carnier level. The large number of vertical bars during
the period of high-rate mode operation indicates that the bit
error rate was very high. (Each vertical spike mdicates a bit
error 1 a significant bit of the telemetered data ) Upon switch
to the single-subcarrier mode, the amount of spiking decreases
to zero. Another interesting effect on the links can be
observed by comparing the bottom plot of Fig. 6 with the top
plot of Fig. 5. Both are uphnk carrier levels. In Fig. 5, well
before superior conjunction, the scatter is at most 3 dB peak-
to-peak, whereas in Fig. 6, only 15 days before minimum
sun-earth-probe angle, the scaiter has increased to about 6 dB
peak-to-peak, and there are longer-term variations evident also.
During the high-rate mode operation, the tounted bit error
1ate was about I in 100. The “predicted” bit-error, neglecting
solar effects is about 1 in 10,000. Thus, the actual bit error
rate was more than two orders of magnitude higher than
would be indicated by a Gaussian noise distribution.

Additional insight into the solar effects on telemetered
Orbiter data during this same station pass can be gained
through examination of Fig. 7. The telemetry channels shown
are (a) the pitch cruise sunsensor position and (b) the yaw



cruise sunsensor position, in the Orbiter attitude control sub-
system. The vertical axes are data numbers, and the curves
indicate the “limit cylces™ of these sensors. Approximately the
first one hour of the plots occurred while the Orbiter was in
the single-subcarrier telemetry mode. This mode resulis in
more of the Orbiter’s downlink power being concentrated in
the telemetry subcarder than occurs in the dual-subcarrier
mode. The bit rate of the low-rate subcarrier is 8-1/3-bps.
When the downlink changed from the single-subcarrier to the
dual-subcarrier mode, the bit error rate went from approxi-
mately 1 in 1000 to 1 in 100. In addition, on the plot, when
the dual-subcarrer mode existed, the computer processed the
ligh-tate data, which is at a bit rate of 1 kbps. Thus, in the
high-rate mode, there are many more data points displayed
per unit time. The result is that the bit errors predominate in
the displayed data. As had been observed on previous Mariner
projects, “structured” telemetry data, such as these attitude
control limit cycles, are relatively immune to even a lugh bit
error rate. With some imagination, one can discern the continu-
ing trends in the hmit cycles even through the very high bit
error rate.

November 10, 1976 was the last date in which the dual-
subcarnier data mode was used. Link conditions continued to
degrade even after the single-subcarrier mode, with data set to
the lowest possible bit rate, 8-1/3-bps. Figure 8§ shows the link
data on November 15, 10 days prior to the time for the
minimum sun-earth-probe angle. The sun-earth-probe angle
was 3 deg. The telemetered uplink signal strength shows a
scatter of 10 dB peak-to-peak, the maximum amount observed
during the Viking superior conjunction. The scatter seemed to
decrease somewhat, to about 7 dB peak-to-peak, just prior to
the total loss of downlnk data. The cause for this is not
known; possibly solar activity was shghtly greater at the earlier
date. Companng the middle and bottom plots of Fig. 8 with
the comparable data in Fig, 5, the downlink S-band signal level
and the low-rate channel signal-to-nowse ratio do not show
much more scatter than is normal well away from superior
conjunction. This 15 thought to be due to the heavy “weght-
ing” which exists in the Deep Space Network software which
displays the signal level and the signal-to-noise ratio. In terms
of the predicted signal levels without solar effects:

(1) The uplink signal #een residual is not more than 1 dB,
but there is a large amount of scatter about this mean
value,

(2} The Sband downlink carrier level also shows little
average degradation, not more than 1 dB.

(3} The 8-1/3-bps signal-to-noise residual shows a very large
degradation, with an observed value averaging 2 dB
against a predicted value of 20 dB for the 26-m DSS 61
performance.

(4) The bit error rate was not counted, however, the top
plot shows that there are few high-order bit errors (four
vertical spikes only) during 4 hours of tracking, com-
pared with a bit error rate of 1 in 25 expected for 2-dB
signal-to-noise ratio.

The final plots shown were taken on November 22, 1976,
3 days before the minimum sun-earth-probe angle, when this
angle was under 1 deg. Figure 9 displays the link information
for VO-1 which was one-way with DSS 14 and DSS 43 during
this time. The stations’ Receivers 1 and 2 were locked to VO-1
S-band downlink. At the same time, Fig, 10 displays the VO-2
link data. VO-2 was two-way with DSS 14 duiing a portion of
its pass, and later was two-way with DSS 43 during a portion
of that pass. In each station, Receiver 3 was locked to the VO-2
Sband downlink, and Receiwver 4 was locked to the VO-2
X-band downlink. The bottom plot in each portion of the
figure is the 8-1/3-bps signal-to-noise ratio.

The difference between one-way and two-way operation is
apparent in Fig. 10. DSS 14 X-band receiver was unable to
lock to the X-band downlink at all during two-way operation,
whereas it received X-band with not more than 2 dB of signal
level degradation during one-way. DSS 43 was able to lock to
X-band downlink in two-way, but the indicated signal level
was degraded between 10 and 15 dB compared with one-way
operation. As for the low-rate signal-to-noise ratio, it was guite
vaniable during the DSS 14 pass and less vanable during the
DSS 43 pass. There are other variations in S-band and X-band
downlink carrier level (particularly near 6 hours on the plot)
that do not have a known cause, unless 1t be recewver band-
width setting or other configuration effect. The indicated
signal-to-nose ratio did not seem to be affected at that tume.
Conversely, at about 9 howrs on the plot, the signal-to-noise
decreased to near zero, but the S-band downlink carrier level
did not change significantly. Again, a configuration effect is
suspected, or possihly severe noise temperature increases,
“quadripod effect.”

The VO-1 quantities in Fig. 9 show less overall variation
than the VO-2 quantities in Fig. 10. The latter have been
discussed, For VO-1, the top plot shows that significantly
more bit errors occurred (vertical hnes) near 4 hours and pear
9 hours on the plot. The cause of these is not known, nor that
of the changes in signal-to-noise ratio (bottom plot) just before
5 hours and after 8 hours. Again, configuration changes to
optimize radioscience data may be the cause, as the supenor
conjunction period of the Viking mission emphasized radio-
sclence experiments,

Qualitatively, the links recovered m the reverse order and at
about the same rate, as a function of sun-earth-probe angle, as
they degraded going into superior conjunction. To first order,
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the performance a given number of days later than Novem-
ber 25, 1976 was the same as that number of days before
November 25.

By January 1, 1977, the only residual effects seen in the
links were:

{1} The uplink carrier Jevel still showed more scatter about
its average value than is typical well away from the sun,

(2) The low-rate signal-to-noise ratio, particularly at
8-1/3 bps, still showed I- to 2-dB degradation. This was
of no operational concern, since the chamnel had more
than adequate margin.

V. Assessment of Superior Conjunction
Prediction Capability

The residuals for the S-band downlink signal level and the
single-subcarrier, low-rate uncoded, signal-to-noise ratio are
shown in Figs. 11 and 12. A “residual” is the algebraic differ-
ence between the link quantity.predicted and the quantity
observed during the tracking pass. All basic Viking Orbiter
hnk predictions were made on the basis of no solar degrada-
tion. Thus, the observed degradation would show up directly
as an ingreasingly negative residual.

The data in Figs. 11 and 12 are for Viking Orbiter 2; that
. for Viking Orbater 1 is similar, The “nominal” and the “worst
case” degradation values from Fig. 2 are indicated. As can be
seen in Fig. 11, the actually observed S-band downlink signal
level residuals were usually equal o or smaller than the noms-
nal degradation predictions. The actually observed degradation
of the low-rate signal-to-noise ratio (Fig. 12) is somewhat
greater than the “nominal,” but somewhat less than the
“worst case.” -

62

Vi. Summary and Conclusions

The minimum sun-earth-probe angle on the Viking mission
occurred on November 25, 1976.

The first evidence. of solar effects was that the single-sub-
cartier signal-to-noise ratio gradually came out of “saturation™
at the 64-m stations. The nexi sign was an increase in the
scatter observed on the uplink signal level, then on the down-
fink S-band signal level. Deep into conjunction, the bit error
rate on the coded high-rate data in the duslsubcarrier mode
ncreased greatly, compared to the indicated signal-to-noise
ratio. Finally, the X-band carxier level showed great variations
between times when there was an uplink to the Orbiter (“two-
way”} and the times when the Orbiter had no uplink (one-
way”). This effect had also been noted on the Mariner Venus-
Mercury spacecraft during its superior conjunction, and was
caused by uplink carrier degradation being multiplied by the
ratio of the X-band and the Sband frequencies during two-
way operation.

For two successive days nearest the munimum sun-earth-
probe angle of 0.25 deg, no closed-loop receiver lock could be
maintamed even at &4 tracking stations. This is not unex-
pected, considering that for several hours on November 25, the
geometric raypath from Mars to earth passed through the
“edge™ of the solar disc. The radioscience experimenters ob-
tained “some” open-loop recewver data duung the time that
closed-loop recewver lock was lost. Following this time, as the
sun-carth-probe angle increased, the link degradations gradu-
ally decreased. Performance was symmetrical going in and
coming out, and generally followed the predicted degradations
stafed three years before the fact.

As during previous supenor conjunctions, there was close
cooperation between the Deep Space Network operations per-
sonnel, the Project telecommunications analysts, and the
radioscience investigators.
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DSN Water Vapor Radiometer Development — A Summary
of Recent Work, 1976-1977

S. D. Slobin and P. D. Batelaan
Radio Frequency and Microwave Subsystemns Section

A water vapor radiometer (WVR ) has.been developed which measures the atmospheric
noise temperature at two different frequencies. These noise temperatures are used in
empirical-theoretical equations which yield tropospheric range delay, in centimeters,
through the atmosphere along the beam of the WVR. This range correction is then
applied, as needed, to measurements concerning spacecraft range and to VLBI baseline
determinations, The results of the March 1976 Pt. Mugu tests are given and equipment
modifications and JPL tests since that time are discussed.

l. Introduction

The water vapor radiometer (WVR) has undergone 2 aum-
ber of developmental changes since its first field operation at
El Monte Airport in May, 1975. The present instrument
{(Ref. 1) has a lower noise temperature, better waveguide
matches, better stabdity and resolution, and more accurate
absolute calibration than that which existed two years ago.
The presently configured WVR, operating as a noise-adding
radiometer (NAR), has noise temperatures of about 700
kelvins on the 22.235-GHz channel, and 750 kelvins on the
18.55-GHz channel. Two frequencies are used in order to
separate the effects of liquid water (clouds) which contribute
to atmospheric noise temperature but not to tropospheric
delay. With a five-minute integration time on each of the six
source positions (sky, cold termination, and ambient termina-
tion at two frequencies), the stability is better than 0.5 kelvins
over an 8-hour period. This corresponds to a tropospheric
delay stability of +0.2 cm for the same period, assuming a
homogeneous and constant atmosphere. Figure 2 of Ref. 1
shows the WVR in 1ts configuration during the Pt. Mugu tests.

Figure 1 herein shows the WVR as-it is presently configured.
The air-driven expansion refrigerator which gave cold termina-
tion temperatures of about -80°C at Pt. Mugu has been
replaced with a pumped fluorocarbon refrigerator capable of
maintaining cold load temperatures of about -130°C. For
absolute self-contained radiometer calibrations it is desirable
to have as cold a reference termination as possible (noncryo-
genic,  for cost and maintenance reasons), since the atmo-
spheric noise temperatures measured by the WVR are generally
in the 20 to 100 K range (-253 to -173°C). Figure 2 shows
the block diagram of the present system; it is essentially the
same as shown in Ref. 1 for the Pt. Mugu instrument.

. Pt. Mugu Tests, March 1976

The Pt. Mugu tests at the U.S. Navy Pacific Missile Tesl
Center were carried out with the two channels™of the WVR
operating at 22.235 and 18.0 GHz, Another microwave instru-
ment, known as SMILE (Scanning Microwave Inversion Layer
Experiment), was also operating there at the same time. Its



operating frequencies were 22.235 and 31 GHz, because
SMILE was originally a satellite instrument and 31 GHz is an
atmospheric window, allowing visibility of the Earth’ssucface
from orbit. Numerous “sky troth” mstruments were used at
Pt. Mugu to determine the real atmospheric properties such as
the water vapor and refractive index altitude profiles.

During the period of the tests (about 10 days total) 23
rawinsondes® were launched, - 34 meteorclogically instru-
mented aircraft flights were made, and 12 microwave refrac-
tometer aircraft fliphts were made. These direct measurements
of atmospheric parameters resulf in an inferred determination
of tropospheric range delay. The radiomefers probe the atmo-
sphere along the line-of-flight of aircraft and rawinsonde; the
microwave measurements are compared to the meteorological
measurernents and a relationship linking the two is developed.

The meteorological aircraft, provided by Meteorology
Research, Inc. (MRI), flew only io an altitude of 3 km. Atmo-
spheric measurements made by the on-board mstruments were
augmented with the upper-air measurements made with the
tawinsondes. The rawinsondes normally send back information
afl the way up to an altitude of 30 km, but most of the water
vapor (the ciitical parameter 1n the measurements as far as we
are concemned) is below 3 km altitude and is meagured by the
afreraft instruments, which are much more accurate than the
rawinsonde instrumentation.

The meteorological aircraft flew along atmospheric paths at
elevation angles of 90, 30, 20, and 10 deg as seen by the WVR.
This allowed measurements of tropospherc defay of as much
as 6 times the zemith amount (at 10 deg elevation). The
troposphere above 3 kum altitude in the nonzenith flights was
modeled by multiplying the rawinsonde-measured delay above
3 km by the factor 1fsine (elevation angle} to account for the
increased girnospheric path length.

The microwave refractometer amwcraft, provided by the
Navy, flew to 3 km altitude and measured the index of refrac-
tion of the atmosphere directly. Conceptually, this instrument
would have provided the best direct measure of tropospheric
range delay, but unfortunately, problems in instrument cali-
bration prevented the use of this most valuable data.

Figures 3 and 4 show trapospheric delay measurements on
the four days when both radiometers, the metearological air-
craft, and the rawinsonde were all operating. Figure 3 shows
the zenith measurements (with alrcraft measurements aug-
mented by the rawinsonde). Figure 4 shows delay measure-

A rawinsonde is a3 radiosonde that is tracked in azimuth and slevation
in order to gain mformation about wind direction and velocity.
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ments made along an atmospheric path at 10 deg elevation.
The consistency among these measurements is rematkable,
although it must be mentioned that the Pt. Mugu measure-
ments were used to calibrate the WVR and then this calibra-
tion was folded back into the-raw-data, giving the very good
agreement in the results shown. Whatever the case, a single set
of regression coefficients linking tropospheric delay to micro-
wave measurements was developed which yields consistently
correlated values over a wide range of atmospheric conditions.
On day 070, the sky was full of dark, threatening clouds, and a
moderate amount of drizzle was experienced throughout the
day. Two days later on day 072, Santa Ana winds armrived at
7am. and the amount of water vapor in the atmosphere
dropped by a factor of about 3, as seen in the drop of zenith
tropospheric delay from 9 to 3 em. For comparison, 2 normal
day (68°F and 40% relative humidity) has a zenith tropo-
spheric delay of about 7 em. The 10-deg elevation plet shows
the same delay variations and consistency of data. It can be
seen by compating the zenith and 10-deg graphs that evidence
of horizontal inhomogeneity (nonstratification} of the atmo-
sphere existed during the days shown. The zenith delay
numbers of 9.0, 3.3, 8.5, and 7.2 cm should be multiphied by
the factor 5.76 (1/sin(10 deg)) to model delay values to 10
degree elevation. These values tum out to be 51.8, 19.0,49.0,
and 41.5 em, and the daily modeling errors become 3 cm,
5cm, 5 cm, and 2-5 cm, respectively. This shows the value of
direct line-of-sight microwave measurements rather than
modeled zenith values.

The equation haking tropospheric delay and microwave
measurements (as determined by the Pt, Mogu measurements)
is presently

AL =2.640 +0.273T, , +0.000424T7,

+0.08587,, +0.006597T7,

where T, and T, are the “water noise temperatures” (due
1o vapor and liquid only) and are derived from the measured
antenna noise temperatures by subiracting out the cosmic and
oxygen noise teinperatures at the particular elevation angle of
interest. As an example of the use of the above equation,
antenna temperatures of 30.5 and 20.9 K at 22 and 18.5 GHz,
respectively, at an elevation angle of 30 deg, result in water
noise temperatures of 216K and 127K, and a AL of
10.9 cm.

Following the Pi. Muogu tests, numerous equipment changes
were made; and it is not believed that these affected the “Pt.
Muoge coefficients” in the above expression. But, since PL.
Mugn is at sea level, these coefficients may be valid only at



that elevation. Further tests and studies will be made to
determine the effects of altitude change.

IIl. JPL Tests

A large number of radiometer measurements were made
from the roof of a building at JPL during the last part of 1976
and first part of 1977. These measurements monitored the
results of equipment improvements and also helped to exercise
the data reduction methods, which weie vastly improved since
the Pt. Mugu tests.

Figure 5 shows a typical radiometer determination of tropo-
spheric delay during four days of March, 1977, using the Pt.
Mugu coefficients. The radiometer pointed toward the west at
an elevation angle of 30 deg and operated unattended during
this period. The peak in tropospheric delay toward the end of
day 62 indicates an influx of moisture-laden air into the Los
Angeles area; and indeed, rain was reported at many locations
west of Los Angeles, although none fell on the radiometer
itself. The most stable atmospheric period is around day 65.0,
where the tropospheric delay shows variations of at most
#0.2 cm over an 8-hour period. It is clear that the radiometer
tracks small changes in atmospheric moisture content as seen
in the variations at day 63.5. The absolute accuracy of the

instrument is not known, as there were no rawinsondes or
other meteorological instruments nearby with which to verify
the delay values given.

V. .Future Work

Over the next year, a number of VLBI validation support
tests will be made at Goldstone DSS 13. Interspersed between
these tests will be calibration tests at Edwards AFB, wherein
the WVR measurements may be compared to tropospheric
delay measurements made by rawinsondes. Edwards AFB is an
excellent location at which to calibrate the WVR because 1t is
a desert location similar to Goldstone and has a similar alti-
tude, although some altitude compensation is made in the
WVR data reduction as far as oxygen noise contnbution is
concerned.

A new set of regression coefficients will be determined for
the AL vs 7,,,T , equation {the “Edwards coefficients™).
These will be compared with the Pt. Mugu coefficients to see if
any differences ate attributable to instrument change, altitude
change, or some other pertinent variable. This determination
will be necessary to ensure reliable portability of the WVR if
measurements are to be made at a location other than

Goldstone.
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JPL has been operating two experimental hydrogen maser frequency standards at the
Deep Space Network (DSN) stations at Goldstone, California, since 1970. Based on
operating experience gained with these units and with a test bed maser system at JPL, a
field-operable maser has been developed for use in the DSN. The first maser of this new
design was installed at the DSN 64-meter station near Canberra, Australia, in December
1975. Second and third units are presently under construction for the remaining DSN
G4-meter stations at Madrid, Spain, and Goldstone, California. While these DSN masers
remain similar in basic configuration to the earlier experimental units, many design
changes have been incorporated in both physics and electronics systems to effect
improvements in the following areas: (1) short- and long-term frequency stability, (2) RF
isolation of maser output lines, (3} lifetime of active physics components, (4) automatic
Jault detection and location, and (5)performance and reliability of the receiver-
synthesizer system. Frequency stability measurements of the DSS 43 maser, using an
updated experimental maser as a reference, resulted in a fractional frequency stability of
3.8 X 10713 long term (1 =90 seconds) and 1.1 X 1013 short term (1= 1 second).

I. Introduction

In 1965, the Jet Propulsion Laboratory initiated a develop-
ment program for a field-operable hydrogen maser to meet the
future requirements of the Deep Space Network. Two experi-
mental hydrogen masers (Ref. 1) were subsequently built and
installed at the DSN stations at Goldstone, California, during
1970. Based on operating experience gained with these units
and with a test bed maser system at JPL, a prototype hydro-
gen maser was recently developed for use in the DSN. This
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article desczibes some of the unique features of this maser, and
presents life expectancy, frequency stability, and other perfor-
mance data obtained to date.

ll. Hydrogen Maser

The DSN hydrogen maser (Fig. I} consists of two assem-
blies; 2 physics unit and an electronics rack. The physics unit is
mounted on a shock-absorbing base and consists of the maser



vacuum system, microwave front end, and four electronics
modules that are associated with the hydrogen glow discharge.
All other electronics, including the operating controls for the
physics unit, are contained in the electronics rack.

A. Physics Unit

A simplified cross-sectional diagram of the physics unit is
shown in Fig. 2 and characteristics are listed in Table 1.

1. High Output Power. Maser frequency stability in the
time interval 0.1 < 7 < 10 sec is primarily determined by
maser signal/noise ratio and therefore maser output power.
The DSN requirement is such that an output power level of at
least ~90 dBmn is needed {(see Fig-3). This is achieved by
increased hydrogen flow rate at the expense of ion pump
element lifetime and hydrogen spectral line broadening. The
DSN maser has a nominal power output of -88 dBm at an
operating hydrogen pressure of 1076 Torr. Ton pump lifetime
is calculated to be 3 years at this pressure, ’

2. Long-Term Stability Without Cavity Tuning. For maxi-
mum reliability, it was decided that the long-term frequency
stability specification (time interval 7230 seconds) should be
met without the aid of the automatic cavity tuner. This
constraint, and the large hydrogen linewidth caused by high
flux operation, placed stringent requirements on (1) the fre-
quency stability of the RF cavity, and (2) the stability of the
hydrogen flow rate.

These requirements were satisfied in the DSN maser (see
Fig. 2) by (1) surrounding the RF cavity with a temperature-
regulated oven placed inside the vacuum, (2) providing low
thermal conduction standoffs between RF cavity, inner oven,
vacuum housing, ion pump, and support frame interfaces,
(3)use of low temperature coefficient Cer-Vit! in the RF
cavity assembly, (4) surrounding vacuum housing, microwave
front end, and ion pump with thermal insulation, and
(5) maintaining a stable hydrogen flux level by closed loop
confrol of the palladium valve with an oven-stabilized Pirani
pressure gauge.

3. Maintenance. The separation of physics and electronics
functions permits maximum access to the physics unit for
maintenance, troubleshooting, etc. Components have been
grouped into replaceable modules or assemblies wherever pos-
sible. Viton O-ring seals are used throughout and have proved
satisfactory. ’

The time required for two qualified technicians to replace
any physics unit component {excepting the ion pump body),

!rademark of Owens-Illinois Corp.

and then again achieve vacuum, is one day or less. Perhaps the
most complex and time consuming maintenance task would be
1eplacement of an RF cavity component. This job requires one
full day for disassembly and reassembly, and does not require
hoists or other mechanical aids.

The repair of the physics unit requires speci’alized\'knowl-
edge and skills which are not available in the DSN repair
facility as yet, so development personnel normally will travel
to the field station to make repairs of items inside the vacuum
housing. All other repairs and maintenance will be handled in
the normal manner.

The most lengthy portion of a maintenance task is the time
necessary, for the maser to reach thermal equilibrium after
reassembly is completed and vacuum pumping is resumed. If
the inner oven can remain on during maintenance (as in
replacement of ion pump elements, hydrogen source assembly,
palladium valve, Pirani gauge, or any electronics assemblies),
long-term stability is obtained a few days after initial vacuum
pumipdown. If, on the other hand, the vacuum housing must
be opened, then the mnner oven must be baked out at elevated
temperature during pumpdown, and 4 to 5 weeks are required
to obtain normal long-term stability (use of an autotuner can
possibly reduce this time).

4. Life Expectancy. A number of physics components have
displayed limited life expectancy in the past, and effoits to
increase these figures have been 2 continuing goal. One pur-
pose of the two experimental masers operating at Goldstone
has been to evaluate the operating life of various components
which are destined for use in the DSN maser. The results of
these tests are described below.

At JPL, quariz storage bulbs are prepared by applying a
single coat of FEP/TFE teflon mixture. After coating, they
have not shown degradation as a function of time or number
of exposures to air. The bulbs in thetwo experimental masers
have each accumulated five years of operating time (and num-
erous exposures to air) with no noticeable degradation in
maser performance.

The hydrogen glow discharge bulbs in the two experimental
masers have been operating 5 years and 2 years respectively
since last cleaning. These bulbs have been exposed to air
during many periods of maser modification and maintenance.
The palladium valves and copper plated RF cavities in the
experimental masers have not shown degradation in 5 years of
operation. lon pump lifetime is calculated to be 3 years for the
present output level of -88 dBm. It was found necessary to
change vacdon pump elements in one experimental maser after
3 years of field use. 21/2 years of field operation have
accumulated on the other expeiimental maser’s vac-ion pump
elements.



5. Reliability. The single field-operable DSN maser now in
the field has experienced two failures. Immediately after
installation, electrical vacuum feedthru seals, which rely on
epoxy for the seal bonds, developed vacuum leaks. Tempera-
ture cycling of other units proved these seals.to.be.unreliable.
New nonmagnetic seals of tungsten-glass are now being used to
solve this problem. Also, a matching capacitor in the glow
discharge RF circuitry failed. This is the first failure to occur
in more than 13 years of accumulated hours among 5 units.
This failure is not believed to be design-related.

B. Electronics Rack

The power, control, receiving, synthesis, status, and alarm
functions are provided by the electronics rack (Fig. 4), which
contains 32 precalibrated plug-in assemblies that can be
serviced by depot technicians.

1. Physics Unit Control and Monitoring. The upper half of
the electronics rack (Fig.5) contains ten plug-in control
modules and the ion pump power supply. These units provide
all monitoring and control functions for the physics unit.
(Two other modules in this group, “Status Indicator™ and
“Autotuner,” will be discussed separately.) Table 2 lists the
various functions of these modules.

2. Status and Alarm System. Many conirol modules gener-
ate alarm signals if operating parameters exceed preset limits.
The Status Indicator module displays these alarms in three
forms: (1)a dynamic indication which is on only when the
alarm condition exists, (2)a “latched” indication which
remains on until a field technician notes the problem and
resets, and (3) an audible alarm which is derived from the
“latched”™ indication. The particular subsystem which is, or
was, in an alarm condition is identified on the front panel.

3. Automatic Cavity Tuner System. The automatic cavity
tuner (autotuner) uses an available station rubidium, cesium,
or second hydrogen maser standard as a reference, and has a
resolution of 0.001 sec per 100-sec period (Af/f= 1X 10-1°
for 100-MHz inputs). It produces a varactor correction voltage
proportional to the observed tuning error (integrated). The
desired system loop gaimn is switch-selected, and the linear drift
component of either the maser or reference standard does not
affect the output. The autotuner has the ability to ignore
unusually large or “noisy” counts, and can provide an alarm of
this occurrence.

It was decided that neither the maser frequency, nor the
reference frequency (usually a station rubidium or cesium
standard multiplied to 100 MHz) should be offset by the
required 0.01 Hz necessary for autotuner operation. There-
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fore, an offset frequency generator is being developed at JPL
which synthesizes, for autotuner use, a signal precisely 0.01 Hz
offset from the standard maser 100-MHz output. It is expected
that this will be accomplished without significant degradation
of the-original frequency stability. ;

Additionally, the autotuner provides a valuable trouble-
shooting and monitoring capability to the station since it can
be used offline to measure frequency stability (at 7= 100
seconds) between any two 5- or 100-MHz inpuis.

4. Phase-Lock Receiver. The triple-conversion phase-lock
recewver consists of 18 standard DSN modules in the lower half
of the electronics rack and the modified Dana synthesizer at
the top of the rack. The synthesis section provides 24 standard
outputs ranging from 0.1 to 1400 MHz at 13 dBm and 70 to
100 dB isolation. The output frequencies are adjustable over a
range of £2 X 10~7 with a resolution of 7 X 10~18, Other
specifications are listed in Table 2.

5. Reliability. Major electronics failures during DSN maser
productions have occurred in three commercial components:
the high-resolution synthesizer, the 1400-MHz multiplier, and
the ultrastable low-voltage power supplies. These problem
areas have been dealt with by (1) JPL redesign and testing
assistance to the manufacturer, (2) JPL quality assurance and
source inspection, and (3)a 2000-hour burn-in to aid in estab-
lishing a high confidence level.

C. Performance

Frequency stability measurements for the eardy experi-
mental hydrogen masers, and for the first DSN maser (using an
updated experimental maser as a reference), are shown in
Fig. 3. Two measurements have been obtained thus far for the
DSN maser: 1.1 X 10712 for += 1 sec, and 3.8 X 10~15 for
7= 90 sec. Detailed characteristics for the physics and elec-
tronics units are shown in Tables 1 and 2.

D. Field Operation

The physics unit is prepared for shipment by attaching a
cover {o the shock-absorbing mounting base. A battery pack
inside the cover supplies power to the ion pump to maintain
vacuum during shipment. Since the ovens are off during ship-
ment, normal long-term stability is not achieved until four
weeks after turn-on. Upon installation at the station, power js
obtained from a station-wide 120 VAC uninterruptable power
supply system. The electronics rack is placed with other sta-
tion electronic equipments where it 18 monitored by field
technicians on a weekly basis. The physics unit is placed some



distance away in an isolated area where vibration and magnetic
interference are under control.

Presently the DSN has committed hydrogen masers for use
in the Jupiter/Saturn outer-planet missions, Very Long Base-
line Interferometry (VLBI) experiments, and station time-sync
calibrations. Each hydrogen maser installation will have an
auxiliary backup standard consisting of a modified, high-

performance Hewlett-Packard 5061 A cesjum standard. Each
DSN hydrogen maser/cesium pair will interface with a
microprocessor-based monitor and control system. This system
will monitor many operating parameters of both standards,
periodically measure stability between the two standards, and
make an automatic phase-coherent switchover (with time loss
< 10 nanoseconds) to the backup standard in the event the
on-line standard degrades beyond pre-programmed limits.
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Table 1. Physics unit characteristics
(nominal uniess otherwise stated)

Unloaded cavity Q
Loaded cavity Q
Cavity

Dissociator power
Collimator

Beam shutter

State selector
Atomic bne width
Cavity power output
Ion pump capacity
Ion pump power mput
Hydrogen pressure
Vacuum background
Hydrogen supply

DC magnetic field
Magnetic shields

Field windings
Cavity tuning
Coarse
Medium

Fine

55,000 min.
35,000
copper-plated Cer-vit cylinder with
aluminum end plates and 250-gram
quartz storage bulb
125 MHz, 4 watts ave., 18 watts max.
400-hole, 50-micron-diameter per hole
1 mA taut-band meter movement
Hexapole permanent magnet, Alnico 8
2Hz
-89 dBm min.
200 liters/sec
4200V @24 mA
1% 1079 torr
1% 1077 torr
2.25 liters @ 1250 psig 1nitial pressure
500 microgauss
quaniity 4
shielding factor {dc) 1000
one main, two trim, 0 to + 10 mA
Type
mechanical 2.4 X 1071%/turn 20 turns
mechanical 1.5 X 10~ ! fturn 20 turns
varactor 2.0 X 10~12/V 10 V max




Table 2. Electronics unit characteristics

Table 2 {contd}

1.420405751-GHz three-conversion

ck receiver

Status indicator and alarm

phase-lo
Bandwidth preselector
20.4 MHz IF

foop {2nd order}
Input signal level  manimam

"From physics spit  pominal
nuninem

Gain control manual
automatic
VCQ frequency
Noise figure

Stability (25" C ambient)
1.42.GHz phase noise

AGC AM to PM conversion

30 MHz
4 KHz
100 Hz

-71dBm

-0 dBm
-11GdBm

39dB
20 4B

100 MHz
4,0 dB
6% 10718

5 % 107% saduans RMS/Hz
(10 Hz offset)

0.16° /4B

Physics uait moniior and control

Status and alarm sysiem powered by self-contained uninterruptible

power supply (UPS) system.

UPS duration

Transient suppression
delay

Alarm ouvipuis -
Main alarm output

Subsystems and functions

‘monitored

12 hours

4 msec, up to 10 sec for some
parameters

Aundio, visual, and remote

green. operational
yeltow: operational but degraded
red: nonoperational

receiver look

synthesizer lock

IF level

hydrogen glow discharge
VSWR and temperatuse

hydrogen source pressure

oven temperatures

ion pump power

aufofuner

Front panel controls

Quantities continuously
displayed

Quandities avadable for
display on multifunction
digtal meter

Quanhities avallable to
remote monitor and
confrol system via rear
panel connector

{Other functions

palladium valve temperature
hydrogen discharge RF power level
beam shutter attenuation

magnetic figld codl currents
varactor voltage (manual mode)

ion pump current, voltage

hydrogen discharge forward and
reflected power

varactor voliage (dial calib.)

magnetic field coil currents {dial
calibration)

mraser output power

pirani gauge output level

Oven eurrents

palladiam valve heater current
beam shutter current

field currents

All above plus:
oven monitor thermistor outputs,
power supply voltages, ¢te.

Palladium valve “opendoop™
{manual control} or “closed-loop™
{contralled by Pirani gouge}

Varactor drode “manual™ {frons
panel digital eontrol) or “auto-
matic” (confrolled by autotuner)

Automatic turnoff of 10n pump
and/or palladium valve if
certain potentially damaging
falure modes oceur
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Fig. 1. DSN hydrogen maser
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The Application of Differential VLBI to Planetary
Approach Orbit Determination

J. K. Miller and K. H. Rourke
Navigation Systems Section

The development of multistation tracking techniques has resulted in improved orbit
determination accurgcies, Differential Very Long Baseline Interferometry (VLBI), which
involves performing measurements of a spacecraft and nearby extra galactic radio source
and differencing, potentially offers at least an order of magnitude improvement over data
types currently implemented. In this article, the application of differential VLBI fo
planetary approach orbit determination is described.

|. Introduction

The accuracy of planetary approach orbit determination
using radio metric data types is generally limited by station
location and planet ephemeris errors. With conventional dop-
pler and range data taken over a single station pass, station
location errors translate into nght ascension and declination
errors in a geocentric frame. The accuracy of this data type is
approximately 0.5 prad and require relatively long data arcs to
1esolve spacecrafi state errors.

i

The development of multistation tracking techniques has
resulted in a considerable reduction in angle measurement
error. Using the relative positions of Deep Space Stations
(DSS) on Earth as a baseline, precise angle measurements are
obtained by simply measuring the difference in time of arrival
of a spacecraft radio signal at two “or more stations. This
technique is referred to as Very Long Baseline Interferometry
(VLBI). A recent refinement involves eliminating common
effects such as station Jocation errors and transmission media
delay by differencing the spacecraft radio signal with a nearby
fixed radio source such as a quasar. This technique, referred to
as differential VLBI (AVLBI), yields angle measurement preci-
sion of potentially 0.025 prad.
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There are two methods of implementing AVLBI. The first
method involves the development of radio source catalogs and
the determination of planet ephemerides in an inertial radio
source fixed coordmate frame. A spacecraft orbit may thus be
determined relative to a planet with the accuracy inherent in
the AVLBI measurement. This method is often referred to as
global AVLBL The second method mvolves ‘measuring angle
rates and determining the planet position error from the ob-
served acceleration of the spacecraft. This method, referred to
as local AVLBI, results in less accurate spacecraft orbit deter-
mination ultimately attainable by global AVLBI, but is insensi-
tive to planet ephemeris errors.

The development of radio source catalogs and determina-
tion of planet ephemerides to the required accuracy for global
AVLBI will not be complete in the near future. However, local
AVLBI, which uses only the inherent accuracy of the AVLBI
data type is nearly available.

In this article, the application of local AVLBI to planetary
approach orbit determination is described. A simplified model
based on conic motion is developed for predicting the orbit
determination error given the AVLBI measurement error. This



simplified model is applied to the large outer planets for an
overall assessment of the effectiveness of AVLBI orbit deter-
mination, For Jupiter and Saturn the resulis are encouraging.
As early as 61 days before Jupiter closest approach, the
AVLBI measurement error is sufficiently accurate to detect
the planet ephemeris error. As early as 10 days before en-
counter the orbit determination error may be reduced to
within 200 km, permitting an approach trajectory correction
maneuver if required. The results for Uranus and Neptune are
less encouraging but may permit a late update of camera
pointing for reconnaissance or antenna pointing for relay link.
The critical parameter limiting the usefulness of AVLBI is the
magnitude of approach velocity. Tour type missions with large
values of V_, (greater than 10 km/fsec) approach the planet
‘with a mean motion too great to be detected until near
encounter. Orbiter missions favor AVLEI orbit determination
since approach velocity must be low for fuel economy.

As an example of the application of AVLBI, the proposed
Jupiter Orbiter Probe (JOP) mission is selected. A comparison
of AVLBI with current basehine radio metric data (e.g., dop-
pler and range) revealed a dramatic improvement in.approach
orbit determination. Ten days before encounter, the orbit
determination error is reduced from 600 to 310 km with a
conservative data acquisition strategy. Doppler and range data
does not achieve this level of accuracy untd within 3 days of
encounter with continuous spacecraft tracking coverage.

iI. Analysis

The AVLBI measurement technique provides an accurate
spacecraft state determination in a geocentlic coordinate sys-
tem relative to fixed radio sources. When coupled with doppler
or loosely weighted range data, the 0.025-urad angular mea-
surement error translates into a 2-km position determination
error at Mars opposition or approximately 20 km near Jupiter.
Using AVLBI measurements, the position of a spacecraft rela-
tive to Earth may be determined with this precision. The
spacecraft state error relative to a planet is therefore domi-
nated by the planet ephemers error durmg approach. In the
vicinity of a planet, the motion of a spacecraft may be de-
scribed by a hyperbola. As a spacecraft approaches a planet,
gravity begins to accelerate the spaceciaft. The planet position
may be determined from the magnitude and direction of the
acceleration vector. In the limit of direct impact (e = 1) or far
out on the hyperbola asymptote, the time-of-flight or § direc-
tion is related to the magnitude of acceleration and the B-
plane parameters (B - R and B T) are related to the direction
of acceleration. Because of the inverse square law of gravity,
the time-of-flight or S direction is twice as sensitive to acceler-
ation errors as the B-plane parameters. Therefore, the 8 direc-

tion position error may be determined with twice the precision-

as B-plane parameters during initial approach to the planet.

The B magnitude and normal to B position error may be
determined with equal precision.

A simplified model may be used to assess the potential
accuracy of AVLBI orbit determination during planetary
approach. Consider an out-of-plane {(normal to B) position
error of the planet during approach (6z_,). Referiing to Fig. 1,
at some later time the normal to B acceteration will result in a
displacement 8z, of the trajectory plane. From the geometry,

X
=T
8z, = Bl 8z_, (1)
and
Xp=IBl-x,. )

From Ref. 1, the trajectory bending (x;,} is given by,
x, = Bl [1 - Q‘%F)] , 3)

where F is the hyperbolic eccentric anomaly. Substituting Egs.
{2) and (3) into (1) yields

6z

,= ——e"i(F )sz_ @

The differential bending of the trajectory (6zo) is directly
observable by AVLBI coupled with loosely weighted range
data. Imtial tiacking establishes the direction and position of
the approach asymptote with respect to the a priori position
of the planet at encounter. The displacement of the planet
from the a priod (5z,,) isithe out-of-plane orbit determination
error. Referring again to Fig. I, the differential bending per
unit orbit determination error (8z4/6z,,) is plotted as a func-
tion of mean anomaly for a parabola (e = 1). The mean anom-
aly is given by

174 3
M=— (t-t.)=esinh F- F, (5)
.u ca
where ¢ is referenced to time of closest approach (z,,).
Consider as an example the proposed JOP mission. For an

approach velocity (V,,) of 5.73 km/sec, the mean anomaly 10
days before encounter 1s —1.29 as determined from Eq. (5).
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From the curve shown wn Fig. 1, the differential bending is
approximately 0.16 per unit orbit determination error. Thus,
to achieve a 100-km: orbit determination error 10 days before
Jupiter encounter, 2 AVLBI position determination accuracy
of 16 km (.16 X 100) would be required. This result is some-
what optimistic since it ignores the effect of nongravitational
accelerations on determining the a priori coordinates of the
approach asymptote in the B-plane.

For assessment of approach orbit determination error, a
more convenient form of Eq. (4) is the reciprocal. Fig. 2 shows
the ratio of orbit determination to AVLBI error as a function
of mean anomaly with eccentricity as a parameter. The limit-
ing slope of these curves is -2 and is achieved relatively close
to encounter for eccentricity less than 10. A locus of mini-
mum values as a function of mean anomaly is plotted with the
eccentricity of the minimum identified. The orbit determina-
tion accuracy ratio is obtained by interpolation between the
locus of minimums and the actual curves shown.

The orbit determination accuracy ratios shown m Fig. 2
assume a data arc starting at minus infinity. It will be neces-
sary to start the data arc at some finite epoch where the
gravity gradient is detectable. Consider a data arc beginning at
¢, and ending at £, . The corresponding mean anomalies are M,
and M, . From Fig. 2, the orbit defermination accuracy ratios
for tracking from minus infinity are ogop llap rarand og D2/
opr g1, respectively. The orbit determination accuracy ratio
over the tracking interval from 7, to £, is approximately,

%op

12 1
= (6)
OviLBI 1 - 1

UODZIOVLBI UODIIUVLBI

lll. Application to Outer Planets

During approach, AVLBI is a useful data type when the
accuracy of position determination is roughly equal to the
planet ephemeris error. At this point, the AVLBI orbit deter-
mination error decreases linearly with time, as shown in Fig. 2,
until close to encounter, where the trajectory dynamics result
in a dramatic reduction. Table 1 shows a comparison of
AVLBI effectiveness for the large outer planets. The first
column of Table 1 contains the planet ephemeris error. Cur-
rent Earth-based optical measurement techniques yield angular
accuracies that approach 0.5 yrad. The planet position error
scales proportional to range from Earth. The second column
contains the AVLBI position determination error which also
scales proportional to range. The angle measurement accuracy
is 0.025 pyrad. We are interested in the time from encounter,
where the AVLBI orbit determination error is equal to the
planet position error. Referning to Fig. 2, this occurs at a mean
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anomaly of approximately -7.5, where the orbit deterrmna-
tion accuracy ratio is 20 (Column 1 of Table 1 divided by
Column 2) for orbit eccentricities in the range from 1 to 10. It
remains to translate mean anomaly into time from encounter.
The mean motion is given by

3

.
o @

_ll_

The hyperbolic approach velocity (V) is dependent on inter-
planetary trajectory design. Low values of V_ favor AVLBI
orbit determination since the resulting mean motion translates
into a longer time for ground data processing and command
response. An approximate lower bound for ¥_ may be
obtained from the Hohmann transfer orbit. This orbit is the
minimum energy transfer orbit from Earth to the target
planet. The results of the analysis are shown in Table 1. The
time from encounter shown in the last column is obtained by
dividing the mean anomaly by the mean motion and may be
considered indicative of the time available for ground data
processing and command preparation. For Jupiter and Saturn,
the time available is sufficient to permit an approach trajec-
tory correction maneuver, if required, to alter the aiming
point. The results for Uranus and Neptune are less attractive
but may permit a late update of an orbit insertion maneuver or
camera pointing sequence.

The above analysis is somewhat optimistic since it assumes
a low ¥_ and resulting mean motion. The long flight times
associated with the Hohmann transfer orbit make it undesir-
able from a mission design viewpoint. For tour-type missions,
approach velocities of over 10 kmfsec may be designed.
Because of the cubic relationship of mean motion to V_, the
effectiveness of AVLBI orbit determination would be con-
siderably diminished. It should be noted however, that planet
orbiter missions will have approach velocities in the range of
Hohmann transfer orbits to minimize orbit insertion fuel
expenditure.

IV. Jupiter Orbiter Probe Example

The proposed JOP mission was selected for detailed analy-
sis. The trajectory parameters that pertain to approach orbit
determination are:

Encounter date = 15 Nov. 1984
B = 0.1857 E7 kin
6 = 20°
V. = 5.73 km/sec



o, = 196._9° Approach asymptote in Earth
mean eqlator of 1950 coor-
§ = -581°)} dinates

The first phase of this analysis was devoted to comparison
of AVLBI data sets with conventional radio metric data.
Because of the newness of the AVLBI data type, a conserva-
tive data acquisition strategy was simulated. For simplicity,
AVLBI data is modeled as a geocentric right ascension and
declination angle measurement with an accuracy of 0.025
prad. Since the location of radio sources in the Earth mean
equator of 1950 coordinate system may not be known with
precision, a bias is added to each angle measurement. It will be
necessary to solve for these biases, and the assumed a priori
uncertainty of 0.5 yrad is consistent with the error in planet
ephemerides. The simulated data rate is one point per day.
Deep Space Station 14 (Goldstone, California} and 42
(Australia) were selected for AVLBI measurements and a
single doppler or range data point is taken from DSS 14 during
each pass. The doppler measurement error is I mm/sec for a
60-sec count time and 1s compressed to one hour. Range data
15 loosely weighted at 20 km. For comparison, continuous
doppler at a data rate of one point per hour was taken from
the DSS station with the greatest elevation angle.

The results of this comparison are shown in Fig. 3. B-plane
semi-major axis (SMAA) is plotted as a function of time from
encounter. Estimated parameters are spacecraft state, Jupiter
ephemeris and mass. Station location errors are considered.
The AVLBI data arcs begin at encounter minus 50 days
(£ - 50d) and the estimated B-plane SMAA levels off around
600 km. The combined a priori planet position and AVLBI
bias errors map wfo about 600 km SMAA in the B-plane.
Around E - 25d the gravity gradient is sufficient to affect the
solutions, and SMAA error is reduced as the trajectory bending
is detected through encounter. Also shown for companson is a
conventional doppler-only solution. The data arc starts at
E-50d and levels off at 600km SMAA due to planet
ephemeris and station location errors. At about E- 54 the
trajectory dynamics resulting from Jupiter’s gravity begin to
affect the solution. Because of the high data rate (1 ptfhour),
the doppler-only solution will overtake the AVLBI solution
near encounter, providing a more accurate orbit estimate In
this region, 2 more meaningful comparison would be obtained
by increasing the doppler data rate coupled with AVLBI
measutements from 1 pt/day to I pt/hour.

Other parameters that must be modeled and may need to
be estimated include Jupiter’s gravity hanmonics and the
masses of the larger inner satellites. The need to solve for these
parameters may be ascertained by examining the sensitivity of
the AVLBI measurement to the a prori parameter uncer
tainty. An acceleration uncertainty of 10712 km/fsec?
approaches the threshold of AVLBI measurement accuracy

3

when acting on the spacecraft for around 50 days. [t becomes
necessary to estimate or consider a gravitational parameter
when the spacecraft trajectory passes sufficiently close to a
body that the perturbative effect of the parameter uncertainty
is sufficient to cause an acceleration uncertainty of
10712 km/sec? or greater. We may define the distance from a
body where the uncertainty in acceleration is sufficient to
influence the spacecraft state solution as the radius of orbit
determination corruption 7. Table 2 conteins a tabulation of

. r. for the gravitational parameters of interest relative to

Jupiter approach. Included are the mass and dominant zonal
harmonics of Jupiter and the masses of 1o, Europa, Ganymede,
and Callisto.

The gravitational parameter uncertainties in Table 2 were -
obtained from analyses of doppler data taken from the
Pioneer 10 and Pioneer 11 spacecraft (Ref. 2). With theexcep-
tion of Jupiter’s mass, the radii of orbit determination corrup-
tion for gravity parameters are relatively small. Jupiter’s zonal
harmonics do not influence spacecraft state solutions until
within 1.25 X 10% km (less than 3 days before encounter).
The satellites may piesent a proBIem as early as 14 days before
encounter, depending on the position in‘their respective orbits.

The accuracy of AVLBI approach orbit determination is
dependent on the data acquisition strategy. In general, the
longer the data arc and the greater the number of data points,
the smaller the orbit determination error. The final phase of
this analysis is devoted to determining the effect of data
quantity and density on orbit determination error. Figure 4
shows four data acquisition strategies that tend to bound the
range of orbit determination errors that may be experienced
during flight operations. The solid curves present results for a ,
short data arc starting at £ - 50d. At £ - 10d, the one point
per day data rate results in a B-plane SMAA of 310 km. With
only three data points (faken at E -~ 50d, E- 30d, and
£~ 10d) the SMAA is 550 km. An additional data point at
£ - 54 reduces the error in SMAA to 350km. The relatively
poor performance of these short data arcs may be attributed
to the large a priosi uncertainty in spacecraft approach veloc-
ity assumed for this analysis.

This is far too conservative. With conventional radio metric
data taken over a long data arc of 100 days or more, the
approach velocity should be determined to the same level of -
accuracy as the planet velocity (on the order of 1075 km/sec).
Referring again to Fig. 4, the dashed curves are representative
of the results expected for 2 “long” data arc. The a priori on
the approach velocity is set to virtually zero, permitting a
precise determination of the B-plane coordinates of the
approach asymptote. The one point per day data rate results in
an SMAA of 190km at E-10d, and the three data point
solution is 270 kim.
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The above results for the “long” data arc may be com-
pared with the orbit determination error predicted by
Eq. (6). For the JOP approach velocity of 5.73 km/sec, the
mean anomaly is 645 at £- 504 and -1.29 at £- 10d.
From Fig. 2, the- orbit determination accuracy ratios for e~
1.1 are 0pp 10yppr= 19 and 6pp [0y, 5= 6.5, respec-

tively. An orbit determination accuracy ratio of o, Dis /
Oprpr= 9-88 is obtained from Eq. (6). For the specific case
being analysed here, the AVLBI position measurement
accuracy is 18 km and the expected orbit determination error
is 178.km SMAA- at £~ 10d. This-result-is consistent with the
long arc results shown in Fig, 4.
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Table 1. Application of AVLEI to outer planet approach
orbit determination

Planet
position

AVLBI = Planet Position Error

AVLBI

Mean
position anomaly

Hohmann Mean Time

transfer motion from

Planet error?  error® M V.,  dM/dt encounter
km km rad km/sec rad/day day
Jupiter 400 20 7.5 56 0,123 -61
Saturn 740 37 -7.5 5.4 (.368 =20
Uranus 1480 74 1.5 47 151 -5
Neptune 2324 117 -7.5 4.1 0.833 -9

2 Assumes approaimately 0.5 urad error,

Y Assumes 0.025 wrad measurement error.

Table 2. Radius of orbit determination corruption

A

a

Body  Parameter o o, Fy N
Jupiter  GM 484 km3fsec?  10°12 kmfsec? 22 % 105 km
Jupiter I 4% 1078 10712 kmfsec? 1.25 x 108 km
Jupiter  J5 7 X 1070 10712 kmfsec? 035 X 10° km
Jupiter  Jg 50 X 1076 10712 km/fsec? 0.41 X 106 km
lIo G, 28 km3fsec? 10712 km/fsec? 529 % 10% km
Europa  GM,  32km3fsec® 10712 kmfsec? 5.66 X 106 km
Ganymede GM, 37 km3fsec® 10712 xm/fsec? 6.1 X 10% km
Callisto  GM, 24 km3fsec? 1012 km/sec? 49 % 10 km

3Zensitwvity threshold of AVLBI measurement to acceleration,
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DSN Subsystems

R.W. Burt

Radio Frequency and Microwave Subsystems Section
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Communications Systems Research Section

A procedure is described which partitions the recurring cosis of the Deep Space
Nerwork (DSN} over the individual DSN subsystems. The procedure resulis in a table
showing the maintenance, operations, sustaining engineering and supportive costs for each

subsystem.

l. Introduction

In an earlier article (Ref. 1) a procedure was described for
obtaining an M&O cost model for the DSN. The procedure
consisted of first transforming the Work Authorization Docu-
ment (WAD) into a computer file for ease of manipulation.
Then each of the more than 600 WAD accounts was studied to
determine if it was a recurring cost or an implementation-
related nonrecurring cost. The nonrecurring accounts were
deleted, and the remaining accounts were identified by their
category of cost (i.e., maintenance, operations, sustaining
engineering or support), location of expenditure as well as the
particular subsystems to which each account pertained.
Finally, by accumulating the recurring cost accounts over
common identifiers, the reduced size cost breakdown model
shown in Table 1 was obtained.

The purpose of this article is to describe the procedure by
which Table 1 was transformed into a subsystem cost break-
down model. As in the previous article the goal of the entire
cost modeling effort is to obtain results which are accurate to
within 20%.

NI. Extension to a Subsystem Model

The first step i establishing costs by subsystem was to find
a reasonable way of establishing percentage breakdowns with
an accepiable degree of accuracy. This was done as follows:

(1) Sustaining engineering: Used percentage breakdown of
the total number of Engineering Change Orders
(ECR’s) written in 1976 by subsystem. .

(2) Maintenance: Used the average of the percentage break-
down of the work orders at GDSCC stations and Equup-
ment Event Reports (EER’s) at CMF and DMC wrntten
for a six-month period 1 1976 by subsystem.

(3) Operations: Assumed that the highest activity level for
operational support occurs during the countdown and
therefore used the percentage breakdown of total
countdown manhours by subsystem.

These percentage breakdowns are given in Table 2. Further
effort is needed to improve this table. The MDS implementa-
tion will have an impact on EER, ECR and work order
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percentages. Operational support percentages are being further
investigated with support from DSS 14 and DSS 12.

The next step was to use the percentage breakdowns in
Table 2 to spread the category costs of the COSTMODEL file
(Table 1) over the set of subsystems. The following relations
were used in performing this task:

EER% + W.0O.
MNT COST/SS = (—-u) » MNT COST

MNT COST/SS + OPS COST/SS
SUF COST/SS = ( MI?I('?‘ Céis"r +(())Ps((::oSSTI )
- SUPPORT COST
SUS COST/SS = (ECR%) X SUS COST FOR SUBSYSTEM
for system = ALL
or
SUS COST/SS =
( ECR%/{SS )
ECR% SUM FOR SUBSYSTEMS GIVEN IN SUBSYSTEM
» SUS COST
OPS COST/SS = (OPS%{SS) = OPS COST

for LOC = GDSCC; LOC = CTA;

LOC =NOCC

OPS COST/SS = ( GDSCC(MNT/SS + OPS/SS) )

CDSCCMNT COST + OPS COST)
. OPSCOST
for LOC = SPAIN or LOC = AUST

where SS = subsystem. Table 3 illustrates the resulting subsys-
tem distribution matrix

The next step of the procedure was to multiply the cost
vectors of Table 1 by this subsystem distribution matrix. This
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has the effect of spreading each line item cost of Table 1 over
each of its appropriate subsystems. Then the rows having
common locations and categories can be combined to produce
the simplified cost breakdown model of Table 4. Here we see
that the number of line items has been reduced to 11 but that-
the column dimension has increased by the subsystem identi-
fiers.

Finally, it is of interest to have a simplified cost breakdown
model for each subsystemn. To accommplish this we could simply
sum each of the categories in each column of Table 4. How-
ever, the costs associated with the foreign complexes appear as
a single line item in the JPL WAD. This means that the entries
in Table4 entitled AUST OPS and SPAIN OPS actually
include the maintenance, operations and support costs of
Australia and Spain, respectively. To separate these amounts
from the total, the cost breakdowns of CTA 21 and Goldstone
were examined. The examination revealed that the mainte-
nance, operations and support costs are approximately equal.
This implies that we can split the foreign line items such that
one-third of the cost goes to each of these categories. After
splitting these line items and summing over each of the cate-
gories we obtain the subsystem category cost model shown in
Table 5.

It is important to note that there are two recurring costs
associated with providing DSN service which are not included
in these tables. These costs are (1) the costs associated excir-
sively with the GCF equpment at the DSN facilities and
(2) the costs necessary for NASCOM relaying of signals. The
exclusively GCF costs were separated from the main body of
costs so that they could be handled separately; they will be
added back into the.cost model table at a later date. The fotal
FY*77 amount for such accounts is $1.59 million, although
the partitioning of this amount over the categories has not
been accomplished. The NASCOM link  costs were not
included since they do not appear in the JPL WAD.

M. Conclusions

The subsystem category cost breakdown model in Table 5
is a significant step toward characterizing the manner in which
DSN costs are mcurred. Once the GCF, and possibly
NASCOM, costs are included, the resulting model should serve
as a valuable tool for comparing the economics of the present
and proposed future DSN configurations.



Reference

1. Burt, R. W_, and Kirkbride, H. L., *A Maintenance and Operations Cost Model for the
DSN,” in The DSN Progress Report 42-38, April 1977, pp. 109-114, )

93



Table 1. Cost breakdown mode!

IZESZ; Table 2. Percenta.ge breakdowns by subsystem for
Item Location Category Subsystems $x 103 various M&O activities
1 AUST ors 4933 Percentage breakdown
2 CTA ops All 563 WO
3 GDSCC MNT Al 4349 {(Work OPS
4 GDSCC MNT TXR 283 Subsystem ECR EER Orders) {(Operations)
5 GDSCC OPS All 1965
6 GDSCC SUP All 3792 ANT 8.0 6.7 24.6 12.0
7 JPL MNT  All 284 APS 1.4 1.4 2.2 1.0
8 JpL (03] All 673 DCD 5.9 6.1 6.0 11.0
9 JPL sUP Al 1982 - DMC 6.1 9.6 8.1 4.0
10 JpL SuUs Al 4622 DTK 4.7 0.9 2.6 12.0
11 JPL SUS  ANT 622 DTM 11.8 12.3 10.7 28.0
12 JPL sSUs ANT/FAC 303 DTT 0.7 0.2 0.6 7.0
13 JPL SUs DMC 71 FAC 223 7.7 0 0
14 JPL sus DMC/FTS/PPR/DTT 295 FTS 4.6‘] 2.5 4.3 0
15- JPL SUS DTK 80 GCF2=GHS,GWB, 4.3 4.8 2.0 10.0
16 JPL Sus DTK/APS 92 GTY,GVC
17 JPL Sus DTK/RCV/FTS 109 PPR,REC,AJS 1.7 7.1 2.6 3.0
18 JPL Sus DTM 205 RCV 16.9 26.5 7.8 4.0
19 JPL sSus DTM/DCD 208 TXR 6.9 2.6 5.6- 6.0
20 JPL sSUS DTM/DCD/DTK/GHS/NCS 29 uwv 2.9 4.6 15.2 1.0
21 JPL sUs DTM/DCD/DTK/NCS/DMC/ 522 sysP 2.0 7.4 8.9 0
DTT/GHS/PPR/FTS >
22 JPL SUS FAC 388 3Funded by accounts not exclusively devoted to GCF, i.e., SUBSYS-
23 IPL SUS  RCV 106 TEM = ALL in Table 1.
24 JPL SUS RCV/UWV/TXR 214 bg i
25 JPL SUS TXR 7 ystem level work not attributable to one subsystem.
26 JPL SuUs uwv 93
27 NOCC QPS All 2016
28  SPAIN QPS 5076

Grand total FY‘77 34,047




Table 3. Cost factor matrix

NO2 Loc?

CAT® ANT APS DCD DMC DITK DTM DIT FAC FIS GCF PPR RCV TXR SYS UWV
1 AUST OPS .14 .02 .08 .06 .07 .20 .04 02 02 Qe 03 .11 05 .04 .06
2 CTA OPS 12 .01 11 04 A2 28 07 00 .00 J0 .04 04 .06 .00 .01
3  GDSCC MNT .16 .02 .06 .09 02 12 01 04 .03 03 .03 .17 04 .08 .10
4 GDSCC MNT .00 00 .00 .00 .00 00 .00 00 .00 00 .00 00 100 00 .00
§ GDsCC OPS 12 .01 11 04 12 .28 .07 00 00 J00 .04 04 06 00 .01
6 GDSCC Sup 14 02 .08 .06 .07 20 04 02 .02 06 .03 11 .05 .04 .06
7 JPL MNT .16 02 .06 .09 ° .02 12 .01 .04 .03 03 .03 a7 .04 .08 .10
8§ JPL oPs A2 01 11 .04 12 28 .07 00 00 A0 .04 04 .06 .00 .01
9 JPL sUp .14 02 .08 .06 07 .20 .04 .02 .02 0 .03 1 05 04 .06
10 JPL Sus .08 01 .06 .06 05 12 .01 .22 05 04 02 17 .07 .01 .03
11 JPL SUS 1.00 .00 .00 .00 .00 .00 .00 .00 00 00 00 .00 .00 .00 .00
12 JPL SuUs 26 .00 00 00 00 .00 .00 74 00 .00 00 .00 .00 00 .00
13 JPL SuUs .00 .00 .00 1.00 00 .60 .00 .00 .00 .06 .00 .00 .00 00 .00
14 JPL sSUs 00 .00 .00 47 .00 .00 .05 .00 35 L0013 .00 .00 00 .00
15 JPL sUs .00 .00 .00 00 100 .00 .00 .00 .00 00 .00 00 .00 00 .00
16 JPL sSUS .00 23 00 00 17 .00 .00 .00 .00 00 .00 00 .00 00 00
17 IPL sUs 00 00 .00 .00 .18 .00 .00 .00 .18 00 00 .64 00 .00 .00
18 JPL SUS .00 .00 .00 00 .00 1.00 .00 .00 .00 00 .00 .00 00 00 .00
19 JPL sus .00 .00 33 .00 -00 .67 .00 .00 .00 00 .00 00 00 .00 .00
20 JPL Sus .00 00 .22 00 17 44 00 .00 .00 .00 .16 .00 .00 .01 .00
2t JPL SuUs .00 .00 15 15 .12 29 .00 .02 11 A1 .04 .00 .00 01 .00
22 JPL Sus .00 .00 -00 00 .00 00 .00 1.00 .00 00 .00 .00 .00 00 .00
23 JPL SUS .00 .00 .00 .00 .00 .00 .00 .00 00 00 .00 1.00 .00 00 .00
24 JPL SUS .00 00 .00 .00 .00 .00 .00 .00 00 00 00 63 .26 00 .11
25 JPL SUS .00 .00 .00 .00 00 .00 -00 00 00 00 .00 00 1.00 .00 .00
26 JPL Sus .00 .00 .00 00 00 .00 .00 00 00 00 .00 .00 .00 00 1.00
27 NOCC OPS 12 01 11 .04 12 28 .07 0o .00 A0 .04 .04 .06 000 .01
28 SPAIN OPS .14 02 -08 .06 .07 20 .04 .02 .02 06 .03 1 05 .04 .06

3These columns bear a one-to-one correspondence with the first three columns in Table 1.
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Table 4. 1977 subsystem totals by location and category

ANT APS DCD DMC DTK DTM DTM FAC FTS GCF PPR RCV TXR77 UWV77? SYS877
LOC CAT 77 77 71 i 77 11 77 77 17 77 77 77
AUST OPS 69 79 405 306 335 987 183 99 99 296 168 518 257 281 197
CTA OPs 70 8 62 23 66 158 39 o 0 59 23 24 34 6 0
GDSCC MNT 678 78 261 383 74 522 43 165 145 145 139 748 461 435 348
GDSCC  OPS 246 28 216 79 232 550 136 0 0 204 78 82 124 28 0
GDSCC  SUP 531 76 303 228 265 758 152 72 64 228 114 417 190 228 152
JPL MNT 45 6 17 26 6 34 3 11 9 9 9 48 11 28 23
JPL oPs 84 9 74 27 79 188 46 1} 0 70 27 28 42 9 0
JPL sup 277 40 159 119 139 396 79 40 34 119 59 218 99 119 79
JPL SUS 1071 86 425 572 455 1056 47 1652 396 255 144 1092 547 251 51
NOCC  OPS 252 28 222 81 238 564 139 0 0 216 81 85 127 28 0
SPAIN OPS 711 81 416 315 345 1015 188 102 102 305 173 543 264 289 203
Totals 4636 519 2560 2159 2234 6628 1055 2141 550 1903 1015 3813 2156 1702 1053
Table 5. Subsystem/category cost model for the DSN
Subsystem

Category  ANT sps DCD DMC DTK DIM DIT FAC FTS GCF® PPR_RCV TXR UWV_ SYS

Maintenance 1191 138 552 616 307 1224 170 243 222 358 262 1153 646 653 505

Operations 1119 126 848 417 842 2127 484 67 67 749 323 576 501 261 133

Sustaining 1071 86 425 572 455 1056 47 1652 396 255 144 1092 5417 251 51

Support 1275 169 735 554 630 1821 354 179 165 547 286 992 462 537 364

Total 4656 519 2560 2159 2234 6228 1055 2141 850 1903 1015 3813 2156 1702 1053

3Does not include costs in WAD accounts which are exclusively GCF related or the NASCOM costs associated with DSN service.
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An Improved Digital Algorithm for Fast Amplitude

Approximations of Quadrature Pairs

B. K. Levitt and G. A. Marris
Communications Systems Research Sectign

The authors have discovered a computationally fast algorithm for approximating the
amplitude A =/ I*? + G? of a quadrature pair (1,0); specifically, the piecewise Ilinear
formula

X+=Y; X =37
g =

7 i

-3.X+§Y; X <3y

where X = max(|ll, |Q1), Y = min{\l), |0|). Assuming a uniformly distributed quadrature _
pair phase angle, the maximum opproximation error is 0.0284, the mean error is
0.0000664, and the standard devigtion about A is 0.00828A. This algorithm is far more
accurate than modified versions of Robertson’s approximation (A=X+bY, b=1 [2 or
3/8 or 1/4) currently being used for most digital signal processing applications. An
immediate application is the wideband digital spectrum analyzer under development for
monitoring radio frequency interference (RFIT)at DSN stations. The algorithm could also

be used in digital radar processors.

Digital signal processors sometimes require the computation
of the amplitnde 4 = +/J? +Q? of an inphase/quadrature
component pair, 7 and O {e.g., Fourier analyzers, radar
receivers). The squaring and square root operations required
to determine 4 exactly are computationally complex, and the
intermediate terms, 72 and @2, require double word storage.
To simplify this calculation, Robertson (Ref. 1) in 1971 pro-
posed the linear approximation £ = X + 1/2 ¥, where X =

max(|Zl, 101), ¥ = min{|{], |Q[). The appeal of his scheme is
that it can be trivially mechanized by digital shift, compare,
and sum operations. Since then, many digital devices have
been built incorporating either Robertson’s formula or modi-
fied versions in which the digital coefficient 1/2 is changed to
3/8 or 1/4 to improve performance (Ref, 2). All of these
first-generation algorithms are moderately accurate: assuming
a uniformly distributed quadrature pair phase angle, they have
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maximum errors of 7 to 12 percent, mean errors of 0.6 to 9
percent, and standard deviations about 4 of 4 to 9 percent
(see Table 1).

More recently, 'several piecewise linear amplitude approxi-
mations have ‘been discovered Which are far moré accurate
than those previously mentioned, yet retain almost the same
ease of simple digital implementation. In 1974, Braun and
Blaser (Ref. 3) published several very accurate piecewise linear
amplitude approximations in a British biweekly journal. They
introduced a nondigital scale factor ¢, and approximated e4
by the piecewise linear expression

4, X+b Y; X > kY
A = M
0, X+b,¥; X <KY

]

where the coefficients of X and Y were restricted to be digital
fractions up to 8 bits in length, and & was arbitrarily set to 2.
Converting X and Y to polar representation, the fractional
amplitude approximation error has the form

= % (a;cos@ +b,sin6)- 1 (2)

where 0 = tan™! (¥/X) €(0, n/4). The digital coefficients and
the scale factor ¢ in Eq.(l) were selected to munimize
maxle(#)]. Their results are shown in Table 1 along with mean
and rms errors calculated under the earlier assumption that 8 is
a uniformly distributed random variable.

In 1976, Filip (Ref. 4) published 13 linear approximations
for computing 4: of these, only two were piecewise linear
with digital coefficients. As shown in Table 1, they are not
quite as accurate as the best of the Braun/Blaser approxima-
tions.

During the past year, while seeking to simplify the data
processing hardware of the wideband digital spectrum analyzer
being developed for monitoring RFI at DSN stations (Ref. 5),
the authors discovered yet another useful approximation.
Unaware at the time of the path that had been carved before
us by Braun and Blaser and Filip, we independently adopted
the piecewise linear approach of Eq.(1) to the problem,
restricting ¢ = 1 but not preselecting &, and considering digital
coefficients up to 3 bits in length. As shown in Table I, our
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resulting amplitude approximation is comparable in accuracy
to the three best Braun/Blaser formulas. The superiority of
these second-generation digital algorithms over their predeces-
sors is illustrated by the plots of e(6)in Fig. 1.

Iet s elaborate biiefly on the RFI application of this
algorithm. As described in Ref. 5, the power in the ith spectral
line, based on the jth observation of the input signal, has the
form

= 712102
Py =1yt )

Since the spectrum analyzer is of the multilook category, it
makes L independent determinations of each spectral line
power. The optimum test for detecting whether the ith
spectral line consists of an external signal imbedded 1n internal
noise, or noise alone, is to compare

b

1

L
P
' —

J

with a threshold %, selected to achieve desired false alarm and
miss probabilities. However, if the I.’s and @ ’s are K-bit
words, the Pﬁ’s must be stored as 2K-bit words.

Suppose we elect to use a suboptimal detection scheme in
which we average the I amplitudes

A, =VIZTHOE; j=1,...,1 )

iy 1
instead of the Pu.’s, and compare the random variable

L

i
4=T 2 Ay
=1

It

with a new threshold n’. For sufficiently large L, this sub-
optimal approach costs us a performance loss of 0.19 dB
(Ref. 6). If we use our new algorithm to approximate the 4, ’s
prior to the averaging operation, the accuracy of the approxi-
mation is such that the additional performance loss is negli-
gible. By using the amplitude approximation technique, we
aveid the double-word processing required for optimal detec-
tion, The resulting hardware simplification represents a signifi-
cant reduction in processing time and component costs.
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Table 1, Performance comparisen of digital algorithms for fast amplitude approximation of quadraturé pairs {for notation,
. refertoEgs. Tand 2} -

Qriginatots a a, b 1 b2 k ¢ max iel € €
1 -;- - 1 0.1180 0.0868 0.0921°
Robertson 1 .g. - 1 0.0680 0.0402 0.0476
1 w}; - 1 00161  -0.0065 0.0416
% i- - 052951 0,0557 0.0262 0.0392
3 1 1
3 L 0 1 2 071041 0.0557 0.0019 0.0338
r; 5 3
5 1 1 3
Braun/Blaser : £ 1 2 2 062615 0.0179 0.0023- 0.0108
5 65 9 3
2 2 o z 2 063127 0.0148 £.0016 0.0086
19 1 11
> 1 = 2 0.60196 0.0136 0,0041 0.0080
7 1
1 x 0 % 4 1 0.0298 0.0062 0.0123
Fip
1 3 1 3 2 1 00606  -0.0301 0.0341
F z z “ : :
. . 7 1 1
Levitt/Morris 1 T T 57 3 1 0.0277 0.0001 0.0082
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Life-Cycle Costing: Practical Considerations

|, Eisenberger and G, Lorden
Communications Systerns Research Section

The history and methodology of life-cyvcle costing are presented and analyzed, con-
trasting the potential benefits of the technique with the difficulties of its application.
Examples and a short survey of the literature are given

l. Introduction

The concept of life-cycle cost (LCC) of a system came into
vogue in the sixties when the Department of Defense (DOD)

began to recognize the fallacy of making procurement choices °

solely on the basis of prices bid. Studies of weapons systems
and other procurements revealed that acquisition costs were
typically smaller than costs of ownership such as the cost of
labor and materials required to operate and maintain the
system.

In recent years incrzasing attention has been paid to the
need to consider all the costs of developing, installing, and
using a system over its entire lifetime. As a consequence, LCC
methodology has been developed and used as an aid to plan-
ning and decision-making in a broad range of governmental
and industrial applications (see the bibliography in Section
VI).

This report explains the LCC method, discusses its benefits
and usefulness, and outlines some of the practicalities and
problems involved in its application. Several examples from
the LCC literature are given as 1lustrations and a bibliography
isincluded to aid further study.

1N2

Il. Life-CycleCost Methodology

The LCC of a system is conventionally defined as the
present value, at the beginning of operation of the system, of
2ll costs of the system. Symbolically,

I

Son-ny (L)

LCC =

where m is the number of years in the development/acquisi-
tion phase, » the operational lifetime, i the interest {discount)
rate, and Cy, the cost incurred in the kth year. To apply the
formula, one must carry out the following key tasks:

(1) Estimate the useful life of the system,

(2) Estimate the yearly costs over the life-cycle.

(3) Choose 2 discount 1ate.

Task I often turns out to be more significant and difficult
than it would appear to be. A discussion is given in Secticn V.
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Task 2 is the most challenging part of the LCC analyses.
_ The major categories of costs to be estimated are:

(1, Research and development, testing and evaluation.

(2) \Production and/or acquisition.

(3) Operation and maintenance.

(4) Salvage.

Within these broad areas it is necessary to identify specific
cost items to be estimated. For example, the maintenance
costs for the Air Force’s Electronically Agile Radar (EAR)
system were broken down as follows:

(1) Initial and pipeline spares.

{2) Replacement spares.

{3) On-equipment maintenance.

(4) Off-equipment maintenance.

(5) Inventory and supply management.

(6) Support equipment.

(7) Training and traimng equipment.

(8) Management and technical data.

These eight items were found to be comprised of 115 data
elements.

Once the appropriate cost items are identified, how should
their costs be estimated? Some items, like acquisition prices,
are usually easy. Others, like operations and maintenance
(0O&M), suggest the need for a large and accurate data base,
organized so as to be useful for the required analysis. Ideally,
such a data base would indicate things like expenditures of
labor and materials needed for similar systems (or subsystems),

Since a data base approaching the ideal is\seldom available,
how can the required estimates be obtained using only partial,
inaccurate data obtained from experience” with previous
systems? -

Several approaches are popular, as can be seen from investi-
gation of the literature surveyed in Section VI. One consists of
using cost-to-cost estimating relationships based on the idea
(or observation) that certain costs can be tied to other related
costs in a fixed ratio. This 1s particularly appealing when good

data are available for a few key cost items. It may even be
feasible to relate certain costs to the prices of system compo-
nents Or spares.

Another approach is called non-cost fo cost estimating,
which attempts to relate the costs to be estimated to appro-
priate non-cost variables of system components, such as per-
formance or operating characteristics, reliability, size, or com-
plexity. In its ultimate. form, this approach seeks to derive a
mathematical model (e.g., a regression model) that fits cost
items to appropriate variables based on experience with
previous systems.

Less ambitious though potentially useful schemes include
the use of specific analogies with past systems or cornponents
to estimate costs of a new system and, if all else fails, consult-
ing expert opinion (to get an expert guess).

Once the task of estimating yearly costs over system life-
time is accomplished, it may seem as though task 3, choosing a
discount rate, would be quite simple. This is perhaps true,
because the rate is merely a reflection of the “time value of
money” and can be chosen in line with prevailing rates for
government borrowing. However, such rates do fluctuate, and
the difference in effect between an 8% rate and a 10% rate,
say, can be crucial in comparing two alternatives wheze one
involves much higher initial costs and lower recurring costs. An
approach to the selection of discount rates {(and the related
problem of anticipating inflation rates) is presented in
Section V.

ll. Examples of Life-Cycle Costing

Reference 3 gives an interesting example, the results of a
life-cycle cost analysis for an early warning radar. The cost
components are given as percentages of the total LCC and are
shown in Table 1. This example is typical of many in the
literature that show the predominant contributors to LCC to
be operation and maintenance costs, which here account for
72% of the total. Within both the operation and maintenance
categories, labor costs are predominant in this example. Total
labor costs (including training) represent 47% of the LCC.

Obviously, it is not easy to obtain good cost estimates for a
list of categories such as these. Estimating repair labor, for
example, requires consideration of multiple factors like failure
rates, average time fo repair, and hourly wages. Cleaily, even
the best possible estimates will be subject to error and uncer-
tainty. However, as the example indicates, a-much more costly
error would be committed by neglecting entirely the costs that
are hard to estimate.
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Another example of life-cycle costing is given in Ref. 4, which
analyzes the data problems incurred in estimating the life-cycle
costs for a modern operational weapon system. The results of
a life-cycle cost estimate made for the A-7D aircraft are shown
in Table 2. The cost estimates were made on the basis of
historical acquisition and operating data and are given in 1973
dollars. The acquisition phase covered the period 1967-1973
and the operational lifetime was assumed to be 15 years.

In this example, the unit ownership cost, $6.8 million, is
about 57% of the total LCC and about 31% greater than the
unit acquisition cost, 85.2 million. The authors make the point
that the O&M, depot and to a large degree investment costs of
ownership are highly sensitive to design, reliability, perfor-
mance, and maintainability decisions made early in the acquisi-
tion stage. In short, as much as 79% of the costs of ownership
are influenced by these early decisions. Thus, life-cycle costing
can be a means of determining the Iong-term consequences of
any changes in these attributes.

Reference 29 was designed to provide a framework for
review of new weapon system life cycle operation and support
(O&S) cost estimates and deséribes methodologies and tech-
niques that the military departments can use to develop and
record these estimates. To illustrate the cost estimation tech-
niques given in the guide, an actual annual squadron cost
calculation is made for a USAF A-10 Active Force Squadron
(24 aircraft). Table 3 gives the detailed resulis of the calcula-
tion. Annual squadron cost estimates are also given, without
details, for a National Guard Squadron ($8.2 M), a Reserve
Force Squadron ($5.7 M) and a Combat Crew Training Squad-
ron {$7.3 M). For each of these categornes there are 18 aircraft
per squadron. Using the schedule for delivering aircraft to the
force structure, and assuming z I15-year life-cycle period
(1976-1990), the force life-cycle O&S cost was estimated to be
$329 M. To reflect the uncertainty in the estimation of each
cost variable involved in the cost analysis, a high estimate of
$3445 M and a low estimate of $3067 M are also listed.

IV. Benefits of Life-Cycie Costing

The chief benefit of life-cycle costing as a tool in economic
decision-making 15 that, by forcing consideration of all costs, it
frequently yields unexpected results and thereby leads to wiser
decisions. As the examples of the previous section suggest,
costs of operations and maintenance will often outweigh
acquisition costs as a factor of selection among competing
systems. In such cases, there is an obvious benefit in making as
accurate an assessment of the costs as possible.

An additional benefit of LCC analysis is that the informa-

tion compiled in using the technique can aid other manage-
ment decisions — for example, by focusing attention on cost
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areas that are ripe for reduction. Thus LCC might lead to
recognition of the need for new designs, new methods of
operation, or new maintenance policies.

In a broader perspective, life-cycle cost can be regarded as one
of the parameters describing a potential system to be traded off
against system performance capabilities, availability, or thelike.
Only a systematic-quantifative evaluation of all costs can serve
as the basis for statements like “An extra x dollars spent on
the system wull buy ¥ in additional performance.”

V. Practical Considerations and Problems

Determining the useful life of a system is generally difficult.
If wearout is the determinant of life-length, then the estima-
tion problem is formidable in the case of a new, uniried
system. Moreover, if obsolescence plays the key rols, then the
analysis is even harder because a realistic determination of
lifedength depends much more upon the future availability of
and need for improved (or modified) technology than upon
the longevity of equipment. Whether a given system will
actually be used for the next 5, 10, or 15 yeass is going to
depend not only upon the present analysis of the cost-effec-
tiveness of that system but also upon the future analysis of
potential replacements as they become available 5, 10, or 15
years from now. Changes in system requirements or operations
policies can, of course, further complicate matters.

Since the LCC method in effect amortizes the acquisition
costs over system lifetime, the length of life is an important
factor, particularly in the case of high-priced systems. As a
means of avoiding the problem of estimating useful life, it 1s
common practice to take arbitrarily chosen standard values for
life-lengths.

However, even when arbitrary life-lengths are specified, it is
often necessary to consider unequal lifetimes for competing
systems. The comparison is facilitated by uvsing the notion of
annualized cost of a system, which is defined as the constant
vearly cost of a hypothetical system having the same LCC.
This hypothetical cost stream is uniquely determined by
specifying its structure: zero initial cost and constant yearly
costs during the operational period (thus amortizing the initial
costs of the real system). Comparison of the annualized cost of
competing systems having different life-lengths is equivalent to
comparing the infinite cost streams generated by renewing
each system at the end of every life-cycle.

Some of the difficulties of estimating yearly costs of a
system have already been discussed in Section II. Data base
inadequacies 1n the determination of O&M costs are a recur-
ring theme of the case studies in the life-cycle cost literature.
Even if this inadequacy can be partially overcome by the sort



of estimation approaches described in Section I, there is a
further issue to consider — namely, the effect of changes in
O&M policies or methods which will be made over the lifetime
of the system. To rule out such considerations would be not
only unrealistic but self-defeating, because the devising of
improved methods of operation and maintenance is a vitally
important means of controlling costs.

A statistical approach to the estimation of the effect of
future improvements in efficiency has heen gaining popularity
as an adjunct to life-cycle costing (Ref. 19). This technique
uses a learning curve, L(f), which starts at 1 at the beginning of
operation of the system and decreases over time to describe
the factor by which costs in year ¢ should be multiplied to
reflect “learned” improvements in efficiency. The choice of
such a curve will, of course, depend on the character of the
system and its cost components and can be justified by experi-
ence with previous systems or the experience of other users of
similar systems.

The preacquisition period of system development is one
whose associated costs may be hard to assess. Nevertheless, 1f a
life-cycle cost analysis is performed at a very early stage, it is
imporiant to consider such cosis, masmuch as they could be
saved by aborting the development process. It 15 equally
important to recognize that, just as the complete life-cycle
cost must include R&D, the relevant quantity for deciding (at
an advanced stage of development) whether to proceed to put
the system into operation is the future life-cycle cost —
namely, that part of the total cost which has not yet been
incurred (plus whatever might be recovered by deciding not to
adopt the system). Funds irrevocably spent shouid play no
role in such a decision, although the complete life-cycle cost
may still need to be assessed for reporting and other purposes.

The choice of a discount rate was mentioned 1n Section II
as one of the basic tasks in evaluating a life-cycle cost. In
addition to the uncertainties of determining the right value of
this rate over the lifetime of the system, one faces the refated
complication that inflation will increase the yearly costs, e.g.,
for labor and materials. The standard approach in the litera-
ture is to choose a seemingly reasonable value, j, for the
inflation rate and another value, i, for the discount rate. Thus,
vearly costs are first estimated in current dollars (as of the
beginning of system operation), then inflated by appropriate
powers of 1 +j, and finally discounted by dividing by powers
of 1+, as in the formula for LCC in Section II. The result is
that if C7 is the kth year cost in current dollars (at the
beginning of operation), then

. D) S "
2 Gy L G

k=—(mn-1) =~ (m~1)

LCC =

where V= (I +7)f(1 + {). In effect, only the ratio of 1 %/ to
1+ i matfers in determining the LCC. What’s more, for f and f
in the usual range of 0to 15%, the ratio is approximately a
function of the difference 7 - j, the excess of the discount rate
over the inflation rate. This difference i- j has historically
been greater than zero for most reasonably long periods and
has typically been about 2 to 3%. This suggests choosing a
value such as V'= 0.975 for the purpose of the LCC formula.
The important thing to observe is that the relative stability of
i - historically (compared to the variabulity of i and 7} gives
this conceptualization of the LCC a good deal more assurance
as a basis for economic evaluation.

VI. Major Areas of Interest in the
Literature of LCC

As we mentioned in Section [, it was in the early 1960%
that the interest in life-cycle costing was stimulated by the
realization on the part of the DOD that if ownership costs had
been considered on many procurements, design selection
would have been different. As a result, the DOD made some
trial procurements where ownership costs were considered in
the award decision. To illustrate the versatlity of the new
technique, even at that tune, we list some of the items selected
for the trial, as given in Ref. 3.

(1) Nonmagnetic diesel engines for shipboard use.
(2) Replacement of siding on family housing.

(3) Solid-state 15-MHz oscilloscopes.

{(4) Tachometer generators.

(5) Aircraft tires.

(6) Traveling wave tubes.

(7) Computers.

From these cases, initial “life-cycle costing” procurement
policy evolved at DOD. Since that time a substantial portion
of the literature on life-cycle costing 15 concerned with its
application to specific systems and the problems involved
when applied to that system, Refs. 1-8 are dllustrations of the
many case studies found in the hterature.

Because the DOD is a strong advocate of life-cycle costing,
many of the documents issued by the depariment as directives
and guides to be used for various aspects of the procurement
process include consideration of life-cycle costing, Some of
these documents are listed in Refs. 9-12,

A distinctive feature of systemn cost-effective analysis is the
use of the cost categories of research and development, initial
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mvestment and annual operating costs. These categories are
the major or most often mentioned cost categories found in
the LCC literature. Thus, many reports are concerned with
system and item cost analysis and with system cost-effective
criteria. Refs. 13-18 present some of the writings which.fall
into this category.

Cost models are used in system, equipment and component
selection processes to ensure a proper balance between cost
and effectiveness. Although a number of standard models have
been formulated, such as accounting models, simulation
models, reliability models and economic analysis models, in
practice it is almost always necessary to either adapt a stan-
dard model or construct a new model which will adequately
desciibe a specific situation. A significant part of the literature
is concerned with the construction and use of cost models as
they relate to given systems. Refs. 19-24 illustrate this interest.

For many systems, such as sophisticated weapon systems,
the concepts of reliability and maintainability play important
roles with respect to life-cycle costing. Increasing the reliabil-
ity of a system and improving system maintainability will
reduce the cost and increase the efficiency of the system
during its lifetime. Conversely, the financial cost of unreliabil-
ity can be quite excessive. As a result, part of the literature of
L.CC discusses this aspect of life-cycle costing. Refs, 25-28 are
examples of the interest shown in this phase of LCC.
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VIil. Conclusion

‘The value of the LCC concept and the validity of the
techniques associated with it are strongly supported by its
widespread use in non-defense as well as defense industries.
The proven ability of industry to overcome complex problems
that arise during the process of life-cycle costing should pro-
vide assurance to those contemplating its use, as to the con-
cept’s usefulness and versatility.

The principle underlying life-cycle costing is a simple one:
determine not only the acquisition costs but also the costs
involved in operating and maintaining the system during ifs
lifetime before deciding whether or not to acquire the system.

This being so, one might ask why this valuable decision-
making tool was not employed to any great extent until fairly
recently. The answer probably lies in the fact that in many
cases it is only when a detailed cost analysis is performed that
one becomes aware of the magnitude of the nonacquisition
costs relative to first costs, as well as the extent of the
varjability of these costs among the possible alternative
systems. Thus, the importance of deternuning all costs is very
often not evident until one performs the analysis, while at the
same time there is no apparent reason to perform the analysis
until the importance of the results is realized. It was not until
this vicious circle was finally broken that the idea of life-cycle
costing came into its own.
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Tahle 1. Life-cycle cost breakdown for an early warning radar

Percent of
LCC
Acquisition costs
Design, 12% 3.36
Fabrication, 72% 20.16 Table 3. Annual operating and support costs for an
Installation and Checkout, 14% 3.92 A-10 aircraft squadron
Bocumentation, 2% 0.56
Total for acquisition 28% Percent of
M3 total
Qperation-costs
Pessonnel, 67% 2.04 . Squadron operations
Power, 32% 3.84 Staff and aircraft manpower 1.100 8.90
Fuel, 1% 0.12 Base manpower support 3.650 29.52
Total for operation 12% Awiation fuel 1.043 8.43
Base maintenance material 0.738 5.97
Logistic support costs (maintenance) -G_S'I 52.82
Initial spares, 5.4% 3.24 .
Aircraft ground equipment, 2% 1.20 Base operafing support
Initial training, 0.6% 0.36 Base SErvices manpower 0.802 6.49
Replacement spares, 18.5% 11.10 Miscellaneous personnel support 0.353 2.85
Repair material, 9.5% 5.70 Py 934
Repair labor, 64% 3840 L1355 9.3
Totat for logistic support 60% Logistics support
Depot maintenance 1.263 10.22
Supply depot manpower and 0.585 473
material
1.848 1495
Table 2. Life-cycle costs for an A7-D aircraft
Personnel support
Traimng manpower 1.020 8.25
P
M$/unit efgg of Medical manpower and material 0.215 1.74
Miscellaneous personnel support 0.312 252
Acquisitlon costs 1.547 12.51
Airframe, 38% 1.97 16.5
Engme, 13% 0.68 56 Recurring investment
Electronics, 13% 0.68 5.6 Replenishment spares 0.767 6.20
Spares, 20% 1.04 8.7 Aircrafi ground equipment 0.136 1.10
Other, 16% 0.83 6.9 Tramming munitions and missiles 0.381 3.08
Total for acquisition 5.20 43.3% 1.284 10.38
Ownership costs 12.365
O&M, 48% 3.26 272
Investment, 15% 1.02 8.5
Depot, 16% 1.09 2.0
Base Support, 10% 0.68 57
Fuel, 4% 027 23
Training, 7% 0.48 4.0
Total for ownership 6.80 56.7%
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Phase Shifts of PN-Sequences
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A large class of linearly concatenated shift registers is shown to generate approxi-
mately maximally spaced phase shifts of pr-sequences, for use in pseudorandom number
generation. A constructive method is presented for finding members of this class, for
almost all degrees for which primitive trinomials exist. The sequences which result are not
normelly charactevized by trinomial recursions, which is desirable since trinomial

l. Introduction

Binary maximal length linear recurring sequences, also
known as pn-sequences, m-sequences, or maximal length linear
shift register sequences, are known to have good randomness
properties and hence are ofien used in psendorandom number
generation (Refs. 1, 2). Since 2f] different phase shifts of the

. same sequence are essentially uncorrelated, weighted sums of

several different phase shifis are also essentially uncorrelated
for distances up to the minimum distance between the compo-
nent phase shifts. Thus efficient methods for simultaneous
generation of several maximally spaced phase shifts of the
same pn-sequence are useful in generating pseudorandom
qnumbers,

Various methods have been presented for generating severil
phase shifts of the same pn-sequence (Refs. 3-7). The major
drawback in these techniques is that for high-degree recursions
it is computationally infeasible to evaluate the distances
between the phase-shifts. When the distances are computable
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sequences can have some undesirable randommess-properties.

or controllable, they are fairly small — at least small enoungh so
that one could operate the generator long enough to see
correlations between the phase shifts. Hurd (Ref. 8) has pre-
sented a2 method for generating approximately maximally
spaced phase shifts of the product of two pn-sequences, and
the autocorrelation properties of such sequences are good
{Ref. 9), but the method is more efficient to implement in
hardware than in software, and i has the minor disadvantags
that the sequence is not quite maximal length.

We present here a large class of efficient algorithms for
generating approximately maximally spaced phase shifts of
pn-sequences; that is, the phase shifts approximately eqn-varti-
tion the period of the sequence. Second, we present ' con-
structive method for finding an appropriate configuration for
almost every degree for which there exists a primitive trino-
mial, The recursions which result are nof generally trinomial
recursions; which Is desirable since some trinomial recursions
have less desirable randomness properties than others (Refs.
10-12).



Il. Description and Motivation

Figure 1 shows a general linear concatenation of shift
registers, The algebraic description is as follows: There are V

binary shift registers with lengths Ly,L,, ... Ly_,- The con-
tent of the ith stage of the kth register at tlme tis Al (t) and
" satisfies

= Ak
:+1 (z+1) = A7) for 1<1<L (D)

Each register has a linear output function
Lk
PE@® = 3 dFAF()mod (2) (2)

i=1

which also serves as the input to the next register:

A’;ﬂ (t+1) = F*¥ () (superscripts modulo N) (3}

The sequences F¥({) satisfy a linear recursion of degree L =
L,

The output of the generator is the N-tuple [FO(), ...,
FN-1(f)]. Alternate outputs are the pseudorandom numbers

N-1
X6y = > FFeyF (4)
k=0
and
N=1
Y6y = ) FHo) : ()
k=0

where the sums are integer sums (not mod (2)). When the
sequence is maximal length, i.e., has period 2P~ 1, the numbers
X(6) and Y(¢) are uniformly distributed and binomially distri-
buted, respectively, neglecting the fact that the all zero’s
N-tuple cannot occur.

The X(f) also have good multidimensional distribution
properties. Letting L,,;, = min {Ly,L,,. .. ,Ly_} we have:
Theorem I. When the sequence length is 2%-1, X(¥) is. uni-
formly distributed and L ,,, consecutive terms are mutually
independent (neglecting the effect of the absence of the all-
zero bit pattern in the collective register).

Proof: Since a repeat of the collective state of the registers
causes a periodic repetition of the output sequence, and since
the cycle length is 2L-1, all bit patterms, except all zeros, must
occur exactly once in each period. Since the output bits are
fed into the next register, the bits in the representation of
[X(t-1), X(#-2), ..., X(¢+-L,,;,,)] ate all present in the regis-
ters at time ¢. It follows that [X(z-1), ..., X(¢t-L,,;,)] is
uniformly distributed in the L, ; -cube’ (neglectmg the effect
of the absence of the all-zero bit pattern).

For the convenience of analysis, an alternate description
can be given by defining sequences 4¥ = [4(1): 1 ¢Z] and
F*= {F*¥r): teZ] and defining a ‘delay ‘operator D on
sequence B to be (DB)(¢) = B(t-1). With this notation and the

implicit assumption that component arithmetic is modulo 2,
we have

AF*1 = prk (6)
and
AF = D14k ')
From the definition of F¥,
Lk Lk ‘
Fk = 37 DUEAR = | 37 DIAF) FEET O (®)
=1 =1
-

(Again superscripts of F are taken modulo N.) Letting

Ly
£ = Y, D,
i=1
we have
FE = f (D)FF! ©
or’
K .
FE= 1] £@|F° for o<k<n-1 (0)
j=1
In addition
N
FO — FNmodN = [H (D)} (11)
=

111



where [, {D)= £ (D). This last equation implies

N
1+]1 fD)Y| F°=0 12)
j=1

Furthermore, FO, F!, ..., FN1 glso satisfy this last equation.
When this equation is expressed as a relation among the terms
of FO, it 1s seen to be a linear recursion with constant coeffi-
cients and the characteristic polynomial is

N
Py =1+ [T 560 (13)
=1
Of particular interest in this paper is the case where
. By
£,6) = x Ffe)] (14)

We show that these recursions yield approximately maximally
spaced phase shifts whenever the characteristic polynomial is
primitive. Recursions of this class are easily implemented in &V
shift registers, interconnected with output functions which are
all powers of one function, f (x), plus some pure delays. If all
of the powers b, are unity, then all of the registers are
identical except for some pure delays. In the simplest case, the
functions are binomial, Such an example is shown in Fig. 2.

lli. Analysis

For the configuration shown in Fig. 2, where all of the
registers are the same except for the pure delays of g, , the
delay d(k, k + 1) from F* to F¥*1 i5 the same for all k, except
for the a,; ie., it is 4, plus the delay associated with f (x).
However, it is not clear what the delay associated with f (x) is,
or what the delay is between nonadjacent registers, Le., from
F¥ to F¥7 \where % 1. This complication arises because the
sum of the delays between adjacent registers need not equal
the period, but may be any integer multiple of the period. We
show here that all of the delays aie approximately 1/5 times
the period, or greater, where b =Z b, .

The polynomial

N

Pxy=1+ [] 7.6

k=1

introduced in the previous section has degree L= X L, pro-
vided af{ =1 for all k. For good pseudorandom generators it
is desirable that P(x) be irreducible and primitive, and we now
make that assumption.

Since all F* satisfy the same recursion and the recursion is
primitive, all of the F ¥ must be time delays of a common
sequence F 0 It follows that X(¢) and X(¢t-7) cannot be uncor-
related for all 7<2% - 1. Whenever 7 is the delay between F¥*
and F¥ for some k and j, a component of X(¢) will be identical
to a component of X(¢#-7). The question arises as to how small
the delay between two register outputs can be. The following
lernma will allow us to answer that question for certain genera- -
tors:

Lemma: et P(x) be an irreducible, primitive polynomial of
degree n over GF(2) and let x*[f (x)1” = | mod [2, P(x)],
where @ and b are relatively prime, positive integers and
g-b<2"- LI [f(x)]* =x°% mod {2, P(x)] with 1 <k<p
and 0 < ¢, < 27 - 1, then there is an integer r, with
1 <r, <b such that

P
Ick—;@” -1) <a.

Proof: Smce P is primitive, there exists an M ¢ [0, 27 -
2] such that f(x) = ¥ mod [2, P(x)]. Now I =
X [FG)]? = x20M mod [2,P(x)] ore+bM=g (2% - 1) for
some integer ¢. It follows from the assumptions, that I < g
and b, g are relative prime.

Next, for each k with I <<k <b define Qe 1y by

kg =qb+r, 0<r <b

The range of & and the relative primeness of ¢ and & implies
r, #0. Now

_kq(2"-D-ak (2" -1)-ak
b b
¢

Observing that x ¥ = [FE* = x¥™ mod {2, P(x)] we see
that

kM

+q,(2"-1)

_r@2'-D-ak

& P mod (27 - 1).



Since 1 <r,<bandab < 2"

T @ - 1) ak
¢, =— (2" -1)-—
E b b

and

Tk
le, - 5 2" -1 <a

This lemma can be used to bound the distances between
output sequences from concatenated shift regisiers when the
polynomials f}(x) are all powers of a common polynomial

&)
Theorem II. Let
Ll a. b
PE)=1+ JT x7lrG) 7,
j=1

(a]. =0, b] >0), be irreducible and primitive. Let

o

1
M=

"

—~
5l
vy

and

=n

]
IR

-+

-
il
—

Then the distance between F* and F/ (i) 1s at least
@"-Djb-a

Proof: The polynomial can be written P(x) = 1 +x7{f (x)]°. If
a and b were not relatively prime, P would not be irreducible.
The degree nisa+b - deg f=a +b,socleartlya - b<2% - 20
< 2" Thus the lemma applies and [f (x)]* = x°% where

rk
le, =+ @ Di<e.

Now

ﬁ Doy B i >

m=i+1

Pl =

and

. [ N-1 a b
F 1 omron ™

m=i+1

—

j a
I P iron m F| e <

m=0

In either case
Fl =D [fON* F
for some (k) with 0 << and 0 <k <b. It follows that
Fi = pltek pi = pdGi) pi
From the lemma, it follows that

2" -1
b

dij) = ~a

Now d(i,f} is the distance from i to j. The above argument also
applies to d(j,i) so that

27 -1
b

min [d(G)),dGD] = -a

IV. A Class of Examples

Let P(x) = x" + x¥ + 1 be an irreducible primitive poly-
nomial. In the field GF(2"), P has aroot &. Thatis o +a” +
1=0. Let §= &« so that " = (F 1+ Norl=a" !
(1 +B). Raising both sides to the power b and substituting 8
for ¢ % gives 1= g% (1 +F)°. Thus § is a root of x%(1 +
x)° + 1 where a= n- b. Since a is primitive, » and # are
relatively prime and it follows that ¢ and b are relatively
prime. Furthermore, if b is relatively prime to 2" - 1 then fis
also primitive. Therefore, any concatenated shift register with
outputs functions D°*{1 + D)?k, 0 <k <N - 1, where

N—-1 N-—

>, b =b,

k=0 k=0

—
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with b relatively prime to 27 - 1, satisfies the conditions of
theorems I and I0. We therefore have the theorem:

Theorem I Iet P(x) = 1 + xP + x™ be an imreducible,
primitive polynomial with GCD(b, 2" - 1)= 1. Any concate-
nated shift register with output functions

) b
fp = xa"c +x) ¥,

and output sequences F (¢),0 <k <X - 1, such that

n—1
(Ik =4a
k=0
and
N-1
2 b =b
k=0

has the following properties, neglecting the effect of the all-
zero state:

N=1
(1) X()= E 2%F¥(¢) is uniformly distributed.
k=0

() X(¢- 1), ...,X(¢r- L) are mutuaily independent for L
<min(a, +b,).
k

1

b

(3) X(&) and X{t + 1) are uncorrelated for 1 <7<
- a

We observe that the characteristic polynomial of the recur-
sion P is of the form P(x)= (1 +x)°x® + 1. This is not a
trinomial unless b is a power of 2.

Almost all primitive trinomials satisfy theorem III, that-is,
all but those few where d and 2" - 1 are not relatively prime.
An extensive list of primitive trinomials up to degree 1000 is
given by Zierler and Brillhart (Refs. 13, 14).

When b is not a prime, the class of examples, and theorem
111, extend to the cases where ¢ divides b, and ¢ is relatively

prime to 2”7 - 1. Letting §= o« °, then § is a root of the
primitive polynomial (1 +x2/°) x""? + 1, which can be
implemented in a concatenation of ¢ or fewer registers.

V. Computer Implementation

Members of the class of Section TV are easily implemented
by computer programs. In these implementations the bits in
position k& of L, consecutive computer words are used to
represent the kth register. The number of registers equals the
number of bits in a computer word.

For example, consider the system derived from the primi-
tive polynomial x*%° + x3% + 1 (Ref. 13) and implemented on
a 32.bit machine. Since GCD(34, 21%% - 1)= 1, the above
transformation can be applied and gives the primitive poly-

' nomial
P(x) = 1 +x'25 (1 +x)**
Now define
f&) = @ +x)=x>+ax*
6 = £,6)=x> U +x) =2 + 55
L) = =0 =xt (L ex) = xf xS
Then

31
I+ JT £ =1+x"5(1 +x)>* =P ().

i=0

Let M3 be the computer word with 1’s in positions 0, 1 and
2, and O’s elsewhere; let M4 be the computer word with I’s in
positions 0 and 3 through 31 and 0’s elsewhere; and let M5 be
the computer word with 1’ in positions 1 through 31 and 0%
elsewhere. Then the following Boolean expression generates
consecutive outputs

Z= [M3.AND.X(t - 3)] .XOR. [M4AND.X(t - 4)] .XOR.

[M5.AND.X(t - 5)]

and the new x(z) is a left or right cycle of Z, one place,



10.

11.

12.

13.

14,

References

. Golomb, S. W.,.S"izift Register Sequences, San Francisco, Holden Day, 1967.

. Tausworthe, R C., “Random Nurr_\bers Generated by Linear Recurrence Modulo

Two,” Math. Comp., Vol. 19, pp. 201209, Apr. 1965.

. Lewis, T. G. and Payne, W. H., “Generalized Feedback Shift Register Pseudorandom

Number Algorithm,” J. Assoc. Computing Machinery, Vol. 20, No. 3, July 1973, pp.
456468,

. Davies, A. C., “Delayed Versions of Maximal Length Linear Binary Sequences,”

Electronics Letters, Vol. 1, No. 1, 1965, p. 61.

. Davies, A. C., “Further Notes on Delayed Version of Linear Binary Sequences

Electronics Letters, Vol. 1, No. 7, Sept. 1965, pp. 190-191.

. Latawiec, K. 1., “A New Method of Generation of Shifted Linear Psesudorandom

Sequences, Froc. IEE, Vol. 121, No. 8, Aug. 1974, pp. 905-906.

. Hurd, W. J., “Efficient Generation of Statistically Good Pseudonoise by Linearly

Interconnected Shift Repisters,” JEEE Trans. Comp., Vol. C-23, No. 2, Feb. 1974,
pp- 146-152.

. Hurd, W, J.,*““A Wideband Gaussian Noise Generator Utilizing Simultaneousty Gen-

erated pn-sequences * Proc., Sth Hawaii Internat’l Conf System Sci., pp. 168-170,
Jan 1972.

. Maiitsas, D. G., “The Autocorrelation Function of the Two Feedback Shift Register

Pseudorandom Source,” IEEE Trans. Comp., Oct. 1973, pp. 962-964.

Lindhelm, J. H., “An Analysis of the Pseudo-Randomness Properties of Subsequences
on Long n-sequences,” TEEE Trans. Inform, Th,, Vol. IT-14, pp, 569-576, July 1968.

Toothill, J. P. R., Robinson, W. D,; and Adams, A.G., “The Runs Up-and-Bown
Performance of Tausworthe Pseudo-Random Number Generators, J ACM, Vol. 18,
No. 3, July 1971, pp. 381-399.

Toocthill, J. P. R., Robinson, W. D., and Eagle, D. J.,-““An Asymptotically Random
Tauseworthe Sequence,” J. ACM, Vol. 20, No. 3, July 1973, pp. 469481.

Zierler, N., and Brillhart, J., “On Primitive Trinomials (Mod 2),” Information and
Control, Vol. 13, No. 6, Dec. 1968, pp. 541-554. -

Zierler, N., and Brilthart, J., “On Primitive Trinomials (Mod 2), IL,” Inform. Contr.,
Vol. 14, No. 6, June 1969, pp. 566-569.

115



2 3 4 6
FOrty
@ — ;
@ QUTPUTS
I
0
1 1 1 = Fit)
AL | AL Tlf AL,
1 1 1 1 1 1
a2 1] i AL | AL LAS A | As | A
Fl .
® - ®
L Fit)
2 2 2 2 2
N v o Al Az A3 A4 As
EV 4 }
_ | J
©)

L AN . }5( AN - 20

1 Ly N=3
T S e
f (%) =x% "(1+x)
| Nl ) Pl =1+ x24(1 + x)?
® Fig. 2. An example concatenation with b, = 1
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On the Fundamental Structure of Galois
Switching Functions

B. Benjauthrit
TDA Engineering

1. 8. Reed
University of Southern California

It is shown that the fundamental structure of Galois switching fitnctions follows
naturally from that of Boolean switching functions. An expanded formula for deriving
rmudtinomial Galots switching functions is provided with illustrations of its application.

l. Introduction

Due to its simple and systematic properties, the Boolean field and its algebra have been applied successfully to binary-valued
logic. Since the Galois or finite field is the natural extension of the Boolean field, more and more researchers have become
interested in utilizing finite fields in the design of multivalued logics. It will be evident Jater that multivalued logic, using Galois
field theory or algebra, is now as realizable as Boolean switching logic. This may be considered to be a consequence of the recent
efforts of Menger (Ref. 1), Benjauthrit and Reed (Ref. 2}, and Pradhan (Ref. 3). The second paper provided a systematic method
of deriving any multinomial Galois switching functions via what 13 referred to as “Galois differences.” The third paper furnished
still another expansion for obtaining such switching functions.

Though both methods provide a systematic technique for deriving a unique Galos switching function from a given truth table
description of the function, each requires tedious computation. Specifically, the first method often contains many redundant
terms in its formulation, whereas the second method requires a great number of multiplications and additions. By some algebraic
manipulations, an expanded formula 15 obtained which combines the best features of both methods. This formula enables one to
compute the coefficients of the desired function more directly and probably with less effort.

Il. Summary of Existing Results

Since most of the bastc properties of Galois fields have been given in the literature, they will not be described here. Instead, use
will be made of these properties as necessary and the reader will be directed to the appropriate references. Two basic theorems are
now stated.
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Let g = p" be the order or the number of field slements of Galois field GF{g) whose field power is » and characteristic isa
prime p. Denote the set of all nonzero field elements by GE(g). Also, let the symbol I signify the sum of all elements over F.
Then, according to Ref. 2, one has the foliowing theorem.

Theorem 1. For every function F: GF(p")" - GF(p™), there exists 2 unique functionf: {0,1,-- -, PP - 1} -=.GF(p") such-that-

+, u‘ : k k
P, %,) = Zf(kv“"km)x11 e,

where the function fis given by
F@=F Q)

- - “Fy
FUp0- 0= & F@= D F@-F@,,0 0]y,
! GF(p")

fiky ke, -, 0) Q@’%F(ﬂ)
x x

17z

&y

_k —_
E 2 iF@}“F(G,’YZ,G,"‘,{})"F{?I,G,G,"',0}‘?)?(’}’},?’2,0,"‘,{3}}'}’1 1?2
aF’ (p"}

[lynk)= AW F@

=32, F@-F@©,--.0,7,)- = F(y,0,---,0)

GF' (0™
.|.F(0’~ v e ’0,7’”“1’7”!).1.. H+F(71’72’0’l . .,0)

&, ek
~ e CD F ey, Ny o,

and

AP F@= A APD R}, forp=1,2,---,m
i "‘xi xi. x!. “‘x;.
i 4 -3 P—1



The function F (x y» 77 ¥, ) has the following “power series™ expansion:

*1

Fxy, o ox,)= FO+ [A F(Q)} xyhed [ A F(g)] %,

m

- .
+ AF(Q)} xi+---+[A F(Q):I xfn+---+[A F(g):, x?
2 2 q
L1 *m xm

+ A@)F(g)] x1x2+---+,: A® F(g)] xd x4
q
X
m

m=1"m
L*1%2

+[ Al F(Q)]xl...xm.;.....,.[ Al
17  m =7 ..

1 - X

. F(Q)] X xd

m

where F@Q)=F(0,---,0).

Now, from Ref. 3, the next theorem follows.

T

Theorem 2. Any function F(x ,---,x, )can be expressed as

Frp ok, )= 3o S g, ) F @y s,,) ®
GF(g)
where
g, )= IL - (- 7)Y, vECF () @
i=1

Also from Ref. 3, we obtain the following lemmas:

Lemma 1. The sum of ith power of nonzero elements over the field GF (g) is null for 0 <i<{g - 1 and unity for i=g - 1. Mathe-
matically,

) a,._io, for 0 <i<q- 1 (32)
GF @ -1, fori=g-1 (3b)

Note that Lemma 1 is not restricted to 4 > 2 here because, for g =2, (3a) does not hold for § # 0 and thus only (3b) implies.
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Lemma 2.

1-x7"1 =9

I-@-77 =y e - iy
1- 3, Cpri (q‘f 11}-) Y, Y EGF ()
i=0

lll. The Expanded Formula

For later use, a generalized version of Lemma 1 is first stated and proven.

Lemma 3. For any positive integer m,

-1, fori, =q-1,---,i =q-1

m

m - -
E“-ZT;_IH.TZ’!”=

GF'(q) 0, otherwise

Proof, The lemma follows directly from the factorizability property of the summation and by repeated applications of Lemma 1.
For example, when m = 2, one has

2.2, vi"ri“ [ 2 7;1} [ 2. 722:]

GF'(q) GF' (@) GF' (q)
) 1, i,=q-1
f2 . =
—Z: v, (fori =q- =
={ GF' @ 0, otherwise
0, otherwise
Q.E.D.
The following two lemmas and their consequence are also useful.
Lemma 4. Let p be pnme and 1 <i<<p" -~ 1 for any integer n>> 1, Then,
n
(p ) =0 mod p @
Proof. We shall prove the lemma by induction on n. Forn=1,
- - -7 +
(‘?) =2 - 1) T p-itl) =pi_;’c , an integer
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This implies that i!|pk. But i < p and, thus, the ged(i!, p) = 1. Hence, il|k so that (?) =p - integer and relation (4) holds.

Hypothesize that relation (4) is true for #. We must now show that it is also true for n + 1. In so doing, express the polynomial
(1 +x)P™" 1 in two ways:

n+l 14 .'!‘I':l
r 1
(1+x)p = 2 ( . ) x €))
i=0 !
and
nk1 n pn p" .p
(L+x)P = (@ +x)P )P ={> xf
=0 \J
~
n n
EE0 -0
1 =0 ;p=0 /1 ]P
PrI+I
=0 e wgm ‘e ©
It follows that
(pnﬂ) = (pn) (pn) 0-<-.i-<\p"+1 (7)
: Jv1+---+,v'p=i Iy Tp
os;’vgp”

Let 1<i<p"*' - LIfO<j <p" and

P
IR

v=1

then, some f, satisfies the condition 1 < jp < p" - 1. By the induction hypothesis,

n
(P )EOmodp
o
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Then, each term in the sum of (7) is 0 mod p so that

ntl
(pi ) = mod p

On the other hand, suppose that all the j, are either O or p™. Then, the product in (7) is 1. This can happen only if { = ap”, where
1 <e<p- liin this case, the number of such terms on the right side of (7) is (g), a multiple of p, and thus {4) also follows.

e

QED.

Lemma 5. Let p be prime, and 0 <57 <{p® ~ 1 for any integer n > 0. Then,

(pn; 1) = (-1) mod p (8)

Proof. It is trivial for the case n= 0. Let n> 1 and use induction on i Relation (8) is obviously true for i = 0. By the Pascal
triangle relationship, f 0 <<i<\p” ~ 1, then
pn — } . pl‘} - !. n ( pl‘!
i i+1 i+l

By lemma 4, the right side is 0 mod p, and the induction hypothesis is (8). Hence, relation (8) is true for the case { replaced by
i+],
Q‘E’ADA

By multiplying both sides of relation (8) in Lemma 5 by the quantity (-1)#"-1-7 and noting the identity +=- forp=2, one
obtains the following corollary.

Corollary 1. Let p be prime and 0 <<i<Cp” - 1 for any integer n > 0. Then

1

(_l)p"—l—i (p ) = 1modp

Since y 91 = 1,y € GF'(g), and with Corollary 1, Lemma 2 yields:

Lemma 6,
el
Ha-x7, y=0 ©a)
m =1
IT f- G- 9971 =
=1 m g=1 .
-3 7, vEGF'@) ©b)
=1 =1

With the above theorems and lemmas, ong can now state and prove the following expanded formula.
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Theorem 3. For every function F: GF{g)™ - GF(qg), there exists a unique function f: [1, - - -, g - 1] = GF(g) such that

m
S0 g0 v Frgs )
GF(q)
F(xl.’ v -’xm) =
g-1 q-1 K k
z T E f(k17.-'lkm)x11-..xmm
k=0 k,, =0
where
m .
D glvur,) = I - @&-v)1
=1
Hi
~1¥ g-1,0-1.. .,q9-1 = I
i+ E 1) Z x}1 xjrz x}.i , ¥=0,1 < j<m
=1 ;1<12<"'<ji
- (10a)
m -1
II -3 7=, vy€GF @)
=1 j=1
and
k g-1
00 = [T -5 |
=1 j=1
m-k
-1V a=1q-1 ... yq~1
|:1+ Z ¢ i Z T "
i=1 iy iy <-e- <y (10b)

forany k,1 <kém,7€GF'(q),andk<jl =m

ll) f(os':0)=F(0:;0)
-k
FEL0,--,0) == D Fiy,0,--,0)7,
GF'(q)

f(q-l,O,--',0)=— E F(’}’I,O,"',O)
GF (q)
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-k, -~k
Fley by 0,000,0) = D007 Flryam,n 0,00y, ', 2
GF (q)

f(q_ l,g- 1:0:'“30) = EZ_F(719'7230='“90)
GF (q)

i
- -k .
f(klx"'ski!os'“:o) = ("1)!: :"'E:F(‘Yl';'",7;,0;"',0)71 I.'”Yi
GF'(q)

f(q_l,"’,Q" 1303'“30) = (-I)EE'“ZF(T_{’-“:'Y,"O:"':O)

GF (q)
fik k)=(—l)mZmEF( )_kl... —km
(kys ek, SEERRRER R S T
GF-(q)

-1 _k —k
fla-Lkyooouk,) = 0" [Z- 2 PO )T, o,

GF'(q)

" _k2 —km
S

GF'{(q)

m-—2 -k —k
f(q- 1,61‘ 1;k3:“.:km) = (-l)m [E"'ZF(O,O,T?',"','YM)-YE, 3-..,}, m

m
GF'(q)
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flg-1,---

- lskﬁ.ls' :km)

7 -k3 '-km
i’,Z"'ZF(ﬁa?z;"'s’Ym}Ta MR

GE'(¢)

m—1 - —k
e 3
+ Z‘.-ZF(’}’E’O,TB’ ; ,7,,,)73 ""}’mm

GF'{(q)

i - -k
12D M IR R

GF'(g)

m-i LATSY —k
-nm 2...2}?({)’.._.’0’7"“,...’7 }71-:»1 ...,}.mm
GF'{q}

1w

: - "
+E"'EF(0,'”,O,'Y,-,' ™ )7,+;+1".7mm+"

.
. i+1, L P
+ Z Z%’y TR R UEREI S E AL R
GF’(q)

"= % -
. ML, noe...
+ z EF{Q ’Tm} ’Yﬁ-I ym *

GE'(g)

-k

i 2
1.
+Z EF(TiJJst . --’0,’71_4'1’ 37 }7,_. !‘i‘ T’nm'}""

GF (g}

)
-k
3 E .,.E F(Tl’ LY )71 z-%l Tmm

GF'(q)

Fa-tLeog-D = CDm Y F Oy,

GF (@)

(10¢)

In words, for those coefficients containing no ¢ - 1 as their arguments, we simply expand the function around the point(s)
being considered. For any coefficienis contammg g~ 1 as its arguments, the function’s “{nitial value(s)” must be included in the
5 ¢ = 1) includes all points, Le., all function output values, in its expansion.

expansion. Finally, the last coefficient f(g -1,

Proof.

i} Thevesult follows directly from Theorem 2 and Lemma 6.

ii) Coefficients {10¢) can be derived from either Theorem 1 or Theorem 2. However, since these two theorems have been
independently proven to be correct (Refs. 2 and 3), the uniqueness of Lagrange’s expansion of m-variable functions (Ref. 4)
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guararitess that they both lead to the same unique function. For simplicity, Theorem 1 will be employed hers, together
with Lemma I or Lemma 3.

Form=1,
3
F&) = 2, FO-Fadly, !
GF'(q)
-—e’cI —kI
=FQO 2, 7 '~ X F@a)7r
GF'{q) GF{g)
(
~k
- 2 Fapr, L0<k <g-1
GF'(g)
=<
- 2, Fadk =q-1
GFig)
"
Form=12,

Fleyskey) = 23 F0,00- FQ7,)- Flry, 0+ Fly, )l 7, 1, 2
GF'(q)

-k . -k
=FO.0 | 2 71‘] [ PR 2]
GF' () GF ()

-k -k
-1 2 7 [ 2. FO)ym*®
| GF () J LGF (&)

-

| 2| g rever

| GF'{q) GF'{g)

+ D F.y) ?;k‘*rjz

GF'(q)
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Therefore,

flk, k)=

é -k, —k
ZEF(Q*I,?Z)?; by, 2,0<k, Kk, <g~ 1
GF’{:Q}

~ Do~k .
2o FOY, 2+ 20 Fly, 1), Lk =q- L,0<k, <q~ 1
GF'(g) GF’ (q)

)

3 -E
Y. FluOv, '+ 20 Flr,r,)7, LO<k <q-1,k,=g-1
GF {g} GF (g}

ZEF('Yl’Vz)’kl =k, =q-1

\. GF (g)

Now, assuming it is true for the m case, we shall show that the m + 1 case follows:

FlE,

fa- 1Lk

—

f(ff"isfz“ I,kss“

*

flg-

which are exactly the coefficients (10c} when m + 1 is redefined as . This completes the proof.

HiEl
“'aka km.;.;_) = {_i}mé’l Z-HZ F{?la“‘a'yms m-i-i}'}‘i

g Ky y) = C1 [Z

GF'(q)}

m+l1-—1

ko kg = O [ZZ FO,Yy s Vs Yo ) T

GF'(q)

-% -&

Y Ve Ya S Y

ekl
DY W
GF'(q)
m+i—
GF'{(g}

m+1
~&

Frock Yo 3 PO s Y s Ve ) Y5

GF'tg)

prEl
Lerg-1) = ("i}m*;. Z”'Z F{?E’”" m’?m-i-i}

GP'(q)

-k -k

Z
-k
FOD, Y5 Yo Yt ¥ o T Yty

.. “F 7_km+1
7m m+1

It is not difficult to show that a similar proof of Theorem 3 can also be obtained from Theorem 2, especially for case m = 1.
For case m = 2, from Theorem 2 and Lemma 6, one has
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Fx,x) = 2,00 80,m,) v, )

CF(g)

= [L-x71- xg"“l +x371 xg“l] F{0,0)

ik S g
#1-x71 D) [-E 7, 2% | FO.7,)
7}

g-1 ]
-7 2 \:—Z Ny F(y,0)

-l e oz =k ok
+ 2.2 [’ Y EH :1{_ E} Tzzxzz] Flr:7,)
=
2

GF'{q) k=1

Again, using basic properties of the summation and with some simple manipulation, one obtains

q-2 . _ .
Fix,x) = FOO+ 3, [w 3 F(TI,G)'ylk{] xfi-[ > F('yi,{))J %91

k=1 CF'{q) GF{g)

-

q-2 -k K
* 2 { 2. FO,7)7, *‘] x;—{z F(O,'rz)] x4

GF'(q) GF()

q-2 q-2 AN
* E ZEF{71’72)71 Y2 TR
I GE{g)

+---+'[F(0,0)+ 2 FQ)t X Fr, 00 EZF@I%)J T

GF (q) GF'(q) GF'(q)

which contains exactly the coefficients given in (10c). To complete the proof, an induction on m may be accomplished similar to
the previous case.
Q.ED.
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IV. Examples

We now provide two examples to illustrate the effectiveness of Theorem 3. For convenience and to the point, let us consider
Example 1 described in Ref. 3. By partitioning as follows,

oLy =y

(!, x2) = x;
&> x% = x,
&, x% = X,

and representing (0, 0) by 0, (0, 1) by 1, (1, 0) by e, and (1, 1) by 8, the given six-input two-output variable function is
represented as shown in Table 1; the all-zero rows are omitted here.

Using Theorem 2 and observing that rows 1, 2, 7 and rows 3, 4, 5, 6 have the values of Xy X ¥ and x,, X, , respectively, in
common, we obtain .

y =B~ Gy - PP I =331 {1 -%3T + 1= G, - 1P] + [1- G, 7))
#[l= G- @] [1- Gy - %) L [1-x3] #[1- Gy - 2]+ [1- 0ry— @) + 1= Gey— 0] )
Making use of Lemma 2 and noting the identity +=-, y can be simplified as

= 2 3 2 3 2 2.2
X, +oac2 +ﬁx2 +x1x2 +c>oc1x2 +.ﬁx1x2 +gjbclx2 X%y

2.3 3 3,2, ,3,3 3 2.3 3.3
+ + + + + + +
x|, Foor X, XD X ta,xd +oaxixy ﬁxz:f3

Now by applying Theorem 3 and Table 2, we can venfy the above result termwise as follows:

£O,1,0) = 2 F(0,7,,07,' =0+0+§-a=1
GF'(4)
70,200 = 3 F(0,7,,007,% = 0+0+6-f=a
GF' (%)
FALLO) = D F(,7,,0097' 75" =040+a-p+0+a-fra+t0+f-a-a=1

GF'(4)
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£(3,3,0) = E F(frl,'yz,O)-':0+0+0+[3'-i-~0+0+0+ﬁ+0+0+0+cz+0+0+0+ﬁ=1
LGF(4)

FO33) = 2 Fy,7) =0+ +0+f+0+0+0=
T GF@Y
16,32 = Y FOOLY)+ L2 FOuuhl+ oo Fl.0r)rd
GF(4) GF{4) GF(4) ’
DI F % 750757
Gy

1

[0+0+0] +[(0-!----+0+1,+0+0+0)+(0+--°+0+1+0+0+0)a+(0+---+0+1 +0+0+0)p] =0

As another example, consider the four-input two-output specification given in Table 2 of Ref. 2. Using the same representation
for GF(3?),

0=00,1=a°=10, =01, 6* =12, =22, ¢* =20, &* =02, &5 =21, &’ = [}

and the same partition

o =fupu box, = {ug, u b and F={v v };
the truth table is obtained as given in Table 3.

Employing Theorem 3 here and Table 1 in Ref. 2, Eq. (16) of Ref. 2 ma¥y be verified term by term as follows:

FU,0) == 35 Fl,0)yl=-a---a=-a-a=-’=q
GFE'Y{"

FO.3) =- 3, FOy)¥=-1---- I=-l=1=-gt=]
GE'(9}

£ = 03 Fl,v)ytvpt=1

GF'(%}

167 = T Ferpa) vy =1

GF'(9)
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The sum of the output functions ¥ results in

F@8 =22, Fly,.7,) =1

GF(9)

The remaining 75 torms can be similady verified to be 2l zeros. Hence,

8.8

- 3 5.1
flyx,)=o +x] +x %, +x7x] +xx,

-

It is evident that employing either Theorem 1 or Theorem 2 to compute F {x,, x, ) of the above example would be tedious. This
is especially true for Theorem 2. i

Observe that Theorem 3 always requires a fixed number of computations; i.e., 4™ computations for m variables over GF (g).
Por truth tables whose rows contain a great number of Zeros, the technique of Theorem 2 is no worse than that of Theorem 3;in
fact, it is even better ai times. However, for large w1 and large number of nonzero elements in the truth table, the advaniage of
Theorem 3 can truly be appreciated. The advantages and disadvantages of Theorem 3 over Theorems | and 2 are a subject of
further investigation. But, for now, it is obvious that the technique provided in Theorem 3 is suitable both for hand and computer
calculations.

V. Conclusion

Any Galois switching function can be expressed as the sum of minterms with a set of uniquely defined coefficients, or it can be
expressed as the sum of its output-valued functions with also another set of uniquely defined coefficients. From these two
approaches, we have derived an expanded version of the two methods. With this expanded formula, the function can be obtained
more simply and directly from its given table of description. The novelty of the technique is illustrated by example.
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Table 1. Truth table of six-input two-output variable function

Row * X, xg ¥
1 0 g Y g
2 1 8 0 B
3 @ i 0 &
4 @ B 1 1
5 a B @ i
6 o B 8 1

Table 2. Galois field operations

Addition over GF(4) Multiplication over GF(4)
+ 01 « p . 01 a8
0 01 a8 00000
110 8 « 101 a8
a a f 01 a 0 a B 1
B Falo0 g0 8 1 a

- -HOT*REPRODUCIBLE .. -
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Table 3. An input-output triith table
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Phase Fluctuation Spectra: New Radio Science Information
To Become Available in the DSN Tracking System
Mark WI-77

A. L. Berman
TDA Engineering Office

The DSN Tracking System Mark III-77 currently being implemented at the Deep
Space Stations will automartically provide doppler noise (rms phase fitter) computed
concurrently over three evenly spaced decades of data sample interval and associared

time-scale:
Data sumple interval, sec Time-scale, sec
0.1 1.8
1.0 18.0
10.0 180.0
100.0 1800.0

It is here suggested that these data translate directly into “average” phase fluctuation
spectra, and hence represent a new and convenient source of radio science information.
Temporal phase fluctuation spectra derived from Viking and Helios doppler noise data
yield a power law relationship with frequency as follows:

Py(f)~fm 242
for the following approximate range of frequencies:
33X 102 Hz >f > 56X 107 Hz
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l. Introduction

In early 1978, the DSN Tracking System Mark I[I-77 will
initiate the continuous and automatic computation of doppler
noise concurrently at four sample rate intervals evenly span-
ning three orders of magnitude:

0.1 sec
1.0
100
100.0

The process used to compute the noise will be the same for all
of the sample rate intervals and is characterized by

(1) The number of contiguous doppler (frequency) samples
used in each computation is fixed (at 18).

{2) The noise is computed for a least squares linear curve
fit to the (18) data samples.

The above process is similar to the process by which doppler
noise is currently computed in the Network Operations Con-
trol Center (NOCC), the only exception being that the current
algorithm uses 15 samples, versus 18 samples in the new
algorithm, It is significant that the number of samples used for
each of the different sample interval noise calculations is fixed,
as this resulis in the time-scale of the noise observations being

proportional to the data sample interval. As there is consider- -

able interest in doppler phase fluctuation spectra, particularly
during solar conjunctions, it is here suggested that “average™
temporal doppler phase fluctuation spectra may be routinely
available in the DSN Tracking System Mark II-77 and require
ditile additional processing. Extraction of the basic (nose) data
by the user would be from the Archival Tracking Data File
(ATDF) of the Tracking Data Management System.

Il. Average Doppler Phase Fluctuation
Spectra Computed from Viking and
Helios Doppler Noise

In Ref.1, R. Woo used dual 8- and X-band closed loop
doppler data from the Mariner-Venus-Mercury (MVM) space-
craft at a Sun-Earth-Probe (SEP) angle of ~11.5 deg to obtain
typical differenced S-X phase fluctuation spectra. It is here
desired to investigate whether doppler noise relationships
" derived by this author and J. A. Wackley (Refs. 2, 3, and 4
yield comparable spectra information.

In Ref 2, doppler noise was found to be functionally
dependent upon sample inferval (15 samples, least squares
linear curve fit) as:

0.285
Noise « (%9) ; Helios

0.294
Noise & (—6}0—) ;. Viking
where 7= data sample interval in seconds.

In the following analysis, a combined Helios and Viking
noise variation with data sample interval will be utilized, as
follows:

0.29
Noise « (@)
T

From Refs. 3 and 4 one has the following noise average values
for 7= 60 seconds and at an SEP of 11.5 deg:

Noise = 0.023 Hz; Helios

Noise = 0.024 Hz; Viking

Likewise combining the above, one constructs a composite
Helios and Viking noise relationship with data sample interval
at an SEP of 11.5 deg of

60\ 029
Noise (7} = 0.0235 (T Hz

Obtaining the relationship between doppler noise and “rms
phase fluctuation™ presents some difficulty; previously
(Ref. 3), it was assumed that:

rms phase (r) = 7 noise (1)

To check this assumption, a phase fluctuation of the form:

phase (f) = sin 27 (t/T+KX)
1

T = phase fluctuation period, Hz ™!

K

]

arbitrary phase, cycles

was passed through a simulated model of the DSN Noise
algorithm (but without the linear curve fit). The resulis are
seen in Fig. 1, and indicate

1 _ _7noise {r) <2

4  rmsphase (r) 4
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5

for the range
2 < T < 307
Tt will be assumed here that:

Tnoise () __ 3

o —

s phase {r) — 3

or
5 .
tms phase (v) = 3 7 noise {r)

for fluctuations in the region:
T2 < T = 307

Introducing z factor of v 2 to obtain a one-way spectrum
from two-way doppler noise,

15 &0 0.29
75:; K [3.0235 (7_ ) Hz sec

rms phase (r} =

and hence

[ r\lez
mean square phase = 215,52 (EE) rad?

. T\142
= 109 (5) tad

Now define the following;
S = phase fluctuation frequency, Hz

T = phase fluctuation period, Hz™?

T =51
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The least squares linear- curve fit to the 15 data samples
(substantially) “fits out” fluctuations with periods greater
than T where:

T=2X157 =30

The mean square phase fluctuations in rad? can then be

considered:
(0 N =
P¢(v}dv 'w”f P¢(v)du
(309”7 7
where
f = @ory!

P $(f) = temporal phase fluctuation spectra derived from
doppler noise, rad? Hz~!

s0 that

- 307 142 3
L P¢(v}dv =109 (i"éﬁa) rad

10901800y 1927-142 1,42

I

It

2.6 X 1073142 542

Differentiating both sides with respect to f:

afr = 2pp,1
de P¢{v)dv P¢(f) rad“Hz

;g;z.s X 107357442 = (1 42)2.6 X 10737242 yq2pp-t

= =37 X 10737242 pa2pp-1
or

Py (f) = 37X 107317292 rya?pz1


http:Q1.42)2.6X
http:42f-'.42
http:ad30-.42

For data sample imtervals between 1sec and 60 sec (from
Ref. 2), the corresponding applicable frequency range is:

33X 107%Hz > f > 56X 107%Hz

Values of this average phase fluctuation spectrum for various
frequencies are presented below:

f. Hz P ¢(15, rad? Hz !
101 14X10°%
10° 37X 1073
1071 9.8 X 1071
10~2 2.6 X 102
1073 6.7 X 10
1074 1.8 X 107
1075 47 X 10°

Figures 2 and 3 are taken from Ref. ] and are differenced
8-X phase fluctuation spectra for the MVM spacecraft at an
SEP of approximately 11.5 deg; overplotted on Figs. 2 and 3 is
the doppler noise derived phase fluctuation spectrum at a
similar SEP: o

P, {f) = 37X 10737242 q? gz !

The agreement between the two is seen to.be quite reasonable;
Woo (Ref. 1) indicates finding the relationship between the
S-X differenced phase spectra (W s 4/)) and fto be:

w¢d(f) ,.,,f—'2.5 to f--2.6

which is compared to the doppler noise derived phase fluctua-
tion spectra

~ 2472
P ~F

Table 1 presents a comparison of the frec'luency dependence of
other determined or measured temporal solar plasma specira
(as computed from the equivalent power law three-dimen-
sional spatial power spectra).

lll. Doppler Noise Derived Average Phase
Fluctuation Spectra as a Function
of SEP

The Viking data utilized in Ref. 2 spanned a range of SEP
angle as follows:

64° > SEP 3 0.9°

Figure 4 shows the exponent solutions from Table 2, Ref. 2,
translated into average spectra as in Section Il and plotted as
a function of SEP. No sigmificant correlation of spectral fre-
quency dependence with SEP is seen. In Ref. 6, H. Chang
hypothesizes that at low SEPs (hence strong scintillation) the
temporal solar plasma spectra change from power law to
exponential; the data in Fig. 4 do not appear to support this
contenttion. It is here considered that doppler noise data may
be quite useful in further study of phase fluctuation spectra
(frequency dependence) as a function of SEP.

Combining the results of Section II with the ISEDC doppler
noise model from Ref. 2, one can construct an average phase
fluctuation spectrum as a function of the relevant geometry:

_ [ISEDC Hz]? —3,-242 42 pr—1
P (fe6) [0_0235 HZ] 3.7 X 1073f rad® Hz

6.7 f~242 (Ao [(_——sifa)w] F(2,p)

1 2
t4, rad? Hz !
(sin «)®

where
A4, = 1182X 1073
A = 475X1071°
e = Sun-Earth-Probe angle, rad
§ = Earth-Sun-Probe angle, rad

B-7/2+a)® - (- m’2)3]

Fle,f) = 1- 9.05 [ ;

-0.00275 l:(ﬁ -2+ a)sg (o - ﬂIZ)S}
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IV. Summary

It is here suggested that average phase fluctuation spectra
can be easily obtained from doppler noise computed concur-
rently over different time scales. Using such data from the
Viking and Helios solar conjurictions, an average phase fluctua-
tion spectrum at 11.5 deg SEP is calculated to be

Py(f) = 3.7X 1073242 rag? Hz”™!

and can be extrapolated to the full range of SEP via the ISEDC
doppler noise model. Concurrent doppler noise computations
at four evenly decade separated data sample intervals

0.1sec =< 7 < 100.0sec

combined with -a least squares linear curve fit are expected to
provide average phase fluctuation spectra data for the fre-
guency range:

28X 107 Hz > F> 28X 107% He

It is expected that these data may be quite useful in
studying the frequency dependence of phase fluctuation
spectra as a function of SEP, particularly at low SEPs (<5°)
for which there currently exist few published results.

Concurrent computation of doppler noise estimations is
being implemented as a standard and automatic capability of
the DSN Tracking System Mark I1-77 and will become
routinely and conveniently available to users in early 1978,
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Table 1~ Typical values of the logarithmic slope of temporal solar plasma spectra with frequency ?

. Distance (closest
Source Reference  Log P, (v)/Logv Frequency range (v}, Hz approach oz 1 situ), AU Measurement
]

Berman ~ 242 33x107%2>p>56x% 107¢ 0.016-0.111 S-band doppler noise

Woo etal. 1 -2.5/-2.6 5x10lsp>1x10 0.2 Differenced S- and X-band
phase

Chang 6 -2.5 1X 1.‘01 >v>1x 10° 0.1-1 Dual-frequency interplanetary
scintillation (IPS)

Unti et al. 6 =2.55 13x 10t >e>5%x107 ~1 In situ proton density

Intriligator 6 -2.3 1X1072>e> 1% 1074 ~1 In situ proton density

and Wolfe )

Coleman 6 2.2 1X102%>p>1x 1075 0.9-1 In site magnetic field and

plasma velocity spectra

8 Assumes the temporal (columnar) spectrum is proportional to »~ &1} i the three-dimensional spatial power spectrum is power law with
exponent -x.,

138



2.25 T T T T T T T 1
LEGEND:
2.00 T = DOPPLER SAMPLE INTERVAL, sec ]
T = PHASE FLUCTUATION PERIOD ]
1.75 (1) = PHASE
50 =SIN 27 (/T + K} |
il RMS PHASE = v2/2
TlE "DSN DOPPLER NOISE" =
w §1.25 1 14 2 i 7
=] <[ 1 t+1) - . —2'
Pl g ree-so o
Ziwn1.00 0 i=0 i m
L[=
(=3
0.75 .
0.50
0.25
0.00 TR WO W SR RS T SRR S
0 3 6 9 12 15 18 21 24 27 30

Fig. 1. Ratio of DSN doppler noise to rms phase fluctuationas a

W gy () (radZ /Hz)

function of phase fluctuation frequency

10° T ]
18 26 _
AN
NN
W
I
05
3.7 %x10732-42 1042 ryz
win
I
1974 MAY 1
8="11.5
2 .
10 m=15
ok
ol . \‘e‘
10°1™ (ORIGINAL DATA FROM R. WOO, REF. 1)
107! : | I
107> 107 102 1072 1671

FREQUENCY, Hz

Fig. 2. Comparison of MVM differenced phase spectra to Viking-

140

Helios doppler noise phase fluctuation spectra
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DSN Radio Science System Mark 1ii-78 Real-Time
Display Capability

A. L, Berman
TDA Engineermyg Gifice

This article describes the cuzrent plan to provide radiwo sclence regl-time displey
capability in response to multimission radio science requirements. The implementation

occurs in two phases, as follows:

Phase [+ Provides display of doppler frequency and high-resolution graphical display
of all closed-loop radio metric paramerters.

Phase II: Frovides spectrum displays of open-loop receiver output,

I. Introduction

The Radio Science System was recently instituted asa Deep
Space Network {(DSN) data system. A review of Radio Science
System functional requirements was held on February 4, 1977
(see Ref. 1 for a detailed description of the review). At the
review, the question of real-time radio science data dispiay
capabiltty was broached and desmygnated as requiring subse-
quent resolution. This article describes the plan generated to
provide radic science real-time data display capability during
the Voyager exa.

Radio scienice data is conveniently categorized as either
originating fiom the closed {phase-locked)-loop receiver assem-
bly {“closeddoop data”} or the openloop receiver assembly

“open-doop data™). Data acquired by the closeddoop recetver
assembly consists of the following major types of radio metric
data:

(1) Single-frequency doppler.
(2} Dualfrequency doppler
(3) Single-frequency range.
(&) Dual-frequency range.

{5) Differenced range minus integrated doppler (DRVID).

These data are utilized by both Navigation and Radio Science;
although Navigation is the prime user, the data is nonetheless
extremely important for its radio science content. Open-loop
data, primarily acquired during signal transit through the solar
and planetary atmospheres, is dedicated to and solely used by
Radio Science. Real-time {tracking system) displays of closed-
lIoop data are scheduled for implementation in early 1978, in
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concert with implementation of the DSN Tracking System
Mark HI-77. These displays will consist of tabular digital televi-
sion {DTV) displays of all closed-loop radio metric data fypes
avallable from. the-DSS Tracking Subsystem metric data assem-
Bly (MDA), with tlie_notable_exception of.doppler frequency.’

Multimission Radio Science real-time display requirements
were compared to planned Tracking System display capability;
Radio Science requirements not satisfied by the planned
Tracking Systern capability were as follows:

(5] Cios‘éd-loop radio metric data
Doppler frequency,

High-resolution graphical displays of all parameters.
(2) Open-loop radio science data

Spectrum displays of the bper;-iacp receiver band-
widih.

To provide these capabilities, 2 phased implementation pro-
gram was planned as follows:

Phase I: Provide doppler frequency and hiph-resolution
graphical display of all closed-ioop radic metric
parameters.

Phase T: Provide spectrum displays of the openleop
Teceivers.

These phases are described in detfail in Sections 1T and I,
which follow,

. Phase | — Real-Time Display of
Closed-L.oop Radio Metric Data

In Phase I, the following additional capability (to that
already provided by the tracking system) will be made avail-
able to NOCC and Project Radio Science:

(1) Computation of doppler frequency. This will be per-
formed in the tracking real-time monitor (RTM) of the
NOCC Tracking Subsystem.

'DSN Network Operations Control Center (NOCC) validation and
project navigation utilizé doppler pseudoresiduals (actual-predicted
doppler frequency) in place of doppler frequency.
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{2} High-resolution praphical display of radic metrc
closed-loop parameters. Graphical resolution will be
approximately 240 X 640, full screen.

(3) Display channels. Three full (quad) channels will be
made available for Radio Science displays. Current
NOCC users of these channels will be supplied with
single-channel, dual-format display devices.

Phase I implemeutation is scheduled to commence in
Qctober 1977 and is planned for delivery to operations in
August 1978, in accordance with Voyager Radio Science
requirernents. Fig. 1 ifllustrates the Phase I functional data
flow.

lil. Phase Il — Real-Time Display of
Closed-Loop Radio Metric Data and
Open-Loop Spectrum Data

Phase I of the Radio Science resl-time display implementa-
tHion provides the capability to display in NOCC and for
Project Radio Science spectrum displays of open-loop receiver
output, for the primary purpose of ascertaining signal presence
in the open-loop receiver bandwidth during critical operations.
Key to the Phase 11 implementation is the addition of a second
Video Assembly Processor (VAP) and associated RAMTEK
television distribution device, which will:

(1) Contain the necessary software to process and display
the spectrum displays.

(2) Serve as a backup for the NOCC Display Subsystem.

Digitized spectrum displays from the Speciral Signal Indi-
cator Assembly® of the Receiver-Exciter Subsystem will be
provided to the Occultation Data Assembly (ODA) of the DSS
Radic Science Subsystem, where the data will be formatted
for immediate high-speed data (HSD) transmission to the
NOCC. When received by the NOCC Display Subsystem, the
data is prepared for display by software residing in the {sec-
ond) VAP, It is expected that the capability will exist to
update the spectrum displays as often ag every 5-30 seconds.
Phase II implementation is currently scheduled to commence
in October 1978 and is planned for delivery on June 1, 1979,
The goal is to have the capability available to support the
Voyager second Jupiter occultation. Phase I functional data
flow is séen in Fig. 2.

2Originally implemented for use during the Pioneer Venus wind
eaperiment,
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Dual-Frequency Feed System for 26-Meter
Antenna Conversion

R.W. Hartop
Radio Frequency and Microwave Subsystems Section

New cassegrain feed cone assemblies are being designed us part of the upgrade of three
206-meter dizmeter antennas to 34-meter diameter with improved performance. The new
dual-frequency feed cone (SXD)} will provide both S- and X-band feed systems and
traveling wave masers, with a reflex reflector system to permit simultaneous operation

analogous fo the 64-meter antennas.

. Introduction

In order to extend the capabilities of a subnet of 26-meter
antennas, it is planned to upgrade three stations to 34-meter
diameter and generally improve their structural and microwave
performance. The portion of this task that involves adding
X-band receiving capability and mmproving the S-band feed
performance in support of Voyager and later missions is
described in this article.

ll. SXD Cone Assembly

A new cassegrain feed cone assembly, designated the SXD
cone (for dual 8- and X-band), is being designed to replace the
15-year old S-band cassegrain monopulse (SCM) feed come.
The microwave design of the SXD cone is essentially complete
and fabrication of components for the first cone (for DSS 12)
is nearing completion. Assembly of the components into the
cone shell is scheduled to commence not later than November
1977, Remaining design tasks involve support bracketry,
cables, connector interfaces, and other details.

146

Figure 1 shows the basic layout of the major components
within the SXD cone. The feeds are tilted toward each other
to accommodate the reflex geometry. Above the large S-band
horn will be mounted an ellipsoidal reflector that focusses the
energy toward a dichroic plate above the X-band feed. The
dichroic plate reflects S-band energy but is nearly transparent
to X-band energy. Thus, the antenna wili be capable of operat-
ing simultaneously at the two frequency bands in the same
manner as the 64-meter aniennas.

The S-band feed will contain two quarter-wave plate polari-
zers and three rotary joints so that complete polanzation
selectabifity will be available in the future as requirements
arise. Present plans are to implement only a manually selected
right- or left-hand circular polarization capability for the initial
installation. Since no orthogonal-mode transducer is provided
(space limitations prohibit its use without a new horn design),
it will not be possible to recewe two polarizations simultane-
ously as the 64-meter antennas are equipped to do. A diplexer
and the necessary filtering and isolation is provided to permit
simultaneous transmission of S-band uplink signals of 20 kW
(up to 100 kW in the future).



The X-band feed is the same design as the XRO Mod II feed
(Ref. 1), except that the mounting flange is adapied fo the
geometry of the SXD cone. This feed is capable of remote
selection of either right- or left-hand circular polarization.
There are no present plans for an X-band uplink on the 26- or
34-meter antennas.

Table 1 presents the design requirements for the SXD cone
assembly. It is anticipated that all requirements will be met.
Testing of the completed cone assembly is scheduled for the
second quarter of 1978. Two more SXD cones for Australia
(DSS 44) and Spain (DSS 62) will be fabricated and assembled
to complete the subnet in 1979. :
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Table 1. SXD cone assembly design requirements

S-band X-band
Parameter Transmit Receive . Receive
Frequency, MHz 2110 210 2285 +15 8420 220
. . +0.3 +0.3
Gain, dBi 55.3 0.7 56.1 09 66.9 ~09
System Noise
Temperature, K — 27.5 £2.52 25.0£3.0

8%ith diplexer, 21.5-+2 5K in receive-only mode.
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Intermodulation Components in the Transmitter RF Output
Due to High Voltage Power Supply Ripple

E. J. Finnegan
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¢

A study was conducted to determine if it would be economicaily feasible to eliminate
the 400-Hz motor-generator sets used to provide power to the high-voltage power supplies
of the 20-kW transmitters and replace them with a 60-Hz high-voltage power supply. The
efficiency of a power supply that runs from the 60-Hz line directly would pay for itself in
about seven years and could be designed so that the transmitter would meet all the
incidental phase and amplitude modulation specifications.

l. Introduction

A study was conducted to determine if it would be
economically feasible to eliminate the 400-Hz motor-generator
(MG) sets used to provide power to the high-voltage power
supplies of the 20kW transmitters and replace them with a
60-Hz high-voltage power supply. After the data were analyzed
and it was determined that the payoff point would be seven
years, the question came up as to what the intermodulation
components would be due to the ripple voltage of the new
60-Hz power supply. This article covers the question of modu-
lation in the radiated output of the transmitter that may be
introduced if the 400-Hz motor-generator was replaced with a
single 60-Hz power supply excited from the main power line.

i

II. Conclusion

It was determined by cost analysis that it takes seven years
to break even when the single 60-Hz power supplies replace
the present 400-Hz MG set and high-voltage power supply. It
may be noted in the data below that the low-frequency
components have the larger ripple voltages. This is caused by
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the rotating machinery which would be automatically elimi-
nated by the new 60-Hz power supplies.

lll. Power Supply Design

The amplitude of ripple on the high-voltage power supply is
what determines the amount of amplitude and phase modula-
tion on the transmitters RF output; the ripple frequencies also
determine the demand placed on the high-voltage power
supply filter system. This ripple voltage is impressed directly
on the klystron which in turn causes-the beam voltage to rise
and fall at the ripple amplitude, resulting in amplitude modula-
tion. Also, the higher and lower voltage causes the electron
beam to change in velocity, thus causing phase modulation
(PM). The power supply can be designed using a three-phase
full-wave bridge; this produces a 360-Hz ripple frequency.
However, a better arrangement would be to wind the trans-
former so that it looks like a six-phase circuit; this would
double the ripple frequency (720 Hz). The new power supply
filter would be designed to have a cutoff frequency of approxi-
mately 20 Hz that is low enough to attenuate any 60-Hz

~frequencies and reduce any strong modulations to negligible
amounts.



IV. DSN Survey
The DSN was surveyed to determine what the ripple volt-

ages were throughout the DSN in order to check the modula-.

tion components in the transmitted RF. The specification for
AM and PM modulation for the 20-kW transmitter calls for
incidental phase modulation to be less than 1 degree ms and
incidental amplitude modulation to be 60 dB below the main
carrier. The ripple frequency and amplitude as reported from
the DSN stations are histed below.

Peak-to-
Ripple . peak
frequency, ripple
DSS Hz amplitude
44 20 18
44 2400 4
62 20 20
62 2400 Negligible
63 & 61 2400 Negligible
42 - 20 X ‘16
42 2400 Negligible
43 20 5
43 2400 Negligible

V. Calculations

The calculations for determining incidental amplitude and
phase modulation are shown below.

A. Amplitude Modulation Calculations

The total AM power in the sideband is expressed by the
formula

0.87,

'PO = 2010g10 —V—~—
r

where

V,, = beam voltage

V. =beam ripple voltage in rms

Out specification calls for 60 dB or more below the carrier;
this would calculate out to 16V, or less.

B. Phase Modulation Calculation

The formula for calculating phase modulation (that is, the
phase change with respect to the average phase) is

29 _ 1 A%
] 2 V0
or
a0 _ AV,
g 2V0
where

6 = electrical length of tube

At 18 kV (which is approximately 20 kW), the phase length
is 45.8]1 radians for the 20-kW tube or 2620.0 degrees. This
would calculate out to be 0.07291 degfvolt. The specification
is a maximum of 1.0 degree rms phase modulation. In ferms of
power supply ripple voltage, this would be 13.8 volts rms (39
V p-p) or less in order to meet the specification.

VI. Summary

As can be seen, the present specification is adequate to
cover the new power supply, and there should be no problem
in meeting the specification and reducing the energy consump-
tion.

It may also be noted that the incidental modulations caused

by power supply ripple can be predicted mathematically if the
ripple components are known.
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Measurement of Klystron Phase Modulation Due to
AC-Powered Filaments

E. J. Finnegan
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This article shows the experiment that was conducted in order to determine the
intermodulation components in the RF spectrum of the S-band radar transmitter gen-
erated by having the kiystron filunents heated by 400-Hz AC power.

. introduction

The kiystron manufacturer recommended changing the fila-
ment power of the klystron on the high-powered transmitter
from DC to AC to increase the filament/cathode life. Before
proceeding it had to be decided if the AC filament excitation
would be reflected in the RF output as incidental phase
modulation (IPM), and, if so, would it degrade the RF
spectrum.

ll. Conclusion

When the kiystron is being operated with 400-Hz (AC) on
the filament, the IPM is buried mn the 400-Hz equipment
interference noise. The modulation sidebands were separated
and identified and found to be —67 dB below the main carrier.
This is well below the transmitter specifications, and operating
the filaments on AC would not degrade the spectrum to where
it would be detrimental to the radiated RF.
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Ili. Measurement Technique

The technique used for measuring the phase modulation
sideband was to use a double balanced mixer as a phase
comparator to cancel out the IPM from the exciter. A sample
of the drive (using a directional coupler) to the klystron was
connected to the LO port of the mixer and a sample of the
kiystron output was connected to the RF port. A double
balanced mixer (DBM) was used in order to increase the
isolation between the LO and RF inputs. An inherent charac-
teristic of a DBM is that the IF point is DC-coupled to the
diodes. This means that the frequency response is from DC to
some very high frequency, which lends itself to be used as a
phase detector needed to detect the (400-Hz) filament
frequency.

This phase-modulated frequency spectrum was then meas-
ured and displayed on a frequency analyzer that is capable of
determining both the frequency and amplitude of the modula-



tion. It was very difficult to detect the phase modulation of
the filaments because it was buried in the noise caused by the
400-Hz rotating machinery. The solution for this was to excite
the filaments with a varjable frequency souice; this separated
and identified the phase modulation generated by the filament
power.

The second problem was that the frequency source used to
drive the klystron did not have the frequency stability needed.
It was found in earlier experiments that the generator used was
too unstable to be detected by the spectrum analyzer. That is,
after the frequencies were beat together, the difference fre-
quency was moving too fast for the analyzer to capture and
present on the scope. A frequency synthesizer, which has a
high degree of stability, was used in order to stabilize the
difference frequency. When these two problems were resolved,
the experiment progressed smoothly.

IV. Equipment Setup

The equipment was arranged as shown in Figs. 1 and 2 with
the frequency source being stabilized by a synthesizer. The RF
mixer was connected as shown in Fig. 2 and the phase shifter
was adjusted for zero volts DC. This configuration canceled all
IPM frequencies except those generated from within the
klystron itself. The variable frequency source was connected
to the klystron filaments and set to approximately 380 Hz and
430 Hz in order to verify that the modulation observed with
the spectrum analyzer was indeed generated by the filament.
Shifting the frequency proved the modulation in the RF
output was caused by the AC on the filaments. The filament
IPM was 3.5 dB Jower than the system 400-Hz noise. Figures 3
and 4 show the filament frequency at 426 Hz and 386 Hz,
respectively. These recordings are graphs plotted from the
spectrum analyzer.

V. Calculations and Results

Figures 1 and 2 show the equipment set up as'the experi-
ment was performed at DSS 13. Figures 3, 4, and 5 show the
frequency spectrum as indicated by the spectrum analyzer.
The bandwidth on Figs. 3 and 4 is 0 to 500 Hz and 0 to
1000 Hz in Fig. 5. As indicated above, Figs. 3 and 4 show the
phase modulation from the filaments; Fig. 3 is with the fila-
ment power at 426 Hz and Fig. 4 at 386 Hz. Figure 5 expands
the scale to 1000 Hz; as can be seen, the second harmonic
(855 Hz) due to the filament excitation is present. It may be
noted that when the filamenis are excited by 400 Hz (as is
normal in operation) the phase modulation would be buried in
the system noise and therefore not obvious,

“The equipment was adjusted in the following manner. The
phase shifter was adjusted through 180 degrees and the DC
shift was #0.3 volts DC; it was then adjusted for zero volts.
The spectrum analyzer was adjusted so that the indication
presented on the scope recorded modulation below 0.1 volt.
For instance, Fig. 3 shows the phase modulation due to the
filaments to be -57.7dB. This would be 57.7 dB below
0.1 volt, Therefore, if the maximum excursion on the S-curve
is 0.3 volt, the phase modulation due to the filaments would
be

dB,=20log 03 +(57.7) = 67.24 dB

below the carrier. The second harmonic generated by the
filament power would be 75.1 dB.
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Comparative Thermodynamic Performance of Some
Rankine/Brayton Cycle Configurations
for a Low-Temperature
Energy Application -

F. L. Lansing
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Various configurations combining solar-Rankine and fuel-Brayton cycles were
anglyzed in order to find-the arrangement which has the highest thermal efficiency end
the smallest fuel share. A numerical example is given to evaluate both the thermodynamic
performance and the economic feasibility of each configuration. The solar-assisted regen-
erative Rankine cycle was found to be leading the candidates from both points of energy

utilization and fuel conservation.

I. Introduction

In an effort to increase the thermal efficiency of power
cycles driven by solar energy, the concept of a regenerative
solar-assisted Rankine cycle was recently introduced. The main
feature of this concept is that the heat addition in the cycle is
made along a constant pressure close to atmospheric, by two
heat reservoirs. Water is used as the working medium. The first
heat reservoir is essentially a solar collector/boiler which sup-
plies sufficient energy to convert liquid water to dry saturated
steam, ie., supplies a little more than the latent heat of
vaporization. The evaporation temperatures are consistent
with the capability of low concentration ratio collectors and
range from 90°C to 160°C. The second heat reservoir is a
high-temperature source of energy such as that obtained from
fossil fuel combustion. This will superheat the steam, before

expansion in the turbine, to a very high temperature compar-
able to that used in conventional power plants. The fraction of
total heat input in the cycle provided by the second heat
reservoir ranges from 20 to 25% as reported in Refs. 1 and 2.
Since the working pressures of the cycle, the evaporation and
condensation pressures, are close to each other in this case, the
condition of steam leaving the turbine is still at a high super-
heat temperature and can be further exploited by adding
regenerators to the cycle. Regenerators are favored when 2
thermal potential difference exists between turbine exhaust
and feed water temperatures since they improve the cycle
efficiency without affecting the net work output.

The regenerative solar-assisted Rankine cycle has a much
higher thermal efficiency (about double) than its comparable



simple 100% Solar Rankine. It will be compared in perfor-
mance with other dual cycles for the selection of the optimum
cycle configuration.

II. Fuel Utilization Versus Fuel
Conservation

Several inquiries were raised during the early stages of study
gbout whather or not the solar-assisted cycle is superior from
the viswpoints of fossil fuel conservation, “best” fuel utiliza-
tion or economic feasibility. The Inquiry about fuel conserva.
tion was made since the thermodynamic cycle requires that a
fraction of its total energy input (20-25%) be from fossil fuel.
If the cost of fuel keeps on rising with current inflation rates,
the selection of a fuelpowered system, based on efficiency
superiority alone, might be outweighed by less efficient
systems that have lesser or no dependence on fossil fuel.

-

On the other hand, if the concept of partial assistance by
fossil fuel in a cycle was accepted, then the next inquiry would
he to look into how “well” the fuel was utilized. Figure 1
shows two different schemes in which both solar energy and
fossil fuel are used via power cycles. Both schemes take in the
same quantities of solar or fuel energy. The first scheme is
composed of two physically separate cycles: a2 100% fuel-
powered, high-temperature Brayton cycle and a 100% solar-
powered low-teruperature Rankine cycle. The second scheme
is the regenerative solar-assisted Rankine cycle. The choice of
the Brayton (Joule) cycle for coupling with the Rankine one
was based on the fact that the Brayion ¢yele is composed of
two isobars (constant pressure processes) and two isentropics
{constant eniropy processes} which makes it convenleat in
matching the border lines of the two cycles. The analysis is
seeking the answer to which of these two schemes i3 more
efficient, i.e., conserving energy by producing the same ouipui
work from less input heat.

It should be bome in mind that purchasing electric power
directly from a utility company is equivalent in principle to
utilizing the fossil fuel via a Brayton cycle, and, if combined
with a solar-thermal plant, will be treated as a combined
scheme in which both solar and fossil fuel participated by
unequal shares in the production of the net work as in Pig. la.

. Main Assumptions

In the next comparative analysis between different configu-
" rations of the Brayion/Rankine cycles, the main assumptions
and idealizations are made as follows:

{1) The working fluid is water.

(2) Operation will be on clear days only, when the sun is
available and able to provide the required quantities of
hieat to run the system efficlently. No allowance for
partial shading due to clouds or any unexpected side
effects which hinders a full load operation of a 100%
solar-powered Rankine cycle.

(3) Al processes are reversible. The sources of irreversibil-
ities in compression and expansion processes are
assumed to change the thermal efficiency in each con-
figuration with almost an even hand. This means that
the descending order of thermal efficiency of the
different configurations under study will be assumed to
be unchanged when irreversibilifies due fo friction or
turbulence do occur.

(4) All heat exchangers, whether they are recuperatois or
regenerators, are adiabatic and idedl, ie,, have a 100%
effectiveness.

(5) Both Brayton and Rankine cycles are operafing at the
same pressure limits in all configurations. The low
presswre limit is usually determined by the cooling
medinm temperature. For example, a sink temperature
ranging from 20°C (86°F) to 50°C (122°F) will corre-
spond to a pressure range from 023 to 1.24 Nfem?,
respectively. On the other hand, the high pressure limit
is determined by the ability of the solar collector to
evaporate water info steam. An svaporation tempera-
ture ranging from 90°C to 160°C will correspond to a
saturation water pressure sanging from 7o
60.78 Nfcm?, respectively.

(6) Both cycles are chosen to have one cominon border
line {or one common process)in the property diagram.
This border line is the isentropic (teversible adiabatic)
expansion in the Rankine cycle turbine, and it also
represents the isentropic compression in the Brayion
cycle compressor. The two mechanical components,

" the twrbine and the compressor, have to be physically
separate to identify the sequence of events in each
cycle. However, because of thelr equal bui opposite
action along the border line, their combined effect,
from a thermodynamics viewpoint, has zero energy
exchange with the surroundings, i.e., a null effect and
could be later dropped for simplicity.

IV. Cycle Configurations

Four configurations, using various combinations of the
Rankine cycle and the Brayton eycle, were adopted for this
study:
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(1) A simple Rankine cycle and a simple Brayton cycle
{two separate cycles).

(2) A simple Rankine cycle and a regenerative Brayton
cycle (two separate cycles).

(3) A regenerative Rankine cycle and a regenerative Bray-
ton cycle (two separate cycles).

(4) A combined regenerative Rankine and Brayton cycle
(one cycle). This is called the “solar-assisted Rankine
cycle.”

Fach of these configurations is explained in detail below.

A. Configuration 1

This configuration consists of two separate cycles: a simple
Rankine cycle and a simple Brayton cycle. The flow diagram is
shown in Fig. 2, and the cycles are presented on the tempera-
ture-entropy (=S} diagram for water in Fig. 3. The simple
Rankine cycle is started by extracting the condensate from the
condenser well (state 1), and pumping it to the boiler (state 2).
The heat added to the Rankine cycle is by means of a set of
solar collectors for all three stages: sensible heating from
state 2 to 3, evaporation from state 3 to 4, and a small amount
of superheat from state 4 to 5. The small superheat portion is
needed only to provide adequate comparison with other con-
figurations on an equal basis and to avoid the presence of any
wet steam in the matched Brayton cycle. State 5 is chosen
such that, if followed by an isentropic expansion in the tur-
bine, it will end up with state 6 as a dry and saturated
condition. In the Brayton cycle, the heat is added entirely by
combustion of any kind of fossil fuel, The cycle is working
between the same solar-boiler pressure Py and the Rankine
cycle condenser pressure P,. Superheated (or at least dry
saturated) steam is the condition of the working fluid through-
out the cycle. The obedience of superheated steam to ideal gas
relations at low pressures and high temperatures makes the
Brayton cycle in this case very close to an ideal-gas Brayton
cycle. Dry and saturated steam (state a} is compressed isentro-
pically in a compressor to state b. The fuel heat addition is
followed to superheat to state c at constant pressure. An
expansion in the turbine from state ¢ to d and a heat rejection
from state d to a will complete the cycle. It is important to
note that the position restrictions made on state 2 and on the
process a—b are artificial and do not necessarily represent all
possible cycle positionings with respect to each other as indi-
cated in assumption (6).

‘The total heat input to configuration 1 is determined by
the area 1-1-2-3-4-5-c-d-k1 1n Fig. 3 which is the sum of the
heat added by the sun (area i-1-2-3-4-5-j-i) and the heat added
by the fuel (area j-b-c-d-k-j). The heat rejected is the sum of
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two parts: the part rejected from the Rankine cycle condenser
(area i-1-64-i) and that rejected from the Brayton cycle cooler
(area j-a-d-k). The net work done is the loop area shaded
1-2-3-4-5-c-d-a-1.

Figure 4 shows another way of doing configuration 1 with
less mechanical components. The Rankine-turbine/Brayton-
compressor connection is deleted, thus leaving the configura-
tion identical to a simple, exira superheated Rankine cycle
with two heat exchangers for heat addition and two heat
exchangers for heat rejection. The configuration presented in
Fig. 4 is totally equivalent, from a thermodynamics viewpoint,
to that presented in Fig. 2.

B. Configuration 2

This configuration consists of two separate cycles: a simple
Rankine cycle, as in configuration 1, and a regenerative Bray-
ton cycle to improve the simple Brayton cycle of configura-
tion 1. The flow diagram is sketched in Fig. 5 and the cycles
are presented on #S diagram for water in Fig. 6. The regen-
erator 15 working under a temperature pe.ential difference
(¢, - t,). In Fig. 6 the areas under the lines teand df are equal
and according to assumption (4), the temperatures £, and 4
are equal to £, and ¢, , respectively.

With the common process between the two cycles; the
process from state 5 to 6 or from state a to-b, the net work
output in configuration 2 is unchanged compared to configura-
tion 1 and is equal to the loop area 1-2-34-5-c-d-a-1. On the
other hand, the total heat added in configuration 2 is reduced
by the hatched area under line be as compared to configura-
tion 1 due to the regeneration action. The result is a higher
thermal efficiency for configuration 2 compared to configura-
tion 1, provided that the temperature potential difference
(z; - t,) Is positive.

C. Configuration 3

This configuration is one step forward i improving the
efficiency of configuration 2 and is illustrated in Figs. 7 and 8.
First, the regenerator in the Brayton cycle of configuration 2,
given the name regenerator 1 in Fig. 8, is kept intact. Second,
the superheated steam leaving the Brayton turbine at state fis
still at a high-temperature potential that offers some energy
savings if coupled with the Rankine cycle. The following two
extra generators are used in the Rankine cycle:

(1) A vaporvapor regenerator, given the name regen-
erator 2 in Fig. 8, in which the superheat energy
needed from state 4 to 5 is provided by cooling from
state f to g in Fig. 7. According to assumption (4), the
areas in Fig, 7 under lines fg and 45 are equal and the



temperatuses / and ¢, are equal to ¢ and fg, respec-
. hively.

@) A vapor—hquid regenerator, given the name regen-
erator 3 in Fig. 8, in which the sensible heat needed
from state 2 to 3 is provided by cooling from state g to

- a. According to assumption (4), the areas m Fig. 7
under lines ga and 23 are equal and the temperatures ¢,
and #; (=1,) are equal to 7, and ¢, respectively.

In this configuration, the net work cutput is still the sam:
as in configurations 1 and 2, and is equal to the closed loop
area 1-2-3.4-5-c-d-a-1. The heat addition in configuration 3, on
the other hand, is different from both configurations 1 and 2.
For the Rankine cycle, the heat is added only from state 3 to
4, i.e., the latent heat of vaporization part, and for the Bray-
ton cycle, the heat is added only from state e to c. The suni-of
heat added to both cycles in this configuration is less than the
heat added in configuration 2. The difference in heat addition
1s represented in Fig. 7 by the area under line fa. The conclu-
sion that can be made accordingly 1s that the thermal effi-
ciency of configuration 3 is higher than that for configura-
tion 2 which in turn is higher than the efficiency of configura-
tion 1. The superiority of configuration 3 over configuration 1
is established by the fact that the heat rejection process from
state d to a in the.cooler is replaced entirely by three regen-
erators: (1) a part from d to [ for regeneration from b to e in
regenerator 1, (2) a part from f to g for regeneration from 4 to
5 in regenerator 2, and (3) a part from g to a for regeneration
from 2 to 3 in regenerator 3,

D. Configuration 4

This configuration is identical from a thermodynamics
viewpoint to configuration 3 but has less components to
operate with. The configuration is sometimes called a “solar-
assisted regenerative Rankine cycle” since it is not 100%
powered by the sun. The RanKine-turbine/Brayton-compressor
connection of configuration 3 is omitted and regenerators 1
and 2 are replaced by one regeneiator doring their function
exacily. The flow diagram for configuration 4 is presented in
Fig. 9, and the thermodynamic cycle on the #S diagram is
identical to that illustrated i in Fig. 7 except that the common
process a~b or 56 is omitted. This configuration possesses
the same high thermal efficiency of configuration 3 and is,
therefore, superior to configurations 1 and 2.

V. Numerical Comparison of the Four
Configurations

To calcuiate the efficiency and energy savings in the differ-
ent configurations and the order of efficiency improvement in

each case, a numerical comparison is set based on the follow-
ing conditions:

(1) Maximum Brayton cycle temperature (f,) GOOAC.
(2) Condenser temperature 50°C.

(3) Condenser pressure 1.24 Nfcm?2.

4) Sc—)lar boiler evaporation temperature 100°C.

(5) Evaporation pressure 10.13 Nfcm?.

(6) Compression and expansion processes are isentropic.
(7) Heat exchangers are 100% effective.

(8) Neglect the pump work from state 1 to 2.

The numerical results of the various configurations are
listed in Table 1. Also, a plot of the efficiency of each configu-
ration against the percentage of the fuel share in each is
fllustrated in Fig. 10. The following remarks can be made from
Table 1 and Fig. 10: -

(1) The simple 100% solar-powered Rankine cycle gave a
thermal efficiency of 14.43% as compared to 37.87%
for the simple 100% fuel-powered Brayton cycle. This
is mainly due to the large difference in heat source
temperature of the solar-Rankine cycie (taken at 100°C
in the example) compared with the fuel-Brayton cycle
(taken at 600°C in the example). The lowest sink
temperature in both cycles was the same at 50°C. On
the other hand, the specific steam consumption (the
amount of steam- in kg needed to produce 1-kWh out-
put at the turbine shaft) is 8.96 kg/kWh for the simple
Rankine cycle versus 13.44 kg/kWh for the simple
Brayton cycle. Small specific steam consumption
means small size plant for the same power output and
low maintenance cost.

(2) Configuration 1, which is a straightforward combina-
tion of the two simple Rankine/simple Brayton cycles,
vielded a thermal efficiency of 19.19% with a partial
assistance of the fuel in the heat input of 20.26%. The
specific steam consumption dropped to 5.37 kg/kWh,,
which favors the combination of the RankinefBrayton
cycles for plant compactness.

(3) Configuration 2, which is a combination of the simple
Rankine and the regenerative Brayton, showed a slight
improvement of the fhermal efficiency (19.40% versus
19.19% for configuration 1). The percentage improve-
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ment in efficiency can be greater if the temperature
difference for regeneration [(t;~t,) in Fig.6] was
made larger at different working conditions. Note that
the specific steam consumption was the same in con-
figurations 1 through 3.

(4) The efficiency superiority of configuration 3 over the
other configurations can be analyzed in conjunction
with Fig. 1 as follows:

If two separate cycles, as shown in Fig. I, were con-
structed such that they take in the same quantities of
solar anid fuel heat as those of configuration 3, the solar
heat (77.1 units) is added to a 100% solar-powered
Rankine cycle whose efficiency is 14.43% (case 1 in
Table 1), and the fuel heat (22.9 uniis) is added to a
100% fuel-powered Brayton whose efficiency is 37.86%
(case 2 in Table 1), the resulting net work output
would be {(0.1443 X 77.1)+ (0.3786 X 22.9}}, ie.,
19.80 units only. The latter is less than 22.90 units for
configuration 3 with the same energy shares. The result
is that configuration 3 (or identically configuration 4)
will rank second to the 100% fuel-powered Brayton in
energy conservation only. However, from the point of
“fossil fuel™ conservation, the answer is not definite at
this stage.

V1. The “Economic Feasibility Ratio™

In order to establish the economic feasibility of each of the
above configurations, a rough estimate is needed of the cost of
heat energy input and the mechanical energy output. If X$is
the cost of one energy unit (kWh,) from a solar collection
system, Y3 is the cost of the same unit from fuel combustion,
and Z$ is the cost of electricity unit (as purchased from a
utility company), the cost of input and output energy can be
listed as in Table 2. An “Economic Feasibility Ratio™ (EFR)
can then be introduced as an indication of the size of payback
period of the money invested in such energy utilization plants.
The EFR is here defined as the cost of input heat energy to
the cost of output mechanical energy. Higher EFR values
means higher installation and operation cost than the cost
savings (for a consumer) or the profit (for a utility company)
of the mechanical energy output. The ratio (EFR) will 1each
unity if the costs were integrated over the payback period of
the invested money. However, a nonintegrated value (or
instantaneous value) of the EFR leads to a small payback
period and a direction towards economic feasibility.
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A rough estimate of the cost/kWh, of solar heat could be
found from the loan payment to cover the solar equipment
divided by the heat collected during the payment period,
which will be taken as the life period of the equipment. For
example, to yield a 100°C boiling temperdture, at good col~
lector efficiency, a low concentration ratio collector that costs
approximately $150fm? (1977 price) is needed. The collector
1s capable of collecting a daily average of about 4 kWh,/m? for
a full year in a city like Los Angeles. If approximately three
times the collector cost is needed for the whole installation (to
include pipework, storage tanks, land cost, etc.) with a life
period of 15 years, and an interest on the borrowed money of
8%, then the cost/kWh, will be:

_L752X 150X 3

X=X x 15 - >OdkWh,

which will be rounded off to 4¢/kWh,. The cost of gaseous
fossil fuels alone, such as nafural gas, propane etc., can be
taken as 1.2¢/kWh, and adding the cost of the equipment that
goes with it, the cost ¥'may be taken as 2¢/kWh,. The cost of
purchased electricity is taken roughly as 5¢/kWhe. In Table 2,
the EFR is calculated for each configuration with these esti-
mated costs. The 100% fuel-powered Brayton cycle has the
least payback period, followed by the solar-assisted regenera-
tive Rankine (case 5, Table 2), and the last in the list of
economic feasibility is the simple 100% Rankine (case 1,
Table 2). On the other hand, from the fuel conservation point
of view, the 100% solar-powered with 0% fuel share is leading
the list. The three Rankine/Brayton configurations follow with
close boundaries of fuel share (19.4-22.9%), and tailing the
list is the 100% fuel-powered Brayton cycle. The final selec-
tion of the “best” configuration combining both fuel conserva-
tion and energy utlization points, depends of course on the
rate of escalation of X, Y, and Z.

VII. Summary

Various configurations combining solar-Rankine and fuel-
Brayton cycles were studied in order to find the arrangement
which has the highest thermal efficiency and the smallest fuel
share, The solar-assisted regenerative Rankine cycle was lead-
g the candidate configurations in this respect.

A simple criterion was defined for comparing the econormic
feasibility of each configuration, and a simple numerical exam-
ple was given. Again, the solar-assisted regenerative cycle was
found leading the other configurations in having a short pay-
back period.
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Table 1. Numerical comparison of.various Rankine/Brayton configurations

h Fuel
i share
Net - : Specific in
Turbine Compression work Heat Thermat steam total heat -
Configuration work, work, output, Added, efficiency, consumption, input, Regeneration
Case description ' Wh/kg Whikg -~ Wh/kg ‘Whikg % kgfkWh % present
1 Simple Rankine 1116 0.02 111.6 773.2 1443 8.96 0 No
100% solar-powered (Solar)
(1-2-3-4-5-6-1 in
Fig. 3)
2 Simple Brayton 186.0 111.6 744 196.5 37.86 13.44 100 No
100% fuel-powered (Fuel)
(a-b-c-d-a in )
Fig. 3)
3  Configuration 1 29117 111.6 186.1 969.7 19.19 537 20.26 No
Combined simple (773.2 '
Rankinefsimple Solar
Brayton +
(Figs. 2,3, & 4 196.5
Fuel)
4 Configuration 2 297.7 111.6 186.1 959.3 19.40 . 537 19.40 Yes
Combined simple (773.2
Rankinefregenerative Solar
Brayton (Figs. 5 & 6) +
186.1
Fuel)
5  Configuration 3 297.7 111.6 186.1 812.7 22.90 537 22.90 Yes
Combined (626.6
regenerative Rankinef Solar
regenerative Brayton +
(F1gs. 7,8, & 9) 18671
Fuel)

Table 2. Economic feasibility of various Rankine/Brayton
Configurations

Cost of Cost of
energy energy EFR*
added produced 1)
Case 1) - (2) 2)
1 100X 1443 Z 5.54
2 100 Y 37.86 2 1.06
3 79.74X + 2026 ¥ 19,19 Z 3.75
4 8060X + 194Y 19402 3.72
5 711X + 229 Y 22902 3.09

“Calculated for X = 4¢, Y = 2¢ and Z = 5¢ per kWh,
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(a) TWO SEPARATE SYSTEMS: 100% SOLAR-
POWERED AND 100% FUEL-POWERED
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Fig. 1. Comparison between two systems
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Fig. 2. Flow diagram of configuration 1: two physically separate cycles with common
states S =band6=a .
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Fig. 3. Configuration 1 plotted on temperature-entropy diagram

for water
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Fig, 4. Alternate fiow dlagram of configuration 1: deletion of Rankine turbine (A) and Braylon
compressor (B) has no effect on the thermodynamics of the combined cycles
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Fig. 7. Configuration 3 plotied on temperature-entropy diagram
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regenerators 1-and 2 combined- into one regenerator
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64-Meter Antenna Pedestal Tilt at DSS 43,
Tidbinbilla, Australia

G. Gale and A. A. Riewe
DSN Engineering Sectich

It was discovered in 1973, that the 64-meter antenna pedestal at DSS 43 had settled
causing a level reference plane to be tilted. This article discusses the tilt of the pedestdl,
its amplitude, rate of change, method of measurement, and the degree of confidence in
the measurements. The effect of the tilt and a prognosis for the future effect on tilt are

discussed along with recommendations.

. Background

A foundation investigation was performed in May 1967 at
the proposed 64-meter antenna site DSS 43 at Tidbinbilla,
Australia. In addition, a geophysical study, consisting of
several seismic refraction survey lines, was also conducted to
supplement the information obtained from three borings made
as part of the foundation investigation. The borings were 18 m
(60 ft) from the center of the antenna site on radials of 120
degrees and extended to depths of 24, 27, and 28 m (78, 90,
and 91 ft).

The soil and bedrock profiles revealed by the borings con-
sisted of a thin surface layer of topsoil underlain by alluvium
consisting of mixtures of clay, sand, and gravel which, in turn,
was underlain by granite bedrock at depths between 15 and 18
feet and which extended to the depths of the borings. The
altuvium was firm-to-stiff, porous in the upper 5 feet, becom-
ing stiff-to-hard and dense with depth. The bedrock was
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observed to be very decomposed (weathered) in the upper 3 m
(10 ft), becoming less weathered (more crystalline in appear-
ance) with depth and finally merging into relatively fiesh
granite bedrock at depths in excess of 21 m (70 ft). Ground
water, as observed in the borings, was on the order of 4 m (12
ft) below existing grades. The uniformity of the subsurface
profile was substantiated by the seismic refraction study.

Footings for the pedestal and base of the instrument tower
were both designed to obtain bearing on the very weathered,
but dense granite. The pedestal obtained bearing at a depth of
6m (20ft) and the instrument tower at 8.75m (28.5 ft).
During construction, a visual appraisal of the full site excava-
tion substantiated the uniformity of the founding material as
revealed by the borings and laboratory test rtesults. It is
believed that the observed pedestal tilt is not caused by varia-
tion in the compressibility of the supporting bedrock
materials.


http:which,.in

Il. Foundation Analysis

When the pedestal tilt was first discovered, as a result of the
January 1973 level survey of the DSS 43 azimuth bull gear,
informal inguiries were made through the Network Support
Facility (Australia) to determine if any regional tilts were
being observed at local Australian Government facilities. The
Snowy Mountain Authority, which is in charge of the large
hydroelectric development centered some 96 km (60 miles)
south of DSS 42/43, stated that elevations over their project
aréa had been monitored for several years but that the effort
had been discontinued when no changes were detected.

Closer to DSS 43 (approximately 24 km, 15 miles) 1s the
Mount Strombo Astronomical Qbservatory, which is operated
by the Australian National University at Canberra. No tilt was
observed at the observatory during the period that the DSS 43
tilt occurred.

Bench marks placed on the 26-meter antenna footings at
DSS 42 were resurveyed after the 64-meter DSS 43 antenna
tilt was noted, but no change i relative elevations was found
to have occurred during the period of concern.

An investigation of the hydrostatic bearing loads was
accomplished in mid-1974 to determine if the observed
pedestal tilt might have been caused by an imbalance in the
hydrostatic bearing loads. The pressures in the bearing recesses
were determined and it was reported that the bearing pads
were carrying the following loigs:

Pad1 7918 X 10° newtons (178 kips)
Pad2  7.873 X 105 newtons (177 kips)
Pad3  9.208 X 10% newtons (207 kips)

The above indicated imbalance in pad loads causes an imbal-
ance in bearing pressure under the pedestal ring footing.

A settlement analysis using the results of consolidation tests
run on samples obtained as part of the 1967 foundation
investigation and the above nonuniform bearing pad loads
indicates that differential settlement across the antenna
pedestal on the order of 3.175 mm (1/8 in.) could result from
the imbalance.

Pad 3, the most heavily loaded, is the pad located on the
“back™ or rear side of the antenna (Fig. 1). As the antenna
generally looks northerly during tracking operations, Pad 3 is
bearing over the southerly half of the pedestal, which is the
portion experlencing settlements relative to the' north side.

Ill. Reference Surface

The top surface of the azimuth drive bull gear is vsed as a
reference surface by the hydrostatic beanng instrumentation
in process of determining the flatness of the hydrostatic bear-
ing runner surface. Any deviation from a gravity level plane by
the top surface of the bull gear, unless compensated for, will
reflect as errors in the runner flatness determination. There-
fore, frequent measurements are made of this surface to assure
that the proper corrections are made in the hydrostatic bearing
determinations.

A survey was made of the level of the top surface of the
bull gear at the time it was instailed in 1967. A record was
kept of the deviation from a true gravity plane at 10-deg
intervals around the 360 deg of the bull gear. This record
serves as the starting reference.

The reference plane is a gravity-level plane through the
mean elevation of the original bull-gear data taken when the
bull gear was installed. Since then, the heights of the 10-deg
intervals have changed and piots of the data resemble sine
curves indicating a tilt in the plane of the top surface of the
bull gear (Fig. 2).

The concept of the sine curve can be best explained by the
{ollowing example. If a circle is inscnbed on a plane and the
plane is tilted with respect to a gravity-fevel plane through the
axis of rotation, a plot of the ordinate values vs angular
position around the circle will be a sine curve. The amplitude
of the curve is proportional to the tilt of the plane, 2nd the
phase angle will indicate the direction of the tilt. The ordinate
values /1 may be expressed by the equation 2 = 4 sin (§ + ),
where 4 is the amplitude and v is the phase angle. The
amplitude 4 and phase angle v can be determined for a
“best-fit plane™ (sine wave) by applymng a Fourier series
approximation to the raw data / and angle in the following
manner:

Let the curve through the data points be described as
P1 sin[3+P2 sin 28+ - +Q1 cosﬁ+Q2 cos2f+---

If only the fundamental is considered, neglecting the harmonic
components, the function can be reduced to P sin §+0 cos 8,
where

n

E cos ,Bn

1

2 < : 2
P = Py 2 h, X sin g, andQ=—n-
1
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where n is 36, the number of equally spaced 10-deg points,
and %, is the height at angle §,. The amplitude then is 4 =

P? + 0% and the phase angle v = tan—1 Q/P.

By applying this type of analysis to the data from the
second survey made in January 1973, the “best fit plane”
indicated that the top surface of the bull gear had tilted
approximately 26 seconds from the “best fit plane” through
the 1971 data taken just after the installation of the gear.
Subsequent measurements made between 1973 and 1976
indicate that the angle of tilt is increasing at a rate of approxi-
mately 3.6 seconds per year. In 1976, the total tilt was 34
seconds (Fig. 3).

IV. Error Analysis

Eleven surveys have been made since January 1971. Each
survey usually contains three traverses around the buil gear.
Each traverse is a series of measurements of the incremental
differences in heights between successive 10-deg intervals. The
sum of the 36 increments in any set of measurements must be
equal to 0.000 £ 0.25 mm (£0.010 in.) (closing error). If the
closing error is greater than 0.25 mm (0.010 in.) that set of
data is invalid. If the closing error is less than 0.25 mm (0.010
in.), the closing error is equally distributed through the 36
incremental measurements. The average of the three sets is
used as the value for the height of the bull gear relative to a
gravity plane.

The probable error of individual observations was deter-
mined from the data taken for 11 surveys made since 1971. A
point on the bull gear which showed very liitle change in
height since installations was selected. The probable efror r of
a single observation was computed using the formula

n 1/2
ro= 06745 (n - 1y 2 Z h?
1

Here n is the number of observations and /4 the heights above
the gravity level reference plane. The probable error of a singje
observation based upon the 11 surveys was computed to be
0.023 mm (£0.0009 in.}. This tolerance includes the accumula-
tion of the individual incremental tolerances.

The probable error of the incremental observations was
similarly determined to be 0.005 mm (+0.0002 in.). A com-
parison with 15 surveys taken at Goldstone over the same
period of time indicates that at Goldstone the probable error
of a single height observation is 0.020 mm (+0.0008 in.) and
of the incremental observations 0.00025 mm (+0.00001 in.).
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The diameter of the measurement circle on the top of the
bull gear is 21.2 m (835 in.). A tolerance of 0.023 mm (0.0009
in.) at this diameter represents +0.22 arc-sec. Therefore, the
probable error in the determination of the pedestal tilt is
approximately +1 {4 arc-sec.

V. Effects of Tilt

The major effect of the tilt is upon the hydrostatic bearing
instrument (HBI). Since the HBI reference plane is determined
from the top of the bull gear and the top of the bull gear tilts
as the pedestal tilts, new corrections must be fed into the HBI
every three to six months. It takes a crew of four men 8 to 10
hours to make a complete bull gear/HBI survey and program
change. Frequent surveys will cause high maintenance cost.

The instrument tower, located in the center of the pedestal,
is totally isolated from and independent of the pedestal.
Observations made with a theodolite focated at the top of the
instrument tower looking at a gravity mirror Iocated in the
base of the tower indicate that the instrument tower has not
tilted since placement of the Master Equatorial. There has not
been any effect upon the pointing accuracy of the antenna,

Another area of concern is the effect upon the clearances
between the windshield and instrument tower. Neither the
insulation on the instrument tower nor the windshield is
perfectly round, and some interferences were corrected during
construction. The pedestal tilt affects the alignment of the
windshield but is such that the tilt will improve the clearance
at the closest point. The .total clearance at the closest point
between the floor of the ME room and the windshield now is
in excess of 2.54 cm (1l in.). The rate of change at this
elevation due to the pedestal tilt is only 0.66 mm (0.026 in.)
per year.

The pedestal tilt will change the preload on the radial
bearing by approximately the vertical component of the
weight of the rotating structure or 4528 N (1018 1b), which is
negligible compared to the 1.468 X 105N (330-kip) preload
The tilt will also change the elevations of the truck trace on
the wearstrip by 0.79 mm (0.031 in.), where 1.27 ¢m (0.5 in.)
can be tolerated before the radial bearing trucks would have to
be readjusted.

Vl. Risk Assessment

Table 1 summarizes the amount of the change at DSS 43 to
date and the rate of change per year at the critical areas on the
antenna cansed by the pedestal tilt. The maximum change
before corrective action must be tzken is shown, and the time
before corrective action is estimated based on the current rate



of change. There is no effect upon the antenna pointing
accuracy.

VIL. Cor{clusion

DSN Engineering is of the opinion that the tilt (differential
settlement) of the pedestal is due to the nonuniform loading

on the pedestal. The unbalanced load thesis can be tested by
simply parking the heavier Pad 3 on the “high” or northern
side of the pedestal when the antenna is not tracking and
monitoring the tilt to determine if the tilt lessens proportion-
ally to the amount of time the nonuniform load condition 15
reversed. The tilt does not affect the operation or the expectad
life of the antenna.
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Table 1. Summary of antenna pedestal tilt at DSS5 43

Location

Change since instatlation

Change per vear

Maximum change
allowable

Time befozre
corrective action

Bull gear
HBI reference

Cables between
instrument tower
and windshield

ME reom floor
joint

Radial bearing

35 et
3.6 mm (.142"")

35 gec
5 mm @ 30 5M (195 @1200)

3.5 s
6.5 mm (.255'")

3.5 gee
+0.79 mm (2.031")

3.6 Sed
0.381 mm (.015")

3.6 5
0.533 mm (.021")

3,6 sec
0.66 mm (.026")

3.6 dec
0.076 mm {.003")

0.381 mm (.015")

12.7 mm (.500")

§3.5 mm (2.5

12.7 mm {.5™)

+6.35 mm (£.25")

1 year® requires
update of HBI
digital cam program

14.5 yis

86 y1s

150+ yrs

2The periodie corrective action to the hydrostatic bearing instrumentation digital cam program is minor. It takes approximately § hours to survey

the level of the top surface of thq bull gear and enter the corrective data into the digtal cam compuier program.
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Radio Freauency Interference Effects of Continuous
Sinewave Signals on Telemetry Data

P. W. Low
Netwerk Operations Office

This report presents the results of an investigation of continuous sinewave interference
effects on telemerry data based on testing at the Goldstone Deep Space Station (PSS 11)
in 1976. To analyze the effects, the continuous sinewave interference is treated as an
extraneous noise. Empirical telemetry data degradation and drop-lock models are then
developed based on test data and certain physical characteristics of the telemetry data
processing systemn, These models will be used as a portion of the radio frequency
interference detection tools in the first version of the Deep Space Interference Prediction

software.

. Introduction

There has been an increasing number of radio frequency
interference (RFI} incidents cccurting throughout the Deep
Space Network (DSN) during spacecraft tracking operations in
recent years. Tn many of these incidents the desired signal and
the telemetry datz processing performance were degraded, and
in some severe cases the receiver and felemetry were knocked
out of lock. Qther than the basic observation and reporting of
the RFI phencmenon, little could be done to avoid or mini-
mize the impacts. From the DSN spacecraft tracking opera-
tions standpoint, a thorough investigation of the RFI effects
was needed in order to develop a capability for:

{1} Prediction of possible RFI oceurrence from a set of
known sources, so that action could be taken to avoid
or minimize the impacts and data loss.

{2) Prediction of possible RFI occurrence for future plan-
ning of DSN critical mission phases, and spectrum
utilization of future missions.
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There was very Hitle material available either based on
theoretical approach or experimental results that was appli-
ceble in analyzing the performance of the DSN spacecraft
tracking and telemeiry processing system in the presence of
interfering signals. Therefore, an experimental approach was
used. RFI tests were formulated and conducted with standard
Deep Space Station (DSS) equipment to investigate continu-
ous sinewave (CW) interference effects on the bit signal-to-
noise ratio (SNR) and bit error rate (BER) of a telemetry
signal. This article describes these tests and presents the empir-
ical telemetry SNR and BER degradation and droploek
models derived from the test data based on certain physical
characteristics of the telemetry data processing system used.

. Test Setup

A block diagram of the test configuration is shown in
Hig. 1. The carrier tracking and telemetry data processing
system is the standard DSS equipment. The Simulation Con-
version Assembly was used to generate two binary data



streams; each data stream bi-phase-modulated a squarewave
subcarrier. The two composite (data plus subcarrier) signals
were then mixed and phase-modulated a continuous sinewave
carrier. Operations support softwares were used in the Tele-
metry and Command Processor (TCP) and the Digital Instru-
mentation Subsystem (DIS) to provide the telemetry data
BER and SNR and carrier tracking doppler phase jitter
statistics respectively.

lll. Pilot Study and Results

A preliminary quick-look test was performed to isolate the
frequency spectrum regions where the CW interfering signal
could cause “problems” to the desired signal. The results
showed that:

(1) There were severe telemetry bit SNR and BER degrada-
tions when the CW interfering signal was near or on the
subcarrer odd harmonics of the desired downlink
signal.

(2) There was no observable degradation on telemetry data

" when the CW interfering signal was mear or on the
subcarrier even hammonics of the desired downlink
signal.

(3) There were severe tracking doppler phase jitter degrada-
tion and telemetry bit SNR and BER degradations
when the CW interfering signal was within 1000 Hertz
of the desired downlink carrier.

(4) There was no observable degradation on tracking
doppler phase jitter when the CW interfering signal was
near or on any subcarrier harmonic of the desjred
downlink signal.

These results clearly indicated that the CW interfering signal
causes two types of effect. They are:

(1) Telemetry interference: when the CW interfering signal
is in the subcatrier or subcarrier odd harmonic spectra
of the desired downlink signal.

(2} Receiver interference: when the CW interfering signal is
within the receiver’s theoretical carrier capture range
{= 1000 Hertz).

The frequency region for telemetry interference is much
wider than the region for receiver interference. Thus, the
probability of having telemetry interference during an RFI
incident is much higher. Therefore, the characteristics of tele-

metry interference were first investigated by means of the
following series of tests,

IV. Telemeiry Interference Test

A. Test Objective

The test objective was to characterize the telemetry data bit
SNR and BER degradations and the telemetry drop-lock con-
ditions in the presence of a CW interfering signal.

B. Desired Downlink Signal Configuration

The desired downlink signal used for the test was a typical
Viking spacecraft duval-subcarrier downlink signal. However,
only the effects on the high rate subcarrier were investigated.
Table I summarizes the exact desired downlink signal
configuration.

C. Test Cases

Forty-two RFI cases were tested. They may be categorized
into four different sets:

(1) CW signal coincident with subcarrier: The CW signal
was placed coincident with the lower and upper sub-
carriers.

(2) Subcarrier sweep: The CW signal was swept across the
subcarrier.

(3) Subcarrier third harmonic sweep: The CW signal was
swept across the subcarrier third harmonic.

(4) Subcarrier fifth harmonic sweep: The CW signal was
swept across the subcarrier fifth harmonic.

Tables 2 through 5 suminarize the test cases performed.

V. Bit Signal-io-Noise Ratio Degradation
Analysis (Non-Drop-Lock Cases)

A. Meihod of Approach

In analyzing the bit signal-to-noise ratio (SNR) cfegradaﬁon,
the CW interfering signal is treated as an extraneous noise.

The presence of this CW interfering signal causes an increase
in the system’s noise which in turn causes an increase in the
effective system noise temperature. The increased system noise
temperature is then derived from the test data. Finally, a
SNR degradation model is constructed based on the physic.
characteristics of the telemetry data processing system used.
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B. SNR Degradation Mode!

Let Fig. 2 be the simplified system configuration used for
the test. Thus, when the RFI signal is not present, the received

bit SNR is:
‘p T
SNR, = IOIog( 2 B)

NS
where
P, = total high rate data power
BR = bit (symbol) rate
T, = bit (symbol)time (1/BR}
Ng = noise spectral density when RFI is not present

When the RFI signal is present, the received bit SNR is:

P, T,
o8
SNR, = 10log (N )

S8
where
Ng R noise spectral density when R¥1 is present

Then, the received bit SNR degradation is:
ASNR, = SNR - SNR,,

or

P T P T
DB DB
ASNR 101og - 101og
! ( Ny ) (‘NSR )

N
ASNR, = 1010g {—n
NS

It

1§

Substitating N = KT, and N, = KT, the above equa-

SR’
tion becomes
KT
S
&SNR}, = 10log (KTS)
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r
SR
&SNRI = 0log (?')

h
where
Ty = effective system noise temperature when RFI is
not present (It is also referred to as SNT)
Tep = effeciive system noise lemperature when RFI is

present

K = Boltzmann’s gc;nstant

1et T, = increased system nowse temperature induced by

the CW inierfering signal

Then,

T =T +Tp)

Therefore,

T +T
s *tr
SNR, = 10 log ( 7, ) {1}

Also, when the RFI signal Is not present, the SSA bit SNR is:

SNR, = SNR - Lg
When the RF] signal is present, the SSA bit SNR is:

SNR,p = SNRyp = Loy

where L. and L, are system losses, These include waveform
distortion loss, receiver (radio) loss, subcarrer demodulator
logs, and bit sync/detection loss; they are assumed to he
strictly a function of the received bit SNR for a given system
and configuration. Therefore, the SSA bit SNR degradation is:

ASNR,, = SNR,, - SNR,, .

or

ASNR, = ASNR,~ Lg- Lgp) e)



Having Egs. (1) and (2) established, the next step is to
determine the functional relationship of the CW interfering
signal and the increased system noise temperature it induces.

C. Interfering Signal Coincident with Subcarrier

The functional relationshup of the CW interfering signal and
the increased system noise temperature for the interfering
signal coincident with the subcarrier is to be determined in this
subsection. Let us examine Eq. (1) again.

T +T
ASNR, = 101og (S—R)

Ts

ASNRI
10 1o —1]

ASNR, = ASNR, +(Lg-Lgp),

Solving for TR , then:

Tp = Ts

Substituting

ASNR  + (Lo— Lgp)
10 10 - (3)

From Eq. (3), T, for each test case (1A through 1Z) is
calculated. Note:

then:

T, = Ty

ASNR . =

o data obtained from test cases 1A through

1Z.

estimated from the Telemetry Analysis
Program (TAP) by using an iterative
method. See Fig. 3 for a plot of the sys-
tem loss vs received bit SNR generated by
the TAP for the configuration used for
the test.

LS andLSR =

Then, uvsing a tral and error method, T, is curve fitted.

The result is

1/2

2

0421 2

TR = (10 821e RFI) + (40)2
Aflsc=o’BR=2K

-395 @

where

4af, . = frequency separation between the CW interfering
signal and the subcarrier

-

Popr T RF1signal level

Using Eqs. (1) and (4), the curve fitted values are plotted
against the observed values (ASNRI vs Py FI) as shown in
Figs. 4 and 5.

D. Interfering Signal at Various Frequency Offsets
from Subcarrier or Subcarrier Harmonics

The RFI effect with the CW interfering signal at various
frequency offsets from the subcarrier or subcarrier harmonics
will be investigated in this subsection, but let us first examine
the frequency response of the telemetry system used for the
test.

The telemetry system used for the test must be able to pass
the antipodal binary-valued data signal in .the subcarrier har-
monic spectra. Therefore, it must have an impulse response:

% 0<r<T,
R(r) =
0 7<0,7>Ty
where
h = gain
s = subearrler harmonic number, # =1, 3, 5, etc.
Ty = bittime (1/BR)

Then, its frequency response is

= —-j2aAf T
H@Af, ) = f B [ Jar
0

5 ~j2naf, 7| 1B
ny J2nhf,
i -;Zﬁ.Afnsc TB 1
n i —]'ZTrAfmc
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h
nrAf

nsec

[e =imAf e Tn _emAfnsc TB} e—‘mAfnsc Ty
o_.]-

-2
wher'e . .
I, +Fosed = Fopil o Trpr = 1,
A =
" S St <,
wheren=1,3, 5, etc.
fmrc = nth harmoni.c of subcarsier, where n=1, 3, 5, etc.
{n - £, ) (1st harmonic is also referred to as sub-
carrier)
fopr = RELsignal frequency

Using the Euler’s identity:

o _ -6
sing =2 ¢
Jj2
) A ) —inAf, T
H(n’ Afn.s'c) = m (SmﬁAfns'c TB) (e e B)
- hTg (Sin WAfnsc TB) (e‘“fﬂAfnsc TB)
R w Afnsc TB
Thus: -
(1T, (sanAf T\ [ Sjuar T
H (n, Af, )P =|— B( B) (74 nse 75
nsc i n ﬂAfnSc TB )
. h TB (Sin WAfnsc TB) (ej TTAJfn::c TB)
| 7 aAf, Ty
ETN\? fsnnaf  T.\2
[H n, A Iz - B nse B
o A ( H wAf T
nse ° B
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For a CW signal with power (P) and one-sided power spectral
density function {G(Af, )= (P/2) [6(Af,,, - AFK)] }input
irito this telemetry system, the output power response is

P AFE) = / H (n, AF, I* GAS, ) d (A, )
Using the sampling property of impulses, that is

ff(?\)UoG\-a)dh=f()\) for b<a<e
B

n aAf* T

nsc ~ B

' (BT N\? [sinaAf T,\2
PG, AfY) = (P)( B) (SM Tise B)

Therefore, the output power response function of the tele-
metry system for any CW signal with power {(P) is

hT \? [sinwAf._ T.\?
P(n,Af,,sc)=(P)( B) (mf — B)

n

nse *B
Iet
n=1,
and
Afpse = 0
then
P(1,0) = ) (n T
Thus,
P AL,,)

( 1 sin 7Af,, TB) 2
BR=2K a2\ mf Ty

or {expressed in-decibel format)

P(1,0)

P(n, Af, )=P(1,0)- 20logn + 101og(

nse

sin wAf,, . TB) 2

“Af nse TB


http:e-JvAfns.TB

(The above result appears to be suitable for modelling SNR
depradation for any bit rate. However, without fest data to
subsiantiate this claim, the scope of this medel is limited to
two thousand (2K bits per second data in this analysis.)

P(n, Af, ) is the system’s power response to the CW
interfering signal at any frequency offset (Af, ), and P (1,0)
i$ the system’s power response to the CW interfering signal
with Af, equal to zero. Also, remember that Eg. (4}
obtained in the preceding subsection is based on the inter-
fering signal level (P &) with Af] (. equal to zero. Thus, Eq.
{4) may be generalized as

0421 P2 2
T, = [(1032“ * f) +(4a)2] -39.5
2K

BR=
- )]
where
b 2
sin A fnsc ( m)
BR
Pr = PRFI— 201og n+ 10 1og —
Y ( E:Q) P
n = pumber of the subearner harmonic which the inter-

fering signal is affecting.

Using Bgs. (1) and (5), the modeled values are compared
with test data. The results show that the model’s bit SNR
degradation prediciions are slightly but consistently less than
the degradation indicated by the test data. Two “adjustment
factors™ are then introduced into Eq. (5) to compensate for
this disparity. Thus, the model begomes:

P =P

T =xy~ (094} (20 log n} + (0.90)

s (Mo (5))\
«110l0g (6)

8%, (52)

7
_ 210421 P\ 1
Te g = 0074 w07
™
T, +T
. s T 1R
SNR, = lCllog( 7 ) )
SNR,, = ASNR, - (Lg=Lgp) @

(The observed disparity is probably caused by the “impurity”
of the CW interfering signal, Because of this “impurity”, the
interfering signal does not have a perfect line spectrum; conse-
quently, the resulting integral evaluation of the power
response function, P(r, Af,..), is only a close approximation.
Therefore, the “adjustment factors™ are needed in Eq. (6).)

The refined model {Eqgs. (1), (2), {6) and (7)) predictions
are compered with the test daia for the sight telemetry non-
droplock cases (2F, 3C through 3E, and 4B through 4EB). The
results are plotted on Figs. 6 through 13.

VI. Bit Error Rate Degradation Analysis

With no RFI, bit ervors for uncoded data transmitted overa
paussian channel and detected in white additive noise are
statistically independent of each other, and the BER (error
probability) is

BER = P =12 erfc /X

where X = SNR,,. The corresponding BER and A values are
tabulated in Table 6, and will be referred to as the “theoretical
curve”

When a CW interfering signal is present, the bit errors may
not be independent of each-other; they may come in bursts.
Consequently, the BER , and SNR,,  relationship may not be
the same as prescribed by the “theoretichl curve.” In fact, the
test data show that

BER, = 112 erfe /X

where
A= SNRO “k{éSNRO}
k<1

The coefficient X appears to be a funclion of SNR, and
ASNR,. However, because it varies.over a very small range, for
practical purposes, a first-order approximation is used in this
analysis. Thus, & is chosen to be 0.79 and the result is

BER, = 12erfe VA {8
where

A = SNR, - 0.79 (ASNR )

= SR, (0.21)+SNR,,, (079)
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(If & were 1, then Eq. (8) would become:

BER

o = 1/2erfe </SNR, - ASNR,,

172 erfe \/SNROR =P

That is: BERp function behaves as the “theoretical curve.”)

Using Eq. (8) and Table 6, calculated BER, values are
plotted against the test data and the ““Theoretical Curve™ on
Figs. 14 through 17 for the test cases of interfering signal
coincident with the subcarrier.

The RFI-BER model (Eqs. (1), (2), (6), (7), and (8)
predictions are compared with the test data for seven
frequency-sweep telemetry non-drop-lock cases as shown on
Figs. 18 through 24. (For the frequency-sweep test, the BER
test data have a resolution of only 10~%. Therefore, Test case
4E, which has BERy’s considerably less than 1074, is not
plotted for comparison. Also, other data points which have
BER,’s less than 10~% are arithmetically averaged over a
longer sample (time, or Af, ;) base.)

Vil. Telemetry Drop-Lock Analysis

When an interfering signal is present in a communication
system, it may not only degrade the desired signal, but may
also, in some severe cases, cause the communication system to
drop lock. In fact, during the performance of this RFI test,
eight telemetry (SDA) droplock cases were observed. These
drop-lock cases will be discussed in this section.

Norrmally, it is assumed that the major cause for a telemetry
system to drop lock is that the bit SNR is below threshold.
However, by comparing the SNR,, predicted by the degrada-
tion model obtained in the preceding sections with test data
(RFI signal level and Af, . at which drop-lock occurs) it is
found that this is not so. It is because the SNR, predicted by
the model at the observed drop-lock frequency offset is above
the SDA/SSA SNR threshold for each of the nine drop-lock
cases. While the actual mechanism causing the telemetry
system (SDA) to drop lock is not yet understood, it is believed
to be similar in nature to the “jump phenomenon™ (Ref. 2) as
observed in some phase lock loop receiver systems. That is,
when two signals are simultaneously present in a PLL receiver,
and if the two signals are within the PLL receiver’s frequency
capture range, the receiver’s tracking loop tends to track the
stronger signal. (This occurs even when the PLL receiver is
initially locked to the weaker signal.) Regardless of the specific
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cause, for this analysis, let us assume that the telemetry system
(SDA) will drop lock when the following condition is satisfied:
(in algebraic format)

CRE
P, BR

Expressing the above relationship in decibel format:

-

Afnsc
U [PID - P, +101log (R)] > I:lo log ( BR )]

where

P, = Pppp— (94) (20 log )

ID
1
PD = data power in dBm
Af, . = BR

By fitting the eight drop-lock data points to the above rela-
tionship, it is found that the drop-lock condition is:

Af, nse
BR

Also, for Af. .. < BR, it is expected that the drop-lock
condition is

0.65 (P, - Ppy - 3) > [10 log (

@, -F

o= Pp=3) =0

Thus, the telemetry drop-lock mode! becomes:

For Af. > BR,

nsec

Afpse
0.65 (PID ~P, - 3})> [101og R

For Af, < BR,

Ppp-Pr-3) =0 ©)


http:PRFI-(.94

where

P

0 = Prppr= (94)(20 logn)

-

Using Eq. (9), a telemetry drop-lock profile is plotted
against the test data on Fig. 25.

Vill. Summary of Analysis Results

When an interfering signal is present in addition to white
Gaussian system noise, the telemetry signal is degraded. For
CW signal interference, the following was observed:

(1) There is no observable degradation on telemetry data
when the inferfering signal is placed on any even sub-
carrier harmonic.

(2) There is observable degradation on telemefry data
when the interfering signal is placed on an odd sub-
carrier harmonic.

Treating the CW interfering signal as a noise source to the
telemetry system, the bit SNR degradation is modeled:

ASNR , = SNR, - (LS ~Lgp)

To+T
ASNR, = 10log [2—%&
I TS

where:
0421 P\ 2. 1/2
Tp = \:(103218 ! ) +(40)2] - 39.5
BR=2K
P = Py~ (0.94) (20 log n)
sin [Afnsc (é{)] 2
+({090) [101og - -
Afnsc (B—R)
n=1735,e¢tc,
The BER is found to be:

BER, = 12 erfe /X

where
A= SNRO - {0.79) (ASNRO)

In some severe cases, a CW interfering signal will cause the
telemetry (SDA) system to drop lock. The drop-lock condition
is

For
Af, . > BR,
065(,. -P.-3)> [101 B
. ( D D ) = 0g BR
For
Af, .. < BR,
(PID-PD~3) =0
where

Py = Pppp-(0.94) (2010g n)

IX. Conclusions

The test configuration and procedures used for this investi-
gation provided a very effective and efficient way of RFI
generation, control, and data collection. Forty-two CW signal
interference cases were tested. Empirical telemetry bit SNR
and BER degradation and drop-lock models were developed
based on the test data and certain physical characteristics of
the telemetry system. Although the test used a 2000-bps data
rate configuration, and the telemetry bit SNR degradation
model derived was for 2000 bps data rate only, the results
showed some very interesting and vital characteristics of the
CW interfering signal’s effects on the telemetry signal (system).

Additional tests and analysis are needed to better under-
stanid RFI effects on telemetry signal. Some major tasks will
include further development of models to characterize:

(1) CW interfering signal’s effect on telemetry signal as a
function of various telemetry parameters (e.g., data

rate).

(2) Continuous spectrum inierference effects on telemetry
signal.
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Table 1. Desired downlink signal configuration

Table 2.

Test cases of interfering signal coincident
with subcarrier

Carrier.fiequency. (ﬁc)

Carrier power (Pc)

2293.148160 Mz
See Tables 2- 5

High rate data

Subcarrier frequency (f,

Data format
Bit 1ate (BR)

Modulation index

Data power (PD)

scl

)

240 kHz
Uncoded

2000 bps

66.54 deg

See Tables 2- 5

Low rate data

Subcarrier frequency

Data format
Bit rate

Modulation index

Data power

24 kHz
Uncoded
33-1/3 bps
19.25 deg
(P,-9.1)dBm

Tost P P, SNT,  Pppp
number di?m d]13)m °K dﬁj Trrr
1A -1459 -138.5 28 -138.2 fc-f:rcl
1B -145.7 -138.5 28 -141.0
iC -145.7 ~138.5 28 -144.0
1D -145.7 -138.5 28 -147.0
1E -145,7 -138.5 28 =150.0
1F -147.7 -138.5 28 -154.0
1G - -145.7 -138.5 28 -164.0
1H  -1487 -14L5 28 -1440 f.-fiy
11 -148.7 --141.5 28 -149.0
17 -148,7 -1415 28 -1537
1K -148.7 -1415 28 -159.6
1L -148.7 -141.5 28 -168.0
IM -1466  -1394 26 -1374  f,+f,,
1IN -146.6 -1394 26 =-141.2
10 -146.6 -1394 26 -146.2 -
iP -146.6 -1394 26 -150.0
1Q -146.6 -1394 26 -154.5
1R -146.6 -1394 26 -158.0
18 -146.6 -13%4 26 ~162.4
1T -146.6 -1394 26 -1646 1
U -149.6 -1424 26 . -1443  f,+f,
v -149.6 -1424 26 -147.0
1w -149.6 1424 26 -150.0
1X *-1496 1424 26 -155.0
1Y -149.6 -1424 26 -160.2 .
17 -14%.6 -1424 26 -164.5
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Table 3. Test cases of subcarrier sweep

Test ‘PC’ Py SNT, Pppy  Sweepiate,
Number dBm gBm K dBm Hzfsec

2A ~147.0  -139.8 359  -120.0 30

2B -147.0 -139.8 359 -123.0 )

2C 1470 ~139.8 359 -1230

2D -147.0 -1398 359 1304

2E -147.0 -139.8 359 -1350

2F -147.0 -139.8 359 -140.0

Table 6. BER vs A for an uncoded channet

Table 4. Test cases of subearrier 3rd harmonic sweep

BER BER
Ratio dB Ratio dB
0.080 ~-10.969 34458 3,125 4948 00621
0,123 -9.031 30854 3.380 5.289 .004dat
0.180 ~7.447 27425 3.645 5.617 .00347
0.245 -6.108 24196 3.920 5933 00256
0,320 -4.948 21185 4,205 6.238 .00187
3.405 -3.925 8406 4.500 €.532 08135
0,500 -3.810 15865 4,808 6.817 080926389
0.605 «3 182 13566 5.120 7.093 (006882
0.720 -1.427 J1507 5.445 7.360 0004843
0.845 -0.731 (09680 5.780 7.619 0003377
0,980 -0.088 08056 6.125 7.871 0002333
1,125 9512 06681 6.480 8.115 0001597
1,286 1.072 5480 6.845 8.354 0001082
1.4435 1.599 04457 7220 8.585 0000727
1.620 2.095 03593 1.605 8811 0000484
1.805 2.565 02872 8.403 9,245  .0Q00209
2,000 3.01¢ 02275 9.245 9.659 .0000087
2.205 3434 L1787 10125 10045 0000036
24320 3.838 B£1391 11045  10.432  .CO00015
2645 4224 01673 12008 100792 00DODDS
2880 4.594 0820

3Source: Ref. 1,p. 143,

Test PC’ PB‘ SNT, PR Fr Sweep rate,
Number dBm dBm K dRm Hzfseo

3A ~147.0  -139.8 359 -120.0 30

3B -147.0 -139.8 35.9 -12540

3c ~-3470  -139.8 359 1300

3D ~147.0 ~139.8 358 13590

3E -147.0 -139.8 359 -140.0
Table &. Test cases of subcarrier S5th harmonic sweep

Test PC’ £h, SNT, P REp  Sweep rate,
Number dBm dBm °K dBm Hzfeec

4A ~147.0 -138.3 359 =120 30

4B -147.0 -139.8 359  -125.0

4C ~147.0 -139.8 359 ~130.0

4D -147.0 ~139.8 359 -135.0

4E ~147.0 -1388 358 -144.40
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CW-RFI SIGNAL
GENERATION ANB .

\_/

CONTROL
26-m ANTENNA
] ]
TRANSMITTER DIRECTIONAL DIRECTIONAL MASER
COUPLER COUPLER
SIMULATION BLOCK Iff PLL
CONVERSION  [PATA IMAGE (BER) %?F;}EEL LeveL = RECEIVER
ASSEMBLY ASSEMBLY
Y
3R TELEMETRY AND SYMBOL SUBCABRIER
x| COMMAND SYNCHRONIZATION DEMODULATOR
PROCESSOR ASSEMBLY ASSEMBLY [
BLOCK 1l PLL
RECEIVER
ASSEMBLY
DIGITAL TRACKING DATA |
DOPFLER ] INSTRUMENTATION HANDLING D ey ok
SUBSYSTEM SUBSYSTEM
EXCITER
ASSEMBLY

DOWRNLINK
SIGNAL

Fig. 1. Test configuration

CW-RFI
SIGNAL

Fig. 2. Simpilified carrier tracking and telemetry
processing syslem

L, 4B

SNRl, dB

-5

Fig. 3. Theoretical system loss curve (for test configuration)
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Fig. 4. Received telemetry bit SNB degradation (ASNRpj vs CW
Interfering signal fevel (£, ) for Af, =02l SNT = 28°K "~
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Fig. 6. Received telametry bit SNR degradation {ASNR;} vs
frequency offset between subcarrier and CW interfering signal

(At ) for P
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= —140 dBm

4 | f I

12 BR = 2000

~— MODEL DATA
10k ACTUAL DATA

O PD =-139.4 d8m

%’1 sl ® Py =-142.4 dim o

=

4

3 s -
41 -

| {
-170 =160 =150 -140 ~130
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Fig. 5. Received telemetry bit SNR degradation {ASNR,} vs CW
interfering signal level (Pgm} for 4f, = 0 al SNT = 26°K

12 I I 1
| SNT=35.9K ‘ -
B8R = 2000
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= — MODEL DATA
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5
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Q
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Fig. 7. Recelved telemetry bit SNR degradation (ASNR)) vs fre-’
guency offset between subcarrder third harmonic and CW inter-
fering signal (A7, ) far pm = —~130 dBm



12 I 1 | 1

10 SNT=359K

BR = 2000

gl PD=-139.3 dBm _
; — MODEL DATA

6 O ACTUAL DATA

ASNRI, dB

"

4000 4000 2000 0 2000 4000
Afgsc, Hz

Fig. 8. Received telemetry bit SNR degradation (ASNR)) vs
frequency offset between subcarrier third harmonic and CW inter-
fering signal (Af, ) for Py = —135 dBm

12 [ I 1 I
10 SNT = 35.9 K _
BR = 2000
gl PD=—'I39.8dBm o A
= =~ MODEL DATA
= O ACTUAL DATA
o & - —
£
<
i |
2 —
o |
4000 4000 2000 0 2000 4000
AFSsc‘ Hz

Fig. 10, Received telemetry bit SNR degradation (ASNR;) vs fre-

quency offset between subcarrier fifth harmonic and CW inter--

fering signal (AL, ) for Py, = —125 dBm

12 1 I I i
10— SNT=35.%K -
BR = 2000
sk PD:=-I3§' 8 dBm —
= - -~ MODEL DATA
& 4l O ACTUALDATA |
z
vy
<]
4 _]
2 -
0 |
6000 4000 2000 0 2000 4000
Af3sc, Hz

Fig. 9. Received telemetry bit SNR degradation (ASNR,) vs
frequency ofiset between subcarrier third harmonic and CW

interfering signal (Af, ) for Popy = —140 dBm
12 T T | |
10 SMNT=35.9K N
BR = 2000
2 8} Pp=-139.8dBm -
- —MODEL DATA
5 4= O ACTUAL DATA _
4
Al - -
2+ ]
] 1
8000 4000 2000 0 2000 4000
Aszc’ Hz

Fig.. 11. Received telemetry bit SNR degradation (ASNR,) vs fre-
quency offset between subcarrier fifth harmonic and CW inter-
fering signal (Af. ) for Pop = —130 dBm
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090 £000 008 0 2 2000
AF&C, Hz

Fig. 12. Received telemetry hit SNR degradation (ASNRy) vs fre-
quency offset between subcartier fifth harmonic and CW inter-
fering signal (Af_ ) for P, = ~135 dBm
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Fig. 14, Theorefical BER curve (BER vs SNR) and BER in the
presence of CW interference (BER ; vs SNR,5} for the case of
Py = ~138.5 dBm
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Fig. 13. Received telemetry bit SNR degradation {ASNR)) vs fro-
quency offset between subearrier fifth harmonic and CW inter-
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Tracking System Performance Tests in the MDS Era -

B. J. Buckles

DSN Network Operations Section

This article describes tracking system performance tests as developed to support DSN
Mark IlT Data Subsystem implementation project and prepass readiness tests. Tracking
SPT software and fest configurations are described. Future test software requirements

and areas of current development are noted.

l. Introduction

The DSN Tracking System (DTK) is currently being updated
to the Mark I1I-77 configuration (Refs. 1 and 2). The first
phase of this update is the DSN Mark HI Data Subsystem
(MDS) Implementation Project, which replaces at each Deep
Space Station (DSS) the Tracking Data Handling (TDH) Sub-
system and those functions of the Digital Instrumentation
Subsystem (DIS) which formerly collected and formatted
radio metric data jntc a form suitable for transmission by the
Ground Communications Facility (GCF) with the Metric Data
Assembly (MDA), a MODCOMP 1l minicomputer. In the new
configuration, all tracking system data is collected and for-
matted by the MDA. Data that is to be transmitted via the
GCF to the user is formatted into a high-speed data (HSD)
block and “embedded” into a subsystem block (SSB), then
transmitted by the MDA to the Communications Monitor and
Formatter (CMF) via the DIS Monitor and Interface Assembly
(DMI) star switch controllers (SSC). The CMF strips the HSD
block from the SSB and inserts the proper error polynominal
and then transmits the data. Data that is to be displayed by
the DSS Monitor and Control Subsystem (DMC) is formatted
into SSBs and transmitted to the DMC via the DMI.

Prior to the MiDS implementation, Tracking System Per-
formance Test (SPT) software was resident in the DIS and
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collected radio metric data for analysis purposes at the DIS
-TDH interface in real-time. Obviously, a new tracking SPT
test program would be necessary to support SPTs after MDS
implementation, to support future mission configuration tests
(MCT) and for operational support of prepass readiness tests.
This article describes the system test design and rationale
chosen for implementation and the inevitable compromises
1mposed by schedule constraints and resources.

Al. Test Design

The functional requirements for the tracking system SPT
program are listed in Table }. The program design was to
include all of the listed functions, with implementation carried
out in a phased manner as necessary to deal with the realities
of the hardware implementation schedule and the planned
several different phases of the MDA operational software im-
plementation. The requirements are separated into two
groups: those functions that had to be available immediately
upon MDS implementation and those that would be necessary
to meet future DTK capabilities, as well as MCT and PRT
requirements. In addition, the functional requirements are
listed in order of priority- within the two groups.



Table 2 lists those capabilities and features the new tracking
system SPT software design would have to include in order to
satisfy these-requirements. All of these desired features were
incorporated into the new test program, but due to the neces-
sity of meeting the operational schedule of the MDS project,
s0me compromises were necessary.

The first feature dictated that the test software would
reside in the spare CMF (see Fig. 1), hereafter referred to as
the Systemn Performance Test Assembly {SPTA), as this was
the only logical location from which to monitor DSS outgoing
data. HSD output of the operational CMF is iooped back via
GCF data sets as mput.to the SPTA. DSS system performance

is monitored at the DSS output port and data analysis is a true -

reflection of DSS system performance.

Reduction of necessary test time (Feature 2) was con-
sidered to be of only slightly less importance than Feature 1,
but implementation was considerably more mvolved As the

Deep Space Stations have become more and more complex to,

meet the requirements of the ever-increasing sophistication of
new projects, system test raquirements have also become more
complex and stringent. Sophisticated and complex systems
require sophisticated and complex testing, and this obviously
requires more time to accomplish. Therefore, in order to
reduce system test impact on tracking time, it was necessary to
design test software that would allow as many different tests
to be run simultaneously as possible.

Computerized semiautomatic test procedures and central-
ized operator control of both the test software and operational
software were a second facet of this effort to reduce test time.
This entailed designing the test program so that it could read
the test procedure from a disc file and provide the test con-
ductors with necessary prompting for equipment setup. This
technique eliminates the need for the majority of operator
type-ins, which reduces test setup time considerably. Manual
testing capabihty with centralized operator control input was
retained to allow special test configurations and trouble-
shooting to be performed with the test software.

The third goal was to provide certain new system test
capabilities that were not available in the old test software.
This was necessary to meet new system capabilities introduced
with the MDS implementation and to correct some defi-
ciencies in the old test program. These new capabilities include
a predict system test, a HSD/SSB data dump and monitoring
capability, a Block IV recewver frequency ramp test and a
Meteorological Monitoring Assembly (MMA) test.

As a fourth goal it was desired to expand the doppler
system noise model so that it predicted valid results at loop
SNRs of less than 10 dB. In addition, the range noise model
was modified to reflect the DSS stand-alone test configuration.

lil. Implementation Status

Figure 2 shows the data flow path for the Tracking System
Performeance Test as it has been developed to support MDS
implementation SPTs at-DSS 14. It in effect represents a
snapshot of functional test capabilities presently (June 1977)
available-in the test program. Once all ¢f the operational and
test software has been loaded and initialized and the necessary
hardware configuration completed, then all test functions can
be controlled from the DST. Test directives and/or operational
directives are routed from the DST to the host computer
(shown in the CMF in Fig. 2), which in tum routes it to the
proper subsystem computer via the SSC. Status messages,
acknowledgments and alarms are routed along the same path
back to the DST for display.

A. typical test mode would be for the DTK to generate
radio metric SSBs from data received from, say, the PRA or
the doppler system. These SSBs consist of “‘embedded” HSD
blocks with a proper SSB header added. They are transmitted
via the SSC to the CMF, which strips the SSB header and adds
an error polynominal to the HSD block. The CMF sends the
HSD to the HSD communications output buffer, where it is
normally then transmitted to the project user; however, for
the purposes of system testing the data is now looped back
mto the incoming HSD communications buffer, which routes
it to the SPTA -where it is analyzed.

At the SPTA the Test Executive Program is the resident
communications handler for all SPT programs. It accepts direc-
tives that activate the proper SPT task. In this case it is the
tracking test program. It can accept HSD or SSBs via the S8C;
thus SPTs can be run in a “short loop” mode if necessary,
obviating the need for the operational CMF to run a tracking
test. The test executive routes the requested HSD/SSB data to
the tracking test program, which analyzes the data and gener-
ates a test report which is output at either the printer/plotier
or the local terminet.

The tracking test program validates the HSD headers as the
data is recerved and generates alarm messages if something is
amiss. The doppler and ranging analysis programs calculate
theoretical noise values based on known or measured signal-to-
noise ratios and compare these values to the measured noise.
System specifications are used to determine ‘‘test passed” or
“test failed” criteria. Any number of fests may be run simul-
taneously; for instance, at a 64-m DSS an S/X-band ranging
performance test and SfX-band doppler performance can be
run concurrently, resulting in an approximate 75% saving of
test time, a matter of great importance for Prepass Readiness
Tests. In addition, the tracking test program can generate and
transmit test predict HSD blocks for testing the predict data
handling capability.
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V. The Future software control, it will become more desirable to automate

these tests, and preliminary work has begun in this area,

Although the MDS Implementation Project SPT support Completely automated countdown procedures and tests are

requirements have been met, much work remains to be done. other capabilities currently being developed. Also, major

The RF and antenna test functions were postponed because modifications of the SPT software will be necessary in order to

those systems could be supported using old test software. meet the new tracking HSD interface (TRK 2-14) to be intro-
However, as these systems are automated and brought under duced into the DSN in February 1978.

References
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2. “Deep Space Station Subsystem Requirements — Tracking Subsystem 1974-1978,”
824.2, Jet Propulsion Laboratory, Pasadena, Calif. (an internal document).
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Table 1. Tracking SPT program functional requirements

Immediate requirements

Receaivefverify DTK HSD/SSB blocks
Dump DTK HSD/SSB blocks
Evaluate doppler system performance
Evaluate ranging system performance
Display tracking system test results
Generate and transmit test predicts
Validate tracking ODR/TODR data
Maintain test log

Future requirements

Send control and configuration Msg’s to DTK
Evaluate RF system performance

Calibrate RF system characteristics

Evaluate antenna system performance
Calibrate antenna characteristics

Generate simulated TRK systern/data

Meet TRK 2-14 HSD interface

Table 2. New test program design features vs old
program capabilities

New program
design features

Qld program
comparable features

True system test that would
analyze data as it Ieft the
station as HSD

Refiuce test time by
(a) Simultaneous testing

(b) Computerized
procedures

Provide new test capabihty
for

(a) Predict system test

(b) HSD/SSB data dumps
and monitoring

(c) POCA ramp test
(d) MMA test

Improved theoretical noise
models for doppler and
ranging

Actually was a subsystem
test that looked at the data at
the TDH/DIS interface

None

None

Modeled Block III receivers
only. Doppler noise model
valid for signal margin > 10 dB
only. Range noise model in-
correct for DSS stand alone
testing
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Fig. 1. Block diagram of the DSS tracking system configured for SPTS
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The ongoing activities at the Venus Station {DSS 13) and the Microwave Test Facility
{MTF) during the period February 14 through June 5, 1977, are discussed and progress
noted. -

Completion of phase one equipment implementation for unattended operation at
DSS 13 is noted and operation demonstrated with several “hands off” spacecraft down-
link acquisitions, using either locally (DSS 13) directed or remotely (JPL)} directed
computer control. Salvaging of a 20-kW klystron, at a cost savings of several thousand
dollars, was accomplished by the DSN High Power Transmitter Facility, along with its

- more routine activities of testing and repairing high power fransmitter components.

Extensive tracking activities with the 26-m antenng are discussed, mcluding DSN
FPlatform Parameters, Multistation Planetary Radar, Helios II Spectrum Broadening Analy-
sis, VLBI Validation, Planetary Radio Astronomy, and Pulsar Rotation Constancy, for a
total time of 219-1 {4 observing hours.

Clock synchronization transmissions from the DSS 13 master clock to the overseas
64-m antenna complexes are reported and special implementution activities in support of
PV-78 are discussed.

Implementation of a Hydrogen Maser Frequency Standard and the “pathfinder”
installation of a Utility Control System (UCS) are reported, and significant station
modification and maintenance activity are noted.

l. Introduction Il. Unattended Operation, DSS 13

The activities of the Development Support Group, in
operating the Venus Station (DSS 13) and the Microwave Test
Facility (MTF) during the period February 14 through June 5, An avtomatic acquisition module has been added with
1977, are discussed. which control and indicator functions on the receiver may be

A. Receiver and Microwave Subsystermn Automation
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operated. This meodule, when an acquisition is confirmed, also
stops the frequency search process, and the receiver then
operates as a normal phase-locked receiver. A modem has been
installed with which a CRT controller can be remotely
operated, ¢.g., from JPL in Pasadena, and several completely
automatic acquisitions have been successfully performed, using
either local or remote control inputs. These test acquisitions
verified the receiver subsysiem configuration, including fre-
quency sweep, and phase locking of the receiver and Subcar-
rier Demodulator Assembly (SDA).

B. Transmitter Subsystem Automation

The rtemote conirol cabinet (RCC) was temporarily
removed from the Operations and Data Processing Building
(G-51) and has been modified as necessary for interfacing with
the transmitter microprocessor controller.

C. Antenna Subsystem Automation

The MODCOMP Computer has been interfaced with the
26-m anfenna servo system and can start up the hydrauiic
system, select high or low speed on either axis, apply and
release brakes on either axis, and move the antenna under
controlled acceleration and velocity to point at either a fixed
position or track. Program development is continung and the
capability to insert position offsets will be provided in the near
future. The azimuth position transducer failed and was dis-
assembled on-site, cleaned, bearings replaced, realigned, and
reinstalled. The failures were probably due to the entrance of
water from local rain storms. The pointing accuracy was then
evaluated by tracking with an automatic boresighting comi-
puter program called SCOUR (Scan and COrrect Using
Recerver) and was found usable. Optical alignment of the
antenna is scheduled in the next several months.

lll. Deep Space Network High Power
Transmitter Maintenance Facility
(DSN HPTMF)

A 20kW Kklystron (Varian 5K708G), which, except for
tunability, was a fully functioning klystron, was repaired for
operational use by replacing a stripped cavity tuning screw.
Additionally; extensive measurements were made on the DSN
waveguide arc detector “time to perform™ under fault condi-
tions.

Repairs effected included high power crowbar photon gen-
erators, body current, and collector current sensors. These
were repaired and returned to DSS 14. )

An engineering model and prototype directional coupler for
near-Earth Voyager ranging calibration were tested at 400 kW.
This testing was performed at 2388 MHz and verified that the

couplers will handle the radio frequency power to which they

will be subjected in the 64-m antenna stations.

IV. Observing Activity, 26-m Antenna

A. DSN Platform Parameters

Characterization of a suitably positioned net of compact
radio sources js essential to operational use of Very Long
Baseline Interferometry (VLBI) for navigation purposes.
Examination of candidate sources and determination of their
flux density and position is a task which is supported by
DSS 13 wiith VLBI observations. Durng this reporting period,
DSS 13 provided 53-1/2 hours of observation, during which
379 sources were observed. The cooperating VLBI stations in
this Advanced Systems Experiment were either DSS 43 or
DSS 63.

B. Three-Station Planetary Radar

This is an Advanced System experiment in which the planet
Venus is illuminated by the high power transmitter at DSS 14
for a period of time equal to round-trip light time to the
target. The transmitter is then turned off, and reflected signals
are received by three stations in an interferometric mode,
DSS 11, DSS 13, and DSS 14. The received signals from
DSS 11 and DSS 13 were microwaved to DSS 14 for process-
ing. Multistation data were collected for a total of 49-1/2
hours over a several week period. New technology demon-
strated were hydrogen maser references at each station and
wide band recording (80 MHz) for increased mapping
information.

C. Helios Il Spectrum Analysis

In mid-May 1977, the Helios II spacecraft’s orbit was such
that it slowly moved close to and then behind the sun, thus
affording an excellent opportunity to examine the effect of
the sun on the signal as received on Earth. High resclution
Spectrum analyzers were used to examine the signal in detail,
and DSS 13 provided 10-3/4 hours of data collection for such
spectrum analysis, using a prediction controfled receiver local
oscillator to track the arriving signal. This effort was supported
under the Helios SIRD/NSP,

D. VLBI Validation

This effort provides support of the VLBI validation effort
under the DSN Implementation Program. Several formal
demonstrations of short and long baseline length determina-
tion are planned. Experiment Series I has already been com-
pleted, and preliminary observation in preparation for
Experiment Series 2 has commenced. DSS 13 provided 1-3/4
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hours of observation for equipment checkout and also pro-
vided 2-1/2 hours of station verification observation in
conjunction with the Caltech-Owens Valley Radio Observatory
(OVRO) and the ARIES antenna positioned at San Francisco,
CA. This observation was in preparation for the Sea Slope
portion of the baseline determination task, and verified that
the DSS 13 OVRO pair was functioning correctly; however,
the DSS 13 ARIES pair did not produce fringes. Trouble-
shooting and repair of the ARIES station is now underway.

E. Planetary Radio Astronomy

On a time available basis, DSS 13 provides support to this
experiment as defined under the Ground Based Radio Science
Plan. The radiation received, at 2295 MHz, from Jupiter is
measured and its variability determined. A number of radio
sources are also used as calibrators for this program. During
this period, a total of 51 hours of observation were accom-
plished, using the 26-m antenna adjusted to receive both right-
and left-handed circular polarization, and using the Noise
Adding Radiometer (NAR) to collect the data.

F. Pulsar Rotation Constancy

Also on a time avaflable basis, DSS 13 observes pulsars in
support of this experiment from the Ground Based Radio
Science Plan. The data collected include pulse rate, pulse-to-
pulse spacing, pulse power, and pulse shape. These measure-
ments are made at 2388 MHz, with the 26-m antenna adjusted
to receive left-handed circular polarization. During this period,
50-1/4 hours of observation were performed and data
recorded.

V. Clock Synchronization System

During several of the transmissions, the system was
troubled by transmitter problems. A comprehensive trans-
mitter performance evaluation and maintenance effort 15 being
undertaken to correct this deficiency. DSS 13 made 18 inter-
DSN complex transmissions for a total of 18-1/2 hours, as
scheduled by DSN Scheduling. Of these transmissions, 10 were
made to the DSS 43 complex and 8 were made to the DSS 63
complex.

V1. Radiometer Performance Evaluation

As part of the work being performed under RTOP 66
“Radio Systems Development,” DSS 13 provides long-term
testing and performance evaluation of an S-band Noise Adding
Radiometer (NAR) installed onto the 26-m antenna. These
evaluation data are collected on a noninterference basis during
the weekend periods. This NAR is also used operationally for
system temperature measurement. During this period,
82 hours of performance evaluation was performed.
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VIi. PV-78 Probe Data Handling

As part of the data handling task on Pioneer Venus 1978
(PV-78), a fifth Block IH receiver, to operate in the closed-
loop mode, must be provided to DSS 14 and DS3S 43. Inte-
gration, testing, and delivery of these receivers ‘is being per-
formied at DSS 13 by DSS 13 personnel. The two receivers
have been installed in a test area, all modules have been tested
and certified by the DSN Complex Maintenance Facility and
inter-rack cabling has been fabricated. These receivers have
been tested and performance verified. These are modified
versions of equipment obtained as surplus from the Manned
Space Flight Network. Final testing and shipment is planned
to be completed by October 1977.

Vill. Station Modification and Maintenance

A. Hydrogen Maser

To support the observations requiring highly stable fre-
quency references, such as Multistation Planetary Radar and
VLBI observations, a Hydrogen Maser, Goddard Spaceflight
Center (GSFC) Model NP2, has been borrowed from GSFC
and installed at DSS 13. A 4-inch (10.16-cm) diameter conduit
has been installed underground between Building G-60, in
which the maser is installed, and Building G-51, in which the
frequency references are required. Coaxial cables, both semi-
flexible and flexible, have been installed in this conduii, and the
maser has been used to support a number of observing missions.

B. Utility Control System (UCS)

The pathfinder installation of a Utility Control System
(UCS) planned for DSN implementation has been made at
DSS 13. The UCS has control of lights and heating, ventila-
tion, and air conditioning (HVAC) in Buildings G-51 and G-60.
It also has control of eight selected electronic racks in Building
G-51..Initially, the station’s operating schedule will be pro-
vided to the control computer (an INTEL 8080 based micro-
computer) and power control modes provided accordingly.
Other modes and functions will be added as the need arises.
Manual control is provided for emergencies or schedule
changes. The entire Goldstone complex suffered an extended
outage of commercial power for 7-1/2 hours. This required all
stations, which had such capability, to switch to standby
power sources. At DSS 13, the delay in bringing up standby
diesel electric alternators (the outage occurred during non-
manned hours) resulted in partial warmup of the S-band
maser. Associated voltage surges caused failure of the 60- to
400-Hz frequency converter which supplies 400 Hz for station
needs. This points out the need for adequate power control
and automatic switchover for unattended station operation con-
figuration in order to maximize station availability to the user.

»
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PB-263 959/PSK 128 p PC$6.00/MF$3.00
Federal Information Processing Standards Register:
Guidelines for Documentation of Computer
Programs and Automated Data Systems. Category:
Software. Subcategory: Documentation
FIPS-PUB38/PSK 55p PC$4.50/MF$3.00

Flat-Plate Solar Collector Handbook: A Survey of
Principles, Technical Data and Evaluation Results
UCID-17086/PSK 96 p PC$5.00/MF$3.00

How to Order

When you indicate this method of payment,
please nate if & purchese order is not accom-
panied by payment, you will be billed an add-
tional $5.00 ship and bilf charge. And please
include the card expiraton date when using
American Exprass,

METHOD OF PAYMENT
O Charge my NTIS deposit account no.

Normal delivery ime takes three to five weeks.
It is wital that you order by number or your order
will be manually filled, insuring a dalay. You can
opt for prority mafl for $3.00 outsida North
American continent charge par item. Just check
the pronty maif box. If you're really pressed for
time, call the NTIS Rush Hardling Service (703)
557-4700 For a $10.00 charge per item, your
crderwill be sent priorily mad within 48 hours. Or,
you can pick up your order in the Washington

0 Purchase order no.

O Check enclosed for $

& Bill me. Add $5.00 per order and sign balow. (Not available

outside North American continent.)

O Charge to my American Express Card account number

Information Center & Bookstore or at our
Springfisld Operations Center within 24 hours for
a $6.00 par item charge.

You may also ptace your order by telephone or
if you have an NTIS Deposit Account or an
Amencan Express card order through TELEX,
The order desk number is (703) 557-4650 and
the TELEX number 1s 89-9405,

Thank you for your interest in NTIS We ap-
preciate your order.

Card expiration date

Signature
O Prienty mail requested

Clip and mail to:

Naticnal Technlcal Information Service
U.S, DEPARTMENT OF COMMERCE
Springtleld, Va. 22161

(703) 557-4650 TELEX 89-8405

NAME

ADDRESS

CITY, STATE, ZIP

Quantity
Item Number Paper Copy | Microfiche Urut price Total Pnce*
(FC) (MF)
All prices subject to change. The prices Sub Total
above are accurateasof 3/31/78 Additional Charge
Foreign Prices on Request.
Enter Grand Total



http:PC$4.50/MF$3.00
http:PC$5.00/MF$3.00
http:PC$9.25/MF$3.C0
http:PC$4.00/MF$3.00
http:PC$9.7S/MF$3.00
http:PC$10.50/MF$3.00
http:PC$22.50/MF$3.00
http:PC$13.00/MF$3.00
http:PC$7.50/MF$3.00
http:PC$4.00/MF$3.O0
http:PC$7.60/MF$3.00
http:PC$5.50/MF$3.00
http:PC$21.25/MF$3.00
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