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## PREFACE

New England Division (NED) participated in Landsat Follow-on Investigation No. $225^{\circ} 10$ to demonstrate the construction and operation of a regional data downlink and to explore operational uses of Landsat inagery for hydrology. It was shown that a relatively simple, low cost, automatic ground receive station could be constructed and operated for data collection; and a study was made of matters related to the operation of the station, such as data reduction and management, personnel requirements, daily operating procedures, reliability, maintenance, and costs. A separate part of the investigation was carried out by the U.S. Cold Regions Research and Engineering Laboratory (CRREL) to explore computer analysis of digital images for extraction of hydrologic information and to develop techniques that will lead to the quantification of the water content of snow.

Participation in the Landsat Follow-on was stimulated by several factors. The original investigation, documented in NED's Landsat-1 Final Report (Cooper et al, 1975), suggested several avenues of further research for making imagery analysis and data acquisition operational for agencies such as the Corps of Engineers. Opportunities and resources were made available in the present investigation to gain experience in the technology of data collection by satellite and to make the comparisons and judgments necessary for developing fully operational systems. Alternative data collection systems have been examined, and based upon critical comparisons of cost and reliability, satellite methods are rated favorably. It has been possible to define precisely the range of downlink performance that users can expect with respect to maintenance, reliability, and personnel requirements. In the 1972-1974 Landsat investigation, the reliability of the overall data collection system (DCS) was proven, and the follow-on has demonstrated that an automatic ground receive station can also perform with high reliability.

The overall program was administered and directed by Saul Cooper, Principal Investigator. The portion of this report dealing with data collection and the ground receive station was prepared by Timothy D. Buckelew, Hydrologist, New England Division. Much credit and appreciation are due to many others who have assisted in various phases of the data collection activities, but especially to Mr. Paul Hetu (NED) who has been responsible for the management and field installation of equipment; to student assistants
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## INTRODUCTION

This report documents progress made by New England Division, Corps of Engineers, in utilizing Landsat data and irtagery products in watershed management, and it inclucles a description of sensors and interfaces developed for measuring water related parameters. The project was the result of the continuing need for reliable, timely, hydrologic data, and it evolved as a sequel to an earlier investigation into the feasibility of using satellite data for reservoir management (Cooper et al, 1975).

### 1.1 Organization of this Report

Sections 1 through 5 and Appendix A cover data collection activities, while sections 6 through 10 and Appendix B concern computer analysis of Landsat imagery and development of sensors. What follows in this introduction is a precis of the earlier report giving the major results and recommendations which led to the present follow-on.

### 1.2 Earlier Work with Landsat

Based on the 1972-1974 experience with a network of 26 data collection platforms, NED found real time data collection by orbiting satellite to be bott: reliable and feasible. For large scale systems of national scope, it is possible to design orbiting satellite systems that are more flexible, easily maintained and less expensive than conventional ground-based means. Even though the frequency of Landsat appearances (four to six times daily) is not suited to watershed management needs in all areas, it should be understood that the Landsat system is experimental; and one of the principal objectives is to test the feasibility of data collection by orbiting satellite.

In 1974 NED endorsed the institution of a satellite data collection system on a Corps-wide basis or a nation-wide system with sharing among other Federal and State agencies. A further recommendation was that any operational satellite configuration should include ground receive stations at major user locales for direct receipt of critical data, rather than the relay of data by land lines from a single station.

Experience with imagery in the former study indicated that Landsat photos may be enlarged about five times, or to a scale of $1: 200,000$ which is sufficient for defining gross feature patterns, such as the depiction of floods from the larger rivers
in New England. This was judged to be only maxginally useful for reservoir regulation purposes. Ice is readily detectable on the imagery as is the boundary between ice and open water. This was found useful for monitoring developing ice cover, especially over remote areas. Winter snow cover patterns are readily obtainable with excellent accuracy from Landsat imagery; however, photographic imagery provides only snow location, not water equivalent which is the important parameter from an operational viewpoint. Landsat imagery appears able to distinguish areas previously but no longer flooded, for periods of several months after flood recession.

NED concluded in the 1972-1974 report that the coordinated use of all data available to an operational reservoir control center should include the interaction between real time imagery and point data sources, such as ground truth obtained by the Landsat DCS. Before this interaction could become a reality it was considered necessary to provide some means of real time relay of Landsat imagery to an operational control center. In addition, the report recommended the continued development of an interactive system to better utilize computer compatible tapes to depict changes in hydrologic conditions.

### 2.0 HISTORICAL BACKGROUND

### 2.1 Corps' Mission

NED's involvement in space technology for imagery and data collection is tied to the mission of the Corps and more subtly to the manner in which New England has developed in the last century. Since the Industrial Revolution in the $1800^{\prime} \mathrm{s}$, the rivers of New England have been developed to supply water for power and transportation. As new means of transportation became more economical, both railroad and highway systems were built along the banks of the rivers to serve the expanding needs of the industrial, commercial and urban centers. Structures, such as buildings, roads, bridges and dams have restricted floodways to such an extent that considerable property and environmental damages have occurred even during only moderate floods. Notable floods of November 1927, March 1936, September 1938 and August 1955 have demonstrated the need for flood control to prevent these natural catastrophes.

At the direction of Congress, the U.S. Army Corps of Engineers developed a comprehensive plan of flood protection for each river basin. The protective works recommended generally consist of a combination of channel improvements, dikes or floodwalls at major damage centers augmented by upstream flood control reservoirs. Many of these reservoirs contain additional storage
reserved for other uses such as water supply, conservation and recreation. Tie Corps has built 35 flood control reservoirs, 44 local protection projects and four hurricane barriers in New England at a total investment of $\$ 350$ million.
2.2 Data Collection at NED

To gain maximum benefits from this comprehensive protection system, the New England Division requires hydrologic data such as river, reservoir and tidal levels; wind velocity; barometric pressure; and precipitation.

In the past this data was collected by field observations and relayed via telephone or voice radio. For a scan of New England it took several hours to compile and assess the data in this manner. As the flood control system expanded and the need for timely and reliable information increased, the Corps pioneered new methods of data collection.

In 1970 the Automatic Hydrologic Radio Reporting Network (AHRRN) was placed in operation. This ground-based radio relay system consists of 41 remote reporting stations, and a central control at Division Headquarters in Waltham, Massachusetts. This network, with the assistance of a computer, automatically collects and reduces the real time data that is essential for reservoir regulation. The remote reporting stations of this system are strategically located in five major river basins and at key coastal positions, with each contributing to a comprehensive hydrologic picture.
2.3 Entry into Satellite Data Collection

In June 1972 the Corps contracted with NASA for an experiment to study the feasibility of using the Earth Resources Technology Satellite for collection of environmental data from data collection platforms (DCP's). Of the 26 DCP's installed in locations throughout New England, many are situated at existing U.S. Geological Survey gaging stations. Between July 1972 and September 1975, Landsat relayed river stage, precipitation, and water quality data from DCP's to the Goddard Space Flight Center, whence it was sent to the New England Division within one or two hours via teletype.

As early as 1973 NED personnel envisioned a ground receive station, because it was apparent that real time data was needed without danger of disruption from regional power or telephone failures. Table lists chronologically the major steps related
to development of the ground receive station from 1973. Included in the table are significant events associated with the construction of the ground receive station, such as presentations, meetings, and a special briefing of the Chief of Engineers in January 1976 which led to a Corps-wide examination of the use of satellite data collection.

The present investigation began in 1975; and by late 1975 NED had constructed an inexpensive, semiautomatic, and easily maintained ground receive station as a follow-up to its original study. The Division is now able to receive hydrometeorological data from data collection platforms in the field directly at its headquarters in Waltham, Massachusetts with no time delays. The satellite tracking system operates unattended automatically at all times, with a computer controlling all processes.

### 2.4 Imagery Experience

From 1972 to the present, NED, in cooperation with the University of Connecticut and the Cold Regions Pesearch and Ergineering Laboratory, studied computer compatible tapes of Landsat scenes for potential hydrologic applications. In the Landsat-l investigation it was concluded that gross outlires of waterbodies and snow or ice could be distinguished, but little advantage would be gained in watershed management without refined interactive computer techniques. Since that time Landsat photographs and taped scenes have been collected for selected areas of New England for hydrologic analysis. Work is continuing on development of computer techniques and regression analyses to relate multispectral "signatures" with systems involving snow water content, ground cover types, and varying slopes and elevations.

TABLE 1

## CHRONOLOGY OF THE LANDSAT FOLLOW-ON INVESTIGATION AT NEW ENGLAND DIVISION

1973
September - Preliminary discussions among personnel of NED, GSFC, December NASA Wallops.

May Satellite Workshop at Wallops Station, Virginia.
1974
February NASA/NED explorétory meeting at Waltham.
August Funds transferred from OCE to NASA.
September Final system specifications drafted by NASA for ground receive station.

October Ground receive station site preparation
November Inspection of DCS demodulator/decoder at Wallops.
Conference at GSFC on satellite tracking software.
1975
January Technical proposal on ground receive station submitted by Scientific Atlanta.

February Landsat Follow-on contract signed.
March Coordination meeting among personnel of NED, CRREL and University of Connecticut.

April Meeting at Waltham with NED, GSFC, Wallops and Scientific Atlanta personnel present.

April - May Started acquiring 9-day imagery coverage of New England.
Data sharing between NED and Saint John (New Brunswick) River Flood Forecast Center.
$\frac{1975}{\text { May }}$ (cont.)

Coordination meeting among personnel of NED, CRREL and University of Connecticut.

June
Type II Report No. 1.
Satellite tracking programs debugged.
July . Acceptance trial of antenna and pedestal at ScientificAtlanta in Atlanta, Georgia.

September : Type II Report No. 2.
Arrival of antenna in Waltham.
October Antenna installation.
Presentations on data collection and imagery at Tenth International Symposium on Remote Sensing of the Environment, Ann Arbor, Michigan.

Presentation before Atlantic Fisheries Biologists meeting, Newagen, Maine.

Presentation before International Telemetering Conference (Silver Springs, Maryland) on ground receive station and imagery analysis.

November Initial tracking of Landsat by ground receive station.
Presentation before American Water Resources Conference at Baton Rouge, Louisiana.

Tulsa, Oklahoma workshop on convertible data collection platforms.

December Type II Report No. 3.

## 1976

January Briefing of General Gribble, Chief of Engineers, on satellite data collection.

Meeting at CRREL on cooperative remote sensing programs, among personne1 of NASA GISS, and CRREL.

| 1976 (cont.) |  |
| :---: | :---: |
| February | Landsat DCS demonstration held at Boston USGS Regional office. |
| March | DCS data sharing with Saint John (New Brunswick) River Flood Forecast Center during spring runoff. |
|  | Type II Report No. 4. |
| April | Coordination meeting at CRREL on CCT algorithm. |
|  | Arrival of LaBarge convertible DCP's at NED. |
|  | Consultation with NED/CRREL on use of Landsat imagery for detection of red tide by Mr. Jerry McCall of the Massachusetts Department of Environmental Quality Engineering. |
| May | Installation of time code generator in tracking system. |
| June | Type II Report No. 5. |
|  | Meeting at Sugarloaf Mountain to plan emplacement of thermocouple cable. |
| Ju1y | Video taping of DCS equipment for public information. |
| September | Type II Report No. 6. |
|  | Demonstration DCP assembled at ground receive station. |
|  | Snow pillows installed at NED and northern Maine. |
|  | Thermocouple chain interfaced with DCP and installed on Sugarloaf Mountain, Maine. |
| October | NASA briefing before discipline specialists. |
|  | CRREL/GISS meeting to plan ongoing Landsat digital analysis. |
| November | Informal Earth Resources Program Review at GISS, New York, New York. |

February Presentation on analysis of water equivalent of snow using Landsat imagery, before Eastern Snow Conference Belleville, Ontario.

April Presentation at Meteorological Satellite Workshop on data collection systems, White Sands, New Mexico.

May OCE briefing and survey conducted at NED jointly with NASA, NESS and ORI.

Presentation on permafrost in New England at a seminar, University of Maine, Institute of Quaternary Studies, Department of Geological Sciences.

### 3.0 SCOPE AND OBJECTIVES OF THIS INVESTIGATION

### 3.1 Evaluation of the DCS

The first p:incipal objective of this investigation was to evaluate the effectiveness of the DCS in aiding watershed management functions as compared to other conventional means. The study demonstrates the degree of utility of the Landsat data collection system with respect to reservoir regulation. A direct downlink was installed at Waltham as a cooperative effort between NASA and the Corps of Engineers. Areas that were explored in the management of the downlink were computer programming; data reduction, storage and retrievel; maintenance, downtime, service and costs; and daily operating procedures and personnel requirements. Comparisons of costs and operating procedures were to be drawn among alternative data collection systems such as GOES and ground-based radio.

### 3.2 Evaluation of Imagery

The second principal objective was to develop methods of using Landsat imagery information to assist in the planning, management and operation of NED water resource projects. To this end, several tasks were undertaken. Imagery was analyzed to evaluate mapping accuracy of the areal extent of snow. A preliminary relationship was determined between the water equivalent of a snowpack and radiance measured by Landsat. Imagery was also used to delineate wetlands and floodwaters in New England. Along with the two main objectives, it was possible to develop sensors and interfaces for obtaining envirommental real time data by the Landsat DCS.
4.0 LANDSAT DATA NETWORK AT NED
4.1 Initial Steps

The present DCS study into operational uses of Landsat was an extension of the 1972-1974 feasibility investigation, and plans for the follow-on investigation were underway in 1973. It was recommended that surplus equipment, compatible with our needs, be used to construct a regional downlink at Walthan. NASA personnel provided technical support in planning and integrating components; and a contract was issued to Scientific--Atlanta in Atlanta, Georgia, for refurbishing the surplus equipment and furnishing several new components. NED prepared the site for the antenna, furnished the computer equipment for controlling the system, and was responsible for software development.

The system was installed and operating in late 1975; and after testing and shakedown, NED examined all facets related to operating and maintaining a downlink. The most significant topics examined include:
a. DCP development
b. personnel requirements
c. malfunctions, downtime and repair costs
d. comparisons of downlink to conventional methods
e. computer programs for orbit prediction and tracking
f. data reduction and storage
g. daily operating procedures

Each of these topics is covered in the sections which follow; and an in-depth view of all computer programs, data files, special devices, and operating procedures is given in Appendix $A$.

### 4.3 System Design and Operation

The Landsat tracking system at NED integrates a set of about 20 programs or subroutines (software), about ten disc data files, and several pieces of equipment (hardware). The hardware components are listed in table 2 and depicted in figures 1 and 2. Software and data files which were designed at NED are described in detail in Appendix A.

### 4.4 Network Description

The overall data collection system (DCS) comprises the satellite, one or more ground receive stations, and many remote, automatic data collection platforms, which are equipped by users to sample local environmental conditions (NASA, 1976a). Up to 26 platforms were deployed by NED at any time during the course of this investigation.
4.5 Deployment of DCP's
4.5.1 Site Selection

NED's data collection platforms were deployed to serve various functions while testing the feasibility of satellite data collection systems. Sites were established for:

- field test purposes
- expansion to areas outside the AHRRN coverage
- demonstrations


## TABLE 2

## COMPONENTS OF LANDSAT TRACKING STATION AT NED

Item
Antenna, Parabolic, 15'
RF Feed and Waveguide Assembly Tracking Pedestal Manual Command Unit Servo Control Unit

DC Amplifier
SCR Power Amplifier
Digital Comparator
Punched Tape Programmer
Tape Reader
Parametric Amplifier
Air Dryer
Digital Synchro Display Receiver, Basic Unit
UHF RF Tuner

PM Demodulator, Wide Angle
IF Filter
Spectrum Display Unit
Signal Generator, S-band Test
Time Code Generator
Demodulator/Decoder, Data
Terminal, Cathode Ray Tube
Hard Copy Unit
Graphics Tablet
Minicomputer
Disc Unit, Magnetic

Number
custom made custom made
Model 3203
Model 3732
Model 3615A
Model 3641
Mode1 3635
Model 1848
Mode1 3823
Mode1 RRS6300
Model SCP-290

Model 550
Mode1 1842
Model 410A
Model 423
Model 444A
Series 430
Series 450
Model 7100
Model 9100A
custom made
Mode1 4014-1
Model 4631
Model 4953
Model 12.20
Model 4057

## Manufacturer

Scientific-Atlanta
in
11
i9
II

## 11

11
11
11
Remex

Scientific Communications, Inc.
Puregas
Scientific-Atlanta
"
11

II
11
11
Microdyne Corp. Datum, Inc.

NASA, Wallops Station Tektronix
"
"
Data General Corp.
1
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The primary criterion for DCP deployment was the need for continuous real time data collection in sites that supported NED's water control mission. These comprised the majority of our DCP's and were usually interfaced with stream or precipitation gages (see sitelist, figure 3). In some cases sites were chosen for their remoteness, climatic harshness, or on the other hand, for their accessibility. DCP's were co-located at existing AHRRN stations, such as Plymouth and Goffs Falls, New Hampshire and Hartford, Connecticut to compare the hydrologic data.

Several DCP's extended or enhanced our coverage of New England, such as Cornish, North Anson, West Enfield, Fort Kent, Ninemile Bridge, and Allagash Falls in Maine; and Cranston and Forestdale, Rhode Island. DCP's at these sites provided more comprehensive real time data from New England rivers than was practical with other methods at our disposal.

It should be noted here that DCP's were not placed with the strategic aim of integration with the Merrimack Hydrologic Model which has been under development by NED and the Hydrologic Engineering Center in Davis, California. In the early assessment stage of the investigation this integration was considered to be beyond our reach with regard to the time, manpower, and funds available. Implementation of the HEC model is being pursued using the AHRRN.

A final category of DCP site selection includes those set up as demonstrations and tests. These include:
a. DCP's interfaced with snow pillows in the winters of 1975-1976 and 1976-1977.
b. DCP's interfaced with meteorological stations in North Dakota by CRREL.
c. A DCP interfaced with a thermocouple chain in Maine by CRREL.
d. A demonstration DCP at NED to show sensors, interfaces, platforms, antennas, and typical cabling.
e. A DCP at Manchester, Connecticut, Nature Center maintained by the Hartford office of the U.S. Geological Survey, as a public demonstration.


Figure 3. Data Collection Platform sitalist
f. Water quality monitors interfaced with DCP's at Fitchburg, Chicopee, West Springfield and Webster, Massachusetts. 4.5.2 Interfacing Sensors and DCP's

The initial translation of river stage to a transmittable signal is often performed by a float well or manometer-type gage. In a float well configuration, the level of a float on the water surface is followed by a taut vertical tape which runs over a pulley on a shaft. The shaft is coupled to an analog to digital recorder (ADR) which translates the shaft rotation to a digitized signal. Either a "telekit" or a semiconductor memory unit latches and holds the latest value for the DCP to read.

A manometer-type gage functions by sensing the amount of (nitrogen) gas pressure needed to force bubbles down through a tube into the water body to the datum level. A moveable mercury well is moved by a motor to balance the pressure of the gas. The motor shaft motion provides the analog of water stage. From this point the transmission path is similar to the float well configuration.

Rainfall is usually measured with weighing or tipping bucket rain gages that are equipped with ADR's. A gage records accumulated rainfall in the range from 0 to 99.99 inches. The data pathway to a DCP is similar to that of river stage. Rainfall rates may be computed from successive values and elapsed time between readings.

Landsat ICP's allow sensor input of 64 parallel bits, 64 serial digital bits, eight analog inputs, or combinations of these formats. Various brands of DCP's offer differing amounts of versatility and control of external devices. Users must configure their sensor equipment and cabling to conform to the data formats accepted by the DCP. A scheme using binary coded decimal (BCD) bit assignments was adopted in most applications at NED. By this method a four-digit decimal number representing the measured parameter is encoded in 16 bits divided into four groups of four bits each. It is convenient to handle such a group in its octal (base-8) form, Sixteen bits of information can be represented and conveniently handled as two octal triplets. For example, the octal triplets 237373 represent the 16 -bit pattern 1001111111 111011.

Each position of this pattern can be assigned the following values, respectively:

124810204080 . 01 . 02 . 04 . 08 . 1 . 2 . 4 . 8

During encoding at the $D C P$, the bit values are ones complemented so that a 0 in the binary form stands for a "high" or preserce of the decimal value, and 1 stands for "low" or absence of the decimal value. By these conventions the sample bit pattern above represents $2+4+.2$, or the decimal number 6.2.

Several of these schemes or bit assignments were used at NED at various times and with various types of sensors and DCP's. The problem of remembering which scheme is in use at each field location is handled by our computer using the program P3 and the disc file "INDX" (see Appendix A). Remembering over a period of months and years requires tables of station numbers, dates, and parameter types.

Whether a binary 1 stands for "high" or "low" depends on the user's sensor equipment and whether it performs simple switch closure or has another sort of input driver. The value or significance of each bit is determined by users and is incorporated into wiring and pin assignments. Any scheme adopted should be flexible enough to fit as many applications as possible. This will minimize the number of schemes and decrease the likelihood of misinterpretations of valid data.

$$
4.6
$$

## NASA Support Data

Several forms of support data were supplied by NASA during this investigation. DCS data was provided by teletype within a few hours and by punched card and computer printout within a week of acquisition. Photographic prints and transparencies of Landsat scenes of New England were also furnished. The scenes were processed by EROS Data Center of the USGS in South Dakota and were delivered usually from 4 to 8 weeks after acquisition by NASA. Image quality was high in most cases. At first, scenes were collected from all of New England, but in mid-1975 coverage was reduced to a study area in northern Maine, thereby increasing the number of passes that could be handled with available funding. Cloud cover tolerance was also reduced to 30 percent or less.

### 4.7 Personne1 Requirements for Ground Receive Station

Approximately one person-year was required for planning, site preparations, programming, and acquisition of equipment that was not furnished by NASA or the antenna contractor. Mr. Timothy Buckelew was the principal programmer in the DCS investigation. His background includes five years of high level language programming, mathematical training through calculus and analytical geometry
and exposure to sciences. Assembly level programming was needed and was learned on the job. At most times during program development, one or two college engineering students provided valuable assistance.

Once the ground receive station components were fully integrated and operating according to specifications, the personnel requirements for it diminished to one half hour of attention per day to perform tasks such as:
a. printing out data collected over night
b. checking the time code generator against standard time
c. entering orbital elements each week
d. inserting or removing DCP directory entries
e. retrieving sets of data as needed

In addition, the service of a part-time technician was required for deployment and maintenance of a system of 30 DCP 's. This job includes antenna installation, wiring, interfacing, DCP initialization and checkout, battery maintenance, trouble-shooting, DCP replacement, documentation, etc. DCP's that were faulty were shipped out for repair at a NASA-affiliated laboratory. One fulltime technician could manage the entire system including downlink and DCP network provided there were access to support groups for service when malfunctions occur.

### 4.8 Reliability of Ground Receive Station

A study of DCP reception versus peak elevation angle to the satellite from Waltham was conducted over a 19-day period in April 1977. Reception is good for satellite passes having peak elevations down to $14^{\circ}$. For NED purposes a completely useful pass is one in which at least one message arrives per DCP. Usefulness diminishes quickly from $14^{\circ}$ to $12^{\circ}$ passes; and over half the network becomes silent for $10^{\circ}$ to $5^{\circ}$ passes. The last DCP's to report are the three experimental platforms in North Dakota.

The loss of messages as the satellite progresses to the west is caused by several factors: antenna gain patterns on DCP's and the satellite; increase in range; and possibly the fact that the downlink antenna at Waltham begins to be obscured by buildings when elevation angles are less than $13^{\circ}$. The significant finding of this examination is that the DCS is highly useful for passes having peak elevations as low as $12^{\circ}$.

The ideal configuration for a regional downlink is similar to the system tested during this experiment. The sizes of components used were ones available as surplus equipment. A 15-foot dish was installed at NED, but from discussions with other people in this field it was clear that a l2-foot dish would have been
adequate. Most other subsystems in the downlink are nearly ideal because the hardware and software were tailored to fit needs of this specific purpose.

The weakest link in NED's system was the S-band receiver. We lost many days of service when this component failed. It is recommended that two be purchased, if possible, for system redundancy. Margins of estimates in the RF link analysis may have been excessive, but it is hard to say precisely which items were overly conservative. Hardware present but not needed includes an extra position indicator (which came as surplus equipment); a spectrum display unit in the receiver: and a programmable paper tape reader for input of azimuth and elevation angles. The tape reader would not be necessary if the pedestal were interfaced directly to the computer or the pedestal had auto tracking capability.

The performance of the ground receive system conformed to NASA's specifications and far exceeded NED's original expectations. Data reception quality (according to system specifications) had to be at least 90 percent error-free when the satellite is above elevation $25^{\circ}$. This degree of performance has been consistently demonstrated by the system. Moreover when examined in the context of collection of hydrologic data, the performance of the system including a set of DCP's transmitting at 3 -minute intervals is much better than that which is indicated above. For hydrologic events, rates of parameter change are typically slow, so a high proportion of messages from one DCP in one satellite pass are identical. Receipt of severfl identical messages does not increase the amount of intelligence received; thus, if at least one message comes in during a pass, it still represents a high degree of success. (Upward and downward trends of a parameter can be calculated from comparison of individual $D C P$ 's messages from successive passes.)

DCS data furnished from NASA by teletype was used as a backup to our ground receive station and as a standard of comparison for the station's performance. NED's receipt of DCP messages ranged from 80 to 90 percent that of NASA. This performance is considered excellent. Four messages per DCP per pass is the practical maximum for NASA for high satellite passes. Receipt of five messages is rare. In the calculation of performance as a percent, there is a discrete downward jump as one message per DCP per pass is lost, causing a strong tendency toward 75 percent, or three out of four. Our 15-foot antenna may miss a DCP's message, transmitted when the satellite is low, which NASA's high gain 40 or 60 -foot dishes will receive; but the performance of the 15-foot dish for higher segments of passes compares very well to larger dishes.

Putting the $80-90$ percent performance in other words, slightly over one half the time we got the same number of messages as NASA and the rest of the time we missed one message. It was rare for NASA to receive a DCP that we failed to get at least once per pass, and vice versa.

The sources of errors experienced were not checked, because more sophisticated test equipment would have been needed. Reliance was placed on the decoder/demodulator/buffer subsystem to flag errors detected during convolutional decoding and not to flag valid messages as erroneous. After that, data were reduced and checked by the minicomputer for reasonableness (that is, to fall. within limits). Finally data were scanned by the users for reasonableness or the presence of discontinuities; an example can be seen in figure 4. The abrupt increase shown in this figure was judged to be valid because of the likelihood of "ice runs" in April; and hourly values recorded by the USGS showed a smooth, rapid increase. Users should suspect nonvalid data if the discontinuity varies consistently by one bit value in the "binary coded decimal" coding scheme.

A longitudinal study of the performance history of all our General Electric, DCP's placed in the field from 1972-1976 shows that they are very reliable. Available data compiled from technician's records include the duty cycles (sometimes intermittent) of 23 DCP 's over a span of approximately four years for a total service history of 70.1 DCP-years. During this time several events could have forced a visit to the DCP site: initial installation, mechanical or electronic failure, preventive maintenance, battery change, or vandalism. For this study, final removal was not defined as a forced visit since removal was not urgent in most cases. Over the 70.1 DCP-years there were about 95 forced visits for an average of 1.4 forced visits per DCP-year. In other words, slightly under nine months elapsed between two forced visits to the same DCP. Our early experience (or inexperience) with DCP's is included in this analysis, so it may be assumed that for us or another experienced group to start now with the knowledge already gained would involve far fewer DCP failures and on the average assure nine months or more between forced visits.

### 4.9 Malfunctions, Downtime, and Repair Costs

After many months of operation of the ground receive station, it became possible to assess the amount of downtime experienced and the nature of malfunctions serious enough to cause the whole system to be useless. During most of the early part of this investigation, the Landsat was not rigorously tracked every day for
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reasons other than malfunctions, so there is no valid method of quantifying downtime for that period. However, during an all-out endurance test in May and June of 1977 , near 100 percent dependability was attained in ground recetve station performance for 60 days.

Downtime was experienced occasionally during the investigation, and it must be viewed in the context of the mission of the Water Control Branch: when operationally useful data was needed, effort had to be channelled into our operational system, the AHRRN. At those times less attention was paid to rapidly correcting malfunctions in the satellite ground receive station which was considered experimental. Some of the main causes of malfunctions are described below.

1. The radio receiver crystal oscillator failed repeatedly. Solution: entire receiver was returned to factory or field service organization for repair*; several days at a time were lost.
2. An RF cable broke or vibrated loose on several occasions in the tracking pedestal. Solution: field service technicians made on-sice repairs.
3. Computer malfunctions were caused by power interruptions or surges. This type sometimes led to disc file loss, a time consuming mishap. If the computer aborted early on a weekend, this led to loss of whole days of data. Solution: run the computer with the power failure protection option. However, if this is done on our system, only a small disc is on-line. For matters of convenience, it was usually decided to run without the power failure protection.
4. There were also computer malfunctions associated with a long-standing and obscure electrical problem. Occasionally this problem was acute enough to disrupt operations for days. It caused erroneous reads and writes of che disc files, and most often caused false azimuth and elevation commands to be sent to the tracking pedestal, thereby causing it to slew wildly and blow fuses. Solution: a field service technician found an intermittent open circuit in the main power line to the computer.
5. Our minicomputer is apparently sensitive to high temperatures. Solution: keep the computer room temperature at about $18^{\circ} \mathrm{C}$.
[^0]It should also be noted that most of the components of the system were completely free from malfunctions, including the following:

- antenna reflector
- feed
- waveguide
- air drying and pumping system
- paramp
- all standing cables
- data demodulator
- digital input/output interface
- time code generator
- S-band test signal generator and feed
- software (after initial debugging)

The weakest points in the system were the $S$-band receiver and power instability at problem can be solved by power protection devices, and the former can be solved by component redundancy.
4.10 Cost Comparisons of Data Collection Systems

Experience with data collection technology during and prior to the investigation enables us to estimate the costs of various data collection systems. Estimates given below were derived from conversations and correspondence with manufacturers and other Government agencies. For a fuller economic analysis forecasting market conditions and costs, a report by Ecosystems International, Incorporated (NASA, 1977), is recommended. Our observations are consistent with that report. Estimates have been made for only those media that are both available to us and reliable during storms that reach hurricane intensity. Those restrictions exclude meteor burst and telephone communication, leaving line-of-sight radio and satellites.
4.10.1 Line of Sight Radio (LOS)

NED's Automatic Hydrologic Radio Reporting Network has been in use for over seven years. It consists of an automated data collection system superimposed over an older voice radio network. Experience with the procurement and operation of the AHRRN suggests that a system can be installed for about $\$ 20,000$ per reporting station. A 40-station network would therefore cost $\$ 800,000$. Maintenance is currently $\$ 65,000$ per year on just data collection hardware, exclusive of voice radio equipment; and the cost is increasing about 10 percent per year. Maintenance over 10 years
(the standard life time adopted for Government-owned equipment) would amount to over $\$ 1,035,000$. Total cost for installation of a system of 40 stations and maintenance for 10 years would be over \$1,795,000.

### 4.10.2 Landsat Down1ink

A ground receive station capable of tracking a polar orbiting, Landsat-type satellite requires less hardware than the radio network. A 12-foot parabolic dish would be sufficient, and either an autotracking or step-tracking pedestal could be cmployed. The former type pedestal would simplify the configuration and cut costs. Costs may be summarized as follows:

| 12-foot antenna with tracking pedestal | $\$ 100,000$ |
| :--- | ---: |
| computer and receiving equipment | 100,000 |
| 40 DCP's with interfaces and procurement |  |
| overhead | 160,000 |
| annual maintenance | 8,000 |
| computer | 2,000 |
| pedestal | 4,000 |
| 40 DCP's | 14,000 |

10-year maintenance total,
assuming $10 \%$ increase per year

210,000

Total, including procurement and 10-year maintenance
$\$ 570,000$
The computer mentioned above consists of minicomputer with 32 to 64 K memory, simple disc storage, $\mathrm{I} / \mathrm{O}$, interfaces, etc.. About $\$ 40,000$ would be spent for these items. Receiving equipment comprising preamplifier, receiver, decoder, cabling, etc., costs an additional $\$ 60,000$.

DCP's currently can be obtained for about $\$ 3,000$ each, but $\$ 4,000$ is a realistic figure to allow for interfacing, procurement overhead, batteries, and abling. A price reduction approaching 50 percent can be expected during the next five to 10 years, parallelling the price reductions in the semiconductor industry. The use of ordinary microprocessors will generalize DCP design and cut expense of research and development on tailored DCP's.
4.10.3 GOES Down ink

The equipment for a GOES downlink differs from that of Landsat in that a larger dish is needed (18 feet is desirable), but simpler aiming devices can be employed since GOES hovers around one point in the sky. If more than one channel is to be received, multiplexing and buffering equipment is needed to route simultaneous messages into one computer. Estimates for components and 10 years of maintenance may be summarized as follows:

| 18 -foot antenna with pedestal | $\$ 50,000$ |
| :--- | ---: |
| computer and receiving equipment | 100,000 |
| 40 DCP 's | 160,000 |
| maintenance | 210,000 |

Total, including procurement and 10-year maintenance $\quad \$ 520,000$

Costs of DCP's and maintenance are assumed to be the same as those encountered with a Landsat station.
4.10.4 Significance of Cost Comparisons

In summary, GOES and Landsat downlinks are approximately equal in cost and both are cheaper than LOS radio for comparable networks. The cost advantage at this time depends on the existence of Government funded satellites (NASA, 1977). As long as such satellites exist, an agency gains a strong advantage by using them instead of procuring a whole system.
5.0 RESULTS AND DISCUSSION OF SATELLITE DAIA COLIECTION

The following items are considered significant results of this investigation in the use of the Landsat DCS:

1. The reliability of data collection platforms, Landsat itself, and NED's downlink were judged to be high. This finding has led to our continued involvement with satellites as a data collection medium.
2. Component redundancy is an important consideration in any operational flood control data collection system. Our experience has shown that with many components in series (as they are in the DCS) a failure in one component causes an entire breakdown.
3. A significant outcome of installing the DCS downlink was a potential increase in ability to function in the flood control

would be best suited by a geosynchronous satellite having random reporting, the timing of which could be governed by the DCP. Alternatively, a geosynchronous satellite operated to allow hourly reports or emergency reports would be acceptable.
4. In August 1977 we invited an electronics team from the National Space Technology Latoratory, Bay St. Louis, Mississippi, to perform tests on the 15 -foot antenna at NED, to determine its adequacy to receive GOES data. As a result of these tests and our own favorable evaluation of GOES for use in reservoir control, we are adding GOES acquisition capability to the ground receive station. We intend to retain Landsat tracking capability as a backup in case the entire GOES system fails. Appropriate electronic switch-over devices are being built into the combined station. Receiving and computer equipment is on order, and installation is scheduled for May 1978.
5. NED is strongly considering further use of general purpose microprocessors for DCP control, data handling at the remote site, threshold detection, encoding and modulation, along the lines of the work already performed at the University of Tennessee (NASA, 1976b). The capabilities of microprocessors as control and monitoring devices have been adequately demonstrated recently, and cost savings and greater flexibility are anticipated with their use.

### 6.0 BACKGROUND ON IMAGERY STUDY

### 6.1 Project Sequence

The U.S. Army Engineer Division, New England and the Cold Regions Research and Engineering Laboratory have been involved in the Landsat DCS and imagery analysis since the launch of ERTS-1, now known as Landsat-1, in July 1972 (Cooper, et al, 1975). During the Landsat-1 experiment CRREL participated in the DCS studies by developing sensor interfaces for the Landsat data collection platforms (DCP's) and evaluating performance of DCP installations. During the last two years (1975-1977) of the Landsat-2 program CRREL was involved in the digital processing of the Landsat computer compatible tapes (CCT's) and in sensor interface development for the DCP's.

### 6.2 Hydrologic Parameters

A coordinating committee comprising personnel from NED, CRREL and the University of Connecticut selected the following hydrologic parameters that would affect reservoir operation and management:

Snow cover (areal extent, water equivalent correlation)
Soil moisture regimes
Wetlands delineation
Slope/topography
Ice cover
Flooded areas
The hydrologic parameters selected for detailed Landsat imagery analysis using the Landsat digital data were snow cover and delineation of wetlands and flooded areas.

### 7.0 DIGITAL PROCESSING OF THE LANDSAT CCT'S

### 7.1 Description of the Landsat CCT's

Landsat-1 and Landsat-2 circle the Earth in a $572-\mathrm{mi}$ ( 920 km ) near-polar orbit once every 103 minutes, each completing approximately 14 orbits per day. The multispectral scanner (MSS) on each satellite continuously scans perpendicularly to the spacecraft's direction with an oscillating mirror (NASA, 1976a). Six lines are scanned simultaneously in each of four spectral bands for each mirror sweep, and radiation is sensed simultaneously by an array of six detectors in each of four spectral bands from 0.5 to $1.1 \mu \mathrm{~m}$ (NASA 1976a). The spectral information is transmitted in digital form to ground stations. During image data processing at the NASA Goddard Space Flight Center a black and white photograph can be produced depicting an area approximately 115 mi ( 185 km ) on a side for the following spectral regions: MSS band 4 ( $0.5-$ $0.6 \mu \mathrm{~m})$, MSS band $5(0.6-0.7 \mu \mathrm{~m})$, MSS band $6(0.7-0.8 \mu \mathrm{~m})$ and MSS band 7 ( $0.8-1.1 \mu \mathrm{~m}$ ). This information is also available in digital form on a computer compatible tape, or CCT.

The standard Landsat CCT was computer processed to produce a geometrically corrected tape with observations transformed to a UTM (Universal Transverse Mercator) projection. This geometrically corrected CCT comprises 2,432 scan lines with each scan 1ine covering 3,200 pixels* (Ungar, 1977). Differing levels of radiant energy for each pixel within the scene are registered on a scale from 0 to 127 (minimum to maximum) for bands 4,5 and 6, and 0 to 63 for band 7 (Thomas, 1975).

### 7.2 Description of the Computer Analysis Algorithm

The geometric correction of the digital data and the computer classification algorithms used in the analyses were developed at the NASA Goddard Institute for Space Studies (GISS) (Ungar, 1977).

[^1]The geometric correction provides for a $1: 24,000$ scale computer printout which permits accurate location of test sites. The computer classification algorithms developed for analysis of the digital data allow for both components of the data (each of the four wavelength bands and associated energy value for each pixel) to be evaluated when classifying the landsat data into various categories. In addition, atmospheric corrections were applied to the Landsat digital data (Ungar, 1977).

The Landsat MSS observation (pixel) may be thought of as a point in a four-dimensional "color" space, where the values along each axis represent the radiant energy received by the satellite in one of the four bands (figure 5a). Observations lying in a similar direction from the origin in this four-dimensional color space are said to be similar in color regardless of their total radiant energy. The distance of an observation from the origin is a measure of the total radiance associated with that data point. The algorithm is primarily designed to combine observations that are similar in color into the same classification category. There are provisions for evaluating brightness differences and for weighing these differences in with the color discrimination when constructing the classification categories.

Discrimination based solely on color is obtained when the difference in direction between the color vectors (observations) is examined. If the angle between the observations is smaller than some user-defined criterion, the vectors are considered to be lying in the same direction and; therefore, the observations are placed in the same category.

There are two modes in which this classification scheme may be employed, supervised and unsupervised. In the supervised mode the user specifies a signature (the energy distribution in four Landsat bands). If an observation lies within a solid angle smaller than the user-defined criterion, $\delta_{\max }$, it is said to belong to the category represented by the multispectral signature (figure 5b). Therefore, all vectors lying within a cone of angle, $\delta_{\text {max }}$, about the signature representing category X belong to category X .

In the unsupervised mode the color vector corresponding to the first observation is compared with all subsequent observations. If color vector 1 is similar in direction to color vector 2 (i.e., $\delta \theta \leq \delta_{\text {max }}$ ), observation 2 is placed in the same category as the first observation (figure 5c). In a similar fashion observations' subsequent to observation 2 are compared to the second observation and so on right up to the last observation. If in the process of

a. A color vector in a four-dimensional space.

b. Supervised mode. The user-defined criterion, $\delta_{\text {max }}$, defines category X about the specified signature $\overline{\mathrm{B}}$. Any color vector that lies within this cone belongs to category X . This is illustrated for three bands, however, all four Landsat bands are used in the computer classification algorithm.

c. Unsupervised mode. $\overrightarrow{\mathrm{B}}_{3}$ is similar in direction to $\overrightarrow{\mathrm{B}}_{1}\left(\delta \theta \leq \delta_{\text {max }}\right)$ and placed in category 1. $\overrightarrow{\mathrm{B}}_{4}$ is similar in direction to $\overrightarrow{\mathrm{B}_{2}}$ and placed in category 2. However, $\overrightarrow{B_{4}}$ is also similar in direction to $\overrightarrow{B_{3}}$ (category 1). Therefore, category 1 is merged with category 2.

Figure 5. The concept of the four-dimensional "color" space used in computer classification algorithm.
constructing categories, a memher is found which belongs to a previous category, the new category is chained (or linked) to the original classification category forming one joint category (Ungar, 1977). In effect the unsupervised classification will form several categories based on a criterion specifying maximum color difference permissible between members of the same category.

In addition to discrimination based solely on color, the GISS algorithm provides the capability of weighting total radiance differences into the discriminant equation for classification. The percent difference in brightness between two observations is computed. The calculated normalized difference is then combined with the color difference angle (expressed in steradians) by performing a weighted average in the RMS (root mean square) sense. This brightness-weighted quantity is now compared with the user-defined criterion ( $\delta_{\text {max }}$ ). Thus, in the classification process, a relatively small weighting of brightness allows very large brightness differences to disqualify observations that are similar in color from membership in the same category, thereby alding a second level of discrimination. Discrimination of the classification categories based partially on overall brightness differences plays an important role in the work discussed in this report.

### 7.3 Computer Data Handling and Analysis

A Harris COPE 1200 remote job entry terminal was utilized at CRRET for computer data handing and analysis. The remote terminal was used in the analysis of the DCP data cards (hexadecimal format) obtained from NASA and the digital processing of the Landsat CCT's.

Data reduction of the DCP cards was accomplished by using the Infonet computer system located in Chicago, Illinois. The computer programs were developed at CRREL and used for analysis of the data from each interfaced DCP sensor. These data included temperature, using thermocouples, and water equivalent from a snow pillow.

The digital processing of the Landsat CCT's was accomplished through a cooperative agreement with NASA GISS. Computer algorithms for the analysis of the digital data were developed at GISS (Ungar, 1977). These algorithms were accessed using the CRREL remote entry terminal to the main computer facility located at GISS in New York City.

### 8.0 SNOW COVER \&NALYSIS

### 8.1 Literature Review

Manual methods have been used to delineate the areal extent of snow and the mean altitude of the snowline from Landsat photographic data products (Barnes and Bowley, 1974; Meier, 1975a, 1975b). However, a quantitative measure of the water equivalent of the snowpack has not been obtained from Landsat photographic data products. Usually the areal extent of snow has been related indirectly to subsequent watershed runoff occurring during the springtime (Meier, 1975 c ; Anderson et al, 1974). Also, the changes in the areal extent of snow cover measured on Landsat imagery have been found to correlate with changes in water equivalent recorded by a snow pillow (Anderson et al, 1974). Another Landsat manual interpretation method has used a coded snow cover classification scheme to account for vegetation cover, density, aspect, elevation and slope to map the areal extent of snow (Katibah, 1975).

A snow mapping experiment comparing the identification of six snow cover types was accomplished using three image processing systems - LARSYS Version 3, STANSORT-2 and General Electric Image100 (Itten, 1975). In addition, other studies have focused on digital analyses of Landsat data in defining various snow cover types (Bartolucci et al, 1975; Dallam, 1975, Luther et al, 1975; Alfoldi, 1976). In these studies a quantitative estimate of water equivalent content associated with snow cover types was not made. In one case it was suggested that spectral variations within the snowpack area could not be reliably determined because of detector saturation problems (Bartolucci et al 1975).

Another study used simulated infrared Landsat color composites and snow course data to estimate water equivalent related to the snowpack (Sharp, 1975). Sampling units on the Landsat image were mapped to determine the areal extent of snow. An estimation of a snow water content index was calculated using a linear regression equation relating the imagery to ground truth data.

It has been stated that remote sensing of the snow cover may have useful applications since the magnitude and wavelength of reflectance vary with snow types (Mellor, 1965). Also, the albedo is high for a layer of new snow and as the new snow coalesces and coarsens in texture the albedo falls steadily (Bergen, 1975). In addition, a reduction in the spectral reflectance occurs from the combination of densification and increased particle size associated with aging ( $O^{\prime}$ Brien and Munis, 1975). Therefore, it is believed
that the Landsat CCT's may contain information that can be used to estimate water equivalent in a snowpack. If so, then Landsat digital data can be used for estimating volume of spring runoff from a watershed more accurately than is now possible.

### 8.2 Approach

### 8.2.1 Selection of Site

The Dickey-Lincoln School Lakes Project, Maine (figure 6), currently being evaluated by NED for the generation of hydrcielectric power, flood control and recreational purposes, was an ideal site for an analysis of snow cover utilizing the Landsat CCT's. Due to the remoteness and inaccessibility of the area there is not an adequate data collection system for evaluating the water equivalent of the snowpack each year.

The climate of this region is characterized by short, cool summers and long, cold, windy winters. Average annual temperature is $39^{\circ} \mathrm{F}\left(3.9{ }^{\circ} \mathrm{C}\right)$ with extremes of $-40^{\circ} \mathrm{F}\left(-40^{\circ} \mathrm{C}\right)$ in the winter and $99^{\circ} \mathrm{F}$ ( $37^{\circ} \mathrm{C}$ ) in the summer (New England Division, Corps of Engineers, 1967). The average annual precipitation is approximately 36 inches ( 91 cm ) and occurs uniformly throughout the year with about 30 percent in the form of snow. The average annual snowfall is about 100 inches ( 254 cm ) which occurs during 8 months of the year (NED, 1967). Average winter snow depth ranges between 20 and 40 inches ( 51 and 102 cm ) with the upper limit exceeding 50 inches ( 127 cm ). Water equivalent of the snowpack reaches a maximum in late March and usually exceeds 10 inches ( 25 cm ). The geology and vegetation of the Dickey-Lincoln School Lakes Project area was previously mapped and served as a data base of site characteristics in this study (McKim and Merry, 1975; McKim, 1975).

Ground truth for the snow cover analysis consisted of selected snow courses obtained in the upper Saint John River basin by the U.S. Geological Survey and the Allagash Wilderness Waterway Agency for the winter season of 1972-1973 (U.S. Department of Commerce, 1973) (figure 7). The Allagash B snow course is located within a mixed forest near the confluence of the Allagash and Saint John Rivers at an elevation of about 640 feet ( 195 m ) msl and is characterized by a southeast exposure with gently sloping terrain (figure 8). The Beech Ridge snow course is located within a mixed forest near the Frontier-Churchill Road near Umsaskis Lake at an elevation of about 1,300 feet ( 396 m ) ms 1 and is characterized by . a western exposure on gently sloping terrain (figure 8). The


Figure 6. Site location map for the imagery analysis.
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Figure 7 Snow depth and water equivalent data for selected snow courses in the Dickey-Lincoln School Lakes Project, Maine, during the 1972-73 winter season.


Figure 8. Location map of the Allagash B, Beech Ridge and Ninemile B snow courses.

Ninemile $B$ snow course is located within a coniferous forest on the floodplain near the USGS gaging station on the Saint John River at an elevation of about 950 feet ( 290 m ) ms and is characterized by a northwest exposure (figure 8).

### 8.2.2 Snow Course Data

The available eloud-free Landsat CCT's of the upper Saint John River basin were selected for four seasons and included the following dates: 11 February 1973 (image ID 1203-15002), 23 July 1973 (image ID 1365-14593), 26 November 1973 (image ID 1491-14572) and 19 April 1974 (image ID 1635-14541). It was not possible to obtain a cloud-free Landsat scene for February 1974, which would have been desirable. Therefore, the 11 February 1973 CCT was selected for the snow cover analysis.

The snow depth and water equivalent were estimated from figure 7 for the three snow courses (table 3) for 11 February 1973 (IJ.S. Department of Commerce, 1973; Li and Davar, 1975). These data seemed reasonable when compared to local climatological data obtained at Caribou, Maine, located 50 airline miles ( 80.5 km ) eastsoutheast of the Dickey-Lincoln area. A major snowstorm occurred on 29 January 1973 between the last snow course measurement ( 28 January 1973) and the date of the CCT (11 February 1973). A total of 9.2 inches ( 23.4 cm ) of snow associated with a water equivalent of 0.65 inches ( 1.6 cm ) was recorded at Caribou, Maine. In addition, on 8 February 1973 there was a minor snowfall of 1.6 inches $(4.1 \mathrm{~cm})$ with a water equivalent of 0.12 inch ( 0.3 cm ). Based on these data, the estimated 9.5 inches ( 24.1 cm ) was assumed to be reasonable.

TABLE 3

SNOW COURSE DATA
(11 February 1973)

| Snow Course | Latitude/ <br> Longitude | Snow Course $\frac{\text { Length }}{(\mathrm{ft})}$ | Samp1ing <br> Points | $\begin{aligned} & \text { Snow } \\ & \text { Depth } \\ & \text { (in) } \end{aligned}$ | $\begin{gathered} \begin{array}{c} \text { Water } \\ \text { Equivalent } \end{array} \\ (\text { in })^{*} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Allagash B | $47^{\circ} 05^{\prime} \mathrm{N} / 69004^{\prime} \mathrm{W}$ | 1,000 | 10 | 42 | 9.6 |
| Beech Ridge | $46^{\circ} 36^{\prime} \mathrm{N} / 69^{\circ} 28^{\prime} \mathrm{W}$ | - | - | 41 | 9.4 |
| Ninemile B | $46^{\circ} 42^{\prime} \mathrm{N} / 69^{\circ} 43^{\prime} \mathrm{W}$ | 1,000 | 10 | 38 | 9.5 |

The snow courses were located on each of the CCT's by generating a geometrically corrected, 16-1evel grayscale computer printout of a 320 by 256 pixel area ( $146.9 \mathrm{mi}^{2}$ or $380.6 \mathrm{~km}^{2}$ ) at a scale of $1: 24000$. Each observation was assigned one of 16 levels of gray depending on its radiance value in MSS band 7. The snow course sites were located on the grayscale printouts using available topographic maps for orientation.

The computer test site containing each snow course is 40 by 32 pixels for a total area of 2.3 miles ${ }^{2}\left(6.0 \mathrm{~km}^{2}\right)$. The snow course was located in the center of each computer test site. The computer algorithm described previously was applied to extract information concerning the spectral characteristics of the snow cover/vegetation within the snow course computer test sites.

### 8.3 Results and Discussion

Unsupervised classifications were performed on the three snow course sites for the 11 February 1973 CCT for a range of $\delta_{\text {max }}$ (delmax) values between 0.02 and 0.04 with several brightness weightings (for example, $0.1,0.2,0.3$ ) for initial classification of the digital data. Computer runs which produced large numbers of categories were selected so that several signatures could be extracted for the pixels contained within the snow course areas. This allowed for an evaluation of signature variation within each snow course. The sun elevation angle (230) of the scene was corrected to zenith to account for seasonal variations in irradiance.

The three snow course computer classification printouts for 11 February 1973 are shown in figures 9, 10, and 11 (Merry, et al, 1977). The location of the snow course is shown outlined on the computer test site. The radiance values associated with each pixel within the snow course are indicated by the arrows within the categorization summary shown in figures 9,10 and 11. In this summary the two left-hand columns are the category symbol and the number of pixels (num) within each classification category, respectively. The tol column is a measure of the variation between the signatures within a category, with the smaller numbers indicating little variation. The normalized radiances in each band ( $B 1$ ', $B 2^{\prime}$ ', $B 3^{\prime}$ and $B 4^{\prime}$ ) always add up to unity and are listed for each category. Also, the true radiances are listed for each band ( $B 1, B 2, B 3$ and $B 4$ ); these values sum to the total radiance ( $\mathrm{mW} / \mathrm{cm}^{2} \mathrm{sr}$ ) listed in the extreme right-hand column. The delmax and the brightness weighting used in the unsupervised classification are shown at the bottom of the categorization summary.
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Figure 9 Computer classification printout of the Allagash B snow course (1l February 1973).
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Figure 10 Computer classification printout of the Beech Ridge snow course (11 February 1973).
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Figut 11 Computer classification printout of the Ninemile B snow course (11 February 1973).
 snow course area varied from 6.93 to $7.74 \mathrm{~mW} / \mathrm{cm}^{2} \mathrm{sr}$ (categories: $E T \& P 26$ ), which corresponded to a water equivalent of 9.6 inches ( 24.4 cm ) obtained from the snow course data. An important observation was that the radiance for MSS band 7 was consistently 2.99 or $3.18 \mathrm{~mW} / \mathrm{cm}^{2} \mathrm{sr}$, a difference of only one energy level.

The Beech Ridge snow course computer classification printout is shown in figure 10. The total radiance of pixels contained in this snow course varied from 5.34 to $6.54 \mathrm{~mW} / \mathrm{cm}^{2} \mathrm{sr}$ (categories: * . + Q W U I O G) and corresponded to a water equivalent of 9.4 inches ( 23.9 cm ) obtained from the snow course data. The Ninemile B snow course computer classification printout is shown in figure 11. The total radiance for the pixels contained in the site varied from 5.45 to $6.87 \mathrm{~mW} / \mathrm{cm}^{2}$ sr (categories: / * W C) and corresponded to a water equivalent of 9.5 inches ( 24.1 cm ) obtained from the snow course data.

The radiance varied from 5.34 to $7.74 \mathrm{~mW} / \mathrm{cm}^{2}$ sr over the three sampled snow course areas, which corresponded to a water equivalent value of approximately 9.5 inches ( 24.1 cm ) (Merry, et al, 1977). The range in radiance values from 5.34 to $7.74 \mathrm{~mW} / \mathrm{cn}^{2}$ sr may be attributed to variations in vegetative cover, slope and aspect which occurred among these snow course areas.

The greatest radiance occurred in cleared areas such as fields and river channels. As an example, the snow cover on the Saint John River (figure 9 and 11 showed the highest radiance, which ranged from 20.23 to as high as $29.22 \mathrm{~mW} / \mathrm{cm}^{2} \mathrm{sr}$. These high radiance values occurred in areas where there was a minimal vegetative cover. The important factors to be considered in the snow cover mapping and assessment of the water equivalent analysis based on radiance values obtained from the Landsat CCT's in the DickeyLincoln School Lakes area are probably the vegetative cover, slope, aspect, geomorphic position and, to a lesser degree, elevation.

A preliminary analysis of the 11 February 1973 CCT using the GISS computer algorithm showed that the radiance of snow cover/ vegetation varied from approximately $20 \mathrm{~mW} / \mathrm{cm}^{2} \mathrm{sr}$ in non-vegetated areas to less than $4 \mathrm{~mW} / \mathrm{cm}^{2}$ sr for densely covered forested areas. Comparison of the digital data from three snow courses in the DickeyLincoln School Lakes area to the radiance value of the snowpack at these sites indicated that the radiance of the pixels contained in the snow courses varied from 5.34 to $7.74 \mathrm{~mW} / \mathrm{cm}^{2} \mathrm{sr}$, with the average radiance value being $6.4 \pm 0.6 \mathrm{~mW} / \mathrm{cm}^{2} \mathrm{sr}$. The water equivalent of the snowpack for this range of radiance values was approximately 9.5 inches ( 24.1 cm ) of water.

Average multispectral sifnatures were extracted for the three snow course sites from the four-band energy values for 11. February 1973 and 23 July 1973 to study seasonal variations in radiance. The multispectral signatures from these dates are shown in table 4.

TABLE 4
$\frac{\text { AVERAGE MULTISPECTRAL SIGNATURES }\left(\mathrm{mW} / \mathrm{cm}^{2} \mathrm{sr}\right)}{\text { FOR THE THREE SNOW COURSES }}$

| Snow Course | Date | MSS 4 | MSS 5 | MSS 6 | MSS 7 | Total <br> Radiance |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Allagash B | 11 Feb 73 | 1.741 | 1.189 | 1.209 | 3.084 | 7.223 |
|  | 23 Jul 73 | 0.518 | 0.247 | 0.603 | 1.760 | 3.128 |
| Beech Ridge | 11 Feb 73 | 1.053 | 0.600 | 0.720 | 1.927 | 4.300 |
|  | 23 Jul 73 | 0.507 | 0.233 | 0.561 | 1.705 | 3.006 |
| Ninemile $B$ | 11 Feb 73 | 1.428 | 0.534 | 0.975 | 4.033 | 6.970 |
|  | 23 Ju1 73 | 0.550 | 0.282 | 0.591 | 1.87 ? | 3.302 |

The areas where the three snow cilurses are located showed about the same radiance value ( $3 \mathrm{~mW} / \mathrm{cm}^{2} \mathrm{sr}$ ) for the month of July. This low value would be anticipated due to the absence of snow. The minor differences observed in the four MSS bands can be attributed to the difference in vegetative cover. The Allagash B and Beech Ridge sites have a mixed forest cover and their multispectral signatures are similar. The Ninemile $B$ site is in a coniferous forest and the four-band multispectral signatures are slightly different from those of the other two sites.

Figure 12 shows the computer classification of snow cover/ vegetation classes for the 11 February scene of a selected area ( $35.2 \mathrm{mi}^{2}$ or $90 \mathrm{~km}^{2}$ ) near the confluence of the Saint John and Allagash Rivers with the correlative USGS topographic map. The multispectral signatures (table 5) for a supervised classification were derived from table 4 for the three snow course sites during February and another multispectral signature was derived from the four-band energy values for the Allagash and Saint John River channels. The four snow cover/vegetation classes are shown in table 6 .


TABLE 5
INPUT MUITISPECTRAL SIGNATURES (mW/ $\mathrm{cm}^{2} \mathrm{sr}$ ) FOR THE FOUR SNOW COVER/VEGETATION CLASSES

Symbol on Map

De1max
Multispectral Signatures

| 1 | 0.25 | 1.74 | 1.19 | 1.21 | 3.08 | 7.22 | 0.3 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 0.25 | 1.05 | 0.60 | 0.72 | 1.93 | 4.30 | 0.3 |
| 3 | 0.50 | 1.43 | 0.53 | 0.98 | 4.03 | 6.97 | 0.3 |
| 4 | 0.25 | 5.22 | 4.23 | 3.43 | 7.52 | 20.40 | 0.3 |

TABLE 6

$$
\frac{\text { SNOW COVER/VEGETATION CLASSES MAPPED }}{\text { FROM THE } 11 \text { FEBRUARY } 1973 \text { CCT }}
$$

| $\begin{aligned} & \text { Symbol } \\ & \text { on Map } \end{aligned}$ | Snow Cover/Vegetation Characteristics | $\begin{gathered} \begin{array}{c} \text { Water } \\ \text { Equivalent } \end{array} \\ (\text { in })^{*} \end{gathered}$ |
| :---: | :---: | :---: |
| 1 | Mixed forest, $640 \mathrm{ft}(195 \mathrm{~m}) \mathrm{ms} 1 \mathrm{elevation}$, southeast exposure, gently sloping. | 9.6 |
| 2 | Mixed forest, $1,300 \mathrm{ft}(396 \mathrm{~m}) \mathrm{ms} 1 \mathrm{eleva}-$ tion, western exposure, gently sloping. | 9.4 |
| 3 | Coniferous forest, $950 \mathrm{ft}(290 \mathrm{~m}) \mathrm{msl}$ elevation, northwest exposure, level. | 9.5 |
| 4 | Open nonvegetated areas, lowest elevations, level. | - |

Patterns of snow radiance values can be observed on the computer classification printout (figure 12) which suggests the interrelationship of vegetation, slope and aspect. The rymbols 1 and 2 are predominant, indicating mixed forest at various elevations. The symbol 3 occurs in isolated areas such as hilltops and along the river channels. The symbol 4 occurs as expected along the Allagash, Saint John and part of the Little Black Rivers. Also, there were a number of unclassified pixels (the dashes) which can be seen in figure 12. This was as anticipated due to other snow cover/vegetation classes that were not defined during this exercise. It is suggested that these undefined snow cover/vegetation classes would be for areas that have water equivalent values
either greater or less than 9.5 inches ( 2.4 .1 cm ) or other types of site characteristics.

### 9.0 WETLANDS MAPPING

9.1 Literature Review

Landsat MSS imagery has also been used to delineate the extent oi: wetlands. The wetlands maps produced have generally resulted from a visual interpretation of the Landsat photographic data products. Mapping accuracies between 70 and 85 percent have been achieved using Landsat MSS photography (Seevers, et al, 1975; Anderson, et al, 19:3a, 1973b; Higer, et al, 1975; Rehder and Quattrochi 1976).

Accurate inventories of wetlands larger than ten acres were made in Nebraska for four categories: open water, subirrigated meadows, marshes, and seasonally flooded basins. The inventories were made by using imagery from two seasons and an electronic image-enhancing system. Positive print enlargements of MSS bands 5 and 7 at a scale of $1: 250000$ (acquired in the spring) as well as band 7 (acquired in late summer) were used to delineate all wetlands (Seevers, et al, 1975). Electronic enhancement of MSS band 6 (acquired in the fall) was used as an aid to differentiate marshes.

A wetlands map of Wisconsin was prepared at a scale of 1:500000 using Landsat MSS bands 5 and 7 and an additive color viewer as a data analysis system (Frazier, et al, 1975). Wetland areas in this investigation were defined as those which had enough water during June to adversely affect the infrared reflectance of growing plants. These included areas with wetland cover types (marsh, sedge meadow, shrub-carr and lowland forest) and poorly drained agricultural cropland areas. The primary criteria for delineation of wetlands were the reduced infrared reflectance of broad leaf plants growing in wet areas, the dark red tone of spruce bogs, and the black color of organic soil areas observed when using the additive color viewer (Frazier, et al, 1975).

Significant changes occurred in the size of wetlands because of seasonal fluctuations in vegetation characteristics and precipitation (Rehder and Quattrochi, 1976). The dynamic characteristics of the wetlands were not attributed exclusively to seasonal factors, as significant changes in wetland morphology were found to occur within the MSS hands for the same date.

The following features were determined from Landsat MSS band 5 and 7 imagery enlarged to a scale of 1:250000 for test
sites located in Maryland and Georgia: (a) upper wetlands boundary, (b) drainage patterns within the wetlands, (c) plant communities such as Spartina alterniflora, Spartina patens, Juncus roemerianus, (d) drainage ditches associated with agriculture, and (e) lagoons for waterside home development (Anderson, et a1, 1973a, 1973b). Mapping at a scale of 1:250000 was adequate for the general delineation of large marshes and for rather gross wetland species associations.

In addition, digital processing of Landsat MSS imagery has been used to map wetlands (Anderson, et a1, 1973b; Cartmill, 1973; F1ores, et a1, 1973; Klemas, et al, 1973). Mapping accuracies ranging generally from 78 to 99 percent have been achieved using digital processing techniques.

Seven categories of marsh vegetation and marsh features were identified at an approximate scale of 1:20000 (Anderson, et al, 1973b). These categories included: water, sandy mud flat, organic mud flat, sparsely vegetated, spoil, Iva frutescens, Spartina patens, and Spartina alterniflora.

Seventeen to thirty spectrally homogeneous land use classes were defined in the Texas coastal zone using two clustering algorithms available from the NASA Johnson Space Center (Flores, et al, 1973). Many classes were identified as being homogeneous features such as water masses, salt marsh, beaches, pine, hardwoods, and exposed soil or construction materials, with most classes identified as mixtures.

Eight vegetation and land use discrimination classes were selected to map and inventory the significant ecological communities in the coastal zone of Delaware (K1emas, et al, 1973). These classes were: Phragmites communis (giant reed grass), Spartina altemiflora (salt marsh cord grass), Spartina patens (salt marsh hay), shallow water and exposed mud, deep water ( $>2 \mathrm{~m}$ ), forest, agriculture, and exposed sand and concrete. The Spartina alterniflora was discriminated with an accuracy of 94 to 100 percent, the Phragmites communis showed a classification accuracy of 83 percent, but the discrimination of Spartina patens was only 52 percent.

### 9.2 Approach

The site selected for the wetlands mapping analysis was a $124-\mathrm{km}^{2}\left(48-\mathrm{mi}^{2}\right)$ area of the Merrimack River estuary (figure 6). This area contained the largest variety of land use and vegetation classification units to be found in the Merrimack River basin. In addition, the Merrimack River basin was a primary test site for the NED-CRREL Skylab Earth Resources Experiment Package (EREP) project
(McKim, et al, 1975b). Ground truth data in the form of land use maps prepared from satellite and aircraft photographic data products were available for this site.

### 9.3 Results and Discussion

The CCT's were obtained of the Merrimack River estuary for 6 July 1976 (image tD 5444-14082). A grayscale computer printout of the Merrimack River estuary was obtained for the purpose of locating potential training sites for wetlands. In addition, a $1: 24000$ NASA RB-57/RC-8 photograph and a USGS topographic map of the study area were available for ground truth comparison to the computer printout. An overlay was prepared from the photograph showing the delineation of the water and the extent of wetlands. Two training sites were located on the north side of the estuary for use in the wetlands analysis (figure 13).

A "ground truth" computer algorithm developed at GISS was used to determine an average multispectral signature for the wetlands and the water classification categories. This computer program allows one to "tag" certain pixels of a category into a 32 by 40 array; these specified pixels in the array are then used in the computation of an average multispectral signature.

The wetlands overlay that was prepared from a photointerpretation analysis of the $1: 24000$ photograph was placed over the grayscale computer printout (scale 1:24000) of the Merrimack River estuary. The pixels that were within the boundaries of the delineated wetlands and the water classification categories were tagged as the pixels to be used in the specified array for the ground truth computer program. The ground truth computer program determined the average multispectral signatures for the two specified categories (table 7).

TABLE 7
AVERAGE MULTISPECTRAL SIGNATURES (mW/ $\mathrm{cm}^{2} \mathrm{sr}$ ) FOR THE WETLANDS AND WATER CATEGORIES

| Category | MSS 4 |  | MSS 5 |  | MSS 6 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  | MSS 7 |  |  |
| Wetlands | 0.584 | 0.326 | 0.581 | 1.510 |  |  |
| Water | 0.551 | 0.237 | 0.140 | 0.131 |  |  |

The multispectral training signatures (table 7) were used in a supervised classification of the northern portion of the Merrimack River estuary. Various values of delmax were used until


Figure 13 Location map of the two training sites used in the wetlands mapping analysis.
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an optimum computer classification map of the wetland areas was obtainec. The computer classification map is shown in figure 14. The symbol 1 indicates a wetlands unit, the symbol 2 indicates a water unit, and the dashed lines (-) indicate unclassified pixels. The wetlands/water photointerpretation map overlay was used in comparing the accuracy of the computer map of wetlands. A classification accuracy of 75 percent was obtained for the wetlands unit, taking into account the misclassified and the unclassified wetlands plxels.

The reason for the 74 percent accuracy may be the variability of wetland species, because it was assumed that all the wetlands contained the same vegetation type. If there was a large variability in species, there would be different multispectral responses. Also, changes in moisture conditions and tidal fluctuations would contribute to multispectral variations. This would prevent the wetland areas from being classified in one broad category.

### 10.0 MAPPING OF FLOODED AREAS

10.1 Literature Review

Landsat MSS data have been used for flood observations because of the relatively high resolution, cartographic fidelity and the near infrared sensors (Rango, 1975). Flood area measurements for areas of $100 \mathrm{~km}^{2}\left(39 \mathrm{mi}^{2}\right)$ or more have been made with less than 5 percent error (Rango and Salomonson, 1974).

Flood-prone areas have been shown to have multispectral signatures indicating categories of natural vegetation, soil characteristics and cultural features which are different from the signatures of surrounding non-flood-prone areas (Range and Anderson, 1974). These differences have developed over a period of time in response to increased flooding frequency which enabled the signatures to be distinguished from the non-flood-prone areas (Rango, 1975). The areas subject to flooding along the Mississippi River were identified by observation of various floodplain indicators such as natural and artificial levee systems, soil differences, agricultural pattern and vegetation differences, upland boundaries, backwater areas and special flood alleviation measures in urban areas.

Landsat imagery has also been used to trace the details of inundation and drainage of flood areas and deltaic lowlands (Burgy, 1973). An overall lightening of tone observed on MSS band 7 imagery of the Andrus Island flood area in California was attributed to an increase of bottom reflection with the lowering of the water level.


Input signature table

| Sym | Num | Delmax | B1 | B2 | B3 | B4 | Albedo | W2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1172 | 0.150 | 0.58 | 0.33 | 0.58 | 1.51 | 3.00 | 0.20 |
| 2 | 2565 | 0.200 | 0.55 | 0.24 | 0.14 | 0.13 | 1.06 | 0.20 |

Actual signature table

| B1 | B2 | B3 | B4 | Abbedo |
| :--- | :--- | :--- | :--- | :--- |
| 0.74 | 0.42 | 0.69 | 1.77 | 3.62 |
| 0.60 | 0.25 | 0.15 | 0.12 | 1.12 |

## ORIGINAL PAGE IS OF POOR QUALITY

No. points classified $=3737$ No. points unclassified $=1383$

Figure 14 Computer classification printout of wetlands for the Merrimack River estuary (image ID 5444-14082).

Flood inundation mapping has been accomplished on MSS band 7 imagery enlarged to a scale of $1: 250000$ acquired one week to ten days after a flood (Hallberg, et a1, 1973; Rango and Salomonson, 1974; Morrison and Cooley, 1973; Schwertz, et al, 1976). The inundated areas showed sharply reduced infrared reflectance on MSS band 7 because of standing surface water, excessive soil moisture and stressed vegetation (Hallbert, et al, 1973). These data compared favorably to flood extent mapping accomplished on low altitude aircraft photography. Also, areas affected by severe sand and gravel erosion and sediment deposition were detected on MSS band 5 (Morrison and Cooley, 1973).

Color enhancement techniques were used to produce a variety of multispectral color composites at a scale of $1: 250000$ of flooding along the Mississippi River in the spring of 1973 (Deutsch, et a1, 1973; Deutsch and Ruggles, 1974). Two color composites of MSS bands 6 and 7 were enlarged and registered to $1: 250000$ scale topographic maps and used as the data base for preparation of flood image maps., Specially filtered three-color composites of MSS bands 5,6 and 7 and 4,5 and 7 were used to aid in the data interpretation. In addition, two-color temporal composites of pre-flood and post-flood MSS band 7 images were used in interpretation. These indicated that flooding caused changes in surface reflectance characteristics, makirg it possible to map the flooded areas after the flood waters had receded. Also, Landsat MSS data have been digitally processed to produce water distribution maps and map overlays chat show the areal extent of flooding during the 1973 flood of the lower Mississippi River (Williamson 1974, 1975).

Landsat MSS band 7 digital data were superimposed on a digital image display and manipulation system (IDAMS) developed at Goddard Space Flight Center (Rango and Anderson, 1974). This enabled a quantitative change detection analysis for determining normal surface water area and areas susceptible to flooding. Also, the General Electric Multispectral Information Extraction System (GEMS) was used to classify and measure water areas accordíng to differences in reflectance resulting from physical differences in depth and/or sediment load (Rango and Anderson, 1974). Therefore, in general, preliminary digital Landsat flood and flood-prone area maps have been produced at a scale of $1: 62500$; however, most mapping has been done on a regional basis at a scale of $1: 250000$.

### 10.2 Approach

Franklin Falls reservoir, New Hampshire (figure 6) was selected for the flooded areas mapping analysis based on a particular storm. During the last four days of June 1973, a strong, moist tropical airflow in conjunction with a stationary frontal system
resulted in moderate to heavy rain over much of New England. For example, the total rainfall was 5.1 inches ( 13.0 cm ) for the threeday period ending at 0800 hours 1 July 1973 in the Franklin Falls reservoir. In the northern portions of the Merrimack River basin this storm caused the largest summer flood on record. Sixty-six percent of the storage capacity at Franklin Falls was utilized in controlling the flood waters. Large areas were inundated for periods of one to two weeks (McKim, et al, 1975a). This flood was unusual because of its magnitude, the extremely high concentration of suspended sediment in the flood waters, and the fact that it occurred at the height of the growing season.

On 6 July 1973 a Lardsat pass occurred over the New Hampshire area at peak flood conditions. Due to partial cloud cover the entire surface area of the flood waters could not be accurately delineated; however, the satellite imagery did provide a look at most of the peak flood conditions in the Franklin Falls reservoir.

### 10.3 Resui.ts and Discussion

The areal extent of water was best displayed in the near infrared band, MSS 7. Therefore, MSS band 7 grayscale printouts at a scale of 1:24000 were obtained of the Franklin Falls reservoir area for the dates of 27 October 1972 (image ID 1096-15065) at low-water stage and 6 July 1973 (image ID 1348-15064) during flood stage. The MSS band 7 grayscale overprint symbols representing energy intensity levels were used in differentiating the reservoir water from the land.

Figure 15 shows the Franklin Falls reservoir area on 27 October 1972. The extent of water is delineated on the grayscale printout by a solid line. The dotted line indicates the outline of the Pemigewasset River (elevation ranging from 320 to 360 feet ( 98 to 110 m )) obtained from USGS topographic maps. Both outlines show very good agreement in total area of water depicted at the low-water reservoir stage.

Figure 16 shows the Franklin Falls area on 6 July 1973. The extent of water is delineated by a solid line on the grayscale printout and the dashed line indicates the extent of water in the northern part of the reservoir area, which had to be estimated because of cloud cover. The dotted line shows the maximum inundation level of 369.5 feet ( 112.6 m ) for 6 July 1973 delineated from USGS topographic maps. Again, the agreement of the areal extent of water between the computer printout and the ground truth data is extremely good.



The acres of water were quantified for the 27 October and 6 July Landsat scenes. Table 8 shows the total number of pixets and acreage determined to be water within the reservoir area for both dates. It shows approximately 60 percent more water in the Franklin Falls reservoir on 6 July 1973 than on 27 October 1972, which was as expected (McKim, et al, 1975a).

TABLE 8

| AREAL EXTENT OF WATER WITHIN THE FRANKLIN FALLS |
| :--- |
| RESERVOTR AREA ON 27 OCTOBER 1972 AND 6 JULY 1973 |


| Date | $\frac{\text { Pixels }}{(\#)}$ | $\frac{\text { Areal Extent }}{\text { (acres)** }}$ |
| ---: | :---: | :---: |
| 27 Oct 1972 | 790 | $1,011.2$ |
| 6 Jul 1973 | $1,333 *$ | $1,706.2$ |

*Estimated
$* * 1$ acre $=4,046 \mathrm{~m}^{2}$
11.0 DCP SENSOR INTERFACE DEVELOPMENT

### 11.1 Snow Pillows

During the summer of 1975 two snow pillow transducer systems were interfaced to a General Electric DCP and installed at Ninemile Bridge on the Saint John River and at Michaud Farms on the Allagash River. A circuit diagram of the interface system is shown in figure 17.

The computer program used for decoding the data is shown in Appendix A. A graph of the water equivalent data from these two sites during the 1975-1976 winter season is shown in figure 18. The sudden increase in water equivalent around April for the Ninemile site cannot be explained and is probably spurious.

The Bournes transducers used in the interface were tested under controlled temperature and pressure conditions during the summer of 1976. The resulting temperature calibration curve for the Bournes transducers indicated that the system became erratic below $0^{\circ} \mathrm{C}\left(32^{\circ} \mathrm{F}\right)$. Therefore, a CRREL in-house study on the reliability of a number of transducers was initiated and an Endevco transducer was used to replace the Bournes transducer in the snow pillow interface.

C.I.C. Type 4000

Note 1: On some DCP's, data gate is not wired to pin 13, J4; in which case connect data gate lead to pin 8, $\mathbf{J 3}$.
a. INTERCONNECTION DIAGRAM - Snow pillow transoucer to interface to DCP

b. CIRCUIT DIAGRAM - Interface

Figure 17 Circuit diagram of the snow pillow interface used in the 1975-76 winter season.


St. JOHN RIVER BASIN, MAINE
Figure 18 Water equivalent of snow data for the 1975-76 winter season.

The snow pillow transducer system using the Endevco model was used during the 1976-1977 winter season. A circuit diagram of this interface is shown in figure 19. Two snow pillow interface installations were emplaced, one at the Allagash Falls location in northern Maine and one at NED, Waltham, Massachusetts. However, incorrect data were obtained from these two systems during the 1976-1977 season. The problems encountered were inadvertent breakage of the transducers during handling and shipping, and unexplained, questionable data telemetered by the transmitter within the DCP.
11.2 Water Quality Monitcr

A DCP was installed on the Saint John River in northern Maine at the Dickey Bridge, approximately one mile upstream of the confluence of the Saint John and Allagash Rivers. A Martek water quality monitor interfaced to the DCP transmitted the following water quality information: pH , dissolved oxygen, river stage, water temperature and conductivity. The sensor interface development and the computer program used to decode the data were accomplished during the landsat-1 experiment (Cooper, et al, 1975; McKim, et al, 1975c).

The water quality data from this exercise are shown in figure 20. The dissolved oxygen probe operated intermittently and the river stage measured less than 2 feet ( 62 cm ); therefore, these data were not included in figure 20. The pH between $10-12$ August probably did not fluctuate as indicated on the graph. The water quality data compared favcrably with onsite analysis of these parameters during the first week of operation. The water quality information will serve as part of the baseline data for the upper Saint John River.
11.3 Thermocouple Interface

A site for testing a thermocouple interface to monitor air and ground temperatures was located at Sugarloaf Mountain, Maine ( $45^{\circ} 02^{\prime} 56^{\prime \prime} \mathrm{N} 70^{\circ} 23^{\prime} 21^{\prime \prime} \mathrm{W}$ ). This was the first time the thermocouple interface was tested under field conditions. The data are presently being evaluated for accuracy. The emplacement and interfacing techniques developed during this field experiment will be used for installation of thermocouples in Alaska. When validated this system could be used in reservoirs to monitor water temperature at various depths on a daily basis.

There is evidence of permafrost on the upper 1,000 feet $(305 \mathrm{~m})$ of Sugarloaf Mountain. The summit of the mountain is veneered with active, turf-banked terraces which have moved down-


Figure 19 Circuit diagram of snow pillow interfece used in the 1976-77 winter season.


Figure 20 Water quality data from the St. John River (summer 1976).
slope during the past five years at a rate of approximately 2 inches/year ( $5.1 \mathrm{~cm} / \mathrm{yr}$ ) (Borns, 1975). When the gondola ski lift was installed in 1967, the subsurface was frozen in August and the water in the drill holes had to be melted before the tower foundations could be installed. In addition, the two towers at the top of the mountain moved in the time period from 1967-1976 and had to be realigned. The deep pit at the sumnit that houses the counter-weight ised in tensing the gondola cable contains water that is frozen year-round. The objectives of this study were to evaluate the reliability of the thermocouple interface under field conditions, to monitor the ground temperature measurement to a depth of 100 feet ( 30 m ), and determine if permafrost conditions occur year-round at this latitude and elevation.

A complete circuit description of the thermocouple interface is illustrated in Appendix B. The thermocouple interface accepts inputs from 112 copper-constantan thermocouples. The inputs are arranged in 16 "banks" of seven inputs each. One bank of inputs is recorded with each update of the DCP. A total of 28 thermocouples are being monitored at Sugarloaf Mountain with seven readings being transmitted in one Landsat message (table 9).

TABLE 9
ARRANGEMENT OF THE 28 THERMOCOUPLES IN FOUR BANKS

| Bank | Thermocouple, No. | Depth |
| ---: | :---: | :---: |
|  |  |  |
| I | $1,5,9,13,17,21,25$ | $0,8,24,40,56,72,88$ |
| II | $2,6,10,14,18,22,26$ | $0,12,28,44,60,76,92$ |
| III | $3,7,11,15,19,23,27$ | $0,16,32,48,64,80,96$ |
| IV | $4,8,12,16,20,24,28$ | $4,20,36,52,68,84,100$ |
|  | $* 1 \mathrm{ft}=.3 \mathrm{~m}$ |  |

The temperature measurement range of the thermocouple interface unit is -34 to $+32^{\circ} \mathrm{C}\left(-29\right.$ tn $\left.90^{\circ} \mathrm{F}\right)$. The resolution of a DCP data word is $\pm 0.25^{\circ} \mathrm{C}\left( \pm 0.5^{\circ} \mathrm{F}\right)$ or $10 \mu \mathrm{v}$ and the copperconstantan wire is guaranteed to be accurate within 0.5 to $0.75^{\circ} \mathrm{C}$ ( 0.9 to $1.35^{\circ} \mathrm{F}$ ). Therefore, the accuracy of the temperature data is $\pm 0.5^{\circ} \mathrm{C}\left(0.9^{\circ} \mathrm{F}\right)$. The results from this experiment will be reported at a later date.
11.4 Tensiometer/Transducer System Interface

A soil moisture tensiometer/transducer system has been successfully interfaced to the Landsat data collection system
(McKim, et al, 1975a). The interface system enables moisture tension and soil volumetric moisture content data to be obtained in near-real time.

The instrument is currently being tested under simulated field conditions at CRREL. Ereliminary results indicate that tension as low as 10 cm ( 4 inches) and as high as 900 cm (354 in) of water can be obtained.

Typical data for a soil that has a bulk density of 1.37 $\mathrm{g} / \mathrm{cm}^{3}$ with a specific gravity of 2.63 and a volume of voids of 47.9 percent are shown in table 10 . In the initial series of tests, tensiometer values could be obtained that ranged from about 10 to 150 cm ( 4 to 59 in ) of water. Previously it has been very difficult to get accurate and reliable numbers on field moisture tension less than 300 cm (118 in). It is suggested that this method will not only give reliable data for this range of values, but also supply the information in near-real time.

The precision and accuracy of the data are being evaluated. The results will be reported at a later time after the first field operations have been completed.

### 12.0 CONCLUSIONS ON IMAGERY AND SENSORS

Preliminary analysis of the Landsat digital data using the GISS computer algorithms for the 11 February 1973 scene showed that the radiance of the snow cover/vegetation varied from approximately $20 \mathrm{~mW} / \mathrm{cm}^{2}$ sr in non-vegetated areas to less than $4 \mathrm{~mW} / \mathrm{cm}^{2}$ sr for densely covered forested areas. Comparison of the digital data from three snow course sites in the Dickey-Lincoln School Lakes area with the radiance value of the snowpack at these sites indicated that the total radiance of the pixels contained in the snow courses varied from 5.34 to $7.74 \mathrm{~mW} / \mathrm{cm}^{2} \mathrm{sr}$ with the average radiance value being $6.4 \pm 0.6 \mathrm{~mW} / \mathrm{cm}^{2} \mathrm{sr}$. The water equivalent of the snowpack for this range of radiance values was approximately $9.5(24.1 \mathrm{~cm})$ of water. Since data from only three snow courses were available, the correlation between radiance values and water equivalent of the snowpack still needs to be drawn. However, if the relationship holds with more extensive ground truth data in the Dickey-Lincoln area, it is anticipated that extrapolation of radiance values for snow cover/vegetation in large areas of the watershed may prove useful in estimating water equivalent. This method, after tests for accuracy, would find use in estimating the volume of spring runoff.

TYPICAL DATA FROM THE TENSIOTETER/TRANSDUCER INTERFACE SYSTEM

USA CRREL Test Set
Hanover, New Hampshire DCP 7110

| Date | Time | Tensiometer | Calculations |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | \% Water | \% Voids filled with Air |
|  |  | (cm of water) | (volume) |  |
| 2/22 | 1752 | $-10.7$ | 40.0 | 17.0 |
| 2/23 | 622 | -10.7 | 40.0 | 17.0 |
| 2/23 | 1801 | -22.5 | 40.0 | 17.0 |
| 2/24 | 628 | -22.5 | 40.0 | 17.0 |
| 2/24 | 1804 | -22.5 | 40.0 | 17.0 |
| 2/25 | 633 | -28.3 | 39.5 | 17.5 |
| 2/25 | 814 | -22.5 | 40.0 | 17.0 |
| 2/26 | 638 | -28.3 | 39.5 | 17.5 |
| 2/26 | 820 | -28.3 | 39.5 | 17.5 |
| 2/27 | 644 | -34.2 | 38.5 | 19.7 |
| 2/27 | 829 | -34.2 | 38.5 | 19.7 |
| 3/1 | 1832 | -40.1 | 37.8 | 21.1 |
| 3/2 | 702 | -4n. 1 | 37.8 | 21.1 |
| 3/2 | 844 | -40.1 | 37.8 | $21.1{ }^{\prime}$ |
| 3/3 | 1703 | -51.9 | 36.0 | 24.8 |
| 3/3 | 2030 | -57.8 | 35.4 | 26.1 |
| 3/4 | 856 | -57.8: | 35.4 | 26.1 |
| 3/6 | 1721 | -81.3 | 30.2 | 37.0 |
| 3/6 | 1859 | -81.3 | 30.2 | 37.0 |
| 3/7 | 911 | -87.2 | 29.2 | 39.0 |
| 3/8 | 735 | -93.1 | 28.8 | 39.9 |
| 3/8 | 924 | -99.0 | 27.9 | 41.8 |
| 3/9 | 741 | -110.7 | 26.6 | 44.5 |
| 3/9 | 924 | $-110.7$ | 26.6 | 44.5 |
|  |  | 64 |  |  |

The different changes in radiance for the 23 July 1973 ( $3 \mathrm{~mW} / \mathrm{cm}^{2} \mathrm{sr}$ ) and 11 February $1973\left(5.34-7.74 \mathrm{~mW} / \mathrm{cm}^{2} \mathrm{sr}\right.$ ) Landsat scenes for the three snow course sites were attributed to the presence of snow and vegetation changes in the 11 February scene. Multispectral training signatures for four snow cover/vegetation classes were derived from the four-band energy values for the 11 February 1973 Landsat scene. These signatures were applied to the digital data and four snow cover/vegetation classes were mapped.

Landsat digital data were also used to delineate flood waters in the Franklin Falls reservoir area, New Hampshire, for the 6 July 1973 scene. Low-water reservoir and flood water stages were mapped from grayscale printouts of MSS band 7 for 27 October 1972 and 6 July 1973, respectively. Comparison with ground truth information indicated very good agreement with the Landsat digital data. Approximately 60 percent more water was observed on the 6 July 1973 scene than on 27 October 1972 , which was as expected.

In addition, Landsat digital data were used in a wetlands analysis of the Merrimack River estuary for 6 July 1576. A multispectral signature was developed for a wetlands category from two sites on the north side of the Merrimack River estuary. Wetlands were mapped with an accuracy of 75 percert compared to ground truth information.

Snow pillow transducer systems for measuring the water equivalent of the snowpack in northern Maine were interfaced and field tested. Little valid data was transmitted from the field, because problems with the transducers were encountered during both winter test periods.

A thermocouple system was successfully interfaced and field tested at Sugarloaf Mountain, Maine. Temperature data from the surface to a depth of 100 feet ( 30 m ) were transmitted through the Landsat DCS. The emplacement and interfacing techniques developed during this experiment will be used for installation of thermocouples at Alaskan sites. In addition, this system could be used in reservoirs to monitor water temperature on a daily basis.

A soil moisture tensiometer/transducer system was successfully interfaced to the Landsat DCS. Laboratory results indicated that tension as low as 10 cm ( 4 in ) and as high as 900 cm (354 in) of water can be obtained. Presently the system is being tested under field conditions.

A water quality monitor interfaced to the DCS was also field tested in northern Maine. The water quality data compared favorably to onsite chemical analysis and will be used as baseline information for the Dickey-Lincoln School Lakes Project.

### 13.0 RECOMMENDATIONS

The following recommendations are made based on the results of the Landsat-2 investigation.

1. Furtiner research work should be aimed at relating a wide range of ground truth sets to multispectral signature sets. It is clear that a method of quantifying the water equivalent of snow cannot be perfected with a small number of samples. Landsat CCT's should be furnished on a continuing basis for research in evaluating the snow cover of a watershed, especially during critical spring runoff periods (March through May). Nine day coverage provided by the Landsat satellites is not adequate for the operational needs of the NED Reservoir Control Center.
2. When a mapping accuracy of 75 percent is required, it is recommended that the Landsat digital data be used in regional evaluation of wetlands.
3. It is clear from this investigation that the Landsat Data Ccllection System is suitable for monitoring events for which dependable sensors are available. With more evenly timed coverage over each day, a system of polar-orbiting satellites would be operationally useful for collection of hydrologic data such as river stage and precipitation.

### 14.0 FUTURE PLANS

The snow cover analysis work will be continued by CRREL with ihe FY 78 work unit entitled, "Snow Cover Analysis in New England Using Landsat Digital Data". Site selection based on vegetation, slope, aspect and elevation will be accomplished in the Dickey-Lincoln School Lakes project area and other selected watersheds. Ground truth measurements of snow depth and water equivalent at the selected sites will be taken in conjunction with times of the Landsat imagery acquisition. A meteorological station will be installed to obtain data on local climatic conditions. If available, cloud-free Landsat CCT's will be acquired for the 19771978 winter season and analyzed.

Cloud-free landsat CCT's will also be obtained over the Sleepers River watershed in Danville, Vermont for the 1972-1977 winter seasons. Detailed measurements of the snow cover are available at this site from December 1968 to present. This watershed was chosen because it is hydrologically representative of most of the glaciated upland areas in New England and is extensively instrumented.
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## 16.0 <br> GLOSSARY

ADR - Analog to digital recorder. Typically a Fisher-Porter or Leupold-Stevens recorder, of ten equipped with a telekit for interfacing to DCP's.

AHRRN - Automatic Hydrologic Radio Reporting Network, NED's grourd-based radio system.

Albedo - Refers to the fraction of incident radiation which is reflected by a material, summed over all wavelengths for a sunlit surface.

ASCII - Abbreviation for USA Standard Code for Information Interchange. An eight-bit character code.

Azimuth - Horizontal angle measured clockwise from north.
BCD - Binary Coded Decimal.
CCT - Computer compatible tape.
DCP - Data Collection Platform. Field installation used for sensing parameters, encoding data, and transmitting data to satellite.

DCS - Data Collection System. Refers to configuration including field stations, medium of transmission, and central station.

Epoch - A particular instant.
Julian Date - A count of days and fraction of days since a particular reference instant.

Micrometer $-10^{-6}$ meters; used in wavelength measure. Symbol: $\mu \mathrm{m}$.
Multitasking - In a computer, several program tasks competing for devices and the central processor on a priority or queued basis.

NORADC - North American Air Defense Command.
Octal - Refers to a number system having 8 as a base.
Pixel - Picture element, the unit area of Landsat scenes.

> Real Time Clock - Device in the Data General NOVA computer that consists of a crystal controlled clock and associated DG system software that are used (1) to keep track of date and time of day and (2) to provide for low resolution timing.

> Sidereal Time - The relationship between an observer's meridian and some inertial coordinate system, for example, one based on the constellation Aries.

> Stage - Water level.
> Time Code Generator - A device which keeps standard time and outputs it in a form suitable for input to another device.

> Tracking - Keeping the antenna pointed at the satellite, and in conjunction with that, logging any incoming data.


## APPENDIX A

PROGRAMS AND OPERATING PROCEDURES USED IN GROUND RECEIVE STATION


#### Abstract

Preparation for the ground receive station began over two years before the pedestal installation in October 1975. After firm commitments to construct the downlink were made in 1973, site preparation, hardware fabrication, and computer programming began late in 1974. A program was written by NED to predict satellite passes and a rudimentary version of a program to aim the antenna and simultaneously $\log$ incoming data was readied by June 1975. All programs (figure A-1) were written in-house, because previous experience had shown that complex programs written by outside consultants require extensive modification when installed and that in-house personnel may not know the groundwork and assumptions that go into them.


## PREDICT

The prograin that predicts satellite passes over NED, "PREDICT" was the first one undertaken. While it was known that the froblem of predicting the time of a satellite's rise over one's horizon and its path across the sky had been solved before, its solution was not available in a form that was compatible with NED's minicomputer, a Data General Nova 1220 with 32 thousand 16-bit words of core storage. (The Nova had been selected several years before for use with the Automatic Hydrologic Radio Reporting Network.) A prediction program was written in Fortran, because it is readily understood by in-house programmers and lends itself to later modifications. At that early stage of programming, assistance was provided by individuals at NASA Goddard Space F1ight Center to quickly assemble the most useful algorithms and background material for writing PREDICT.

The task of debugging the combined routines that comprised PREDICT in the early stages was facilitated by the process of "units analysis", i.e., the terms in the right side of each line of Fortran were assigned appropriate engineering units, and simplified by cancellation wherever possible. The simplified expression of units was then associated with the single variable on the left side of the Fortran statement, and those units were employed in later statements when the same variable occurred. By checking the units on paper for the entire program (which ran to about 300 lines) down to the final result, the likelihood of immediately getting correct numerical. answers was increased greatly.


Figure A-1. Landsat Tracking Flowehart.

PREDICT starts with inertial orbital elements and calculates station range vectors (azimuth and elevation) at selected time increments. Further program steps select only those vectors that are above the horizon. The program is generalized for any station and for any satellite in a nonequatorlal orbit. For an aid to understanding the discussion of PREDICT see the flowchart in figure A-2 and the program 1isting.

After the current date and time are read by PREDICT, they are ccaverted to sidereal time by the subroutine, TCALC. Sidereal time is an angular relationship between the Greenwich prime meridian and an inertial X-axis which points toward the first point of the constellation Aries (Escobal, 1965). This angle is denoted by THETA ( $\theta$ ), local sidereal time. Knowing the east longitude ( $\lambda e$ ) of an observer's station and $\theta g$ (Greenwich Sidereal time), $\theta$ can be easily determined by the relationship $\theta=\theta g-\lambda e$, where $\emptyset<\theta<2 \pi$ (Escobal).

To find the sidereal time, the Julian Date must also be calculated. The Julian Date is continuing count of each day elapsed since some arbitrarily selected epuch. (The epoch selected for Landsat orbital predictions in TCALC is January 1, 4713 B.C.) Each Julian day is measured from noon to neon; hence, it is an integer 12 hours after every midnight (Escobal, 1965). After the Julian Date and sidereal time are found, TSINCE, the number of days since the most recent NORADC EPOCH is calculated. TSINCE is then used to determine the unit vector pointing toward the satellite (see SGP of this text). This unit vector is converted to azimuth and elevation angles at the observer's station (degrees clockwise from north and degrees above the horizon, respectively - see SRV of this text). These two values are then written on the disc along with the time at which they occur in the file named PTAE. The Time of interest is then incremented seconds or minutes by the routine INCT, and the next values of azimuth and elevation are determined, etc. In this incremental fashion, the computer is able to predict the path of the satellite across the sky at the observer's site.

The file name PTAE stands for Paper Tape Azimuth Elevation. On rare occasions, for diagnostic purposes, it may be necessary to transfer the file PTAE to the paper tape punch to generate a paper tape that is suitable for input to the paper tape reader on the pedestal control equipment. PTAE is a disc file which comprises a time, a time increment, many pairs of azimuth and elevation angles, anc a special file terminator. A sample of PTAE is shown in figure A-3.


Figure A-2. PREDICT Flowehart.

A-4:


| $\begin{aligned} & \because P E \text { PTAE } \\ & 281.979629630 \end{aligned}$ |  |  |
| :---: | :---: | :---: |
|  | 10.8 |  |
| A | 95.89E | $0.22:$ |
| H | 94.98E | 0.61 : |
| A | 94.05 E | 1.00: |
| A | 93.09E | 1.39: |
| A | 92.10E | 1.77: |
| A | 91.09E | 2.16: |
| A | 90.06E | 2.54: |
| A | 89.00E | 2.92: |
| A | 87.91E | 3.29: |
| A | $86.80 E$ | 3.66 : |
| A | 85.66E | 4.02: |
| A | 84.49E | 4.38: |
| A | 83.29E | 4.73: |
| A | 82.06E | 5.08: |
| A | 80.81 E | 5.41: |
| A | 79.53E | 5.74 |
| 4 | 57.43E | 8.98: |
| A | 55.82E | 9.05: |
| A | 54.21E | 9.10: |
| A | 52.59E | 9.12: |
|  | 50.9EE |  |

JULIAN DATE OF SATELLITE RISE TIME MEASURED FROM
$\rightarrow$ BEGINNING OF CALENDAR YEAR DT. TIME INCREMENT (SECS) BETWEEN THE FOLLOWING ANGLE PAIRS

PAIRS OF AZIMUTH AND ELEVATION ANGLES

OEDIT BCDAZEL


Figure A-4. Format of File "BCDAZEL".

In practice, PREDICT calculates azimuths and elevations at 10 -second increments, so the angle pairs in PTAE are pointing angles for instants ten seconds apart. If these angles were fed to the pedestal, the antenna would jump quickly to the next position every ten seconds. The progress of the satellite is uniform, and it has been found that one-second incrementing of dish position is sufficiently small for continuous radio lock. Therefore, the program INTERP1 is executed right after PREDICT to interpolate ten angle pairs for every one pair in PTAE. Furthermore, INTERP1. recodes the angles from ASCII characters to a binary coded decimal ( $B C D$ ) format suitable for the electronic interface enroute to the pedestal command equipment. The new angles are stored in a binary file called BCDAZEL (figure A-4) and the number of pairs of angles in BCDAZEL is stored in the file NANGLES.

The recoding in the program INTERP1 is done by bit-mapping. A set of special interfaces is used to route the BCD angle information from the Nova to the Scientific Atlanta 1848 Digital Comparator (see figure 1). Input to the comparator is in the form of two 18 -bit BCD words representing azimuth and elevation. However, the Nova can output only 16-bit words, by way of the 4065 Digital Interface. For this reason, it was necessary to concatenate two pairs of 16 -bit words into two 18 -bit words in the sequence shown in figures A -5 and A -6.

## TCALC

TCALC is a time handling subroutine called by PREDICT which calculates the following three variables:

1. XJD - Number of Julian days - it is used to find TSINCE and THETA.
2. TSINCE - Number of days since most recent NORADC EPOCH. This is used by SGP to find the unit vector pointing toward the satellite (RDOT).
3. THETA, $\underline{\theta}$ - Sidereal time (measured in radłans). The angle between a line from the center of the earth the first point of the constellation Aries ( $T$ ), and the plant of observer's


$8+81$
01
$1 n d \perp n$
sayom
$118-81$
TIME (~1ms)

Figure A-5. Order of Transmission of Angular Information from Minicomputer.
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Figure A-6. Bit Mapping betweon NOUA Software and 4065 Interface Controlling 1848 Digital Comparator.

THETA is used by SRV in determining Azimuth (A) and elevation (H).

The following calculation (based on Escobal, 1965) derives sidereal time (THETA) from the following instant expressed as a date and Greenwich mean time:

August 23, 1975, at 10 hours, 15 minutes, seconds. Number of hours, minutes, seconds expressed in minutes: DT = 615 minutes.

```
    XJD = 2442648.5 DTHDT = . 25068447
    TU = (XJD-2415\emptyset2\emptyset)/36525=.7564271\emptyset47227926
    THETA G\emptyset = 99.6909833 + (36\emptyset\emptyset\emptyset.7689) (TU) + (.\emptyset\emptyset\emptyset38708)
(TU)2 = 331.648591601549\emptyset
    THETA G = THETAG\emptyset + (DT) (DTHDT) = 125.81954\emptyset651549\not0
    THETA = (THETA G + LAMBDAE) (2\pi/360) =
.9530184529430946 radians.
```


## SGP AND SRV

SGP is a Fortran subroutine called by FREDICT embodying a tiuncated simplified general perturbation theory for use in the determination of Landsat pointing elements. SGP computes osculating position, velocity and mean classical elements. SGP is a first order analytical integration of the equations of motion including perturbations caused by the first two zonal harmonics of the geopotential. The zonal harmonic constants account for the effects of the noncircularity of the meridian cross sections of the earth. The perturbations caused by these harmonics are independent of the longitude of the satellite. SGP is based on the orbital elements $a, A_{x n}, A_{y n}, 1, \Omega$, and $L$ which are well defined for all elliptic orbits except those that are nearly equatorlal. For equatorial satellites, the elements $A_{x n}$ and $A_{y n}$ are 111defined because of the indeterminacy of the node angle $\Omega$ to which they are referred. The SGP mathematical model is adequate to handle a majority of routine cataloguing. Accuracy is said to be better than one part in $10^{9}$.

SRV ("Slant Range Vector") is a Fortran subroutine of PREDICT which transforms the orthogonal vectors and the time angle, THETA, from subroutine SGP into an azimuth/eievation coordinate system with the observer's station as the origin. Files of azimuth and elevation angles in this coordinate system describe the path of Landsat over a particular station during some interval.

$$
A-10
$$

After PREDICT calculates the satellite's sky path and INTERPl prepares a file of pointing angles, control goes automatically to the program TRACK which will perform six main functions. It is a complex multitasking program in which internal control shifts according to time as counted down by the Real Time Disc Operating System (RDOS) and according to the random arrival of DCP messages.

TRACK carries out the following main tasks:

1. Schedules itself by looking at the starting time of the upcoming pass. This time is the first number stored in the disc file BCDAZEL.
2. Orients the antenna $1-1 / 4$ minutes before the satellite rises.
3. Starts repositioning the antenna second by second beginning at the instant the satellite rises.
4. Logs any data that arrive by way of the anterna/ receiver/decoder pathway (see figure 1).
5. Accepts corrections from the terminal and console switches to advance or retard the tracking antenna by a certain number of seconds to improve antenna position.
6. Restores the antenna to the stow (upright) position when the last angle pair in file BCDAZEL has been sent.
7. Transfers the DCP data that have come in from a core buffer to a temporary disc file called "SDF" (Satellite Data File).
8. Finally chains to a program called QD4 which will decode field data from binary to an octal format similar to one used by NASA at Goddard.

Once PREDICT and INTERP1 have been executed for an upcoming pass, TRACK can be run at any time up to one minute 30 seconds before satellite rise time. Execution of TRACK after that causes problems which are signalled by the message "TOO LATE" being printed at the terminal. One then must quickly reset the system clock to an instant one minute and 30 seconds prior to the satellite rise time*; execute TRACK; and six seconds after the computer types "!", enter positive corrections that stand for numbers of seconds to enable TRACK to catch up with real time. (If this method has to be used, note that incoming data will be incorrectly timetagged.)

[^3]Corrections (in seconds) are entered by means of the NOVA's console switches numbered $\emptyset-15$, and the Tektronix terminal. The switches have binary significance in descending order from left to right, and bit $\emptyset$ indicates the sign, + or - .

BIT:


Thus, a correction of +20 would require that only switches 11 and 13 be up, whereas the correction -20 would have bits $\emptyset$, 11 and 13 up.

To effect the correction set in the switches, strike SPACE BAR on the terminal. Positive corrections will cause the antenna to jump ahead, and negative corrections will cause it to pause.

For DCS data to be usable, it must be timely and reduced. For this investigation timeliness was guaranteed by use of the direct downlink with no delays except insignificant propagation time between a DCP's report and our reception of that report. The matter of data reduction required further analysis and programming. It was necessary to screen out erroneous messages and any unwanted ones which were transmitted by DCP's which belong to other agencies. (In some cases other users' messages were gathered by our system for cooperative use.) Whenever two or more successive messages were identical they were compressed into one disc entry with the time of only the first transmission and the number of identical messages included. At this point the messages were stored in ASCII code in a main file on our largest storage medium, a twenty surface disc pack. Their format is a mixed decimal and octal representation that is a compromise between maximum density and understandability. For final reduction to readily comprehensible symbols, two or three programs are executed to retrieve data and either decode it into legible lines having engineering units or rapidly plot it as in the case of hydrographs. The overall handing scheme is shown in figure $A-7$.

Data gathered during a satellite pass are reduced and automatically displayed within two minutes after the pass. Old data are retrieved, decoded, and tabulated or plotted in less than two minutes also. A sample of plotted and tabulated data for a flood hydrograph of an actual flood which occurred at Fort Kent, Maine, in April of 1977 is shown in ficure A-8.
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Figure A-7. Data Flow from Antenna to User.



## OUTPUTTING DATA: QD4 AND P3

QD4 and P3 are programs that condition the raw field data received by the ground receive antenna for disc storage or for easy reading.

## QD4

The temporary disc file "SDF" produced by TRACK immediately after a satellite pass becomes the input to QD4. Output from QD4 goes to a temporary file "LS2DAT" and a permanent file "STORAGE". Formats of these files are shown in figures A-9 and A-10.

The arrival time of each DCP message is recorded by LSI by storing a seconds counter with each message. This number of seconds is accumulated from the beginning of each pass, and QD4 calculates a message arrival time by adding the number of elapsed seconds to the starting time. Coordinated Universal Time is employed to avoid problems that arise with standard versus daylight savings time.

## P3

Legible output of DCS data is obtained by executing P3. Input to P3 is from the temporary disc file "LS2DAT". The program examines each message for the platform ID number, and looks up the ID in a table (INDX", figure A-10) which contains indices concerning the parameters being measured. These indices then direct program control to appropriate subroutines for calculating floating point decimal numbers and attaching labe1s. The kinds of parameters handled by P3 are shown in the site list, figure 3.

## STORAGE NEEDS

The amount of disc storage needed for long term retention of Landsat DCP data is small and inexpensive. For parameters that are slow to change, such as river stage or precipitation, data may be compressed merely by counting successive identical messages as one message. Concatenations of message components would permit further compression of data on the order of $7: 1$. This has not been done at NED. We have found that a compression of $3: 1$ is attainable with no sacrifice of legibility of storage files and no highly sophisticated techniques. Hence, for a system consisting of one DCP reporting hydrologic data randomly at three minute intervals and one sateliite having an orbit like Landsat's, the following calculation is typical:


Figure A-9. Formats of File "STORAGE" or "LSEDAT".


Figure A-10. Format of File "INDX".

$$
\left[\begin{array}{ll}
1 & \text { DCP }
\end{array}\right] \times\left[\frac{3 \text { messages }}{\text { pass } D C P}\right] \times\left[\frac{1 \mathrm{msg}}{3 \mathrm{msg}}\right] \times\left[\frac{(41) 8 \text {-bit bytes }}{\text { message }}\right] \times\left[\frac{4 \text { pass }}{\text { day }}\right] \times\left[\frac{365 \text { day }}{\text { year }}\right]
$$ $\simeq 60 \mathrm{~K} \frac{8 \text {-bit bytes }}{\text { year }}=.25 \%$ of one twenty-surface disc pack

Since these disc packs sell for as little as $\$ 60$, the cost of the storage medium for an entire year of data from one DCP is no more than 15 .

## OPERATING PROCEDURES

The automatic tracking system for receiving Landsat data at New England Division consists of a l5-foot dish antenna, a tracking pedestal, pedestal control equipment, and a Data General Nova minicomputer with various accessories and interfaces. The relationship of all these parts is shown in the subsystems diagram, figure 1. Little knowledge is required to place the system in operation, because the programs have been written to guide the operator through the various options using either the Tektronix or Teletype terminal (figure A-13). Full control of the system to handle unusual situations requires some knowledge of the programs and various information files that are kept on disc. The operator may have to power up the Data General Nova minicomputer and execute programs to track the Landsat and store incoming data. Having the correct time of day and executing the tracking programs, the Nova should continue until interrupted by the operator. The programs are cyclical, and if one of them is interupted, it may be restarted later; that is, the operator may re-enter the cycle at several points.

The simplest procedure for tracking is as follows (refer to figure $\mathrm{A}-1$ ):

1. Power up all equipment.
2. Execute the program PREDICT at least five minutes before an expected satellite rise time. This is accomplished by typing "PREDICT" followed by a carriage return.

## REAL TIME CLOCK

To track Landsat accurately the Nova's real time clock must be set to Coordinated Universal Time (UTC). Accuracy of onefourth second is sufficient. Two methods may be used - either manual or automatic.

Automatic Method. Execute the program CLOCK. Within two minutes the computer will signal completion by a message, and it will progress to the next program. If problems arise, use the manuin method.

In the automatic method the computer uses an interface which samples (at 550 Hz ) the serial code output of a time code generator. The time code generator (made by DATUM, Inc.) outputs a code which contains day, hour, minute, and second information within the frame of one minute.

Theory of Operation. The pulses in this code consist of $\emptyset$ to 5 volt shifts for varying lengths of time. A positive shift lasting . 2 seconds signifies a logical " $\phi$ ", a shift for .5 seconds signifies a " 1 ", and a shift for .8 seconds signifies a special mark pulse. The computer samples this shifting voltage a 550 Hz ; thus for a logical " $\emptyset$ " the voltage would be "high" for $.2 \times 550$ or about 110 times; for a " 1 " voltage would be high for $.5 \times 550$ or about 175 times, and for a mark pulse the voltage is high for . $8 \times 550$ or about 440 times. The string of $\emptyset^{\prime} \mathrm{s}, \mathrm{l}^{\prime} \mathrm{s}$ and mark pulses are interpreted in a tabular fashion, made possible because their positions within one minute determine their values.

Manual Method. The Nova provides for its clock to be set by the teletype command STOD hh mm ss , , where hh , mm , and ss stand for hour, minute and second.

Dial up the FTS number 8-323-4245 to get the National Bureau of Standards audio time signal. When you have found out what time mark will be coming up soon (e.g., the next minute), use the STOD command to prepare to enter that upcoming time, and hit RETURN exactly when the time marker is heard.

Setting the Time Code Generator. The NBS voice time signal may be used for the external reference (as suggested above for setting the Nova's real time clock manually). After becoming familiar with the controls and adjustments on the time code generator, the following procedure may be used to set it into operation:

Step 1. Set the POWER switch to the ON position.
Step 2. Press the STOP pushbutton. The visual time display should not be updating.

Step 3. Set the time of day by the following procedure:
Set the number desired in the unit seconds position on the PRESET thumbwheel switch; then press the SET button located directly under the unit seconds display; then proceed to preset the time desired in the tens of seconds position, pressing the tens of seconds SET button. Once again set the time desired for unit minutes in the PRESET switch, pressing the SET button under unit minutes. Follow this procedure proceeding from the least significant digit of the days display. Note that it is generally good procedure to preset a time as much as a minute ahead of the actual time. This is to give the operator time to set up the controls and be ready to start the generator on time.

Step 4. Observe the external time reference, and at the instant it coincides with the preset time in the time code generator display, press the START button. The time code generator should now start updating at one pulse per second.

## ENTERING ORBITAL ELEMENTS

To track Landsat, the computer must predict when the satellite will rise over the horizon and compute the correct azimuth and elevation angles for the tracking pedestal. To predict those times and angles, a numerical description of the Landsat's orbit is entered into the computer through either the teletype or CRT terminal. This orbital information is contained in the element set provided by the North American Air Defense Command, Ent AFB, Colorado*. Eight of the elements (shown in figure A-11) are important to the NED system and their meanings, formats, and units are as follows:

1. EPOCH - An arbitrarily chosen recent instant expressed as a Julian date, at which the rest of the element set was determined. XXX. XXXXXXXX (DAYS)
2. NDOTØ** - First derivative of mean motion, + or . XXXXXXXX
3. I - Inclination. XX.XXXX (IDEGREES)
[^4]ARMY ENGRS WAL
GRIFFISS ROME
S-9
710-32.4-6949 VIA 315-337-6275 MSG NBR 050857
R 0508572 DEC 75
FM SPACE DEFENSE CENTER ENT AFB COLO
TO USA ENDE WALTHAM MA
BT
UNCLAS SDC-O FO50851 0819 DEC 75
NEDED-W/ATTN COOPER


Figure A-11. Format of Orbital Elements prouided by NORADC.
4. NoDEØ - Right Ascension of the Ascending Node. XX.XXXX (DEGREES)

## 5. EØ - Eccentricity. . XXXXXXX (NO UNITS)

Notice that the dectmal point is not printed un NORADC message, but must be supplied to Nova system.
6. OMEG - Argument of Perigee. XXX. XXXX (DECREES)
7. M $\emptyset$ - Mean Anomaly. XXX. XXXX (DEGREES)
8. $N \emptyset$ - Mean Motion. XX. XXXXXXXX (REVS/DAY)

The orbital element set is entered into the system by executing a program called "ELWRITE", which stands for "Element Writer". ELWRITE is an interactive program which guides the operator in entering the numbers correctly. Because the numbers have many digits, it is easy to mistype them on the teletype keyboard; therefore, ELWRITE echoes each number as it is entered and allows revision of that one number. If no correction is needed, the operator types $\underline{Y}$ after "OK?" and enters the next number. If a correction is needed, the operator types $N$ and retypes the same number. An example of the operator/computer dialogue for the element set of figure $\mathrm{A}-11$ is given in figure $\mathrm{A}-12$.

## DCS RECEIVE SITE DECODING EQUIPMENT

Background. DCS Receive Site Decoding Equipment (or "decoder") consists of one rack-mounted cabinet containing $R F$ and logic modules that demodulate, decode, and buffer incoming messages for presentation to a Data General 1220 minicomputer. The decoder was built by Robert Snyder of NASA, Wallops Island, Virginia. His documentation is available upon request. The functions performed by the decoder are shown in figure $\Lambda-14$, and the relationship of the decoder to the rest of the system is shown in figure 1.

In the field, data collection platforms collect, encode, and transmit sersor data to Landsat in a manner shown in the following block diagram.

## noldous gaveli
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FIGURE A-13. Computer RE A-1:
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Before each transmission, each DCP message is encoded using a rate one half, length five, convolutional code, to produce a 190-bit message output (NASA, 1976a). The message is double the format shown in the following table.


The Landsat spacecraft acts as a simple relay recefving, frequency translating, and retransmitting the message butsts. No onboard recording, processing, or decoding of the data is performed.

The output of the DCS receiver is applied to the premodulation processor where the DCS data are put on a subcarrier of the S-band equipment. This equipment retransmits the DCP messages to receive sites on the ground.

At the NED Ground Receive Site, the composite S-band signal is received, and the DCS subcarrier is extracted and inputted to the decoder which is the subject of this section. The decoder receives a 1.024 MHz subcarrier from the $S$-band receiver and applies the necessary operations to recover and decode the specific DCP data. The extracted data are formatted and inputted to the computer system by means of digital I/O interEace and the computer's interrupt system.

In addition to the data decoding equipment described above, there is one other device in the decoder cabinet which performs a separate function. It is a special computer/tracking pedestal interface which reformats azimuth and elevation command words from the computer for presentation to the satellite tracking command equipment.

The relationship of the decoder to the rest of the system is shown on figure A-14. Also shown on this figure is the data stream along the pathway from the receiver to the functions "FSK demod", "Bit sync", "Convolutional Decoder", and "Computer Interface". Greater detail of this pathway and the interactions to carry out these functions is shown in figure A-15. Schematic diagrams showing individual components are available Erom NED.

DC DECODER FUNCTIONAL DIAGRAM


Mag. Tape or Computer

To User computer (6) 16-bit words
position Cods.

Computer Interface
Read-Out



TYPE TRACKLOAD
RLDP $4 \times K$ 16/C TRACK TI TE T3 HG CHK ANT STTO/L a IF(CURDTE.LE.(*SINCE-ZMIN))GO TO 50 :TASK SCHEDULIMG RLDR 4 TK $16 / C$ TRACK TI RYPE TRACK
C TRACK CALLED BY WOSNEXF OR EXEC'D BY ITSELF C UAITS FOR SATELLITE RISE TIME E ZMIM
C ORIENTS ANTENNA TRACXS SATELLITE LOGS DATA ACCEPTS CORPECTIONS. DUNPS DATA AT END OF
PASS, STOUS ANTENW IN UPRICHT POSITION
TURNS ON AND OFF CIRCUITRY IN COMMWD
ECUIPNENT. CHAINS TO OD3 ASS
RRENT PASS
CALL CHAIN: PREDICT.SU* IER)
IF(IER.NE. I TYPE 'PREDIATRD'.IER
CALL EXIT


TDE 14 NOU 75 DOUBLE PRECISION
COMPILER
DIFEMSION ID(3), IT(3),ITE(11),IT3(11),ITS(11)
COMON/KBLK/ITI(11)
EXTERNL T1,TE,T3
COHONKEY KEEYI. KEYZ, KEY3, KEY4

042

COMMON ISLK DAYSIMNO(12)


830 TYPE = MIT CTRLF:
TASKER TI SENDS ANGLES, TE ORIENTS,T3 GATHERS DATA TS ACCEPTS CORRECTIONS
50 READ (7,51)IT1(2) ,NO. TIMES TO EXECUTE
C MOTE THAT ITI(2) IS THE LOC THAT IS MODIFIED EY T5
51 FOMMAT (16)
XTIME-(TSINCE-IDINT (TSINCE)) 224.
ITI(4)-XTIME STARTIMG HOUR



ITI (6)
ITI
(7)
ITI(11)
CALLFOTAGX(DW,TIGITI,IIR,-1)
INIMEITI(5) 10
ISECITI(5)-IMINEPOt.1
UITE(1Q.) IITI (4). IMIN. IEEC

ITE(8) el OMIEN WTEMN NGEE

CALL DFILU('SDF: IER)
CALL CFILU("SDF-EIER)

CALL OREM(12. STATIMAUE 1 , IER)

CuRDTEA.
CuRIVE-0.
KEYE-A
KEY3-
CALL TIME(IT, IER)
IF IER.NE. I TYPE TIHERUR"IER

*36e0.)
CALL DATE (ID IER)
IF IER.NE. i STYPE •DE'.IER
II-1D(2)-1
CURDTE-CURDTE +DNYIMMO (J)
CURDTE-CURDTE + DFLOAT (ID(2))


READ (5, 10 END=10) ITSINCE. D.


ITE(8)-3
ITR(7) -
ITE(11)080
Chll FOTME (DU,TE,ITR, IER,-1)
IF (IEN.N
ITS(2):
IT3(4)=ITI(4)
1T3(5) ITI (5)
173(6) 0
(7387) 0

1T3(11)-302
CALLFOTMS (DUMT3,IT3. IER,-1)
155(2)-1
IT (4) $-I T 1(4)$
ITE(5)-ITI(5)
ITS(5)-10
ITS(7) 0
1TS(11) 0500
CALL FOTASX (DUNGTEITS.IER,-1)
IF IIE
IOREO
2. SEE P. 18 IN ESCOMAL"

II=1

```
    M
C IO-R IINARY\IZJJ SGETOFIRST MNGLE FAOMR
10 COLLO FDELY(tO) SEND PAIR
R
RYPE TI
C TDE }9\mathrm{ DEC 75
    SENDS ANGLE INFORMATION TO 4065 DIGITAL I/0
ANGLE INFORMATION TO
CONMONAKEYTKEY 1, KEYZ, KEY3, KEY4
    COMnNH/K\LK/IT&(1%)
    COn+
    KEY4-KEY4+1
    REY4=REY4+1
    CALL CMK(KEYZ)
    IF(KEY3.GE.O
    KEYЗ-KEYZ+1
    IT1(2)=1T1(2)+1
```




```
    KEYJ-KEY3-1
    ITI(2)=ITI(2)-1
S momit
CALL XMT(KEYZ,1,8SO) &TELL UC TO DUMP TO DISC
    $0.4.
    CALL REC(KEYE,IONE) ;HIT FOR पG TO FINISM
    CALL REC(KEYY,IONE), WNITFOR YG TO FINISM
    CNLL XNT(KEYI,1,SE) ITELL LSI EOF HAS EEEN REMCHED
50 TYPE KILLERE:
60 CALL EXIT
60 IOEI TYPE ERRTN"
    CALI ANT (IO,I0,I0,IO,IO)
    URITE(15,7,IKI,K2,K3,K4)
70 FORMAT(IX,'ERNINGROHRRD BIMNNY'.40IE)
    CALL EXIT
    CALL
R
TYPE TZ
c TDE 8/7/75
C SENDS ANGLE INFGRMATION TO LEES 1/0 BOMRD
C SURIMG ORIENTAFION EEFONE THE SATELLITE PASS
    TASK TE
    TASK TZ 
    DIMENSION J(4), TLOG',3.IER)
```

```
    TYPE ODA
```



```
    TDE 13 APRIL 1977
    PROGRAA TO CONUERT LANDSAT MSGS TO FORMAT INCLUDING
    TINE, DCP HUMMER, AND EOCTAL TRIPLETS.
    C THIS PROUIDES INPUT TO 'P' ON "P3'
    PROCAMM ACCEPTS MSGS FROM ALL DCP'S MND SCREEMS OUT
    THOSE LHICH PRE MOT NED'S
    C
```



```
        DIPENSION IA(6),IM(12),IDATE(3),IAE(16),IE2(16)
        DIMENSION IDONE(0:100)
        IMTECED DAYSINMO
        comoNISLK<DAYSIMNO(12)
        DATA DAHSINHO/31,24,32,30,31,30,31,31,30,32,30,31/
        Cl
        IF(IER.NE,1)TMPE OOPENENR'
            RINE(10,10)
            GOITE(15,10
            Facmil/
            CDCONT-0
            ICONN
            ICT:O
            CALL DATE(IDMTE.IEN)
            IYR=IDATE (3)-IDATE(3)/10:10
            IF IDATE (3)/414.EQ. IDATE (3).MND.IMONTH.EO.2)
c STYPE UET STMRTIMG TIME!
```

$\qquad$

```
            --------
            GEAD BIMMNY (5,END-150)IMONTH, IDNY, INR, IMIN, ISEC
            MONDD BIMNHY (5,EN
            AEAD BINHY(S)IA,ISC, OET DATA NO SECONOS COMNTER
            ISC=ISC+ISEC-ICTESO
            IFCISClT 3Melieo TO
            ICTAICT+
            ISC-ISC-ICT*3AC0
            THP-15C-1CT33400
            IF(IHR.LT.24)60 TO 4
            IRET:1
            GO TO 50
            IMIN-(ISC/60)
```



```
            IMIN-0
IFREIMR+2.24)60 TO 5
IRET-2
5
CONTINUE
IF(IA(1).EQ.0)GO TO 100
ICOUNT-TCOUNTTI
```


## Do 20 I=3,6 <br> ID-1A(I). MND. 377K <br> IC=1SHT(IA(j),-8) <br> IC=IC.AND.377K <br> juixe- <br> IB(J)-IC <br> J= $\mathrm{J}+1$ <br> IS(3)-1D <br> ICHK-IA(2).AnD. 2 HMOX




```
IF (IA (2). L. Rax joo to
```




## MEDCOUNT-NEDCOWHT+1

```
IF (INONH.ED.I)IVR-
```



## $x^{(K), k-5,12}$

```
\(X(X), X-5,12)\) ITE ( 10,35 IIM, IMONTH, IDAY, IHR, ININ, ISC, IER, IA(Z), II
```



```
\(B(K), K=5,12)\)
\(35 \quad\) FONTINT \((2 x,[1,512\), A1,014, 5013)
ORIGINAL PAGE IS
1. SEC-ISEC+60EIMIN
ISC=ISNAY(S)IA,ISC, JOET DATA AMO SECONDS COMNTER
50 InN-IMR-24
INT-IM -24
IF (IDAY.LT. DAYSImNO(IMONTH) Je0 TO 55
IDAYO1-1 MONTH+1
```



```
IMOHTHEI
IVFIVRIt
IF(IYR.OK.10)IMROIYR-10
5500 TO (4, i), INET
\(4 \quad\) IMIN-(ISC/60)
```



ROUTINE TO COMPRESS IDENTICAL LANDSAT MSGS
INTO ONE RECORD IN STORAGE WITH THE NUMEER
OF MESSACES IN COLUMN IE. OF MESSACES IN COLUMN IE.

$100001051-0,199$
IDONE (I)-0
CALL CLOSE (S, IER)
CALL CLOSE SE.IER)
IREC-S
ISREC
CALL FSEEK (6.IREC)
111 READ ( $5,115, E N D-3 N)$ IAE

IREC-IREC $\$ 1$
IF (IDONE (ISNEC).EO. 1)00 TO 118
ISNECEINEC


IRA-IRER-1
IDONE (IRNios
60 T0 112
$118 \quad \begin{gathered}15 R E C=I R E C \\ 60 \text { TO } 112\end{gathered}$
$121 \quad$ IM2(7)=1
125 READ $6,115, E N D-50) I E$
TREC = IREC 1
INREINC-1

HRITE(8, 35)İe
IRR-IREC-1
IDONE (IRR)-1
60 TO 125
$130 \quad$ IF (IPZ(8).NE.IAZ(8)) 00 TO 125

IF (IPR(I).N
COnfinue

IRR-IREC-1
IDONE (IRR)-1
GO TO 125
$\begin{array}{ll}250 & \text { URITE } \\ 251 & \text { FOMAT } \\ \text { IPSIIIM2, PUT COMPRESSED MSGS IN }\end{array}$
IREC-ISREC

60-0 1::
300 WRITE(:10,120)ICOUNT, NEDCOUNT
JRITE (:5,120)II COUNT, NEDCOUNT
FORMAT:" TOTAL NLMBER OF MESSAGES - $\cdot, I 3 / "$ NUMBER OF
( MESSAGES * *, 13)
TRITEC 10.110
WRITE (15,1:0)
FORMAT (1,1)
TF (NEDCOUNT. EO. O) CO TO 169
CALL CHAIN : PZ.SU: IER)
CALL CHAINS'P3.SU' IER)
IF (IER.NE. I)TYPE ODER', IER
CALE EXIT
TYPE UMAITING 1 MIN. FOR SATELLITE TO SET"
CALL FDELY(GN) MIN. FOR SATELLITE TO SET" CALL CHAIN('PREDICT.SU".IER)
EAL


JRITE (10, 41)IPD, MAME
RLDR P3 ERTDA EINAI IINII DCBRY UTII UTOLY a FROH LSTGE LAB SHOP sTTO/L FORT. LB
TYTE P3
${ }_{6}$ C Pac 24 may 76
C THEM SUT UITH LAIELS AND EMGINEERING UNITS
DIMENSIOH IDX ( 14 , 50), ITEMP 1 ( 6 ) ITEMPZ (12)

COMmON/JSLK/J, $K, S, F$. JX, IX, NHE ( 12 ), CHK
COMON/JTLX CONG bOX TENP, PH
COWHOKBLKノLS3150)IOD
CALL DFILU('DATA',IER)
CALL CFILU('DATA 2, IDR)
CALL MPFEND (5, DATA: 3. IER)




IF (IEN:NE: I JTYECOE:IEN


WITE(16,2i)
IX=LAT("MATFONA LOCATION",I I.D.8"ノ
WERS ID'S of OMGIME STATIONS
REND (2,17) 6

C.SAD(7,IG)((IDx(IK,IL),IK-1.14)IL-I,IDC)

|  |  | . |
| :---: | :---: | :---: |
| E ${ }^{\text {cosen }}$ |  |  |
|  |  |  |
| 00 T0 15 |  |  |
| conol |  |  |
|  |  |  |
| 7400 |  |  |




```
TIPE FRAN
            SUBROUTINE FRAN(NUM, SUM)
            SUBROUTINE FRAN(NUM, SUM)
            DO 80 Jx-1.E
            K*-3
            DO 10 I-1,3
            Ix=3zJx-(3-1)
            IF(mum(IX)-7)45,45,55
            IFCNUM
            CALL DCBRY(LEIH,NUM(IX),3)
            DO 10 L-1.3
            J=L+K
            JEIN(J)=LBIN(L
            CONTINUE
            DO 80 IU-1,Z
            JI-2
            IF(IU.EO.2)J1-6
            IF(IW.EO.2JJ2=g
            IE-E-IU-2t(JX-1)
            DO SO IC-JL,N゙R
            TW-IC-2
            If(IC.c..6)IV.IC-6
            M-IN
            <x=-1E
            SUMESUn+(JBIN(IC)&(2t+U)S(102-txE))
            CONTINLE
            RETUNH
            END
TYPE LSTCE
    SUIROUTINE TO CALCULATE DISCNMNESS MOD UNLIDITY FROM
        SUIROUTINE TO CALCULATE DISCHNREES
            SUNROUTIHE LSTGE(ISM,STMGE,O,HNKE,DN,J)
            DIMENSION DISCH(44),NNE(1O)
            DOMENSIONDISGN(44),IND
            00 85 N-1.100
            IF(LS3(N).EO.ISN)00 TO 8
            CONTINUE
            GO TO 2es UET
8. GOTOZES N-N-1
8. GOTOZES N-N-1
                30
C T-INITIAL STAGE IN TMDLE, O-STAOE INCNETENT IN END LINE
            READ (23,3)MME,DA,T,O,DISCH
3 FRAD(13,3)MMNE,DM,T,O,DISCH
        J=O FOR UALID OR J=1 FOR MON UALIO STAGE
            IFO
            IF(0)50,50,21 &FOR 
21 IF(STACEFI51.&2.ZE
            0--.005
```





## RTN: .-


END MNT
TYE Wit
HCCEPTS MESSACES FROH CONOLUTIOMAL DECODER
IMD IS ACTIMTED BY M EXTENHL INTENUDT
. Ent

EXTD COYM, FEL

-TXTH 1

IDDCTIDCT
DCT:.-.
$17 ?$
19
IINTERNOT SERUICE ROUTITE
RESPONOS TO OMLY ONE INTENRUPT


19Rete: NIOC DUC

STA 3 Latin
Lon : SYMC
LOM : CNS




```
TPPE SETSTAGE
    CONPILER DOUSLE PRECISION
    COMHON/IELX/DAYSINNO
    DATA DAYSIMm0/3i...28..31..34.,31..30..31 . . 31..38..31:0
    33*&CEPT USE DEFMULT TIMEST IOVES.O-NO".IMNS
        IF(IANS.EO.1)C0 T0 
        AFCIANS:ENPTEROMATION INTERUAL (HOURSI:" INTMU
        HYPE -MOU MNNY MINUTES AFTER IISH'S INTERNOEATIONP:
        MCCEPT:(30 MINUTES IS SUITABLE): S. XOFF
        XOFFOXOFFA.NASOS,COMUERT TO DNYS
    OO TO 50
INTRUL - C
    XOFF=0.
50 II-1
```



```
    CUWDTEO
    currin}=
    CALL TINE(IT IER)
    IF(IER.ME.L)HMNE TINSN: IN
    CNTInE-DFLOWT(IT(1))+(DPLONT(IT(2))Ne.)+(DFLONT(IT(3))
    CNLL DNTE(ID,IER)
    CMLL DATE(ID,IER) &DE. IEN
    II-1D(1)-1
    00&301
6% CNDATE CLRDNTE+DNYSIMNO(J)
    CNDNTE-CNDDATE+DFLONT(ID(S))
    IF((ID(3)/4E4.EQ.ID(3)).MDD.(ID(2).OT.2) YCMDPNTE-CUMPNTE+1.
```



```
    XINTMNLDDRONT(INTHYL)ra4.
    STMCETIMEDCUQNTE+XINTNZ-DNOD(CUNBNTE,XINTMUR)+XOFF
    IHOLR-(STMCSTINE-IDINT(STMCITIHE))TC4
C
POTENTIAL STARTING HOUR FOR STACS
```



```
    Mamemstaritmen
    FORNAT ILX ©NEXT HETS INTERNOCNTION IS NT P.FIL.C/
    1X,NND EVENY IE MOLIS THERENTTER'/)
        FOMNAT({\mp@subsup{x}{4}{\prime}11/E/S/F14.9)
        CALL CLOSE (5,IDR)
    TYPE "CHNIMIMP TO CLOCX:
    TYPE CHNANIMOTO CLOCK' 
TYPE CLEARSTAE
    10:0
    CALL OPEN(5 'MNMSTMGE: 3, IER)
10
``` CHAIN( 'CLOCR SU: END
```

```
TVPE CLOCK
:7,1/S TIM's
IREUISED G14/FE COORDIMNTED UNIUERSAL
ITINE FROM TIME CODE GENEENHOR CODE GEMERATOR
3THE SIGMAL LEAD FROH TWE TIME CODE CEN
:CONMNIICATIONS MULTIPLEXOR PLUG STRIP
-TITL CL
.ENT CL UIEX, .REC, .IXHT, .TASX, .REC, .KILL
-TXTM1
-NREL
CL:JMP +1
LDM cixD
LDA }1\mathrm{ MCDCT
-SYSTM
MIDEF.ERf DIFINE 4WES
LDN 1 is, STRTG ADDR OF TMEX
LDN ONRI IPRI=0
junge
-KILL
~
-KILL
SzSUB IA ,INIT ES FLMS
Cs sug eo IINIT courter mis TITE UNULES
STA CTR 
D: LDA O MMLOC IADDR OF NSC LOCATION
HIOS DUC
HREC DHMIT FOR mSE FRON ISR
iOMC
AND O I SNR;'DATA IN ACI,CMECX FOR HI ON LOU
JTP LO CTK'LO, BICH. INC THE COUNTER
LDNO CTh ,HIGH. INC THE COUNTER
LNAC
%
JOP DDN 1 CTR
LO: LDM 14CTR

```

SLIZZL I': ;YES,CHM II TO SEE IF ONE .ES ALRDY RCUD
LDMO II
SUNS O I SZM
SNS
JWPCHEI ISET,THIS IS THE SECONDST, \&S


$\operatorname{mow}_{10}{ }^{1}$
.SYSTM
:SPAY
JMP AERT
JMP F
YR: 9 . DOC SAYS 1977 IS Y 0
.AERT: ERT
2DATA

CRST: SUR - - ,COUNTER RESETTER
STA: CTR ${ }^{\text {STRETURN }}$
zData amea
$541: 41$
541841
$C 1001 i 0$
C130:130.
ceasires.
Cint:-200
DLCOM:

Finm 1 DLCON

LDN SA1 BAT LAST!! LE CNH EET THE RENL TINE CLOCX
$\operatorname{LDN}_{20}^{201} 12$
LDA?
$.5 Y 571$
JTP O.AERT
LD AR ARST
LDH \& 10

- SYST
jup AER
OPA: 110

- END CL


```
TYPE PREDICTLOAD TCALC SGP SRU INCT SEMI EXANM PEAK a 
GARB/L FORT.LB;DELETE/C GARE
GARB
CYP
EDICT \OB 4DEC75
        COMPILER DOUSLE PPECISION
        CNMFNSIONTT(6),ID(3)
        CALL FGTIM(I,J,K)
        TT(4):I
        TT(5)=j
        TT(6)=0
        TT(6)=0
        TT(1)=ID(3)
        TT(2)-ID(1)
        TT(3)=ID(2)
        CALL OT1(TT)
        CALL OT1(TT)
RMYE OT1
    TDS 4DEC7S
        CONPILER DOURLE PRECISION
        SUBROUTINE OTI(T)
```




```
        ExTEMNL SEMI
            INTECER YPOCH, YR, M, HODEO, OMEOO, NDOTO.
```



```
        EELONG,LLOMG, EXLMO, ONEL, TMIEU,NHMO, hDOf,MODOt,0MADT.
        SUX,UY,LZ,NX,NY,NZ,NDOTX:NDOTY,RDOTZ
            COMNONIRLXNOHSINHO(12)
    30.31.
        COMN:.01745330251 ;DECNEES TO Mans
        ICOUNT -0
        J2-.0010e24
        0-1.
        j0-1
        AE-1.
        IMANY-E
        x2:0.
        M-8.
        IH-I
        THOPI-6.2831853072
        CALL APPEND(15 GTLOQ '3,IER)
        IF(IER.ME.1)THEETLER", IER 
        CALL OPEN(S:'ELEMENTS',i,IER)
        CALL DFILH('PTAE:,IER)
        CALL CFILU("PTAE;'2,IER)
        CALL OPEN(A/'PTAE:G,IER)
C INPUT FROM NORAD
    READ (5)EPOCH, NDOTO, IN, MODEO, EO, OnECO, FM, MO
    ONEGO=0MEGOECONU
    IO-IOECON
PREDICT
```

$\xrightarrow[\infty]{p}$


50 continue
N-T(I) HOU LOOK AT THIS YR
IF (N/4XA.NE.NIGO TO 280 IS THIS NOT A LEAP YR?
 TYJD-TYJD+I :YES. ADD A LEAP DAY
JULIAN DATE AT INSTAT
TSINCE-TYJD+T(4)/24.+(T(5)+T(6)/60.)/1440.
OT=T(4) $60 .+T(5)+T(6) / 60$. (HM, MIN, SECS) AS MINS $T U=(X J D+T Y j D-2415020.0) / 36525$.
THETA GO-DHOD ( $99.699833+(3696.7689 x T U) 4.00337009$

STDEPEA G-DHOD ( (THETA CO +DTEDTHDT), 3C0.
 RETURN
RYME SCP
CSEP EY TDE - REU E 1475 AT 1430
COHILE DOUSE FRECISION
C--- THIS ROUTINE COMMTES SNTELLITE POSITION USIMG A SIMPLIF
IED CENBNAL PERTUNENTIONS RETHOD,CLASSICAL HEM ELERENTS MNE
$C$ IHFUT: MND POSITION. VELOCITY. E OSCULATIMA ELENENTS AL
NETAIMED

ENDOTE, LO, NODOT, JE, J3, m, IS, MODES
EXTEMNAL EXAN
IMTECER

C
INPYT PANMATEMS
COMNON EPOCH, YR, M, MODEO. ONEED, MDOTE.
 UELOG,LH, UZ, RX, RY,RZ,RDOTX, RDOTY, RDOTZ

J2..N102248
j30-:
NELE.
nel
TH019 i-6.283183072
COMTUTE TIFE UMRIANT MEAN ELEMENTS AT TSIMCE
TP-TSIMCE TINE SINCE EPOCH (DAYS)
C DELETED, +NDOTGTTEE3: FROM THE MEXT LINE
DM-N ETT+NDOTAETTE ER, CHC
DMODE-MODDTETT iD ASC MODE
 ONERN-DHOD ( (OHEOO+DONEG). TUCPI) iA.P.
NODEM-DMOD ( (NODEO +DNODE) TWOPI), RA OF AN IM-IO INCLINATION UNCHNGD
SINI-DSIN(IM)

$$
\cos I-D C O S(I n)
$$

C DELETED' +3 , INDOTGETTEEE' FROM THE NEXT LINE

10

$$
\begin{aligned}
& E M-1,-A O / A M E(1 . \\
& 1 F(E M) 10,10.2
\end{aligned}
$$ EM-E.EABI

CONPUTE AND APPLY LOHE PERIODIC TERHS (SUESRCPTD "L")


- LON PERIODIC ON I IS:

C SOLTE KEPLER'S EOUNTION MAD OTNER TWO-BODY FOMMLAE
C LONG PERIODIC ECC MMON:
EXLNG-EXMW(LLONH-OHECL-MODEM, ELONG)
c TRUE ARG OF LATITUDE:



C TRANSUERSE COMPONENT OF VEL VECTOR

C RADIAL COMP OF VEL UECTOR

COMPUTE ANO APPLY SHORT PERIODIC TENHS


```
        PETURN
        END
R RYPE INCT
        COMPILER DOUZLE PRECISION
        SUPROUTINE INCT(T,DT)
        DIMENSION T(6)
        COMMON/IBLK/DAYSINMO(12)
        IF(DT.GE,60, )00 TO G% GEOD
        T(6)-T(6)+DT IMCR SECONDS
```



```
        600 T(6)-T(6)-60. IT(RESET SECONDS
        IF(DT.GE.G0.)T(5)=T(5)+DT/EQ.
        IF(DT.GE,G0.)GOTO TN
700 IF(TT(5).LT.6\.)O0 TO SES
    T00 T(5)=T(5)-60. &RESET MINUTES
        T(4)=T(4)+1;, fNCR HOM,
        IF(T(4).LT,24.} G0 TO 350
        T(4)-T(4)-24 GRESET HN
        I-T(E) (3}PTR TO MO DNW
        IMR-T(1)
        IF(I,EO.2.MD.IMRAEA
        OYSINMO(2)-Z.+ILEM
        IF(T(3).LE.DNHSINTO(I))00 TO 350
    T(3):1. {RESET DNSS
        DNYSIMMO(2)-EA. NNESET FEL
        T(2)-T(2)+1, in IMEN TO
        IF(T(2).LE.12.100 T0 350
```



```
        350 T(1)=T(1)+1. iIfCN पर
350
    RETURO
    END
TYPE SEMI
C T01 2%28/75
    CONPILER DOURLE PRECISION
OULLE PRECISION FUNTION CEMI(EE, XN XII)
CONPUTES THE MENN (KOZAI) SEMI-HMOR AKIS'OF:X SATELLITE
    YY=.3333333333
    XJ2-i,01024
    XAM-(XMU XXNNEXZ)XXYY
```



```
    DD=-1:5NMEX((1)
    DDEDDI(1,-1.5z(DSIM(XII))&&R
    SEMJMR
    END
RYPE ExaNM
C TDE 2/28/75
    COMPILER DOUZLE PRECISION
    DOUSLE PRECISION FUNCTION EXMHM(XMN,ECC)
COMPUTES ECCENTRIC ANOMALY USING KEPIEN'S EGUATION
    THOPI-6.2E31053^T2
```

```
    EXANM-DMOD(XMM,TWOPI)
    DO 10 1=1,50
    AA-ECCKDSIN(EXANM)
    DELM=XMM-EXANM+AM
    z2-1.-ECCXDCOS(EXANM)
    DELE:DELM/(Z2+((.5xDELM)/ZZ)&AA)
    TF(DAELM(Z2+((13*DELM)/Z2)EAA)
1F(DASS(DELE)-1.)30;30,20
MELE=DELE=DAIS(DELE;
10
EXANMEXANM+DELE
IF(DAES(DELE)-.000001)40,10.10
CONTIMLE
CONTIMUE
RETURN
END
R
NH 8/30/7S COUPILER DOUSLE PRECISION
COMPILER DOURLE FPECISION , ICOUNT,A,DT, IOVER)
CALL APPEND(15; TLOG',3,IER)
ICOUNT=ICOUNT+1
ZOH
333 IF(X.E0.1)60 TO 1
    IM-IntMY+1
    ZMMA-ICOUNT-1
    IcounT-
    XMUN-(2Nun*2*DT )/E0.
    IF(IONER.EO.0)GO TO.10
    IF(z.EQ.0 :OR.X.EQ.0)URITE(15, 222)IM,Z, xaNM
IF(Z,EO.Q,OR.X.EQ,Q)LNITE(10,22E)
M,
CONIMCO
METDM
END
R
ORIGINAL PAGE IS 
```






APPENDIX B

## APPENDIX B

## CIRCUIT DESCRIPTION OF THERMOCOUPLE INTERFACE

## Thermocouple Interface

The thermocouple unit was designed to accept inputs from up to 112 copper-constantan thermocouples which are arranged in 16 "banks" of 7 inputs. Each bank of inputs is recorded with an individual update of the DCP. There were 28 thermocouples used at the Sugarloaf Mountain installation and, as a result, four banks were used.

The reference thermocouple junction is compensated to within $\pm 0.3^{\circ} \mathrm{C}$ over a temperature range of $-50^{\circ}$ to $40^{\circ} \mathrm{C}$ using a combination of five thermistors. The normal measurement temperature range is $-34^{\circ}$ to $+32^{\circ} \mathrm{C}$ with a resolution of $\pm 0.25^{\circ} \mathrm{C}$ or 10 mv . It is poss $\ddagger b l e$ to trade range for resolution, or vice versa, by selecting different groups of data bits from the analog-to-digital converter.

The thermocouple unit is designed to operate with a LaBarge Electronics Convertible Data Collection Platform (C/DCP) which has a memory capability. Power requirements are +12 volts (nominal) at 0.5 ampere and 5 volts at 1.0 milliampere. The 12 -volt power is applied only while the C/DCP is acquiring new data.

## Circuit Description

The electronic components are arranged on nine circuit cards that are identified as follows (figure B-1):

```
Input multiplexer, group I (MX I)
Input multiplexer, group II (MX II)
Input multiplexer, group III (MX III)
Input multiplexer, group IV (MX IV)
Amplifier and channel multiplexer (AMPL CHANNEL MUX)
Analog-to-digital converter (A/D CONV)
Power supply and reference junction compensator (P.S.
    REF JCT COMP)
Latch (LATCH)
Interface (INTERFACE)
```

Thermocouple signals are routed through the input multiplexer, consisting of cards MX I, MX II, MX III and MX IV (figure B-2 through $B-5)$. Seven input signals are read during one DCP update sequence.


Figure B-1 Functional diagram of thermocouple interface arranged on nine circuit cards.


Figure B-2 Input multiplexer, group I (MX I).

## B. 3



Figure B-3 Input multiplexer, group II (MX II).
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Figure B-4 Input multiplexer, group III (NX III).


Figure B-5 Input multiplexer, group IV (MX IV).

The 16 banks are numbered 0 through 15. When an update occurs, the next highest numbered bank is read. Thus, after 16 updates a total of 112 inputs have been sampled.

Each of the seven inputs of the selected bank occupies an 8bit word of DCP data and are designated as channels 1 through 7. The remaining word, corresponding to channel 0 , is the number of the bank selected. Four of the eight bits of this woid are required for this process and the remaining four are always zero. There is an available analog input for channel 0 . It is used only during bench testing and adjusting and has no corresponding DCP data word.

The amplifier/channel multiplexer, consisting of one card (AMPL/CHANNEL MUX), scans the seven channels and amplifies their signals to a suitable level for digitizing (figure B-6). This module also controls the associated analog-to-digital converter (A/D CONV) and provides signals (called latch strobes) which control the transfer of the digitized data to the latch card (figure B-7).

The A/D CONV is a prepackaged unit mounted on a separate card (B-7). Although it has a l2-bit-plus-sign capability, only 7 bits and the sign appear in the DCP data. The A/D CONV has a differential input, in addition to the normal analog signal input, and receives the output of the reference junction compensator.

The reference junction compensator and system power supply modules (P.S./REF JCT COMP) are mounted on one card (figure B-8). The reference junction compensator generates a voltage which matches that produced by the reference junction itself over the temperature range of $-50^{\circ}$ to $+40^{\circ} \mathrm{C}$. The compensating voltage is introduced to the A/D CONV at the same level as the amplifier output. The compensating voltage is the reference junction voltage multiplied by the gain of the amplifier.

The latch card (LATCH) contains eight 8-bit latches to accept parallel data (figure B-9). A strobe signal is required to enter data and an enable signal is needed to make data available at the output. If the appropriate signal is not present, the device appears to be an open circuit. Thus, the input and output ports can operate on common busses. The 8 -bit parallel data from the A/D CONV is bussed to all of the latch inputs. A strobe signal from the channel multiplexer operates the input of each latch in succession, according to the analog channel being sampled.

The data input to the C/DCP is by way of a 16 -bit parallel bus. The 8-bit latches are paired, so that the output lines of latch pairs $0-1,2-3,4-5$, and $6-7$. Each form a 16 -bit data word.


Figure B-6 Amplifier and channel multiplexer (AMPL/CHANNEL NUX).
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Figure B-7 Analos-to-dicital converter (A/D CONV).


Figure B-8 Power supply and reference junction compensator (P.S./REF JCT COMP). $_{\text {J }}$.


Figure B-9 $\quad$ Latch (LATCH).

The enable signals for all latches (except 0 and 1 ) are received from the $C / D C P$. The enable signals are the triggering signals that would normally be used to start the punch motors in the analog-to-digital recorders (ADR's) operated by the U.S. Geological Survey. These are labeled "Punch Motor No. 1", "Punch Motor No. $2^{\prime \prime}$, etc., in all instructions and diagrams. Punch Motor No. 1 initiates a scan by the channel multiplexer. Punch Motor signals 2,3 and 4 enable latch pairs $2-3,4-5$, and $6-7$, respectively, to be started. Since Punch Motor No. 1 arrives before latches 0 and 1 can be supplied with data, the input strobe signal for latch 7 also serves as the output enable signal for latches 0 and 1 .

Latches 1 through 7 carry thermocouple data, which consists of 7 magnitude bits and one sign bit. Latch 0 carries a 4 -bit word to indicate which of the 16 banks of inputs is being scanned. The remaining 4 bits in Latch 0 are not presently utilized.

The 16 -bit output from the latches goes through a transistor switch array (INTERFACE) to the C/DCP (figure B-10). The transistors invert the polarity of the data signals and also simulate the grounding-type signal that would come from an ADR.

The primary power supply is 12 volts DC, supplied from the battery that powers the C/DCP, and is turned on during an update sequence by a semiconductor switch in the C/DCP. The switched 12 V supp1y powers a $\pm 15 \mathrm{~V}$ and a +5 V supply which are electrically isolated from each another to avoid current loops. The bank select counter and certain parts of the control portion of the amplifier/ channel multiplexer require +5 V continuously. The voltage comes from a regulated supply within the C/DCP.

## Operating Sequence

The operating sequence is as follows:

1. The C/DCP begins an update sequence, by applying a 12 V input to the +15 V and +5 V power supp1ies, and initializing a "Punch Motor No. 1 " trigger pulse to the control portion of the amplifier/channel multiplexer. This resets the channel multiplexer to channel 0 . At the same time, the channel multiplexer sends a•clock pulse to the Bank Select Counter, which is on MX I, advancing it by the count of one.


Figure 8-10 Interface (ImTImPACE).
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2. The channel multiplexer scans the seven channels of the bank selected. It remains on each channel for about 0.5 seconds, during which time a pulse is sent to the $A / D$ CONV to start a conversion. When the conversion is complete, a pulse (latch strobe) is sent to the proper latch to enter the data. This process is repeated for all channels. On Channel 0, a conversion is performed, but channel 0 data is not entered into a latch. Instead, the state of the bank select counter is entered. Thus, upon completion of a scan, Latch 0 contains the bank number, while Latches 1 through 7 contain temperature data.
3. The data in latches 0 through 9 is loaded into the C/DCP memory. As previously described, the C/DCP "Punch Motor" signals, together with the strobe signal for latch 7 , enable the latches, two at a time.
4. Upon completion of the update sequence, which requires about 90 seconds, the $C / D C P$ removes the 12 -volt power from the unit. The C/DCP continues to supply 5 -volt power to the bank select counter and certain other circuits that must remain energized.


[^0]:    *Between December 1976 and July 1977 malfunctions in the antenna and receiver subsystems occasioned repair costs of $\$ 2,445$.

[^1]:    *Picture element, representing an area on the ground having dimensions of $61 \times 76$ meters.

[^2]:    *Milliwatts per square centimeter per steradian.

[^3]:    *A typical command would be STOD 14:30:10: TRACK

[^4]:    *Questions about NORADC elements can be addressed to:
    SPACE DEFENSE CENTER
    (Cheyenne Mountain Office) ENT Air Force Base, Colorado
    *\%" $\emptyset$ " stands for zero; " 0 " is the 15 th character of the alphabet.

