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SECTION 1
INTRODUCTION AND SUMMARY

A. INTRODUCTION

This report is the final report on a breadboard evaluation and demon-
stration program concerning the applicability of MSK modulation and chirp-z
transformer technology in Advanced Data Collection/Position Location (ADC/PL)
systems. The program effort consisted of three phases - design, testing, and
evaluation. Section Il describes the breadboard hardware built during the
design phase of the program, Section III describes the tests conducted on the
breadboard and the results of the tests, and Section IV presents a brief
analysis and summary of the findings of the breadboard tests and developes
a sample ADC/PL system which incorporates both MSK modulation and a chirp-z
transformer.

B. BREADBOARD DESCRIPTION

The ADC/PL breadboard consists of four major hardware units or simu-
lators - an MSK Transmitter Simulator, a Communications Link Simulator, a
Search Subsystem Simulator, and a Receive Channel Simulator. The purpose of
the breadboard is to collect experimental data to characterize MSK modulation

and chirp-z transformer techniques and to demonstrate the applicability of
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these technologies to ADC/PL type systems. To accomplish these tasks the
breadboard was designed to be quite versatile so that parameters such as data
encoding techniques, message formats, frequency deviation ratio, signal-to-noise

ratio. etc. could be easily manipulated by switches. No attempt was made in the

breadboard effort to finalize a satellite receiver configuration or a platform
3 transmitter design, although efforts were made in the design of the breadboard

F
d to determine suitable implementation techniques for a final hardware design.

Most of the test equipment required to evaluate the MSK and chirp-z transformer

technologies were built into the breadboard hardware to provide a complete and
customized test bed for evaluating the two technologies.

The MSK Transmitter Simulator contains a data generator, a data checker,

and a coherent MSK modulator. The data generator can output either a selectable

number of burst messages or a continuous stream of pseudo random data, and the

| i

format of the data in either case can be either NRZ or Manchester encoded. The
s data checker provides a means of comparing the data recovered by the Receive
Channel Simulator against that transmitted by the data generator. Either burst
messages or the continuous data stream can be monitored by the data checker.
In the case of continuous data, the data checker oui.puts the number of bit errors
detected for bit error type measurements, and in the case of burst messages the

i data checker outputs the number of correct messages received for probability

of success type measurements. The coherent MSK modulator - were coherent implies

the carrier is synchronous with the data clock - is a digital type MSK modulator

based on the digital oscillator technique developed on the Random Access Measurement
(RAMS) instrument. The carrier of the modulated output is at a baseband frequency
of 20 kHz.

The Communications Link Simulator serves two functions - it simulates

an r-f communications link and it houses two different hardware designs for
implementing MSK modulation at an r-f frequency. The r-f communications link
simulation is accomplished at an i-f of 10.7 MHz, which is a common i-f frequency
that can be readily up-converted to an r-f frequency for transmission if so
required at a later date. The input and output of the simulator are at baseband,
and two separate oscillators are used for the up-conversion to 10.7 MHz and the
subsequent down-converstion to baseband. This arrangement of separate translation
oscillators allows the output of the simulator to be adjusted in baseband fre-
quency from 10 to 40 kHz. Provisions are also included in the 10.7 MHz i-f of

the simulator for summing wide-band, narrow-band, or CW interference in with
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the signal to simulate unwanted signal and noise - like interference associated
with r-f links. A hard limiter is also included in the 10.7 Mz i-f strip to
simulate class C type processing of the MSK modulated signal.

The two MSK modulators housed in the Communications Link Simulator
provide a means of evaluating the properties of MSK modulation when generated
at an r-f frequency. The two types of modulators provided are a VCXO type
modulator and a varactor phase shift modulator. The two mcdulators are non-

coherent in that the 10.7 Miz carrier and the data clock a ¢ ~ot synchronously

related. These two modulators then, along with the coherent digital MSK modulator

in the MSK Transmitter Simulator, provide a mcans of evaluating the differences
between coherent and non-coherent generation of MSK modulation.

The Search Subsystem Simulator consists of a chirp-z transformer search
unit coupled with threshold detection logic and reccive channei assignment logic.
Circuitry is also provided to measurc the probability of dctection and false
alarm rate parameters of the search unit. Two different types of charge-coupled
dcvices are alternately used in the chirp-z transformer circuitry - an apodized
chip specifically designed to minimize the sidelobes or spectral spreading
resulting from strong signals and a standard non-apodized chip. The assignment
circuitry, upon receiving a signal detected indication from the threshold
detector, generates a local mixing frequency which is used to place the detected
signal in the center of the i-f band of the reccive channel. The output of ithe
simulator is the incoming MSK modulated bascband signal translated to an i-f of
180 kHz, which is the center frequency of the receive channel.

The Reccive Channel Simulator consists of a non-coherent MSK demodulator
and data detector for demodulating and recovering the NRZ data stream and a
frequency measurement circuit for performing the frequency measurements. Three
di fferent types of non-coherent demodulators were built and tested. The last
two demodulators to be built and tested were built in an attempt to improve the
E/No performance measured on the first demodulator. The last two demodulators
are not included in the hardware description of Section 11, but are described
in Scction 111 under MSK non-coherent demodulator test results. The frequency
measurement circuitry, in conjunction with the implementation of the phasc lock

loop in the non-coherent demodulator, is designed to provide an 0.1 Hz measure-

ment resolution,

1-3
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Although the ADC/PL breadboard was configured to interface with either
a coherent or non-coherent demodulator, time did not allow construction of the
coherent demodulator (which theoretically can demodulate MSK modulation and
recover the NRZ data with an E/No performance equivalent to that obtainable with
coherent PSK demodulation circuits).

C. UESCRIPTION OF TESTS
The tests conducted on the ADC/PL breadboard are divided into four
categories - chirp-z transformer tests, MSK demodulator/data detector tests,
frequency measurement tests, and system throughput tests - with the majority
of the testing devoted to characterizing the chirp-z transformer and the non-
coherent MSK demodulator/data detector. The tests conducted on the chirp-z
transformer include
Dynamic range tests
Bin spreading tests (mutual interference)
Probability of detection tests for different
false alarm rates
Coefficient utilization tests (using only real vs. real
and imaginary spectral coefficients in the signal detection
process)
All of the tssts listed above were conducted using both apodized and non-
apodized charge-coupled device transversal filters in the chirp-z transformer.
Although tests were not specifically conducted, discussions are also included
in Section III concerning the temperature characteristics of charge-coupled
devices and the search times and channel reassignment times achievable with
a chirp-z transformer implemented search urit.
The tests conducted on the Receive Channel Simulator include
Bit error rate vs. E/Nn tests for both tvpes of non-coherent
MSK demodulators
Frequency measurement accuracy vs. signal-to-noise ratio tests

. Tests comparing linear and class-C transmission of MSK signals
in terms of spectral spreading of the MSK signal and the E/No
performance of the non-coherent demodulator/data detector.

. Tests comparing coherent and non-coherent generation of MSK
modulation in terms of E/No performance of the non-coherent
demodulator/data detector.

. Bit error rate vs. E/No for different frequency deviation ratios

The primary non-coherent demodulator/data detector used in the Receive Channel

1-4




Simulator tests was a carrier tracking phase lock loop demodulator with the
phase lock loop phase detector followed by a differentiator providing the de-
modulation of the MSK signal, Tests were conducted on the different components
of this demodulator/data detector to itemize the contributions the different
components made to the total loss in E/NO performance as compared to that
theoretically obtainable.

The final set of tests conducted on the ADC/PL breadboard are through-

S B2 mE =

3

put tests utilizing all the equipment in the breadboard as an integrated system.

The throughput test is conducted by having the MSK Transmitter Simulator generate

et

an MSK signal which is routed through the Communications Link Simulator, detected

and assigned to the receive channel in the Search Subsystem Simulator, demodulated

Lo ted)

and detected in the Receive Channel Simulator, and verified for proper reception

in the error checker housed in the MSK Transmitter Simulator. The purpose

A

of the test is to demonstrate the applicability of MSK modulation and chirp-z
transformers to ADC/PL systems and to verify that the overall throughput test
results agree with the test findings of the individual chirp-z transformer
and MSK demodulator/data detector tests. To demonstrate compatibility between
the MSK and chirp-z transformer technologies, the measured results of the

g throughput tests are compared against calculated results based on data taken

— from the individual chirp-z transformer and MSK demodulator/data detector tests.

D. CONCLUSION
- Data collection/position location systems implemented using low polar
orbiting satellites are characterized as time-limited, band-limited systems.

As a result, the key to improving the serviceability of such a system, or the

hioAs

number of users that can be accommodated by such a system, is to improve the

efficiency in which the system uses the time and bandwidth available. The

EL28

choice of MSK modulation and chirp-z transformers is directly aimed at improving

these two key parameters. MSK modulation is shown to possess an extremely

EE3

efficient utilization of bandwidth in that 99% of the spectral energy is contained
within a double-sided bandwidth of 2.3 times the data rate. A chirp-z trans-

(=2rs%

former implemented search unit is found to search the designated system bandwidth
for the presence of signals in a time span equal to the analyzing bandwidth of

the search unit - thus providing a very efficient utilization of time.

waausiinediinho.
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The chirp-z transformer implemented search unit was found to be superior
to the RAMS search unit in every aspect. The probability of detection curves
were superior to those obtained on RAMS, a dynamic range of 30 dB was found to
be acceptable, bin spreading in the presence of signals separated in power by
up to 30 dB was less than that experienced on RAMS for a 10 dB range of signals,
and, most importantly, the search time for the same system bandwidth was reduced
over an order of magnitude over the search time required in the RAMS instrument.
The MSK modulation format did exhibit excellent spectral characteristics. The
mutual interference band for signals as great as 30 dB apart in signal power
was calculated to be approximately 3.5 times the data rate of the modulated
signal, as compared to eight times the data rate for _+__60o PSK signals - as
measured on the RAMS instrument. The non-coherent MSK demodulator/data detector
did not perform as well in terms of E/No performance, being 2.5 dB worse in
performance than the PSK demodulator used in the RAMS instrument. The coherent
MSK demodulator should show a significant improvement in E,/No performance over
that obtained with the non-coherent demodulator, since MSK modulation can theo-
retically be treated as a PSK modulation format with equivalent E/No performance
if coherently demodulated. Unfortunately, time did not allow the implementation
of the coherent demodulator.

Had MSK modulation and a chirp-z transformer been used on the RAMS
instrument - with all parameters constant except the lergth of the CW preamble
and the transmitted power - the number of serviceable platforms in the field
of view could have been increased from the goal of 200 to over 800. For an
ADC/PL system with a 100 kHz bandwidth and ten watt transmitters in the user
platforms, a user community of approximately 2500 could be accommodated in the
satellite field of view.

In conclusion, the findings of this breadboard program definitely show
that MSK modulation and chirp-z transformers are vital technologies for

maximizing the serviceability of future data collection/position location system.
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SECTION II
HARDWARE DESCRIPTION

A. INTRODUCTION
This section describes the special-purpose hardware specifically
designed to demonstrate an Advanced Data Collection/Position Location
(ADC/PL) system. Figure 2-1 shows the breadboard configuration for the
ADC/PL system and, as shown, the system consists of four major hardware
units or simulators - an MSK Transmitter Simulator, a Communications Link
Simulator, a Search Subsystem Simulator, and two different implementations
of a Receive Channel Simulator. The implementation of each of these four
major units is presented to a detailed block diagram level following a
brief discussion of the features incorporated into each of the four simulators
and the frequency plan adopted for the breadboard system.
B. BREADBOARD SYSTEM FEATURES
The utilization of the breadboard system is twofold. The first
objective is to collect experimental data to characterize MSK modulation
and chirp-z transform techniques and verify the applicability of these
technologies to data collection and position location requirements. The
second objective is to demonstrate the usage of the two technologies in
data collection type systems by conducting simulated throughput tests.
It is evident from these objectives that the hardware must be flexible in
design to accommodate the various tests and parameter characterization
studies required.
Before listing the features and programmable options incorporated
into each simulator, the function of each simulator will be briefly des-
cribed. The MSK Transmitter Simulator provides an MSK modulated data

stream and also contains error detection facilities for verifying the

2-1
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proper recovery of the modulated signal in the Receive Channel Simulator.

The Communications Link Simulator serves not only to simulate a communications
link by allowing interferring tones and front end receiver type noise to
contaminate the received signal, but also contains MSK modulation circuitry
to determine the feasibility of implementing the MSK modulation format at

the final RF stage. The Search Subsystem Simulator contains a chirp-z
transformer - implemented with charge coupled devices and associated logic -
to implement a search and detect technique for locating incoming MSK modulated
transmissions and assigning a receiver/demodulator channel to the detected
sfgna]. The two Receive Channel Simulators provide a means of characterizing
both coherent and non-coherent demodulation techniques and weighing the E/No
performance of each technique against hardware compiexity and platform
transmission time.

The following lists, which show the capabilities and options available
within each major hardware unit, indicate substantial versatility and
programmability is provided to accommodate the required characterization
and throughput tests.

1. MSK Transmitter Simulator Features
a. Modulation Format - the modulation format is selectable between
either MSK modulation or FSK modulation. In the case of FSK
modulation, the deviation ratio can be varied from 0.1 to 10.0
in steps of 0.1.

b. Encoding Format - The format of the digital data stream prior

tomodulation can be selected to be either non-return-to-zero

(NRZ) or Manchester (split-phase).

2-3




Message Format - A message can consist of either a 32,767

bit P/N code or a burst of selectable data of programmable

length. For the case of burst data type messages, the following

programmability features are provided:

(1) CW Preamble - The CW preamble is programmable in length
from 0 to 99 bits in one bit increments.

(2) Bit Synchronization Code - The bit synchronization code
can be varied in length from 0 to 99 bits in one bit
increments. The bit pattern of the code is also
programmable in that logic ones and zeroes can be chosen
to be alternated in bit groups of one, two, three,
four, five, six, eight, ten, twelve, or fifteen.

(3) Frame Synchronization Code - The frame synchronization code
can be varied between 0 to 15 bits in length. In addition,
the content or bit pattern of the code is programmable.

(4) Sensor Data - The data portion of the burst message can
be varied in length from 0-255 bits. The bit pattern
of the sensor data can be uniquely programmed for up to
sixteen bits of sensor data. For sensor data formats
longer than 16 bits in length, the unique 16-bit pattern
selected will repeat.

(5) Number of Messages Transmitted. The number of messages
transmitted can be varied between 0 and 999. A 255 bit

period is fixed between successive burst message transmissions,

and during this fixed "dead" time the MSK modulator is
disabled. Also, at the conclusion of the selected

number of transmissions, the MSK modulator 1s disabled.
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d. Output Signal-to-Noise Adjustments - A separate noise input

el

port for the summation of modulated signal and noise, in
conjunction with the presence of a bandpass filter of

adjustable noise bandwidth located at the final output

& =2

stage of the MSK Transmitter Simulator, allows precise
and adjustable settings of output modulated signal-to-

noise ratios to be deri ved.

e. Modulation Center Frequency - The center frequency of the output

modulated signal is set to the center frequency of the

f;,,.:‘f 7]

bandpass filter-which is 20.016 KHz.
) f. Mark/Space Frequency Check - A switch is provided to allow the

operator to continuously output either the mark frequency
or the space frequency for frequency verification purposes
and checkout of the coherent demodulator in the Receive

Channel Simulator.

g. Data Checker - Circuitry is provided in the MsK Transmi tter

Simulator to accept bit clock and data from either the

|
|
]
H coherent or non-coherent Receive Channel Simulator
and compare the data pattern recovered against the

B data pattern transmitted. Features of the data checking

E circuitry are:

l (1) Either polarity of the recovered bit clock and digital

data cin be accommodated.

(2) Adjustable delay lines in the data checker allow

i

g accommodation of data recovery circuitry delays

up to a maximum of three bit periods.

: (3) For the continuous transmission of the 32,767
bit P/N code, a counter - the contentsof which

are displayed - records the number of bit errors

1




detected. This error count continues until
the MSK Transmitter Simulator is reset.
(4) For the burst message format the data checker

is configured to display the number of correctly

received messages.

2. COMMUNICATIONS LINK SIMULATOR FEATURES

a. Input Requirements - The filtering in the Communications Link

c=5)

Simulator restricts the centering of the modulated

input signal to 20KHz + 6.5KHz.

&=
o

Output Signal - The output of the Communications Link Simulator

consists of the modulated input plus an interference tone,

=3

if desired. The output carrier frequency may be adjusted

over the range of 25KHz +15KHz.

=

c. IF Throughput Frequency - The input is up-converted to a working
IF frequency of 10.7Miz. The choice of 10.7MHz allows
the use of commercial off-the-shelf equipment to achieve a
final r-f output.

Linearity - A1l amplification and translation processes are
linear class A type processes. Provision is made,
however, to insert by switch selection a hard-limiter

at the output of the final 10.7 Miz stage prior to

Q.

down-conversion. This feature is included to examine

what spectral spreading of th. MSK signal, if any,

will result from using non-linear class C type power

N
i
&

amplifiers in an r-f transmitter. Another question

that will be addressed by this feature is the amount

of degradation, if any, that occurs in the MSK demodulation
process as a result of non-linear processing of the

transmitted signal.
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External Inputs - In addition to the MSK modulated baseband signal

input port, three other input ports are provided. One input
is the down-conversion local oscillator port which can be
driven from a commercial type frequency synthesizer. Another
input provides a means of summing noise or interference

with the modulated tone at the final IF frequency of 10.7 MHz.
The third port is for inputting a serial digital data stream
to be used in implementing the MSK modulation format at the
10.7 Mz IF frequency.

IF Implementation of MSK Modulation Format - Capability is provided

to implemgnt the MSK modulation format at the IF working
frequency of 10.7 Miz. Two implementation techniques are
provided - a varactor type phase shift network driven by

a ramp generator controlled by the digital data stream and
a VCX0 whose gain is adjusted to provide the mark and space
frequencies when driven by the serial digital data stream.
These modulation techniques are provided to evaluate the
feasibility of accomplishing the MSK modulation format at
the final RF stage - thereby eliminating any up-conversion
processes.

3.  Search Subsystem Simulator Features

Chirp-z Transformer Parameters - the chirp-z transformer is a 500

(1)
(2)
(3)

point transform yielding 250 real frequency coefficients
and 250 imaginary frequency coefficients. The critical
parameters of the transformer are:

Analyzing Bandwidth - 160 Hz
Search Band - 0 to 40 KHz

Search Time - 6.25 milliseconds

Assignment Logic Parameters

(1)

Selection is provided to assign the Receive Channel

2.7
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(2)

(3)

Simulator upon threshold detection either

during the outputing of real frequency coefficients
from the chirp-z transformer or during the outputting
of both real and imaginary frequency coefficients.
This feature allows data to be taken to determine

if processing the imaginary spectral coefficients

as well as the positive coefficients results in

any improvement in the ratio of probability of
detection to false alarm rate.

Time-out logic is provided to inhibit the assignment
of the Receive Channel Simulator to any threshold
occurrence once an assignment is made. The duration
of the time-out window can be adjusted from 0 to
1.0 second in increments of 1.0 millisecond.

The activation of the assignment logic can be
restricted, by switch selection; to only that time
period when an actual message is being transmitted
by the MSK Simulator. The selection of this
capability reduces the probability of burst

type messages being missed because the Receive
Channel Simulator has been assigned to a noise
occurrence. The restriction effectively simulates

a complex time-out assignment sequence whereby

the Receive Channel Simulator is interrogated

for an in-lock condition, the proper reception

the frame synchronization code, etc.
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(4)

The format of the channel assignment as output
by the assignment logic is a sinusoidal signal
of proper frequency such that the incoming
signal, when up-converted by the sinusoid, will

be centered at 180KHz.

c. Assignment Logic Self Test Functions - Several test features

are incorporated into the assignment logic to provide

a ready means of characterizing the chirp-z trans former.

The two major test configurations implemented are:

(1)

(2)

Probability of Assignment Test Mode - In this
test mode the output of the threshold detector
following the chirp-z transformer is interrogated
for an event at a selectable frequency bin. If
a detection is present, a counter is updated.
The counter will continue to be updated until a
selectable number of spectral sweeps have been
completed, at which time the test is terminated.
A seven segment LED display is included in the
Simulator to display the counter's content.
False Alarm Test Mode - This test mode is
jdentical to the probability of assignment test
mode except that the output of the threshold
detector is interrogated at every frequency

bin rather than just one particular frequency bin.

Receive Channel Simulator Features

(a) Coherent Demodulator

(1)

A coherent demodulator utilizing two phase 1ock

loops is provided to coherently recover the bit
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(2)

clock and the NRZ digital data stream from the
incoming MSK modulated signal.

Another function of the coherent demodulator

is to display by means of a seven segment LED
display the frequency of the incoming modulated
signal. A counter drives the LED display. The
countér counts the zero crossingsof an oscillator
which is phase locked to the mark frequency of the
incoming MSK modulated data, and thus recnrds the
mark (upper) frequency of the received signal.

The accuracy of th2 frequency measurement is + 0.1 Hz.

(b) Non-Coherent Demodulator

(1)

(2)

(3)

A non-coherent technique for demodulating the

MSK signal is accomp’ished using an FM discriminator
type demodulation technique. A phase lock loop

is utilized to track the modulation carrier, with

the data discrimination accomplished by differentiating

the output of the phase lock loop's phase detector.

Data recovery is accomplished by using a bit sync
clock as supplied by the MSK Transmitter Simulator
to drive a data detector located at the output of

the demodulator.

The frequency measurement circuitry is that

circuitry utilized in the coherent demodulator.



C. Breadboard Frequency Plan

A diagram showing the allocation or assignment of frequencies is shown

in Figure 2-2. The key frequency assignments are:

Digital Data Bit Rate - 320 Hz
Digital MSK Modulator Carrier - 20,016 Hz
Final I-F throughput Frequency - 10.7 Miz
Chirp-z Transformer Search Band - 0-40 KHz
Receive Channel Input Frequency - 180 KHz

The criteria used to select the above frequencies was not one of optimization
in terms of minimizing the number of serviceable mobil and fixed platforms
for a given frequency band allocation, but rather to simplify the breadboard
hardware and use where possible existing designs or commercial equipment. While
simplifying hardware and hardware design tasks, the frequencies selected also
provide the opportunity to examine and demonstrate all pertinent properties of
both MSK modulation/demodulation techniques and the chirp-z transformer as a
search system.

The principle driving force in selecting the above frequencies
was the existence of a proven design for a 500-point chirp-z transformer
capable of running at a basic clock rate no greater than 750 KHz. The chirp-z
transformer utilizes a four phase CCD chip, with the four phases being derived
by dividing down the basic input clock by a divide-by-+ight countdown circuit.
The effective maximum rate in whicii the CCD cells can be clocked then is 93.75 KHz --
which results in a total of 5.33 milliseconds being required to clock a given
sample through all 500 cells. A maximum throughput rate of 5.33 milliseconds
equates to a maximum analyzing bandwidth of 187.5Hz and a maximum search band
of 46.875KHz. With these limitations, it was decided to implement a search
system which covered the same frequency search band as did the Random Access

Measurement instrument for ease in comparing the performance of the two systems.

- 2-11
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A basic clock rate of 640KHz yields such a system by creating a frequency
search range of 0-40 KHz. The analyzing bandwidth which results is 160Hz.

The next assignment made was the carrier frequency of the baseband

digital MSK modulator. Here the decision was made to place the carrier
near the center of the chirp-z transformer search band to allow maximum
flexibility of carrier adjustment via the frequency translation processes
contained in the Communications Link Simulator. The exact carrier frequency
chosen-20,016 Hz- was picked as it falls as near to the center of the
frequency search band of the chirp-z transformer as is possible to achieve-
considering the 32 Hz frequency resolution limitation of the digital MSK
modulator.

The frequency resolution of the digital MSK modulator-32Hz-directly
defines the digital data rate or bit clock frequency. The modulation
format of the digital MSK modulator is one of continuous phase FSK modulation
with the modulation index variable from 0.1 to 10.0 in steps of 0.1. A mod-
ulation index of 0.5 defines MSK modulation - which is but a special case of
continuous phase FSK modulation. With a frequency resolution of 32 Hz in the
digital MSK modulator and a modulation ini x resolution requirement of 0.1, the
data rate is uniquely defined to be 320 Hz. The only question then is why a
resolution limitation of 32 Hz in the digital MSK modulator. A finer frequency
resolution would require a basic clock higher than the 2.097152 MHz clock used;
and although a higher clock rate is feasible, the added expense and complications
associated with a higher clock rate cannot be justified in terms of the objectives
of the breadboard hardware. The choice of a basic clock frequency as high as
2.097152 MHz is necessary, however, to minimize the effects of the discrete
nature of the digital MSK modulator by sampling the carrier frequency at a rate
one hundred times faster than the carrier frequency itself. With a basic clock
requirement as high as 2.097152 MHz, the 32 Hz resolution limitation is chosen

as it divides into 2.097152 MHz by a power of two (2]6) - which is a requirement
2-13
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for the digital technique implemented - and it can be easily achieved by using
only four 4-bit arithmetic stages in the digital oscillator portion of the digital
modulator.

The Communications Link Simulator uses an i-f throughput frequency of

10.7 MHz - which is a standard i-f frequency frequently used as an intermediate
frequency in r-f equipment. The choice of a standard i-f such as 10.7 MHz
allows the use of standard off-the-shelf hardware, such as crystal filters,

in implementing the Communications Link Simulator. Also, the 10.7 MHz i-f

can be readily used to both drive a commerical off-the-shelf r-f translator/
transmitter and serve as the final i-f output frequency of a commerical receiver
should it ever become necessary to expand the ADC/PL breadboard to have r-f
transmission/reception capability.

The last key frequency assignment required is that of the center or receive
frequency of the Receive Channel Simulator. The Search Subsystem Simulator, upon
detecting the presence of a signal, assigns the detected signal to the Receive
Channel Simulator by outputting a sinusoid of proper frequency such that the incomin
signal, when mixed with the sinusoid will fall within the receive channel bandwidth
of the Receive Channel Simulator. The selection of the receive frequency, or the
frequency range of the sinusoid output by the Search Subsystem Simulator, is
influenced by two conflicting requirements. The coherent demodulation technique
requires quite stable crystal controlled VCX0's, which are readily available
only at the higher frequencies, to provide acquisition discrimination in the two
phase lock loops between the mark and space frequencies. On the other hand the
implementation of the sinusoid output by the Search Subsystem Simulator and the
bandwidth or Q limitations of the bandpass filter which follows the mixing of
the incoming signal with the sinusoid place a limitation on how high the Re-

ceive Channel Simulator center frequency can be. The choice of the nominal center
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frequency of 179,984 Hz is a compromise between the two conflicting requirements.
The VCX0 center frequencies for the two phase lock loops in the coherent
MSK demodulator are a direct fallout of the center frequency selection in the
Receive Channel Simulator. For a nominal center frequency of 179,984Hz, the
MSK modulation format yields a space or logic zero frequency of 180,064 Hz and
a mark or logic one frequency of 179,904 Hz. Allowing for the frequency doubler,
the phase lock loop assigned to the ‘mark: frequency will have a VCX0 center
frequency of 359,808 Hz. The center or rest frequency of the VCXO in the Space
frequency phase lock loop is complicated by the requirement that the VCX0) also
provide the clock 1npuf for implementing the frequency measurement. To transmit
a nominal data message of 64 bits requires 200 milliseconds in time for a 320 bps
data rate. To accomplish a 0.1 Hz measurement accuracy in 200 milliseconds
requires the measured clock or VCXO output to be fifty times the actual frequency
to be measured. The Space VCX0 must then be followed by a divide-by-fifty counter
so that the VCX0 itself can run at a frequency fifty times the incoming Space
frequency. This results in a VLX0 rest frequency for the-§ﬁ§EE’§ﬁ§§E,ﬂ—#——_

lock loop of 18,006,400 Hz.
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D. MSK Transmitter Simulator
The MSK Transmitter Simulator consists of three major subunits - a

digital data generator, a data checker, and an MSK modulator. The digital

data generator can operate in one of two modes. It can output a 320 bps

data stream of random data bits as generated by a 32,767 bit P/N code generator
or it can output structured bursts of data with each data burst consisting
of a CW preamble, a bit synchronization code, a frame synchronization code,

and data. The structure of each transmission is fully programmable in that

the CW preamble, bit synchronization code, frame synchronization code, and
data may all be varied in length and all but the CW preamble may be programmed

in terms of data or code content. In the case of the burst message mode,

each message is separated in time from the previous message by 800 milliseconds
and a provision is also incorporated in the hardware implementation to transmit

a sclectable number of transmissions and then halt all transmissions. This

feature allows message reception statistics to be easily measured. The digital
data output by the data generator can be selected to be either Manchester
(split-phase) or NRZ encoded data.

The data checker provides a means of comparing the data received by
the Receive Channel Simulator with the data output by the data generator.

Because of the two data modes available in the data generator, the data

checker must contain twe data checking facilities - one for handling the P/N

code data and one for handliug the burst messages. The P/N code data mode

is used primarily to facilitate bit error measurements, and as “ich the output
of the data checker in the P/N data mode will be a displayed count showing

the time accumulated number of bit errors detected. By accumulating an

error count for a pre-determined period of time, bit error rate measurements

for various signal-to-noise ratios can be easily made. The burst data mode is

2-16 ORIGINAL PAGE I3
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used primarily to test the dynamics of the overall ADC/PL breadboard system.

In this mode the interest is primarily concerned with questions such as

can bit synchronization be established within the code length assigned to

ystem detect the presence

the bit synchronization code, can the search s

of signal and assign the Receive Channel Simulator within the time allocated

to the CW code preamble, etc. The output of the data checker in the burst

data mode then is a count display showing the number of correct messages

received. If, for example, the data generator were programmed to transmit

500 burst messages, and at the conclusion of 500 transmissions the data

checker displayed a count of 495, the probability of successfully receiving

cach transmission is 99.0 % The count displayed then effectively represents

the probability of success, and critical parameters governing the successful

detection and reception of messages can be easily plotted as a function of

with the signal-to-noise ratio serving as an

the probability of success,

independent parameter to create a family of curves.

The MSK

The ADC/PL breadboard system contains threeMSK modulators.

modulator housed in the MSK Transmitter Simulator is an adaption of the digital

oscillator technique developed for the Random Access Measurement System.

The effective carrier of the modulated output is at 20.016 KHz. Although

a higher carrier could be implemented, the technique does impose frequency

restrictions which inhibit implementing the modulation at the final r-f

carrier. The use of the digital oscillator technique to achieve the MSK

modulation format will thus require up-conversion circuitry to translate

the modulation carrier to the final r-f frequency. For this reason two additiona’
MSK modulators are implemented in the Communications Link Simulator to test

techniques for implementing MSK modulation at the final r-f carrier frequency.
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The primary reason for having the digital oscillator type MSK modulator

is that it is a very low risk technique of obtaining the proper MSK modulation

format. In addition, the digital implementation provides a ready means of

implementing coherent FSK modulation. The digital oscillator modulation

technique is designed so that the deviation (AF/data rate) ratio can be

varied from 0.1 to 10.0 in steps of 0.1 - where MSK modulation is but a

special case of coherent FSK utilizing a deviation ratio of 0.5. The ability

to vary the deviation ratio allows MSK modulation to be compared against

other coherent FSK deviation ratios using the non-coherent demodulator in

the Receive Channel Simulator. The digital MSK modulator also contains a

programmable Q bandpass filter which is used to ascertain the effect of

transmission bandwidth on the bit error performance of the coherent MSK

demodulator, as well as the non-~coherent MSK demodulator, in the Receive

Channel Simulator.

D.1 Data Generator

A detailed block diagram of the data generator is presented in Figure

2-3. Upon initiating a transmission, a CW tone length counter in the preamble

format selection circuitry begins counting data clocks. When the count

in the counter equals the count selected in the CW tone length switch bank,

the counter is disabled and a bit sync code length counter is enabled to

count data clocks. During the time the CW tone length counter is active

an inhibit signal is output to instruct the MSK modulator to transmit carrier

only - i.e., no modulation. Upon activating the bit sync code length counter,

the data generator begins outputting the bit synchronization code. The format

of the code is selectable and may consist of an alternating one-zero data

pattern or alternating groupings of ones and zerors - with the groupings

consisting of two, three, four, five, six, eight, ten, twelve, or fifteen

bits of logic ones followed by the same number of logic zeroes. The provision

2-18
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to select the format of the bit synchronization code was incorporated into
the data generator to allow different bit synchronization codes to be evaluated
in characterizing the acquisition properties of the coherent MSK demodulator.
When the count in the bit synchronization code length counter equals the count
selected in the bit sync code length switch bank, the counter is deactivated
and the data generator begins outputting the 32,767 bit P/N code or the
frame synchronization code portion of a burst message. Both the CW preamble
and the bit synchronization code may be individually adjusted in length be-
tween 0 and 99 bit periods in increments of one bit period. It is also
noted that regardless of whether the P/N code or burst message data mode
is selected, the initial part of the message consists of a CW preamble
followed by a bit synchronization code, This preamble occurs for every
burst message transmitted, but only occurs once for the continuously transmitted
P/N code - unless a reset button is pushed to re-initiate the data generator.
The burst message format selection circuitry structures the data
portion of a burst message transmission, At the completion of the bit
synchronization code, a frame sync code length counter is enabled and
begins counting data clocks. At the same time, a frame sync register,
which has been previously loaded with the frame synchronization code as
selected by the frame sync data entry switches, begins serially shifting
out the frame synchronization code. The length of the frame synchronization
code is adjustable between 0 and 15 bits in one bit increments and is determined
by the setting of the frame sync code length switch bank. When the count in
the frame sync code length counter equals the count selected in the switch
banks, both the frame sync counter and register are disabled and a data
work length counter and a data word register are enabled. The data word
content and length are selected in exactly the same manner as the frame

synchronization code, except that the data content may be uniquely defined
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for only sixteen bits while the word length may be varied from 0 to 255 bits
in increments of one bit. As the data is serially shifted out of the
data word register, it is routed at the same time back to the serial
input of the register. For data word lengths greater than 16 bits, the
16-bit message selecced by the data word data entry switches is repeatedly
transmitted, as a whole or a portion thereof, until the count in the
data word length counter equals the count selected in the word length
switch bank. At this time both the counter and register are disabled
and the time-out or interval timer is activated. At this same time an
inhibit signal is activated to disable the MSK modulator,

The interval timer in the burst message format selection circuitry
counts data clocks for a fixed interval of 256 bit periods - which is 800
milliseconds for a 320 Hz data clock. At the conclusion of the time-out
interval the MSK modulator inhibit signal is deactivated, a reset pulse
is generated to instruct the data generator to begin a new transmission
by activating the CW tone length counter, and a transmitted message counter

is updated by one count. The purpose of the transmitted message counter

is to allow the number of burst messages transmitted to be selectable.
When the count in the transmitted message counter equals the count selected
in the message count selection switches - which can range from 0 to 999
in increments of one, the automatic generation of the reset pulse at the
conclusion of a time-out interval is disabled. The data generator is
then deactivated and may be re-activated only by manually depressing
the reset push button switch.

The formats of the messages as assembled by the data generator
are shown in Figure 2-4. It is noted that for both the P/N code G.*a
selection and the burst message data selection, the beginning of the
transmission consists of a CW preamble followed by a bit synchronization

code. For the P/N code format, the pseudo-random data follows the bit
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synchronization code, while for the burst message format the frame
synchronization code and data follow the bit synchronization code.

The frequency generated by the MSK modulator during the CW preamble depends
on whether the serial data stream output by the data generator is NRZ

or Manchester (split-phase) encoded. The use of two different frequency
values during the CW preamble is due to the preference of different frequency
preambles by the coherent and non-coherent demodulators in the Receive
Channel Simulator. For the coherent demodulator, which is capable of
recovering NRZ encoded data, the mark frequency is transmitted during the

CW preamble as it falls in the center of a frequency bin in the Search

System Simulator. In order that the two phase lock loops in the coherent
demodulator uniquely lock to the mark and space frequencies, the pull-in
range of the two loops must be less than the frequency separation of the

mark and space frequencies. This requirement disallows any uncertainity

in the assignment pattern of the Search System Simulator and for this

reason the frequency transmitted during the CW preamble resides at the center
of a frequency bin. It should be noted however that this is not a "real"
problem since it can be readily resolved by simply making the analyzing
bandwidth of the Search System Simulator less than half the bit rate clock
of the transmitted message. For the breadboard system, however, this

was not practical with the chirp-z transformer design utilized. For non-
coherent demodulation, the demodulator implemented in the Receive Channel
Simulator requires a component of carrier to always be present, For this
reason then Manchester encoding is always used when non-coherent demodulation
tests are being conducted. To allow the non-coherent demodulator to initially
acquire the carrier, the CW preamble frequency for Manchester encoding is

set at the carrier frequency.

2-23



B
g

s N i R 5 5.

e — B — R

p.2. Data Checker

A detailed block diagram of the data checker is shown in Figure
2.5. The data checker consists of detector data timing alignment circuitry,
burst message data checker circuitry, and comparison and event counter
circuitry. The demodulation and data recovery circuitry in the Receive
Channel Simulator recovers the transmitted data, but the recovered data
will not be in phase with the data output by the data generator due to delays
encountered in the circuitry. To compare the data received against the data
transmitted, the phase error must be removed. The detector data timing
alignment circuitry delays the bit clock and data generator data by an
adjustable amount so that it will match the phase of the data output by
the Receive Channel Simulator. The alignment is accomplished by adjusting
the phase of the data generator data clock by an adiustable one-shot until

the leading edge of the clock coincides with the leading edge of the re-
covered bit clock. The delayed clock 1is then used to load the data generator
data serially into a four stage shift register. The data as it resides

in the shift register is then in phase with the data recovered in the Receive
Channel Simulator. To accommodate more than 360° or one bit interval of
delay, a switch is provided to select the data from the shift register to

be compared against the data output by the Receive Channel Simulator from
any one of the four stages of the shift register. The data from the

Receive Channel Simulator je also loaded into a single stage shift register,
so that selecting data from the first stage of the four stage register
accommodates phase shift discrepancies from 0° to 360°, the second stage

shifts from 360° to 720°, etc. Additional circuitry is also provided to

accomodate either phase of bit clock or data from the Receive Channel

Simulator.
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For the P/N code data mode, the delayed data generator data and the
data from the Receive Channel Simulator are compared one data bit at a
time. If an agreement is not found on any one data bit, an error pulse
is output which updates the event counter by one count, Over an interval
of time then, the count in the counter displays the number of data bit errors
that have occurred in the time interval.

For the burst data transmission mode, the question is not how many
data bit errors have occurred but rather how many recovered messages had
one or more bit errors. The burst message data checker circuitry is implemented
to inspect an entire message and output a count pulse if and only if the
recovered message has no errors in it. This results in the event counter
displaying the number of messages correctly received. The data from the
Receive Channel Simulator is input into a 16-bit shift register whose
contents are compared against three banks of switches-a frame sync. pattern
switch bank, a data word pattern switch bank, and a message complete switch
bank. However, the recovered data will be appropriately aligned in the
shift register to allow comparing against one of the switch banks only at
specific points in time. These points in time are provided by compare
enable signals output by the burst data format selection circuitry in the
data generator. A frame sync coimplete signal signifies that the frame
synchronization code has just been transmitted, a 16-bit word complete
signal becomes true each time the programmable 16-bit word in the data
word portion of the message has been transmitted in its entirety, and a
message complete signal signifies that the last bit of the burst message
has just been transmitted. This last signal is necessary as the data word
length may not consist of an integer number of 16-bit words. When one of
the three signals occurs, it enables a comparison to be made between the

contents of the 16-bit shift register and the appropriate switch bank.
2026



&= =2

ol

Pel
4
®

i

At the beginning of a message transmission a latch is preset to a
logic one. If a comparison is not found when one of the three compare
enable signals occurs, the latch is cleared. If the latch remains set
through the entire period of transmission then, no errors were found.
The latch output is gatced with a delayed version of the message complete
signal to generate an event pulse to update the event counter counting
the number of correct messages received, and thus the latch must remain
set if a received message is to be counted as an error free message
reception. It is also noted that the three compare enable signals output
by the burst data format selection circuitry must be delayed in the

same manner as the data generator data clock so that the comparisons

will be made at the proper points in time,

D.3 MSK Modulator

The MSK modulator housed in the MSK Transmitter Simulator
is a digi.ally implemented modulator based on the digital oscillator
technique developed on the Random Access Measurement System (RAMS) program.
Two analog MSK modulator techniques are housed in the Communications Link
Simulator, but the digital implementation offers two advantages not
found in the ana' : implementations. The digital technique provides a
more precise formulation of MSK modulation in that the deviation ratio
(which is 0.5 by definition for MSK modulation) is precisely 0.5 for the
digital technique while only approximated in the analog technique. The
availability of both modulation schemes allows data to be taken on the

effect ot the "purity" of the MSK mndulation on the performance of both

coherent and non-coherent demodulation techniques. Also, the digital

implementation technique provides a low frequency modulation carrier- 20.016 KHz
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that can be directly input into the Search Subsystem Simulator and
the Receive Channel Simulator. This direct interface capability
allows data to be taken to determine the effect, if any, on the demodulation
processes from non-coherently up-converting and down-converting the
MSK modulated signal via the Communications Link Simulator.
A detailed block dizgram of the MSK modulator is shown in Figure
2-6. The digital osciliator used to implement the MSK modulation format
is a non-recursive digital oscillator that uses a stored quantized
phase plane as the quantizing element. The frequency output by the
oscillator is determined by the rate in which a digital sampler cycles
through the quantized phase plane. A binary number serves as a digital
representation of the frequency to be generated and controls the cyclic
rate of the sampler. The digital number is input into a full adder
whose output is strobed into a holding register. The output of the
holding register serves as the other input to the full adder. The holding
register thus serves as anaccumulator, and the accumulated count at any
one time represents where in the discrete phase plane the output frequency
resides. The accumulator is updated at the reference clock rate of
2.097152 MHz, and on each clock pulse the accumulated count is increased
by an amount equal to the digital number input into the adder. Thus
the digital number determines the rate in which the discrete phase points
in the phase plane are addressed and cycled through and hence controls

the frequency output.

If the digital number which controls the output frequency is one,
the 16-bit accumulator register will take 216 or 65,536 clocks to cycle
the accumulated count from 0 to 65,535 and then overflow back to 0.

For the accumulator reference clock of 2.097152 MHz, the time required

to complete one cycle through the phase plane is:
2-28




MARK FREQUENCY SPACE FREQUENCY
SELECTION SWITCHES SELECTION SWITCHES
(10 BITS) ﬂ _J (10 BITS)

e GO 59 -

MODULATION/CW @ [ 2-CHANNE
- L
CHANNEL DIGITAL

‘:DSELECT

DIGITAL DATA (@— ——
(320 BPS)

=

2.097152 Hz

| HANCHESTER DATA cock | 16-8IT 16 BITS
' ACCUMULATOR ot
:}mxmwmmn { ] | 10 MOST
DISABLE O Py s~ SIGNIFICANT
] BITS
512 WORD MSB - 512 WORD
x8 BIT x8 BIT
] EN EN
READ ONLY MEMORY READ ONLY MEMORY
[l (180°< @< 360°) (0°< @ <180°)
[! XTAL 0SC.
2.078872 MHz *
x 9-BIT
DIGITAL-TO-ANALOG
CONVERTER

]

EXTERNAL SIGNAL

- (HOISE) ©— 3

INPUT PORT
!; VARTABLE Q
BANDPASS FILTER
. £,=20.016 KHz
q DIGITAL 0,016 Kiz
MSK MODULATOR - -

E Figure 2-6 l - . 8??(1)?40AL PAGE I3
1 MSK MODULATED OUTPUT R QUALITY.
) B 2-29




216

time = 37097157 Wiz = 31.25 milliseconds

The presentation of 2w radians in 31.25 milliseconds describes a
frequency of 32 Hz. If the digital number is changed to two, the
presentation of 2m radians is accomplished in 15.625 milliseconds,
describing a frequency 64 Hz. It is clear then that the digital number,
when multiplied by 32, equals the frequency output by the digital
oscillator.

The discrete phase plane is stored in a read-only memory (ROM)
which is addressed by the contents of the accumulator. The accumulator

content represents where in phase the output frequency is at some point

in time, and as a function of time describes a sawtooth waveform with a
; repetition rate equal to the output frequency. The purpose of the ROM
| is to convert the sawtooth waveform into a sine wave function, with one

§ period of the sine wave function described during a single cycle of the

|

accumulator. The ROM physically consists of two separate ROMS, with one

ROM containing the phase points for the first half of the accumulator
count and the other the phase points for :he second half of the accumulator
count. The ten most significant bits of the accumulator address the

ROM networks with the most significant bit of the accumulator used to
steer the activation of the appropriate ROM. The ROM outputs are tri-
state so that corresponding outputs from each ROM can be tied together

in a wired-or configuration. The wired-or output from the two ROM

networks is a quantized or digital version of the desired sine wave
and thus a digital to analog converter (DAC) is used to obtain the
final output. The most significant bit of the accumulator is also
applied to the DAC to obtain a bi-polar output which is the fipal MSK

modulated output.

e N D I SN D oo o
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The MSK modulation is implemented using the digital oscillator
cuncept by simply changing the digital number being input into the adder.
Assume, for instance, that the digital number is suddenly changed to a
larger numerical value. Initially no change in the digital oscillator
output will take place, but on the next 2.097152 MHz clock pulse the
accumulator will be updated by the new value of the digital number.

Since the new value of the digital number is larger in value, the accumulator
accumulates count, overflows, and begins a new accumulation cycle at a
faster rate. It is important to note that the switch to the new digital
number causes no abrupt jump in the phase of the signal output by the

DAC since there is no abrupt jump in the accumulator count. The frequency
of the signal output by the DAC jumps to the frequency dictated by the

new value of the digital number, but there is no phase discontinuity.

If the digital number is suddenly lowered to the original value , again

no discontinuity in phase will occur and the accumulator will accumulate
count, overflow, and begin a new cycle at a slower rate - thereby
lowering the output frequency. Raising or lowering the value of the
digital number thus serves to immediately change the frequency of the
signal output while maintaining phase continuity.

MSK modulation has just been described if the two digital numbers
are of the proper value to create two signals separated in frequency
by half the data clock. Two switch banks are used to implement the
two digital numbers. The outputs of the two switch banks are routed
to a 2-channel multiplexer which is steered by the polarity of the digital
data. With this choice of implementation, any modulation index can
be generated by properly selecting the outputs from the two switch
banks. The modulator then generates continuous phase FSK of selectable
modulation index - with MSK modulation being but a special case with a

modulation index of 0.5. The steering logic controlling the multiplexer
2-31




receives the data from the data generator and steers the multiplexer
accordingly. The steering logic is also implemented to allow only one
switch bank output to be utilized during the CW portion of the message
transmission. This is done to assure that the modulator outputs only a
continuous tone during the CW preamble.

The DAC output is input into a summing network where the modulated
signal is summed with an external signal or noise. This summation port
is provided chiefly to implement known signal to noise ratios for testing
the demodulation techniques in the Receive Channel Simulator. The output
of the summing network is input into a variable Q bandpass filter.

This bandpass filter, which is implemented with a Burr-Brown universal
active filter, can be varied in Q from 13 to 57, which represents a
bandwidth of 1.1 fb to 2.3 fb (where fb is the digital data rate) for
both NRZ and Manchester encoded data. The purpose of this filter is to
measure the performance of the demodulation techniques in the Receive
Channel Simulator as a function of band-limiting the MSK mdoulated
signal. This can be a very crutial set of data points in terms of
optimizing the mutual interference statistics in future data collection
systems utilizing MSK modulation.

The reference clock of 2.097152 MHz is used as the reference clock
to the accumulator to generate the phase coherent FSK modulation.
However, with the particular digital oscillator implementation used
there is no means of generating the carrier frequency (20.016 KHz)
during the CW preamble portion of a message. The non-coherent demodulator
requires a front-end CW preamble at the carrier frequency to effectively
center the discrimination process. It is also imparative that some
percentage of carrier frequency remain present during the transmission

of data - which necessitates Manchester encoding. For the non-coherent de-

modulation process then, which is synonymous with the transmission of
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Manchester encoded data, the MSK modulator is implemented to output the

e B

carrier frequency during the CW preamble. For straight NRZ data, the mark
frequency of 20.096 KHz is transmitted during the CW preamble rather than
the carrier frequency. The mark frequency is used with NRZ data because

it falls in the center of a frequency bin in the chirp-z transformer search
system, resulting in no ambiguity in the frequency bin assigned to the

Receive Channel Simulator. This removal of bin assignment ambiguity is

important to the operation of the coherent demodulator. The mark and space

phase lock loops must be narrow enough to avoid tracking each other, and if

the loops had to acquire over a frequency range equivalent to a bin ambiguity,

the acquisition range requirement and adjacent signal rejection criteria

would conflict. This problem can be overcome in a final hardware design

-} by simply stipulating that the resolution of the search unit be much less
% than the mark and space frequency separation if coherent demodulation is to
N be used.

To implement the carrier frequency during the CW preamble, a separate

reference clock set at 2.0788 MHz is used to clock the accumulator in
the digital oscillator. This reference clock value in conjunction with the

setting of that switch bank output by the multiplexer during the CW preamble -

which with the normal referency frequency of 2.097152 MHz would generate the

mark frequency - generates a tone at exactly the carrier frequency of 20.016 KHz.

=3

* The selection logic which selects which reference clock is to be applied

to the accumulator is designed to output the 2.097152 MHz reference except
during the CW preamble portion of a Manchester encoded message transmission
or during the absence of any transmission at all. In the latter case no

clock at all is applied to the accumulator and the modulator is completely

= =3

disabled.
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E. COMMUNTCATIONS LINK STMULATOR

‘the Communications Link Simulator provides two functions - it simulates an r-f

communications link and it houses two different hardware designs for implementing

MSK modulation. The r-f communications link simulation is accomplished at an

i-f of 10.7 MHz, which is a common i-f frequency that can be readily up-converted
to an r-f frequency for transmission if so required at a later date. At the 10.7 MHz

i-f, the MSK modulated signal, which is obtained by either up-converting the

20.016 KHz digital MSK modulator carrier or utilizing one of the two MSK modulators

housed in the Communications Link Simulator, is either linearly processed and

then down-converted to a baseband signal centered between 10 to 40 KHz, or

it is routed through a hard limiter prior to down-converting. This feature

allows comparisons to be made in terms of data recovery performance, both for

the cohcrent and non-coherent demodulators, between MSK signals which have beer

linearly processed and transmitted and MSK signals which have been passed thrcugh

non-linear devices - such as class C power stages - prior to transmission.

Also, interference can be inserted at the 10.7 MHz i-f frequency via an inter-

ference summing port to simulate either broadband or narrow band type r-f inter-

The down-conversion LO port is designed to be driven by an external

een 10.66 and 10.69 Miz, effects

ference.

synthesizer which, when varied in frequency betw

a baseband signal between 10 to 40 KHz. A summing port is also provided at

baseband for inserting noise or another interfering tone.

The two MSK modulators housed in the Communications Link Simulator provide

a means of evaluating the properties of MSK modulation when generated at an

r-f frequency. The two types of modulators provided are a VCX0 type modulator

and a varactor phase shift modulator. The center or rest frequency of the

VCXO modulator is tuned to 10.7 MHz, and the gain of the VCXO is adjusted to

he serial digital data

provide the mark and space frequencies when driven by t

t modulator, the incoming digital data stream

The

stream. For the varactor phase shif

drives 2 ramp generator - which is a digitized version of an integrator.
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ramp generator, in turn, outputs positive or ncgative sloped ramps which, when

used to drive the bias port of the varactor phase shift network, create linear

phase ramp excursions of the 10.7 Miz signal. The phase shift network has a

linear phase range of approximately 360 degrees. When utilizing this modulator

then it is necessary that the digital data driving the modulator be encoded to

ensure that data transitions are present SO that the linear phase range of the
modulator is not exceeded. Manchester encoding is the encoding scheme utilized.

The VCXO type modulator does not have the encoding requirement and may be driven

by NRZ data.

Both modulators do have a common property, however, which distinquishes
them from the digital MSK modulator housed in the MSK Transmitter Simulator.
In the digital MSK modulator the 20.016 KHz carrier and the 320 bps data rate

are synchronous since both carrier and data clock are generated from a common

crystal oscillator. For the two modulators housed in the Communications Link

Simulator, however, synchronism between the 320 bps data and the 10.7 MHz carrier

is not maintained. The question of synchronism between the carrier and the

data is one of the main properties of MSK modulation to be addressed. The

value of synchronism will be judged by comparing the data recovery performance
for both the coherent and non-coherent demodulators for both synchronous and
asynchronous data clock and carrier relationships. The synchronous relationship

betwecen carrier and data clock is a prime reason for building the digital MSK

modulator.

Figure 2-7 is a block diagram of the Communications Link Simulator. The

digital MSK signal is input into the simulator at a -10 dBm signal level and up-

converted to 10.7 Miz. The up-conversion 1is accomplished by a mixer driven

by a 10.68 MHz crystal oscillator. The mixer output is tied to a coaxial tie

point along with the outputs from the VCXO and varactor phase shift MSK modulato:

The purpose of the coaxial tie point is to allow the selection between the three
sources of MSK modulation to be made by attaching a short coaxial cable between
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the desired MSK output and the common junction into the bandpass filter. The

bandpass filter which follows the coaxial tie point is a crystal filter centered

at 10.7 Miz with a double-sided bandwidth of 13 KHz. The purpose of this filter

is to remove the unwanted mixing products from the up-converted digital MSK

modulator signal and reject any extraneous frequency components from the varactor

phase shift or VCXO type MSK modulators. The filter output, which sets at

approximately - 23 dBm, drives both a hard-limiter and a second coaxial tie point.

The hard-limiter output is also tied to the second coaxial tie point. A selection

can then be made between a hard-limited or linear version of the selected MSK

modulation, and allows tests to be conducted to determine the effect or degradation

resulting from using non-linear hardware - such as class C power amplifiers - in

generating the MSK signal. Two attenuators follow the second coaxial tie point

and allow the signal to be varied in power over a wide dynamic range in 1 dB

steps. The input into the attenuator bank is approximately - 23 dBm,

is nominally set at - 33 dBm.

Following the attenuator bank, the signal is input into a summing amplifier.

A second input port into this amplifier allows r-f interference - either wideband

or narrow band - to be summed with the signal to simulate unwanted signals and

noisc-like interference associates with typical r-f links. The output of this

amplifier, which is nominally set to -37 dBm, concludes the 10.7 Miz i-f

signal processing in the Communications Link Simulator. The amplif 'r output

drives a second mixer which serves to down-convert the 10.7 Miz signal to base-

band. The down-conversion is accomplished by inputting a second LO from an

external synthesizer into the reference port of the mixer. The external synthe -

sizer may be varied in frequency from 10.66 Miz to 10.69 Mz, which places the

signal at baseband between 10 and 40 KHz. The baseband signal is then routed

through yct another summation amplifier to allow Gaussian noise or additional

interfering signals to be combined with the signal. The summing amplifier also

provides approximately 43 dB of gain. The output of the Communications Link

2-37
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Simulator is then a -1 dBm bascband signal ranging in frequency between 10 and
40 KHz.

The varactor phase shift MSK modulator and the VCXO MSK modulator are also
shown in Figure 2-7. For the varactor modulator, the incoming digital data
steers or controls the count mode of an 8-bit up/down binary counter. If the
incoming data is a logic one, the counter is commanded to "count-up", and if
the data bit is a logic zero, the counter is commanded to '"count down'. The
counter output is sent to an 8-bit digital-to-analog converter to convert the
counter content to voltage ramps as shown in Figure 2-7. As previously noted,
Manchester cncoding is required when using this modulator to ensure that the
linear phase range of the varactor phase shift network, which is but 360 degrees,
is not excecded. For 320 bps Manchester encoded data, the maximum duration of
a logic onc or zero is 3.125 milliseconds. To achieve a count of 28 in 3.125

milliseconds requires a clock rate of

28

clock = 3.125.1073

f = 81.92 KHz

This clock is derived from the 10.48576 MHz oscillator housed in the Search
Subsystem Simulator. The triangular ramp waveform is then converted to a proper
drive level by an amplifier and input into the bias port of a Merrimac Model

PSE-4 phase shift network. The drive voltage serves to alter the bias on a
varactor diode which in turn alters the capacitance of the diode and varies the
tuning of the network. The net result is to linearly vary the phase of the 10.7 M
crystal oscillator generated reference frequency in + 90° ramps - which is the

phase characteristic of MSK modulation as referenced at the carrier frequency.
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The VCXO MSK modulator consists of a VCXO whose center or rest frequency

is tuned to the carrier frequency (10.7 Miz) of the MSK modulated signal. The

incoming digital data stream is passed through an adjustable gain amplifier

which serves to remove the dc bias, or convert the 0 to 4 volt logic signal to

a signal centered about zero volts. The gain of the amplifier is also adjustable

so that the proper drive levels can be obtained to slew the VCXO to the mark or

space frequency - depending on whether the incoming data bit is a logic one or

a logic zero respectively. Circuitry is also provided to ground the input to

the VCXO during the CW preamble so that the carrier frequency is output during

the preamble - a necessary requirement for the phase lock loop type non-coherent

demodulator used in the Receive Channel Simulator.
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F. SEARCH SUBSYSTEM SIMULATOR

The Search Subsystem Simulator detects the presence of signal transmissions,
assizns a receive channel to the detected signal, and generates a reference tone
to translate the detected signal to the center of the Receive Charnel Simulator's
i-f bandpass filter. The simulator also contains built-in test circuitry for
conducting probability of detection tests and false alarm tests.

The heart of the simulator is the chirp-z transformer, which performs a
discrete Fourier transform on the incoming baseband signal. The output of the
chirp-z transformer is a set of spectral coefficients representing the spectral
content of the incoming signal. The magnitude of the coefficients output is
examined by a threshold detector. Any tone or coherent signal in the baseband
input which exceeds a minimal signal-to-noise ratio will cause the coefficient
presenting the spectral content about the frequency of the incoming tone to
exceed all other coefficients in magnitude. This means the threshold level can
be set above the coefficient levels output on noise alone and yet below the
coefficient levels resulting from the presence of signals in the baseband input.
The threshold detector then will ideally be triggered only on incoming signals.
The spectral coefficients generated by the chirp-z transformer are output
serially. This allows the detection process to be accomplished with a single
threshold detector. The outputting of the coefficients is also time/frequency
ordered, so that noting the time of detection as referenced to the start of a
transformation gives the location of the detccted signal in frequency. This
information allows a reference tone to be generated at the proper frequency to
place the detected signal in the center of the i-f receive channel.

The following sections will first describe the ti.eory of operation and the
hardware implementation of the chirp-z transformer, and then the overall imple-

mentation of the Search Subsystem Simulator.

F.1. Chirp-Z Transformer
a. Theory of Operation

The chirp-z transform is a mathematical algorithm for implementing
the discrete Fourier transform. The transform was originally conceived as an
algorithm for implementing a discrete Fourier transform on a digital computer,
but never gained wide acceptance as it offered no clearcut advantage over the
popular Cooley-Tuk2y aigorithm. However, the algorithm does lend itself to a
natural implementati:n of the discrete Fourier transform using charged-coupled-
device (CCD) transversal filters. To show this harmony between the chirp-z trans-
form algorithimn and the implementation of the algorithm with CCD transversal
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filters, the mathematical development of the algorithm will be briefly developed

The discrete Fourier transform is given by

F, =NZ-:1 g o-izmkn/K
n=0
where Fk = Kth spectral component of £(t), where
fk=k fs/N (fs being the sampling frequency)
N = number of samples taken on incoming signal f(t)
fh= nth/sample in time of f(t)

Using the substitution 2nk = n2+k2-(n-k)2 gives

-im nz/N) LT (k-m) 2/

. 2 N-1
_ _-im k“/N
Fk = e ég; (fn e

S ——

Chirp Chirp Tap Weights
Post-Multiply Pre-Multiply

Transversal Filter

As can be seen, the equation has been factored into three mathematical operations
which are illustrated in Figure 2-8. The.incoming signal f(t) is applied to a
mixer where it is multiplied by a chirp (linear FM) waveform. The result

of this initial mixing process, labeled the pre-multiply chirp operation, is

then input into a CCD transversal filter where a convolution process is implemented.
The CCD filter consists of a discrete number of cells with each cell containing a
sample of the incoming data as modified by the pre-multiply chirp. The implementati
then is a sampled data system with each sample in the CCD filter representing

the analog value of the incoming chirp-weighted signal at the transition of

the chirp bin or sample clock. The stored samples within the CCD filter are
individually weighted (or multiplied) by coefficients or tap weights. The

products are then summed and output to another mixer where a second chirp

multiply, labeled the chirp post-multiply, is performed.

The actual derivation of the Fourier coefficients utilizing the chirp-z
transformer as implemented with CCD's is a strict time-ordered process. Initially
all of the storage cells in the CCD filter contain zero charge and the sampled
signal fn, after mixing with the complex chirp signal, is input into the CCD
transversal filter. After N clock times, N samples of the incoming signal
as modulated by the FM chirp are stored in the first N cells of the CCD. At
this time the data is aligned so that when multiplied by the tap weights associated
with each cell, the products summed, and the sum mixed with a second complex
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FM chirp, the first spectral coefficient F0 results. After the next clock,

in which the stored data samples are shifted down one cell with the input blanked
so that zero charge is stored in the first or input cell, the data is aligned

so that the second spectral component F1 results. This serial step by step
process continues until all N spectral components are calculated. At this time
the 2N-1 cell CCD transversal filter contains the FM chirp modulated data samples
in the top most N cells and zeroes in the first or input side N-1 cells.

The operation described has a major drawback in that the simultaneous
inputting of new data samples and outputting of spectral coefficients is not
allowed. The sampled data must first be loaded into the CCD filter while the
output is blanked, and then the input must be blanked while the spectral coefficients
are output. This gives only a 50% duty cycle in that a coefficient is effectively
output only on every other chirp bin or sample clock. Unfortunately this is
necessary if true Fourier coefficients are required, i.e., accurate both in
phase and magnitude. However, when just the spectral density or magnitude
of each coefficient is required, the implementation of the chirp-z transform
can be greatly simplified.

To demonstrate the simplification that results when only magnitude data is
required, it will be assumed that the blanking functions described above are
disabled. Having made this assumption, it will then be shown that the resultant
expression is the same as the strict DFT definition if only magnitude is
considered. The omission of blanking means that a coefficient is output every
clock period. The omission of blanking further implies that each successive
coefficient is calculated from those data points used to calculate the previous
coefficient, plus a newly sampled data point, and minus the oldest sample point.
Furthermore, the data used in the previous calculation is now shifted one bit

to the right. In other words, the data is indexed each time a spectral coefficient

is calculated. The expression for the kth/coeffi'ient then is simply.
. E"zk:l ¢ o-i2m kn/N
k tek M

th/ o
where the N sample points available for the calculation of the k =~ coefficient

lie in the time window of k<n<n+k-1. Now let n-k=m
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It is noted that the above expression is identical to the strict definition
of the DFT except for the phase modifier preceeding the summation sign. The
magnitude of each coefficient is them unchanged by the sliding of the sampled
data points. Making the same substitution as previously made for the chirp-z

transform derivation yields.

1

f

-izm k2/N o-im kz/N}Ef
m+k

-im m?/N _-im(k-m)2/N
F, = e e
k
m=0

Taking the magnitude squared of the above expression yields

N-1 .2 . 2
leIZ - IE: (fm+k -imm /N) e11T(k—m) /N|2
ma_vo I s
Chirp Tap Weights

Pre-Multiply

. R
Transversal Filter

A very important simplification has taken place. The requirement for only
magnitude has eliminated the need for post chirp multiplication. The above
expression is called the "sliding" chirp-z transform algorithm.

The CCD implementation of the sliding chirp-z transform is pictorially
shown in Figure 2-9. As noted in the above equation, the sampled data points
are indexed with each coefficient calculation, as are the tap weights. This
latter observation is most disturbing because the tap weights in a realizable

CCD filter are fixed, and using a fixed set of tap weights does not yield the

product summation given in the above definitive equation. However, as indicated

in Figure 2-9, a multiplier of constant magnitude (one), which remains fixed
for a given coefficient calculation, can be applied to the answer output by
the actual CCD implementation to give the proper answer. This required trick
to obtain the product summation in the proper format simply signifies again

that the sliding chirp-z transform does not preserve phase information. The

output from the CCD transversal filter agrees with the definition of the sliding

chirp-z transform in magnitude but not in phase.

2-44




TRANSFORMER COEFFICIENT FORMULATION

S CALCULATION Figure 2-9

I : ' EXAMPLES OF SLIDING CRIRP-Z

2 2 H 2 0)2
4 3 2 1 -1 LgL
(¢} f“.h.,L}. f”-h‘_}_ f et f],.th_ foe "

AR AR RAE AR AR
T2 ouTPUT
ouUTPUT = F3

o | £2] ~jorenr

r{ CALCULATION

g 7 7
; " '-nﬁg ‘ e-twﬂg ¢ e-in‘—a-g ¢ e-h-‘—z%- ,l.-hﬂ%-

f(t) § [} 3

[+~ S <~ [ =~~~ I - R promx

m

\ 1 ? 5 ou‘mn’
r: . !‘e"’!{ + '2'." e f,e"' e f‘o'“‘ T fsc"'r
s -ink
ouTPUT = FS @775
&R - loueur
r; CALCULATION

e —— F] 2 2 | 2 2
-iw {8 R L1.l8 A3 2
i) fee L%‘ fee "Ll’ f,e "L%‘ |13e" L%" fze'"L!'

N EE R SR .
L J
R
-
i

QUTPUT
e fzn" go fy¢ f.c"' g" fso'" g’o 16!"' !% ORIGINAL PAGE Ig

’ ) OF
E ouTPUT = (F} )(e™'" %) POOR QuALITY,

4
” l'z! lW 2-45




o Y oo B < BN

A property of the chirp-z transformer is the presence of what have been
termed in this report 'real' and "imaginary' coefficients. The discrete Fourier
transform is defined only for periodic time functions. For N sampled data
points, from which a discrete Fourier transform is to be derived via the chirp-z
transform algorithm or any other appropriate algorithm, the time required to
collect the N sample points (N/fs) defines the period of the time domain signal.
By definition, the discrete Fourier transform assumes that the sampled signal
repeats its pattern every period. The output of the discrete Fourier transform
is a set of N points or coefficients, with each coefficient representing a
frequency band equivalent to the reciprocal of the time period. This frequency
band is often termed the analyzing bandwidth of the discrete Fourier transform.
An important observation can now be made. If N frequency points are output,
with each frequency point separated in frequency from its adjacent neighbors
by the analyzing bandwidth, then the highest frequency point represents the
frequency spectrum in the neighborhood of the sampling frequency fs. The
equivalent period in the frequency domain as measured on a continuous frequency
scale is then fs' However, the discrete Fourier transform over the first half
of the frequency period is related to the transform over the second half. The
maximum unambiguous frequency range then is fs/Z, which is the familiar foldover
frequency fo' Discrete Fourier transform theory further tells us that regardless
of the makeup of the input time signal (real, imaginary, complex), the last
N/2 frequency points are but a mirror image of the first N/2 frequency points
in magnitude. It can also be shown that the behavior of the frequency points
in the range from N/2 to N is identical to the behavior from - N/2 to 0. Thus
the interval from N/2 to N is often referred to as a negative time or frequency
range interval. This is an important point in the actual implementation of the
chirp-z transformer used in the ADC/PL breadboard system.

The result of all this is that a siugle frequency tone at the input will
appear twice in the set of coefficients or frequency points output by the transform
process.v Another perhaps less confusing way to explain the dual frequency
coefficients output during a given transform for each single frequency tone
input is to consider the sampling theorem and its implications in the transform
process. Assume the sample points are gathered at a sampling rate of fs and
further assume that there are N sample points used to perform the transform.

For N sample points into the transform, N frequency points will be output and
will cover a frequency range of 0 to fS Hz. These are clear and straight-
forward results from the definitive equations governing the discrete Fourier

transform. The sampling theorem states, however, that for proper reproduction

of the sampled signal at least two samples per cycle must be taken. For an f_ sampl
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rate, signals above fs/2 in frequency will have less then two samples per
cycle represented in the N sample points and will fold back about the fs/2
frequency point and appear as lower-valued frequencies. By the same argument,
it is noted that frequency inputs lower than f./2 can fold across the fs/2
frequency point and appear as higher-valued frequency points. These two
examples are illustrated in Figure 2-10. Two signals are shown, one at a
frequency of 1/4 the sampling rate and one at a frequency of 3/4 the sampling
rate. It is noted that both signals give the same sample values at the sampling
points, so if presented just the sample points it would be impossible to tell
from which signal the sample points came. This is precisely the reason why a
given spectral tone which is below the foldover frequency of fS/2 /i1l appear
twice in the set of spectral coefficients output from the transform process.
One coefficient will represent the true frequency of the signal input (real
coefficient) and one coefficient will represent the signal folded over (imag-
inary coefficient). In the example shown in Figure 2-10, a signal at 1/4 fs
will result in coefficients being output at both 1/4 fs (real coefficient)and
3/4 fs (imaginary coefficient).

It was stated earlier that the behavior of the frequency points in the
range from N/2 to N is identical to the behavior of the frequency points in
the range from -N/2 to 0. The chirp-z transform makes use of this equality
by sweeping the input through zero frequency to create a spectral search band
from -fS/Z to fs/Z, which again is the same as a spectral band irom 0 to fs.
This really is no more than an implementation technique to halve the maximum
frequency required in the fm chirp. Also, visualizing the spectral search
band this way clearly differentiates between the imaginary (negative frequency)
and real (positive frequency; coefficients. The key reason for dwelling on the
dual frequency coefficient phenomena is that a part of the chirp-z transformer
evaluation is the processing gain (or loss) to be obtained by utilizing both
the real and imaginary coefficients in constructing the probability of detection
curves -- as opposed to just the real coefficients.

Another property of the chirp-z transformer is the weighting or sampling
of the sampling window, by appropriately adjusting the tap weights, to minimize
the effects of spectral spreading. The shaping of the sampling window to minimize
spectral spreading is commonly referred to as apodization. Figure 2-11 depicts
the need for apodization. As shown, a sine wave transforms into the frequency

domain as two impulse functions located at the positive and negative frequency
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points. A finite pulse however, which represents an unweighted or rectangular
sampling window, transforms into the frequency domain as a sin x/x function
centered at zero frequency or dc. The spectral function resulting from
sampling the sinusoid over a finite duration can be found by convolving the
sinusoid spectrum with the pulse spectrum. The result, shown in Figure 2-11,
is two sin x/x functions centered at the positive and negative frequency
points of the sinusoid. Also, as shown in Figure 2-11, increasing the length
of the sample. time narrows the two main spectral lobes as well as the sidelobes.

The presence of the sidelobes or leakage terms can create problems if the
detector monitoring the coefficients output by the chirp-z transformer must
operate over a large dynamic range. 1f the detector is adjusted to detect the
presence of weak signals, then the leakage components of strong signals will
also be detected and result in a high false alarm rate. To overcome this
problem, the rectangular sampling function can be shaped to lower the sidelobes.
Figure 2-12 depicts sampling windows of different shape factors and their
Fourier transforms. As can be seen both the Hanning and Hamming windows transform
into the frequency domain with wider main lobes but much lower sidelobes.
The lower sidelobes will give a greater dynamic range capability in the detection
process; however, a question arises as to whether or not the widening of the
main lobes degrades the probability of detection for a given signal-to-noise
ratio. To address this question two different chirp-z transformer chips are
utilized. One chip has a straight rectangular shaped sampling window while
the other utilizes a Hamming window. The Hamming weighting is accomplished
by altering the tap weights of each CCD cell. Comparisons will be made between
the two transformers both in terms of probability of detection versus signal-to-
noise ratio and dynamic range or bin spreading.

b. Hardware Implementation

Figure 2-13 is a block diagram of the sliding chirp-z transformer

implementation. The CCD chip itself consists of four 500 cell transversal
filters with sine or cosine tap weighting. Additional sine and cosine processing
is included outside the chip itself to implement the chirp-z transformation.
The configuration shown in Figure 2-13 can best be explained by examining the

definitive equation for the sliding chirp-z transform previously developed.
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The above equation contains four summation terms involving the products of the sine
and cosine components of the pre-multiply chirp mulciplied by the sine and cosine
components of the transversal filter. The four separate summation terms are
developed in the four separate transversal filters shown in Figure 2-13. The

two real summation terms are then added together and the two imaginary summation
terms are added together by two summation amplifiers. The resulting real and imagina
terms are then squared, summed, and the square root is taken to obtain tne final
magnitude term.

The pre-multiply sine and cosine chirp components are generated by using
read-only memory look-up tables. Two 512 word by 8 bit PROMS (programmable read-
only memories) provide the look-up table. An 8-bit binary counter is used to
step through the look-up table and generate the chirp components. Two digital to
analog converters are used to convert the digital PROM words to analog format.

The two analog chirp components are then mixed with the incoming signal and input
into the transversal filters.

Texas Instruments is presently developing a fully integrated 500 cell chirp-
z transformer which will include al. of the components shown in Figure 2-13 on the C(
chip itself, except for the two PROMS. This level of integration should improve
the performance of the chirp-z transformer by reducing stray capacitances and pick-
up problems and will certainly make the chirp-z transformer attractive in terms of

packaging requirements.

F.2 Simulator Implementation

Figure 2-14 is a block diagram of the Search Subsystem Simulator with the
chirp-z transformer represented as a single block. The incoming signal is passed
through a 5 poie low pass elliptic filter prior to the chirp-z transformer to remove
any unwanted high frequency terms and to establish a well-defined noise bandwidth

for implementing signal-to-noise measurements. The low pass filter has a cutoff
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frequency of 40 kHz. The chirp-z transformer divides this 40 kHz frequency band
into 250 frequency cells. Each cell then represents 160 Hz in frequency. A coef-
ficient is output for each cell, and the magnitude of the coefficient reflects
the spectral energy present in the 160 Hz bin assigned to the coefficient. The
output of the chirp-z transformer is a serial train of coefficients which are input
into a threshold comparator. The threshold level on the comparator is adjustable
to allow different false alarm rates to be selected by monitoring the rate of thresh-
hold exceedances on noise alone. The output of the threshold comparator is input
into coefficient thresholding selection logic where the choice is made to output
only threshold exceedances resulting from 'real" coefficients or threshold
exceedances resulting from either '"real" or "imaginary" coefficients. The choice
is made by a switch located on the front panel of the simulator. The output from
the coefficient thresholding selection logic is routed through a gate which can
disallow outputting threshold exceedances if a signal is not being output by the
MSK Transmitter Simulator. No mechanism is provided in the Receive Channel
Simulator to verify that an assignment reccived from the Search Subsystem Simulator
is being properly attended - phase lock has been established, the frame sync code
has been detected, etc. Once an assignment is made then, it remains throughout
the time required to transmit a message. Any assignments based on false alarms
will then tie the Receive Channel Simulator up for a significant period of time
and in all probability will result in the actual message being missed. The
gate is provided to reduce the probability of assigning the Receive Channel
Simulator to a false alarm by not allowing any threshold exceedance to be output
unless the MSK Transmitter Simulator is actuaily transmitting a signal. The gate
can also be deactivated to allow threshold exceedances to be continually output.
The control of the gate mode is accomplished by a switch located on the front
panel of the simulator.

The resulting threshold exceedance signal, termed the threshold event
signal, serves to clear or re-initialize a time-out counter and load the count
defining which coefficient caused the exceedance into a holding register--the
slave oscillator assignment holding register. The time-out counter is the mech-
anism which, once an assignment is made, allows no other assignments to be made,
even though additional threshold event signals occur. The time-out duration is
determined by tliumbwheel time-out selection switches located on the front panel
of the simulator. The resolution of the time-out signal duration is on~ millisecond
and the length can be varied from 1 to 999 milliseconds. The time-out signal duration
is normally set to the length of the message duraticn so that the search unit will
be ready to detect a new transmission and make a new assignment at the end of a

previcusly assigned signal transmission. When the count in the time-out counter

agrees with the thumbwheel switch setting, the counter is deactivated and a gate
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is activated to allow the next threshold event signal to re-initialize the counter
and make a new assignment by loading a new count value into the slave oscillator
holding register.

The chirp-z transformer outputs 500 coefficients, 250 real coefficients
and 250 imaginary coefficients, in 6.75 milliseconds. The search time of 6.25
milliseconds is the reciprocat of the cell size or analyzing bandwidth of 160 Hz.
The serial output rate of the coefficients is then 80 kHz, which in 6.25 milli-
seconds gives 500 coefficient samples. Figure 2-15 depicts the time-ordered
sequence in which the coefficients are output. A synchronizing pulse output
by the chirp-z transforier, the chirp sync pulse, denotes the beginning of a
new transformation; and the bin sync clock signal, also output by the chirp-z
transformer, is the 80 kHz coefficient rate clock. Following the chirp sync
pulse, the first coefficient output is the real coefficient C°R’ which represents
the spectral energy from -80 Hz to +80 Hz. The next coefficient output is C1R,
which represents the spectral energy from +80 Hz to +240 Hz. This sequence
continues until the last real coefficient, C250R, is output representing the
spectral energy from 39,920 Hz to 40,080 Hz. The next coefficient output
is the imaginary coefficient 02491, which represents the spectral energy from
-39,920 Hz to -39,760 Hz. The next coefficient nutput, €248, represents the spec-
tral energy from -39,760 Hz to -39,600 Hz. The outputting of imaginary coefficients
continues until the last imaginary coecfficient C1I is output representing the
spectral energy from -240 Hz to -80 Hz. The cycle then repeats with coefficient
Cog being output next.

To keep track of which coefficient is being output at any one point in
time, an up/down tinary counter, which is clocked by the bin sync clock, is usad.
The chirp sync pulse initially clears the binary counter and places the ccurter
in a count-up mode. When a count of 250 is detected, the count mode is changed
to & count-down mode and the counter begins counting down at the bin sync clock
rate. The mode or selection of count direction then defines whether the coefficien!
being output is real or imaginary, and the mode selection is used to steer the
coefficient thresholding selection legic. Also, the count residing in the binary
counter upon receiving a threshold event signal represents where, to within 160 Hz,
the detected signal lies. Transferring this count to the slave oscillator
assignment holding register allows a reference tone to be generated to place the
detected signal within the i-f bandwidth of the Receive Channel Simulator. The
slave oscillator is the same type digital oscillator described in the MSK Transmitt
Simulator. The frequency range of the slave osciliator is 180 kHz to 220 kHz and
the resolution is 160 Hz. The output of the slave oscillator is mixed with the

incoming baseband signal out of the 5 pole elliptic low pass filter, and the lower
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sideband is routed through a bandpass filter centered at 180 kHz with a
double-sided bandwidth of 12 kHz.

The threshold event signal is also used to conduct probability of
detection tests and false alarm rate tests. Probability of detection
tests are conducted by examining how many times the threshold event signal
occurs at a given bin or frequency cell over a given number of attempts for
a given input signal of known frequency. A set of thumbwheel bin selection
switches located on the front panel of the simulator select which frequency
cell is to be examined for threshold events. The switch setting is compared
against the count in the binary counter keeping track of the coefficient
order. A comparison signifies that the coefficient presently being output
to the threshold detector represents the spectral content of the frequency
bin of interest. This comparison signal is gated with the threshold event
signal line, and the output is the threshold event signal for the frequency
bin to be examined. The gate output is routed to a threshold event counter
where the number of gated events is recorded.

To determine the probability of detection, it is necessary to know
how many detections were made over a period of time and how many detections
could have been made if a 100 percent probability of detection were available.
If only real coefficients are utilized, only one coefficient will be output
per transformation; whereas using both real and imaginary coefficients
result in two coefficients being output during each transformation for the
frequency bin of interest. A spectral sweep counter is provided to count
the number of transformations or spectral sweep cycles. Upon manually
resetting the counter, the counter begins counting chirp sync pulses. When
a selected number of sync pulses have been counted, the counter halts. A gate
is provided prior to the threshold event counter which allows the gated
threshold events to update the event counter only while the spectral sweep
counter is active. In this way, the number of events in the event counter
represent the number of events detected over a given number of spectral
sweeps. The number of spectral sweeps can be selected to be 10, 100, 1000,
or infinite - the latter case being used in false alarm testing. Assume
for example, that the 1000 spectral sweep case were chosen, real coefficients
only were selected, and the resulting count in the event counter were 973.

The probability of detection then would simply be 97.3%.
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False alarms are defined to be those threshold event signals which
are triggered by noise rather than signal energy. To determine the false
alarm rate it is necessary to remove all signals, input just Gaussian type
noise, and count the total number of threshold events across the entire
spectral search band. This means that all coefficients contribute to the
false alarm rate. When making false alarm rate measurements then, the gate
which allows the event counter to count only those threshold events for a
selected frequency bin is bypassed to allow any threshold event signal at
any frequency bin to update the event counter. However, the selection
between real only or real and imaginary coefficients is still viable. The
number of spectral sweeps is generally chosen to be infinite, since the
false alarm rate of 10-6, for example, for both real and imaginary coefficients
would give on the average one threshold event per 106 coefficients output -
or one threshold event per 2000 spectral sweeps for a 500 peint transform.
The false alarm rate is adjusted by adjusting the reference level to the

threshold comparator.
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G. RECEIVE CHANNEL SIMULATOR

The Receive Channel Simulator consists of a non-coherent MSK demodulator,
a coherent MSK demodulator, and a frequency measurement circuit. The non-coherent
demodulator is a discriminator type demodulator utilizing a phase lock loop
to center the carrier of the incoming signal at the center of the discriminator.
The phase lock loop also provides a mechanism for implementing a frequency
measurement of the received carrier. The use of a phase lock loop does require
the presence of a carrier component and thus some form of data encoding is
required to ensure the presence of a carrier. Manchester encoding is chosen
mainly for ease in recovering the data clock - although circuitry is not
provided in the breadboard for recovering the data clock. The coherent
demodulator is the type discussed most often in the literature, and consists
of two phase lock loops - one to recover the mark frequency and one to recover
the space frequency. The outputs of the two phase lock loops are routed
through sum and difference unetworks and then mixed with the incoming signal
in such a way as to recover the in-phase and quadrature components of the
incoming MSK signal. The phase lock loop outputs, when mixed with each other,
also provide the data clock. The data clock is used to alternately sample the
output of two matched filter networks - one operating on the in-phase component
and the other the quadrature component - to recover the NRZ data stream.
Unlike the non-coherent MSK demodulator, the coherent MSK demodulator does
not require encoding of the data, and the recovery of the data clock is easily
obtained from the signals formed in the demodulation process.

The frequency measurement circuit can operate with either demodulation
unit. The circuit consists of a binary coded decimal counter which counts
the zero crossings of the incoming VCXO signal from the appropriate demodulator
for a fixed time period of 100 milliseconds. In the non-coherent demodulator
the VCX0O in the phase lock loop runs at 100 times the frequency of the incoming
carrier. In 100 milliseconds then the counter will give a frequency resolution
of 0.1 Hz as referenced to the incoming carrier. In the coherent demodulator,
the VCXO in the phase lock loop assigned to the space frequency of the incoming
signal runs at fifty times the frequency of the incoming space frequency. Ia
the same 100 milliseconds window, the counter will give an 0.2 Hz resolution
as referenced to the incoming space frequency. The frequency measurement
circuit also contains hardware for generating the 100 millisecond measurement
window and the acquisition/track bandwidth selection signal to the phase lock

loops in the demodulators.
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The following sections detail the hardware comprising the coherent and
non-coherent demodulators and the frequency measurement circuit.

G.1 Non-Coherent MSK Demodulator

A block diagram of the non-coherent MSK demodulator is shown in Figure
2-16. The incoming signal, which is set to a carrier frequency of approximately
180 kHz by the Search Subsystem Simulator, is received by a second order phase
lock loop. The phase lock loop locks to and tracks the carrier of the incoming
modulated signal and provides a vehicle for performing doppler frequency
measurements. The MSK modulation format is a coherent FSK modulation technique,
and the positive (mark) and negative (space) steps in frequency with respect
to the carrier constitute - since no phase discontinuties occur during frequency
transitions - phase error ramps from the phase detector. The phase ramps are
differentiated to give bi-polar voltage steps which are a noise contaminated
version of the transmitted Manchester encoded digital data steam. The phase
lock loop then serves as a discriminator type demodulator with the phase lock
mechanism providing a means of automatically setting the null point or center
frequency of the discriminator to the frequency of the carrier during the
transmission of data. The NRZ data stream must be Manchester encoded to
guarantee the presence of carrier during data modulation.

The voltage steps from the discriminator are then submitted to a
data detector which employs an exclusive-or circuit to remove the Manchester
encoding followed by a pseudo integrate and dump circuit and decision circuit
to recover the NRZ data stream. The bit clock is not reccvered from the
Manchester encoded data stream but rather ‘is hard-wired from the MSK Trans-
mitter Simulator.

The loop parameters for the phase lock loop are determined by the in-
coming data rate, the Search Subsystem Simulator analyzing bandwidth, the
minimum available signal-to-noise ratio, and the duration of the CW preamble -
which determines how quickly the loop must acquire the signal. The initial
frequency uncertainity over which the phase lock loop must acquire is + 1.5
times the Search Subsystem Simulator analyzing bandwidth, or 240 Hz. The multi-
plicative factor of 1.5 was adopted to allow the assignment logic to be off
by + 1 bin should bin spreading occur in the search system in the presence
of strong signals. A loop lock-in range (signal acquisition without cycle
slipping) of + 240 Hz equates to a loop noise bandwidth of 565 Hz assuming
a .707 damping factor. This noise bandwidth provides adequate signal-to-noise

for acquisition if it is assumed that the data detection process following the
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phase lock loop achieves a minimum bit error rate performance of 1074,

For an ideal coherent PSK data detection process, an E/N0 of 8 dB is required,
which equates to a signal-to-noise ratio of 8 dB in 320 Hz or 5.5 dB in 565 Hz.
Adding margin to account for the fact that the non-coherent process is not
ideal results in a more than adequate acquisition threshold in the 565 Hz
acquisition noise bandwidth.

It was also determined from breadboard studies conducted during the
initial phases of the Random Access Measurement System (RAMS) program that the
tracking bandwidth of the loop should be no more than 0.185 times the data
rate to keep the droop in the demodulated output due to the loop attempting
to track the data excursions from becoming excessive. The lower bound on the
tracking loop bandwidth is determined by the maximum amount of doppler tnat
must be accommodated by the loop. For a transmission time of ome second or
less, and using an integrator in the implementation of the loop filter, the

phase error in the phase lock loop can be approximated by

The tracking noise bandwidth was chosen to be 19.8 Hz which, for a maximum
doppler rate of 80 Hz/sec, results in a phase error no greater than 0.4 radians.
The 0.4 radians of phase error, when added with the data phase ramp of + /2
radians, leaves a phase error margin of approximately 1.2 radians to accommodate
phase noise.

It is clear that the loop will have to contain a switching mechanism
to switch between acquisition and tracking bandwidths. The switching between
loop bandwidths is physically accomplished in the same manner as was done in
the RAMS instrument - by switching resistors to change the time constants
in the active loop filter circuit. Since there is no loop in-lock indication
incorporated into the phase lock loop, the command to switch bandwidths is
issued after a [ixed time period has elapsed since the assignment was made
by the Search Subsystem Simulator. The lock-up transient for the acquisition
bandwidth is approximately one millisecond, assuming the incoming signal
falls within the loop bandwidth or lock-in range. A selectable interval of
one to four milliseconds is generated by utilizing the initial "assignment
store'" pulse and a 1 millisecond time mark from the time-out interval timer
in the Search Subsystem Simulator. During this selectable "assignment' interval
the phase lock loop is in the acquisition bandwidth to acquire the incoming

signal. At the conclusion of the one to four millisecond assignment interval




it is assumed that the phase lock loop has acquired the signal and the loop
is switched to the tracking bandwidth. Although this scheme is utilized in the
breadboard system to avoid building additional in-lock indication hardware,
the scheme is a viable alternative for a final hardware design. The only
disadvantage to the scheme is the inability to recognize the failure to lock
to the signal and thereby release the loop for another assignment. With the
automatic loop switching scheme as implemented in the breadboard, the first
indication that the signal is not being properly received is the failure to
receive the frame synchronization code. This is truly a disadvantage in that
a loop is occupied for a large period of time on false alarms output by the
Search SubsystemSimulator and as a consequence the probability of having a
loop or receive channel available to assign to a detected signal is degraded.

A final consideration in the implementation of the phase lock loop
is the hardware implementation of the frequency measurement circuitry. To
measure the frequency of a signal to an 0.1 Hz resolution requires a measurement
window of 10 seconds. However, if the signal to be measured is multiplied by N,
then the multiplied signal need only be measured to an accuracy of N X 0.1 Hz,
which requires a measurement window on 10/N seconds, to obtain the same 0.1 Hz
measurement resolution in frequency of the original signal. This principle
is utilized in the phase lock loop to reduce the measurement time required
to obtain an 0.1 Hz resolution. The VCXO output is divided by 100 before it
is applied to the phase detector, and thus runs at a frequency one hundred
times the incoming signal frequency. The frequency measurement is made on
the frequency directly output from the VCXO. To obtain an 0.1 Hz measurement
resolution of the incoming frequency thus requires a 10 Hz measurement res-
olution at the VCXO0, which can be accomplished in a measurement window of
only 0.1 seconds. The VCXO rest frequency is then one hundred times the nominal
frequency input into the Receive Channel Simulator - OT 17.9984 MHz.

The critical design parameters for the phase lock loop are summarized
in Table 2-1. The preceeding discussions have highlighted the tradeoffs and
system considerations weighed in reaching the parameters listed in Table 2-1.
Every effort has been made to make the phase lock loop design compatible
with a design which would be used in implementing an actual ADC/PL system,
so that the demodulation characteristics exhibited by the phase lock loop
would be indicative of that obtainable in an actual system.

The data detector used to recover the demodulated data stream is
also shown in Figure 2-16. It is noted that no hardware is pro.ided to recover

the bit clock from the Manchester encoded data stream output by the phase lock
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Table 2-1
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Phase Lock Loop Parameters

:‘3 Nominal Input Frequency. . . . . ¢« ¢« v ¢« ¢ ¢« ¢ ¢« ¢ « o 179,984 Hz

é a Frequency Acquisition Range. . . . . . . . .. .. ... %240 Hz

tz VCX0 Rest Frequency. . . . . . . . . c e e e e e e e o 17.9984 MHZ

? E Frequency Measurement ACCUTACY « « ¢ « « « o« ¢ « o « & #0.1 Hz

§ ; Frequency Measurement Window . . . . . . e e e e e e 100 Milliseconds

Nominal Acquisition Lock-up Time . . . . .. ... ... 1.0 Millisecond

R

‘% - ACQUISITION TRACK

3 Loop Natural Frequency (wp) 1066 rad/sec 35 rad/sec
Damping Factor (z) .707 .3
Loop Noise Bandwidth (BL) 565 Hz 19.8 Hz
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loop. Both a phase lock loop bit synchronizer and an open loop ringing
circuit bit synchronizer were developed on the RAMS program for recovering
the bit clock from a stream of Manchester encoded data, and the E/No
performance of both schemes were well documented. To repeat these efforts
on the ADC/PL breadboard would not provide any new significant performance
data to justify the time and hardware expenditure that would be required.
The bit clock is thus provided by the data generator housed in the MSK
Transmitter Simulator.

The demodulated data stream from the output of the differentiator
following the phase lock loop phase detector is applied to a low pass filter
to remove any residual carrier component. The low pass filter is a single
pole RC filter with a 3 dB point at 1920 Hz or six times the bit rate of 320 bps.
This bandwidth selection will give approximately 55 dB of rejection of the 180 kHz
i-f and yet pass approximately 96% (from calculations conducted on the RAMS
program) of the data energy. The output of the low pass filter is input to
a hard limiter whose output drives one part of an exclusive - or circuit.
The input into the other port of the exclusive - or circuit is the bit clock
from the data generator. The exclusive - or circuit removes the Manchester
encoding from the data stream and outputs an NRZ data stream. The data
detector is a pseudo integrate and dump circuit utilizing an RC time constant
and a FET transistor to dump the charge accumulated in the capacitor. At the
start of a bit period the RC time constant begins integrating the output of
the exclusive - or circuit. At the conclusion of the bit period, a differ-
entiator circuit, which is triggered by a positive transition of the bit
clock, creates a clock pulse which serves to strobe the output of the threshold
comparator into a holding flipflop. The threshold comparator reference level
is set by a resistor divide - down network driven by a logic "one'" from a TZL
5404 inverter network. The values of the resistor network are an exact duplicate
of the values chosen on the RAMS program for the same function and are chosen
to optimize the '"one - zero" selection process for the data detector implementation
used. The sample or strobe clock is delayed to generate a dump pulse to dump
the charge accumulated in the capacitor during the previous bit period. The
dumping mechanism assures that each bit decision is independent of the previous
bit received. The output cf the flipflop is the recovered data stream which is

sent to the data checker for validation.
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El G.2 Frequency Measurement Circuit

, A block diagram of the frequency measurement circuit is shown in Figure
2-17. The circuit provides three major functions - it generates a 100 millisecond
window to serve as the time base for the frequency measurement, it provides

the control circuitry for switching the phase lock loop bandwidths in either
demodulator from a wide band acquisition bandwidth to a narrow band tracking
bandwidth, and it contains a binary coded aecimal counter and LED display for

implementing and displaying the frequency measurement. The 100 millisecond

i
g
window is initiated on the first 10 Hz clock edge that follows the reception
g of the frame synchronization code as detected in the data checker. On the _
next 10 Hz clock edge the window is disabled. The accuracy of the 100 millisecond
g window is thus directly dependent on the accuracy of the 10 Hz clock - which
is derived from the 10.24 MHz crystal oscillater in the Search Subsystem
Simulator. It is also noted that the 100 millisecond window occurs during
the transmission of data, and thus it is not necessary that the preamble
portion of the message be extended to accommodate the frequency measurement.

The bandwidth control function controls the switching between wide

band acquisition and narrow band tracking bandwidths in the demodulator phase
ll lock loops. Before detecting the presence of a signal in the Search Subsystem
Simulator, the loops are set to the wide band acquisition bandwidth. When
the assign pulse occurs, indicating a signal has been detected, a flipflop
is set to a logic one on the next 1 KHz clock edge. Since the 1 KHz clock
[l and the assign pulse are synchronous, the flipflop will follow the transition
of the assign pulse one millisecond after the occurrence of the pulse, and thus
constitutes a one millisecond delay. Three other flipflops follow this first
: flipflop to implement an additional three milliseconds of delay. The bandwidth
control signal can be taken from any one of the four flipflop outputs. In
!] this way, the dwell time in the wide band acquisition bandwidth following the
assignment of the phase lock loop to a detected signal can be varied from one
l; to four milliseconds in one millisecond steps. When the bandwidth control
signal becomes true, the loop bandwidth is switched to the narrow band tracking
bandwidth.

The assign pulse serves two other functions in the frequency measurement

circuit. It clears a latch in the 100 millisecond window circuitry to initialize

the circuitry for the generation of a new 100 millisecond window and it loads a

counter prior to making the frequency measurement biases the resulting count so

Il count of 176010 into the frequency measurement counter. The presetting of the
ll that the output directly displays the difference between the frequency measured
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and a reference frequency. For the non-coherent demodulatcy, the incoming
carrier wiil be at 180,664 Hz + 240 Hz. The frequency uncertainty of + 240 Hz
allows an assignment uncertainty of + 1.5 frequency bins in the Search Subsystem
Simulator. The VCXO frequancy will then be 18,006,400 Hz + 24,000 Hz. For a
VCXO rrequency of 17,982,400 Hz, the counter will read

106 Millisecord
Window
Incoming Frejuency l Preset Number

17,582,400 X 0.1 + 1760
FRACTIONAL PART OF

104

¥
Count
Range

During the 100 millisecond window, the counter will overflow mary times.
Taking the fractic..al part of the above expression gives the count that
resides in the counter at the conclusion of the 100 millisecond window. For

a VCXO frequency of 18,030,4G0 the counter will read

18,030,400 X 0.1 + 1760

FRACTIONAL PART OF 3 = 4800
10

The resulting count of 4800 is interpreted as 480.0 Hz above the reference
frequency of 179,824 Hz. The display then displays the number of cycles,

to the nearest tenth of a cycle, the measured frequency is above 179,824 Hz .

G.3 Coherent MSK Demodulator

Although not specifically required on the ADC/PL breadboard effort,
every effort was made to include a coherent MSK demodulator in the Receive
Channel Simulator so that a comparison could be made between the performance
characteristics of the coherent and non-coherent demodulators. Although the
entire ADC/PL breadboard was constructed to accommodate either a coherent or
non-coherent demodulator, time did not allow the coherent MSK demodulator to be
constructed. For this reason, no descriptions concerning the theory, imple-
mentation, or performance characteristics of the coherent demodulator =»ill be

presented in this final report.
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SECTION III
BREADBOARD TEST RESULTS

A. INTRODUCTION

This section describes the results of the tests conducted on the ADC/PL
breadboard unit described in Section II. The test hiearchy can be divided
into four major categories - chirp-z transformer tests, MSK demodulator tests,
frequency measurement tests, and system throughput tests. The majority of
testing is concerned with the performance of the chirp-z transformer and the
MSK demodulator since these two subsystems profoundly effect the traffic flow
and operational characteristics achievable in an ADC/PL system. In any data
collection system which is restricted both in usatle bandwidth and view time,
two parameters are of utmost importance - spectral transmission efficiency and
temporal transmission efficiency. Spectral efficiency of the transmission
consists of two properties of the spectral signature of the transmitted signal.
The first property is the amount of bandwidth required to transmit a certain
percentage of the total signal energy as normalized to the bit rate. For
MSK modulation it can be shown that 99 percent of the transmitted power is
contained within a double-sided bandwidth of 2.3 times the data rate. The
second property is the behavior of the spectral signature outside the 99%
signal power bandwidth - i.e., the presence or absence of significant sidebands
or leakage components. The MSK modulation technique was found to be free of
any significant sidelobe terms apart from those present in the incoming data
stream itself. Figure 3-1 shows the spectral signature of MSK modulation
both for NRZ and Manchester encoded data taken from the ADC/PL breadboard.
These pictures summarize the spectral properties just discussed and show that
MSK is indeed an attractive modulation format from the standpoint of spectral
transmission efficiency. The question to be addressed in this section is
whether or not the use of MSK modulation results in penalities in either E/No
performance or receiver complexity.

Temporal transmission efficiency is a measure of the use made of the
time available in the orbiting satellite view time. The most efficient use
of time would simply be to transmit data only - with no preamble preceeding
the t: :nsmission of data for detecting the presence of the signal, assigning
a receive channel to the signal, and acquiring the signal. The bit rate can
also be increased to lower the transmission time for a given message, but this
results in a larger spectral occupancy and thus does not yield any benefits
in terms of a band-limited, time-limited system. Temporal efficiency then is

defined to be the amount of message transmission time that must be allotted

2.1
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to the set-up time in the satellite receive system. The chirp-z transformer

is a signal search mechanism which will optimize the temporal transmissicn
efficiency in that the search time for the chirp-z transformer is the inverse

of the analyzing bandwidth used in the search process. Specifying a rominal
transmit power for the data collection platforms, and calculating the communication
link varameters yields a minimum expected signal power intc the receiver unit
aboard the satellite. For a given false alarm rate and a desired probability of
detection, the analyzing bandwidth in the search subsystem is defined. The
minimum time to search the entire spectral band using the required analyzing
bandwidth would be to use a bank of filters with each filter having a bandwidth
equal to the analyzing bandwidth and separated in center frequency from the

two adjacent filters by the same aralyzing bandwidth. The chirp-z transformer
in effect implements just such a filter bank and thus requires the minimum
amount of analyzing time for the signal power received. The question to be
addressed in this section is the performance of the chirp-z transformer in

terms of parameters such as probability of detection vs. signal-to-noise ratio,
dynanic range, bin spreading, etc.

The frequency meacurement circuitry counts the zero crossings of the
demodulator's phase lock loop VCXO output for a fixed period of time. The
circuitry is designed to provide an 0.1 Hz measurement resoLution. The
frequency measurement tests are designed to verify the scheme utilized to
obtain the 0.1 Hz resolution and to measure the deviation in the measurements,
if any, as a function of the signal-to-noise ratio.

The final set of tests are the system throughput tests where an NRZ or
Manchester encoded data stream is MSK modulated in the MSK Transmitter Simulator,
rcuted through the Communications Link Simulator, and detected and assigned
to the Receive Channel Simulator in the Search Subsyste:. Simulator. The signal
is demodulated and the digital data stream recovered in the Receive Channel
Simulator and the recovered data is verified against what was transmitted in
the data checker housed in the MSK Transmitter Simulator. The purpose of the
test is to verify that the MSK and chirp-z transformer technologies can be
utilized together in an ADC/PL application and that the individual performance
parameters associated with each techno'agy, when ccmbined into overall system
performance paramcters, agree with those system parvameters found in the through-
put tests. The throughput tests then serve as summarizing tests to validate

the findings on the individual components comprising the ADC/PL breadboard.
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B. CHIRP-Z TRANSFORMER TEST RESULTS

B.1 General
The specific parameters to be tested in the chirp-z transformer are

(a) Probability of detection vs. signal-to-noise ratio for
different probability of false alarm settings

(b) Dynamic range (bin spreading)

Two other parameters - the time required to detect the presence of a signal

and assign a phase lock loop and the time required to recycle a channel assignment
after a false alarm - are also very important parameters in a search subsystem
to be utilized in an ADC/PL system. These parameters will also be presented

in this section, although, as will be discussed, no specific testing is required
to validate the characteristics associated with these parameters. A final
consideration is the temperature characteristics of CCD devices. No specific
testing has been conducted on the ADC/PL breadboard concerning the temperature
characteristics of CCD devices. However, a discussion is presented in this
section to highlight which parameters of CCD devices are temperature dependent
and to present temperature data on these temperature dependent parameters.

The temperature data was taken on a previous program.

To provide an intuitive understanding of the output format of the chirp-z
transformer, several photographs were taken of oscilloscope traces of the actual
transformer output. As described in Section II. F.l.a, the chirp-z transformer
outputs a serial train of coefficients, with each coefficient representing the
spectral energy present in a 160 Hz frequency cell. A total of 500 coefficients
are output representing a frequency band from approximately -40 KHz to +40 KHz.
Figure 3-2 depicts the serial coefficient train that results from a 1.1 KHz
sine wave, square wave, triangular wave, and sawtooth waveform. Only the real
coefficients are shown in Figure 3-2. It is obvious from Figure 3-2 that
the coefficients, when lined up side by side as on an oscilloscope trace, give a
discrete representation of the Fourier transformation of the incoming signal.
Another informative set of photographs is presented in Figure 3-3, with again
only the real or positive coefficients displayed for the chirp-z transformer
derived spectra. Here the spectrum of MSK modulation, both with and without
Manchester encoding, is compared against the coefficient pattern output vy
the chirp-z transformer upon receiving the samg MSK modulated signal. The
similarity between the two resulting spectra for both NRZ and Manchester
encoded data is obvious. Figures 3-2 and 3-3 also show that the chirp-z transformer

not only cutputs coefficients for those frequency bins which possess spectral
3-4
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r SPECTRA OF MSK MODULATION

FIGURE 3-3
SPECTRA AS PROCESSED BY AN HP 141T SPECTRUM ANALYZER
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[i energy, but the magnitude of the coefficients directly rerlects the amount
: of spectral energy present in the frequency bin. This property is key to
‘E the implementation of a detection/false alarm circuit following the chirp-z
j | trans former.
i l“
1 ’ B.2 Probability of Detection/False Alarm Rate Measurements
[1 The probability of detection tests were conducted with the express

purpose of evaluating the performance of the chirp-z transformer as a search

A o mechanism. In particular, the tests were configured to evaluate or compare

o) [; the performance of non-apodized and apodized transformers and the use of
only real or real and imaginary (composite) coefficients in the detection

yi process. The evaluation of apodized vs. non-apodized transformers involves
using two different chirp-z transformer chips - with one chip having its tap

l{ weights adjusted so as to effect a weighted window function to reduce sidelobes
or spectral leakage components. In terms of dynamic range and bin spreading,

the apodized transformer is definitely preferable. Howcver, the question to

[rm——
- —

be addressed is whether or not the apodized chip effects a penalty in terms

l = of probability of detection as a function of signal-to-noise ratio.

: \ . oL

5 ‘\ The answer to the question of whether it is better to use only real or

both real and imaginary ccefficients in the detection process initially appears

| to be obvious - the composite coefficients are preferable since using both sets
of coefricients provides two tries at detecting the presence of a signal in
l< a single sweep of the search band. However, this is not necessarily true if

a constant false alarm rate is to be maintained since using imaginary as well

E as real coefficients effectively doubles the number of coefficients to be
processed in the threshold detection circuitry and will therefore increase

by some factor the number of false alarms encountered in a single sweep of

——
————

the search band. Thus cnly if the false alarm rate in the threshold circuitry
is adiusted to be equivalent for both real and composite coefficients can a
comparison be made between using only real or both real and imaginary coef-
ficients. The test results presented in this section comparing only real

versus both real and imaginary coefficients were measured using equal false

alarm rates.

Comparison data is also provided concerning the performance of the
chirp-z transformer when a signal lies at the edge of two adjacent frequency

bins as opposed to lying in the center of a given frequency bin. Figure 3-4 shows

the bin shape for both apodized and non-apodized chirp-z trans former chips.

i
%
!
!;
i

Il
i
I
i
i

‘

3-7

i



f t |
: om on wrmms 0 anos oo = Fgs0 powes S 1
i

U SEESE |

20.5
PAGE IS

OF POOR QUALITY

1
f
t
{
8.
935
1
|
|
t
-
!

4

“

{
{
1
4
|
-

2
1 BERER NS ,AJ
ORIGINAI

bt 4

SESEE LE8ES LEENS SBEI MR § P

1]
}
‘
1

Bt 448

}
}
'

'S BB
i
'
1

1

0 20.1

i
{
i
'
'
{
|
{
|
redd
1
T
H
}
-

9. 20

{
e
9.8, 19.

—STURP =4 TRENSFORMER

8¢ o= Sm84 soab: e
IR B s o~ |
1.9. 3 i 4 m
o 1 ! o 1
2L g P 7 3 ! 2 4 ]
‘ ‘ ‘ + |
=20 S i e o e e e et I e ==
ﬁﬁ.u f . ! <& !
o, | 4 =t
B S e ar
o tapanses: S soene seuws sewes sead] eves soass teSEs sare) S Sesesras cavas semwe sores prw i S s -
raas. ba ‘
iDL 35S ERGY 05T FD Y Pl hi m 5 BT EA BO AR IR LS hE IR pe ! o 5 1
138uw! ISSSS Senss ey seves setusve: o Press epeus Seres seens T TL.I, T

9.4

S s i R e S R A SR e R e s B sa e e Ea g
P LT .”,A,Wm.},hww.“,.‘f» FhEmeRsE RS

A 6o0d Y04 OIS TABTS TAT TA 1o T %66-0d4 €04 039IND3Y YNIIS LNdNT IALLVIIY

10 s sy LELIRELLLIE LTI Vi i O I} s : . WA TR N ~ H30v0 mavet B

» t 1
=4 = . A ) e & < i e | — il i e [ —— (e
S R - — ——— R o o B i o | TS——— o o - - -— - T S A G v - L e e EEEEE—————SS



&

= =

& O D

The curves were obtained by measuring the amount of signal power required to
maintain a constant probability of detection at a given frequency bin, as
normalized to the amount of power required when the signal resides exactly
in the center of the given frequency bin, as a function of frequency offset
from the center of the frequency bin. Bin 125, the center of which is 20 kHz,
was the particular frequency bin used. Two conclusions are readily drawn
in examining Figure 3-4. The non-apodized chip has a much narrower main lobe
than the apodized chip, but the sidelobes of the apodized chip are almost
nonexistent as compared to the non-apodized chip. Also, the non-apodized chip
exhibits about a 3-dB roll-off at the edge of bin 125, while the apodized chip
exhibits hardly any roll-off at all at the bin edges. It would be expected
then that the apodized chip would show little preference in terms of probability
of detection performance as to whether the signal occurred at the center or
the edge of a bin. However, as the data in this section will show, a degradation
ir. the probability of detection was found in the case of the apodized chip
when the signal moved to the edge of a bin.

The test setup used for all probability of detection tests is shown
in Figure 3-5. The input consists of a sinusoid or MSK modulated signal
summed with noise. The 5-pole low pass elliptic filter serves to define a
noise bandwidth of 40 kHz for determining the signal to noise ratio into both
the chirp-z transformer and the Receive Channel Simulator. By measuring the
noise power at the output of the filter, and assuming the noise is Gaussian and
evenly distributed across the 0 -40 kHz band, the noise power density can be
obtained. MHaving the noise power density and measuring the signal power at
the output of the elliptic filter provides the data required to calculate
the signal-to-noise ratio in either the analyzing bandwidth of the chirp-z
transformer or the demodulation bandwidth of the Receive Channel Simulator.

All probability of detection testing is done using a pre-determined
false alarm rate. The false alarm rate is set to the desired value by inputting
Gaussian noise at the level desired, since AGC is not included in the ADC/PL
breadboard, and adjusting the threshold level of the threshold detector until
the false alarm rate desired is obtained. The noise input level and threshold
setting then remain fixed, and the different signal-to-noise ratios required
to plot the probability of detection curves are obtained by varying the level
of the incoming signal. Figure 3-6 is a probability of detection plot comparing
tke apodized and non-apodized chirp-z transformer chips and the RAMS instrument.
To make the comparisons valid, the false alarm rate was set to 10-4, which was

the setting used on the RAMS instrument. A theoretical probability of detection

3-9
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plot showing the theoretical limitation in performance is also included as a
benchmark. Two encouraging observations are made from Figure 3-6 - there

is little difference in performance between the apodized and non-a odized chips,
and the probability of detection curves for either chirp-z transformer is only
2.5 dB above the theoretical curve, as compared to 6.5 dB for the RAMS search
unit.

Figures 3-7 and 3-8 are also probability of detection plots comparing
the apodized and non-apodized chirp-z transformer chips for false alarm rates
of 10-5 and 10-6. Figure 3-7 shows the probability of detection plots for a
signal located at the center of one of the transformer's frequency bins and
Figure 3-8 shows the same plots for a signal located exactly at the edge of
two adjacent frequency bins. Both figures show that for a false alarm rate
of 10-5, the apodized and non-apodized chips are practically equal in performance,
as was the case for the 107 % false alarm rate depicted in Figure 3-6. For a
false alarm rate of 10—6. the non-apodized chip shows about a 2 dB improvement
over the non-apodized chip. For the 10-5 false alarm rate, both curves are
about 5 dB above the theoretical curve, and for the 10'6 false alarm rate the
non-apodized chip is approximately 6 dB above the theoretical curve. The
performance appears to degrade then as a function of false alarm rate with the
apedized chip appearing to degrade at a more rapid rate than the non-apodized
chip, but no conclusions were reached as to the exact cause of the degradation.
If the two figures are overlaid, a degradation of about 2 dB is noted in the
curves for the case of a signal occurring at the edge of a bir as opposed to
the center of a bin. This degradation was expected for the non-apodized chip
from the plot presented ir Figure 3-4, however the apodized chip was not
expected to exhibit quite as much degradation. Again, no final conclusions
were reached as to the apparent discrepancy “etween the plot of Figure 3-4 for
the apodized chip and the 2 dB difference in detection pzrformance for the same
chip between center and bin edge signal placement.

Figures 3-6, 3-7 and 3-8 were all taken with an input noise level of
317 mvrm5

filter. A question to be asked is how does the noise floor of the chirp-z

as measured at the output of the 40 kHz 5-pole elliptic low pass

transformer itself compare with the incoming noise level. If the noise floor

is comparable, then the resulting probability of detection plots will be degraded
since they are based on signal-to-noise ratios obtained from measuring the in-
coming noise power only. Figures 3-9 and 3-10 are probability of detection

curves comparing the detection performance for input noise levels of 317 m‘rms

3-12
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and 1585 mVrms as measured in 40 kHz. Figure 3-9 shows the probability of
detection plots for a signal located at the center of one of the transformer's
frequency bins and Figure 3-10 shows the same plots for a signal located exactly
at the edge of two adjacent frequency bins. To maintain a false alarm rate of
10-5 or 10-6 when switching between the two noise levels, it is necessary to
re-a2djust the threshold setting on the threshold detector. Figures 3-9 and 3-10
show approximately a 1 to 2 dB improvement in performance when the noise level
is increased to the higher level, indicating that the noise floor of the chirp-z
transformer would measure between 165 mVrms and 250 mVrms in a 40 kHz noise
bandwidth. This finding is not too surprising since the breadboard ADC/PL
layout was far from ideal from the standpoint of low noise packaging. With

a noise level of 1585 mvrms’ which in effect swamps out the noise floor of the
chirp-z transformer, and centering the incoming signal at the midpoint of a
frequency bin, the difference between theoretical and measured performance is
only 2 dB for a false alarm rate of 10_5 and 3 dB for a false alarm rate of

10'6 Under the exact same conditions, except with the signal at the edge of

two adjacent frequency bins, the difference between theoretical and measured
performance is about 4 dB for a false alarm rate of 107 and 5 dB for a false
alarm rate of 10'6 - again with the placement of a signal at the edge of a
frequency bin exhibiting a 2 dB degradation over the placement of a signal

in the center of a frequency bin. It is also noted that the change in noise level
from 317 mVrms to 1585 mvrms represents a dynamic range of 14 dB.

Figure 3-4 and 3-6 through 3-10 have all been probability of detection
plots based on using or processing only the real spectral coefficients in the
detection process. Figures 3-11 and 3-12 are probability of detection plots
comparing the difference in detection performance between utilizing only the
real coefficients and using both real and imaginary coefficients in the detection -
process. Figure 3-11 shows the probability of detection plots for an incoming
signal located in frequency at the center of one of the frequency bins of the -
chirp-z transformer and Figure 3-12 shows the same plots for an incoming signal
located on the edge of two adjacent frequency bins. To maintain a constant

9 or 10-6 it was necessary to adjust the threshold

false alarm rate of 10~
level of the threshold detector when switching between processing only real
coefficients and processing both real and imaginary coefficients. When
processing only real coefficients, each spectral sweep or spectral transformation
in the chirp-z transformer results in 250 spectral coefficients being processed
in the search detector. However, when processing both real and imaginary

coefficients a total of 500 coefficients are processed by the search detector

3-17
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during each spectral sweep. It is expected then that the false alarm rate
would increase upon switching from real only to both real and imaginary
coefficients - and the test results showed that the false alarm rate approximately
doubled. It was necessary then to adjust the threshold level upon switching
coefficient processing modes. Another consideration in plotting probability
of detection curves for the case of utilizing both the real and imaginary
coefficients is that a given input signal will result in two coefficients
exceeding threshold - an imaginary coefficient and a real coefficient. For
a probability of detection of 100%, observing threshold exceedances for 1000
spectral sweeps while utilizing both coefficients would result in 2000 detections
or threshold exceedances whereas using only the real coefficients would result
in only 1000 threshold exceedances. The probability of detection when using
both real and imaginary coefficients is determined then by dividing the number
of threshold exceedances by twice the number of spectral sweeps.

Figures 3-11 and 3-12 show hardly any discernable difference between

using only real or both real and imaginary coefficients in the detection process.

This is a very key finding since it effectively indicates that the real and imaginary

coefficients are statistically independent - which is not totally surprising
since the sliding chirp-z transform implementation involves inputting a new

data point for each coefficient output. This means that for each spectral

sweep the search detector has two tries at detecting the presence of an incoming
signal. The probability of detecting the signal then in one spectral sweep

is, assuming the real and imaginary coefficients to be statistically independent.

PDT = 1- (l-PD)(l-PD)
Probability of Probability of
Missing Imaginary Missing Real
Coefficient Coefficient
2
P, =2P_ -P
Dy D D
where PD = probability of detecting the presence of a signal in one spectral
i sweep
PD = probability of detecting the presence of a signal for a given

coefficient - real or imaginary
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Figure 3-13 compares, for a signal positioned in the center of a frequency bin,
the probability of detection for real coefficients only and the probability

of detection for both real and imaginary coefficients using the above equation.
In comparing Figures 3-11 and 3-13 it is noted that the use of both coefficients
results in approximately a 1 dB improvement in detection per spectral sweep
over that obtained using only the real coefficients.

Figure 3-14 shows the performance of the chirp-z transformer, as
compared to the RAMS search unit, across a 10-40 kHz search band. The test ‘was
conducted for both types of search units by setting the incoming signal
power level to that level required to give a probability of detection of
approximately 80%. The frequency of the incoming signal was set to 10kHz
for the initial signal power adjustment. The choice of an 80 percent
probability of detection was made to sensitize the plot to changes in
the effective incoming signal power as the signal is varied in frequency
across a 10-40 kHz search band. By sensitizing the probability of detec-
tion plot, any degradation or problam spots in the detection process
as a function of frequency can be easily found. It is noted that the RAMS
search unit displayed a degradation in detection performance as the signal
increased in frequency above 32 kHz. This phenomena was traced to the delta
modulator which does display iacreasing quantization noise as the incoming
signal increases in frequency. The chirp-z transformer, by comparison, displays
a relatively flat probability of detection characteristic as a function of
signal frequency. The chirp-z transformer does show a drop in performance at
the upper edge of the 10-40 kHz search band due to the rolloff of the S-pole
elliptic low pass filter.

A problem was noted in taking the probability of detection data, both
for the apodized and non-apodized chips, in that the threshold point did not
appear to be a hard threshold. That is, if a strong signal is input into the
chirp-z transformer of sufficient signal strength to be well above the noise
floor, and the threshold level is set well above the noise floor, the threshold
exceedance point should be well defined. As the signal level is increased
there should be a threshold point such that just below the threshold point
no exceedances are observed and just above the threshold point a 100% probability
of detection is observed. However, the chirp-z transformer did not exhibit
a solid threshold point, but rather appeared to wander or 'warble' about an
approximate 3 dB range in threshold. Figure 3-15 shows a plot of the warbling
effect. The plot is developed by inputting a strong signal, setting the threshold
level well above the noise floor, and plotting the probability of detection
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SOFT THRESHOLD PHENOMENON (WARBLING)
IN CHIRP-Z TRANSFORMER

Figure 3-15
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as a function of the threshold setting as normalized to the threshold setting

for a 100% probability of detection. As the threshold is adjusted below the
setting required for a 100% probability of detection, the probability of detection
should rapidly drop to zero. However, the plot in Figure 3-15 shows a graceful
degradation in the probability of detection as the threshold is adjusted below

the 100% probability of detection threshold point.

The exact cause of this warbling effect is thought to be in the peripheral
circuitry supporting the CCD chip. Filtering is accomplished utilizing CCD
technology by partitioning the sampled charge packet in each cell via split
electrodes (tap weight multiplication) and then summing the partitioned charges
from all cells. The summation of the partitioned charges is accomplished by
a differential current integrator. If the two differential current integrator
ports are unbalanced with respect to each other, the magnitude of the coef-
ficients output will vary as the phase of the input signal varies with respect
to the start of a new chirp sweep. If the phase, as measured at the start of
a chirp sweep, changes from transformation to transformation, the weighting
between the charge packet summed at the positive port of the differential
current integrator and the charge packet summed at the negative port of the
integrator will change. These changes will change the magnitude of the coef-
ficients output. This phenomenon was quite noticeable during the probability of
detection tests in that the incoming signal frequency could be adjusted in
frequency to maximize the warbling rate, or the rate in which the magnitude changes,
or to totally remove any warbling effect at all. The changing of the incoming
signal alters the rate of the phase change at the start of a chirp sweep, and
signal frequencies could be found where the phase of the signal at the start of
the chirp sweep remained constant thereby eliminating the warbling effect.

Present CCD efforts in the Central Research Laboratory at Texas Instruments
include housing the differential current integrator on the CCD chip to allow tighter
balancing between the differentizcl lines to be achieved.

B.3 Dynamic Range Measurements

A major concern in evaluating the performance of a search system for
an ADC/PL type application is the amount of bin spreading encountered over
the incoming signal dynamic range. If the bin spreading becomes severe, causing
many frequency bins to exceed threshold when a strong signal is present, it
can seriously degrade the overall performance of the ADC/PL system. Bin

spreading will reduce the resolution of the search system or the ability
of the search system to recognize the presence of two different signals

closely spaced in frequency. If, for example, a strong signal can result in
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up to ten frequency bins distributed about the center frequency bin to exceed
threshold, then a neighboring incoming signal must be at least six frequency

bins (960 Hz for the 160 Hz frequency bin size in the breadboard ADC/PL) re-

moved from the strong signal if it is to be distinguished from the strong signal.
If the neighboring signal is also a strong signal then the frequency separation
must be even greater to prevent the thresiiold exceedances from the two signals
overlapping in frequency. This need to srread apart adjacent signals for

unique detection capability severely degrades the number of platforms that

can be serviced since the spectral efficiency of the system is seriously degraded.

Bin spreading also increases the uncertainity in the frequency assignment
to the assigned receive channel, which in turn means that the phase lock loop in
the receive channel must have a wider acquisition bandwidth in order to pull
over to and acquire the signal over the frequency uncertainity band. The wider
acquisition bandwidth means the minimum signal strength allowable must be
increased to accommodate the enlarged acquisition bandwidth of the receive
channel, which means either the transmit power of the data collection platforms
must be increased or the field of view that can be accommodated by the receiving
equipment must be reduced in size.

Two different phenomina can cause bin spreading - the incoming signal to
be detected can be quite broad in its spectral content or the search system
itself can cause the bin spreading. Only the latter case will be considered
here since the incoming signal is assumed to be a CW tone during the acquisition
phase of the signal transmission - which is the preamble portion of the signal
message format. In addition, the MSK modulation spectrum will be shown in
the following section to be free of any significant sidebands which could
cause bin spreading. Section II.F.l.a discusses the principles behind spectral
spreading caused by the search system and the use of apodization to minimize
the spreading effect. The purpose of this section is to present the bin spreading
measured both for the apodized and non-apodized chips.

The phntographs in Figure 3-16 depict the nature of the bin spreading
phenomina by showing the changes that occur in the levels of the coefficients
output by the non-apodized chirp-z transformer as the input signal varies in

- representing a dynamic range of 29.5 dB.

(4]

amplitude from 50 mV to 1.5V
TmS rms
Assume for instance that the threshold level is set so that a 100% probability
of detection is obtained for a signal input of 50 mvrms' It is noted that
this signal level results in only that coefficient representing the frequency
band containing the signal standing above the noise floor. No noise is input,

so the only noise seen by the chirp-z transformer is the noise floor of the
3-26
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PHOTOGRAPHIC DISPLAY OF BIN SPREADING
vs. SIGNAL STRENGTH
NON-APODIZED CHIRP-Z TRANSFORMER
INPUT FREQUENCY = 19.8 KHz

FIGURE 3-16
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transformer itself. When the signal is increased to lﬂ)mvrms, it is noticed

that the two adjacent frequency bins on either side of the center frequency bin
have grown. These adjacent bins, while not strong enough to give a 100% probability
of detection, will result in some threshold exceedances occurring. When the
signal level is increased to 500 mvrms’ the two adjacent frequency bins on

either side of the center frequency bin have grown in magnitude such that they
will now show a 100% probability of detection. It is also noted that frequency
bins beyond these will begin to show a finite number of threshold exceedances.
Finally, when the signal level is increased to 1.5 Vrms’ the bin spreading becomes
quite noticeable. Remembering that the threshold level is adjusted to give a

100% probability of detection for the 50 mVrms signal level, it is quite
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