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PRFFACE 

To those who may think it curious that a document originating in 1969 
should suddenly appear in 1978: 

The proceedings of the Fourth NASA Inter-Center Control Systems Con- 
ference was produced initially in a limited quantity to fill an expected 
number of requests and for the use of the conference participants. 
conference was held at the Electronics Research Center, which NASA closed 
shortly thereafter; and in the course of shutting down the activities the 
proceedings was inappropriately tagged with a "NASA Use Only" label. 

The 

In recent years, it has become apparent that the information is of 
current interest to many engaged in control system research and technology. 
Accordingly, to better serve the technical community, the document is being 
published at this time. 

January 1978 Carl Janow 
NASA Headquarters 



FOREWORD 

The Fourth NASA Intercenter Control Systems Conference was sponsored 
by the Electronics and Control Division, NASA Office of Advanced Research 
and Technology. 
Office of Control Theory and Application, at the New England Life Hall in 
Boston on November 4 and 5 ,  1969. A major goal of the conference was 
to present successful applications of advanced control theory. This was 
indeed accomplished by the excellent panel of speakers. The design and 
development of the Apollo lunar module digital autopilot made it abun- 
dantly clear that modern control theory lends itself well to implementa- 
tion in complex control systems. The philosophy of modern control pene- 
trates these complexities and leads to good simulation and then to flight 
equipment which both controls accurately and provides system flexibility 
to meet changing mission requirements. 

It was hosted by the NASA Electronics Research Center, 

\ 

During the conference many other examples were described such as 
electric vehicle propulsion, control moment gyrosl supersonic inlet con- 
trol, all-weather landing systems, aircraft handling, system modelling 
and simulation. The papers included in these proceedings will give the 
reader very useful references which should foster even broader applica- 
tions of the concepts and techniques involved. 

The success of the conference is due primarily to the authors who 
gave fine presentations and to the many who also wrote papers for these 
proceedings. To them I offer my gratitude for contributing to the succ- 
ess of the Conference. I also wish to express my appreciation to the 
members of the program committee without whose excellent cooperation the 
conference would not have been possible. The members included: 

Brian Doolin 
Terry Carney 
Melvin Burke 
Henry Price 
John Scull 
Jarrell Elliott 
Aaron Boksenbom 
Kenneth Cox 
Michael Borelli 
Carl Janow 

Ames Research Center 
Electronics Research Center 
Flight Research Center 
Goddard Space Flight Center 
Jet Propulsion Laboratory 
Langley Research Center 
Lewis Research Center 
Manned Spacecraft Center 
Marshall Space Flight Center 
NASA Headquarters 

Finally, I would like to thank Hugo Schuck who conducted the panel dis- 
cussion; George Zames and Terry Carney who served as session chairmen; 
Robert Galligan who administered all local arrangements; and Dana Pierce 
who handled the publication of the proceedings. 

Conference Chairman 
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Section 1 
SPACE VEHICLE C NTROL A P P L I C A T I O ~  



I . - v  
DESIGN DEVELOPMENT OF THE APOLLO LUNAR MODULE* 

By Kenneth J. Cox 
Manned Spacecraft Center 

ABSTRACT P 

The lunar module autopilot is a first-generation digital 
control system design. The two torque sources available fo,r the 
control function of the descent-staqe configuration consist of 
16 reaction jets and a slow, gimbaled, throttlable engine. This 
case study includes a review of the design history, the design 
requirements, criteria, constraints, and general design philosophy 
of the control system development. Comparative flight-test results 
derived from design testing are presented, 

INTRODUCTION 

In the fall of 1964, a significant Apollo program decision 
was made; that is, to develop a digital autopilot (DAP) for all 
spacecraft primary control systems. It is noteworthy that pre- 
vious manned spacecraft designs (Mercury, Gemini) involved 
analog control system techniques; thus, the Apollo DAP represents 
a first-generation design development, This paper contains a 
case study of the design history of the lunar module (LM) primary 
control system. The LM DAP, with respect to design requirements 
and constraints, is considered to be the most complex Apollo con- 
trol system in use. Hence, significant original design concepts 
were necessarily required in the development process. 

The general purpose and motivation of this paper are to 
provide some insight into the problems encountered by the control 
system designer. In many ways, the so-called "gap" between con- 
trol system theory and practice is the result of a lack of 
appreciation of the severe/time and cost constraints under which 
the control system designer is required to produce his product- 

Reading this paper, one may wonder why *he total development 
has continued during a period of approximately 4 years; he may 
ask why the DAP should not be designed once and be finished. 
Most projects of this magnitude are iterative, because the 
requirements sometimes change radically, because the initial 
design constraints are generally poorly defined, because the 

*Paper first given and printed in Workshop Preprints I969 Case 
Studies in System Control, University of Colorado, August 4 ,  1969, 
sponsored by the IEEE Group on Automatic Control (copyright 
1969 IEEE, Report No. 69C41-AC). 
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inherent characteristics of the spacecraft plant are not well 
known, and because the basic input data for control system 
design are frequently not available in a timely manner. It is 
important to realize that major design decisions must be made, 
rightly or wrongly, despite the lack of fundamental input infor- 
mation. Because of the basic factors that characteristically 
make the design task difficult, the designer must adopt an 
implicit or explicit philosophy of providing some degree of 
flexibility in the control design, so as to accommodate future 
contingencies or unexpected developmental problems. 

The concept of performance margin will be examined in a 
later section, but a point to be recognized now is that most 
papers on control theory emphasize obtaining optimum (or accept- 
able) performance for nominal situations, whereas in practice, 
the acceptability of the total design is most often determined 
by performance under extreme, off-nominal conditions. Generally, 
establishing explicit mathematical criteria for off-nominal per- 
formance is extremely difficult; therefore, the subjective judg- 
ment of the system designer (who uses significant simulation 
testing programs for design validation) is essential. 

A significant problem encountered in designing the DAP was 
the lack of effective analysis techniques for developing and 
evaluating the digital control system. The major design tools 
used were phase-plane simulation techniques in which tradeoffs 
and design constants were established by "cut-and-try" methods. 
A more colorful manner of expressing this approach is (I) "the 
[design] has been chosen on the basis of theoretical investigations 
and empirical observations." 

LIST OF ACRONYMS AND SYMBOLS 

ACRONYMS 

AP S 
CDU 
CM 
C SM 
DAP 
DB 
DPS 
GTS 
ICs 
IMU 
LGC 
LM 
PIPA 

ascent propulsion system 
coupling data unit 
command module 
command and service module 
digital autopilot 
deadband 
descent propulsion system 
gimbal trim system 
interpretive computer simulators 
inertial measurement unit 
LM guidance computer 
lunar module 
pulsed integrating pendulous accelerometer 
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P R M  pulse-ratio modulation 
RCS reaction control system 
SM service module 

, TJET time (duration) of jet firing 

SYMBOLS 

= estimated offset angular acceleration 
= mass property parameters 
= intercept constant 
= coupling data unit angle 
= attitude and rate errors 
= I ( M )  pitch or roll moment of inertia 
= principal moments of inertia 
= filter weights 
= L ( M )  distance from hinge pin of descent 

= estimated mass 
= applied torque 
= gimbal-to-pilot increment matrix 
= transformation from gimbal axes to pilot 
axes 

= transformation from pilot axes to control 
axes 

= noise 
= integer 
= number of sample periods 
= pilot axes 
= control axes 
= control sample period 
= thrust command 
= time 
= urgency functions 
= trim gimbal drive command (+l, 0, -1) 
= velocity 
= Kalman filter gains 

engine bell to center of mass of LM 
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Greek Letters Subscripts 

a 
B 
Y 
0 

= angular acceleration C 
= lag angles cg 
= transformation angle d 

e 
G 
I 
i 

descent engine = J 

= PRM attitude err M 

= gimbal angle, attitude 
= angular velocity n 

0 

between U/V and 
u'/V' axes 

= steering'sample period 
= control sample period 
= gimbal drive rate of 

0.2 deg/sec 

Opera tors 

= estimate 
= first time derivative 
= second time derivative 
= measured value 

h 

.. 

.-" 

c = summation 

= cycle 
= center of mass 
= desired angular velocity 
= attitude error 
= gimbaling 
= inner gimbal angle 
= index 
= about an axis from the 
firing of a single jet 

= middle gimbal angle 
= index 
= index 
= outer gimbal angle 

D E S I G N  CONSIDERATIONS 

Vehicle Characteristics 

The DAP provides stabilization and control of the 
both coasting and powered light in three configuratio 
(Figure l), ascent (Figur 2), and docked with the command and 
service module (CSM) as shown in Figure 3 .  During'the preliminary 
spacecraft-design phase, many fundamental decisions were made 
that define (and constrain) the control system design. For the 
LM, three basic propulsion force and torque systems were estab- 
lished - reaction control system ( R C S ) ,  descent propulsion 
system ( D P S ) ,  and ascent propulsion system (APS). Characteristics 
that influenced the control task included the type of actuation 
system, the geometrical location and number of thrusters or jets 
(for redundancy), and the type of thrust-variation system. 

The control options available to the systems designer are 
divided into various flight-mode categories (Table I). The RCS 
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Inertial 
measirretnent Ascent 

I Desceiit 
Des ce ii t staye 
eiiyii ie 

Figure 1. The LM descent configuration 

RCS 
thrusters 

L-. Ascent engine 

Figure 2. The LM ascent configuration 
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, 
Lunar 
module 
(LM 1 7  

engine 

Figure 3 .  The CSM-docked configuration of the LM 

provides automatic/manual rotation and small translation control 
for all LM configurations during coasting flight. During coasting 
flight, the design problem is characterized by the presence of 
extremely low disturbance torques (except for an RCS jet-on 
failure). 

During APS-powered flight, the primary purpose of the RCS 
is to provide attitude stabilization and control. However, when- 
ever feasible, it is a design reqbirement to fire only the 
upward-thrusting RCS jets to obtain AV in the desired direction. 
Because the APS is a non-gimbaled, fixed-throttle system, the 
RCS control laws associated with this mode must accommodate large 
time-variant disturbance torques. 

P 

During DPS-powered flight, the design provides yaw control 
with the RCS jets, and pitch/roll attitude control with a com- 
bination of the RCS and the gimbal trim system (GTS) .  The design 
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TABLE I 

CHARACTERISTICS OF SPACECRAFT PROPULSION FORCES AND MOMENTS 

Propulsion 
force/moment 

Reaction con- 
trol system 

Vehicle 
configuration 

LM descent, 
LM ascent, 
LM/CSM 

Descent 
propulsion 
system 

LM descent, 
LM/CSM 

problems associated with dual 

Ascent 
propulsion 
sys tem 

Characteris tics 

LM ascent 

16 jets mounted 
in 4 quads 45 
deg off Y/Z 
body axes center- 
line. Nominal 
force of 100 lb., 
arm length of 
5.5 ft. 

Throttable 
engine (1,050 
to 10,500 lb.) 
with slow-speed 
gimbal actua- 
tors in Q-, R- 
axes 

Constant-thrust 
engine (3,500 
lb.) fixed with 
respect to space- 
craft 

~ 

Control 
function 

P-, U-, V-axis 
control for 
all configura- 
tions 

Q-, R-axis 
control for 
both con- 
figurations 

None 

control, including interactions 
between RCS and GTS modes, were significant for-the DAP. As pre- 
viously mentioned, the geometrical location of the RCS jets is 
significant in establishing the fundamental design approach. The 
locations of the RCS jets are shown in Figure 4 .  The eight 
X-axis RCS jets inherently provide control about the U/V axes, 
where the natural axes to consider phase-plane logic design are 
the Q/R pilot (or body) axes. The descent engine (not shown) is 
gimbaled about the pitch (Q) and roll (R) axes. 

An important parameter not shown in Figure 4 is the distance 
from the spacecraft center of mass to the geometric center of the 
16 RCS jets. This equivalent arm length is dependent upon both 
configuration and propellant loading, and strongly influences the 
ability to translate in the Y or Z direction. 

Sensor Characteristics 

The sensor information available for the control-design pro- 
blem is provided by an inertial platform called the inertial 
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+P 

direction 

7 

Pitch axis 

- Jets associated with RCS fuel system A 
(jets 2 ,  4, 5, 8, 10, 11, 13, and 15) - Jets associated with RCS fuel system B 
(jets 1,3,6, 7, 9/12, 14, and 16) 

Notes 

1. The arrows indicate thrust direction. 

2. The P, Q, and R designations for the pilot axes and the 
P ,  U ,  and V designations for the control axes are used 
in connection with rotation. The X, Y, and Z designation 
are used in connection with translation. 

Figure 4 .  - Locations of RCS jets on LM 

measurement unit (IMU) . For attitude information, gimbal angles 
are provided through a coupling data unit ( C D U ) .  Basic trans- 
lational information is sensed by pulsed integrating pendulous 
accelerometers (PIPA'S) located on the inertial platform. Early 
in the design process, the decision was made to eliminate the 
requirement for an independent set of rate-gyro sensors for the 
control function. Thus, the attitude-state-estimation function 
of the DAP is required to provide rate estimation, filtering (for 
stabilization), and disturbance-acceleration estimation (when 
appropriate) . 

Control-Mode Requirements 

The DAP control modes are established primarily by mission 
requirements. The three required capabilities'are for general 
attitude maneuver and attitude hold, general RCS translation, and 
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DPS/APS-powered-flight maneuvers, A listing of the control mades 
associated with the present design is presented in Table If, The 
design of the control modes requiring phase-plane logic will be 
emphasized in this case study. 

Design Constraints 

Numerous constraints influenced the DAP design, the most pre- 
dominant class of which related to weight restrictions associated 
with the lunar-landing program, Weight considerations constrained 

TABLE I1 

CONTROL-MODE STRUCTURE OF THE DAP 

Coasting Flight 

Attitude hold 

Automatic 
maneuvering 

Manual 
attitude rate 

Manual X-axis rota- 
tional override 

Rotational mini- 
mum impulse 

Manual trans- 
lation 

Powered Flight 

Attitude hold 

Automatic 
steering 

Manual 
attitude rate 

Manual X-axis rota- 
tional override 

Manual translation 

the system design in 
structural character- 
istics of the LM/ 
CSM - structural 
bending modes are 
significant; in pro- 
pellant-sloshing 
dynamics - slosh 
baffles were removed 
early in khe program; 
and in unbalanced 
c oup le --con t r o 1 re ~" 

quirements f o r  APS-  
powered flight.. 

Another class 
of constraints I 
generally identified 
late in the design- 
development phase, 
involved restrictions 
on RCS jet firing, 
These res trictxons 

included duty-cycle constraints (because of propulsion instahili- 
ties), exhaust-contamination constraints (particles on windows, 
optics), thermal constraints (rendezvous radar, antennas) 
spacecraft-impingement heating), and operational constraints 
(during extravehicular activity docking), 

A third class of constraints that influenced t h e  design pro- 
blem was associated with propulsion-system characteristics, The 
slow-speed trim-gimbal-actuator characteristics of the DPS were 
established for crew safety to avoid hardover actuator failures 
during powered descent of the LM. A special gear drive was 
developed to restrict the trim-gimbal-drive rate to 2 O s 2  dey/sec, 
Unlike the classical actuator used for the CSM thrust-vector- 
control system, the DPS actuator cannot fail at a higher drive 
rate. A second propulsion-system constraint was associated with 
the decision to have a non-gimbaled APS engine, This decision 
imposed significant limits on allowable center-of-mass character-  
istics during powered ascent flight, Unfortunately, effective 
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control of mass-property characteristics is extremely difficult 
in a program such as Apollo. Another propulsion-system constraint 
was associated with the decision to locate the RCS jets 45 degrees 

interaction between the RCS mode (U/V axes) and the GTS mode 
(Q/R axes) during DPS-powered flight. With respect to design and 
development, effective analytical techniques were virtually non- 
existent for this problem. 

from the body axes. This geometry significantly influenced the i 

The fourth class of constraints that impacted the design pro- 
blem included computer-oriented restrictions, The LM guidance 
computer (LGC) is limited in both fixed and erasable memories; in 
addition, definite timing restrictions are placed upon the pro- 
grams required to provide the control functions, 

Performance and Stability Criteria 

The criteria for establishing the adequacy of the DAP design 
are outlined in Table 111, which lists functional criteria for 
both coasting-flight and powered-flight control modes. 

TABLE I11 

PERFORMANCE AND STABILITY CRITERIA OF THE DAP 

Control modes 

Coasting flight 

Transient behavior - 
acquisition and recovery 

Limit-cycle characteris- 
tics 

Attitude-maneuver-rate 
overshoot 

RCS propellant comsump- 
tion 

Total number of jet - 
firings 

Powered flight 

Stability characteristics 

Integrated AV pointing 
accuracy 

Attitude-transient be- 
havior 

Limit-cycle characteris- 
tics 

Steady-state attitude 
off set 

RCS propellant consump- 
tion 

Total number of jet 
firings 
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TAT 

Primary emphasis en to revie ing the design of the 
LM powered-flight rno des are considerably more com- 
plicated than the co and provide significant 
insight into the des e manual modes, as well as 
the associated displays and astronaut LGG-input functions, are 
beyond the scope of this case study, Other areas that are not 
discussed include ground/spaceeraft interfaces, general operational 
procedures, and soft e-implementation techniques (including 
coding verification), 

DESIGN PHILOSOPHY 

General Design Guidelines 

partial 
1. 

2. 

3 .  

4 .  

5. 

Various decisions made in the initial DAP control-system 
A developmental plane established general design guidelines. 

list of these guidelines includes: 
Simultaneous three-axis attitude maneuvering is 
required (as opposed to sequential-maneuver 
techniques). 
Attitude rotation shall have RCS priority logic 
over translation (an alternate technique is a 
share-type logic) 
The control system must provide acceptable per- 
formance with single RCS jet failures (on/off), 
with reasonable inertia-mismatch variations, and 
without information about single externally dis- 
abled jets. 
The spacecraft mass-property information must 
be updated during DPS/APS powered-flight 
maneuvers 
The GTS control loop must be stabilized inde- 
pendently of the RCS control loop. 

General Philosophy 

Initially, an important question with respect to design 
philosophy was how to use the inherent flexibility associated with 
a spacecraft digital computer, 
nificant because the DAP represented a first-generation, digital 
design development, 
capabilities,. such as logic (switching, branching), non-linear 
computations, and function generation, For example, design con- 
siderations of the timing structure for the RCS/GTS control laws 
during DPS-powered flight included consideration of simultaneous 

This question was especially sig- 

Emphasis was placed upon using digital 
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controlp sequential control, and time-interlaced logic control. 
These options are generally limited to analog control-system 
design, Another example was the reduction of switching-line 
chatter by logical branching to achieve improved performance 
under inertia mismatch, undetected jet failures, and ullage (X- 
axis translation) maneuvers. 

The concept of performance margin was an area of design 
philosophy that influenced DAP development. This concept empha- 
sized the principle that the acceptability of the design should 
be based upon performance of the system during extreme (but re- 
quired) degraded conditions. Acceptable performance during off -  
nominal conditions, such as single undetected jet failures, and 
large control-effectiveness uncertainties (thrust magnitude, 
inertia properties, thrust misalignment, actuator drive rates, 
etc,) was difficult to achieve, The performance-margin concept 
identified a general trade-off between lowering the nominal to 
achieve acceptable performance during degraded conditions and 
maintaining high nominal performance despite severe degradation 
during off-nominal conditions. The control-system designer must 
use insight and judgment in establishing the degree of degradation 
(or margin) to which the design must accommodate in terms of per- 
formance, Even after this philosophy has been adopted, the abil- 
ity to develop explicit mathematical criteria for off-nominal per- 
formance is still generally difficult to establish. 

Another general philosophy was maximum utilization of modern 
cantrol-theory techniques and frequency-domain techniques assoc- 
iated with sampled data-control systems. For example, the 
original attitude-state estimator developed for the DPS-powered 
flight was a Kalman filter. In addition, the GTS control loop 
was developed. as a time-optimal control law. The many analytical 
methods available at that time were reviewed in reference 2, the 
authors of which implied that state phase-plane techniques 
(involving simulations) would probably be the primary design tools 
in DAP development. Techniques considered, but discarded, 
included convergence and stability (Liapunov, Aizeman, Lagrange), 
modified rate diagram, describing function, and dynamic pro- 
graming. The concepts of defining regions of attraction and 
ultimately bounded regions were found to be inapplicable for this 
design development. 

The philosophy of providing system-design flexibility to 
accommodate developmental problems or future contingencies was 
related to the concept of performance margin. An example was the 
guideline to stabilize the GTS control loop independently of RCS 
control loop. Three years after this design was initiated, 
additional thermal constraints (which essentially restricted all 
X-axis RCS jet firings) were identified for the LM/CSM config- 
uration during DPS-powered flight. The design was flexible 
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enough to accommodate this restriction without significantly 
affecting the program. 

The final design philosophy listed for DAP development was 
associated with the RCS propellant-performance requirements, 
Design emphasis to achieve efficient propellant usage should be 
placed upon those control functions that require the largest 
amount of propellant over a complete mission profile. For the 
DAP, these control functions included manual translations, manual 
and automatic-attitude maneuvers, and maneuvers associated with 
powered-flight guidance. In this general sense, the importance 
of efficient RCS propellant performance for coasting-flight and 
powered-flight minimum-impulse operation should be downgraded. 
Thus, one may reasonably ask why design complexity (and assoc- 
iated verification) should be increased to save 20 percent per- 
formance on an item that uses 5 percent of the total mission pro- 
pellant. A dbfinite trade-off exists between design complexity 
and performance-improvement payoff. 

DESCRIPTION OF DAP DESIGN 

The DAP design that was flight-tested on the Apollo 9 manned 
mission will be described in this section. This design (assoc- 
iated with the SUNDANCE flight ropes) is described in reference 3, 
and will be treated as the base line design for the case study. 
Virtually all of the following design descriptions are condensed 
from reference 3. 

Coasting-Flight Modes 

The two coasting-flight modes described are the attitude- 
hold mode, and the automatic-maneuver mode. A block diagram of 
the coasting-flight attitude-hold mode is presented in Figure 5. 

The major design elements include the attitude-state estimator, 
the RCS control laws, and the jet-selection logic, functional 
descriptions of which are provided in this section. 

The basic measurements available to the recursive state 
estimator are the three gimbal angles from the IMU. The estimator 
for coasting flight predicts both attitude and angular velocity, 
and uses non-linear threshold logic to reject low-level measurement 
noise. Angular-acceleration information caused by RCS jet firings 
is an additional input to the state estimator. 

The ‘RCS control laws compute the requirements for rotational 
impulses, using information based upon attitude phase-plane errors, 
control effectiveness, and phase-plane targeting logic. 
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[MGp] = Transformation from gimbal axes to pilot axes 

[Mpc]’ Transformation from pilot axes to control axes 
r Manual t r y l a t i o n  

Reference 
gimbal 
angles 
___IC 

‘d 

Thruster disable 

i I (Control) 

Estimated applied 
control effectiveness 

Spacecraft 
rotations 
and 
translations 

e 
Gimbal 

Figure 5 .  - Coasting-flight attitude-hold mode 

The jet-selection logic combines the required rotational 
impulses with the commanded translation inputs to select approp- 
riate jets for control action. Additional information used by 
the jet-selection logic includes the desired number of jets to be 
fired and the identification of disabled jets. 

Additional design elements shown in Figure 5 are transformation 
equations and jet-timing logic. The transformation equations, 
from gimbal to pilot axes, and from pilot to control axes, are 
straight-forward, not to be presented explicitly. The jet-timing 
logic is used to establish mandatory conditions for two-jet con- 
trol in the U/V axes, and for  four-jet control in the P-axis. 

A block diagram of the coasting-flight automatic-maneuver 
control.mode is presented in Figure 6. Automatic maneuvers are 
implemented using the same logic as attitude hold, except for ~ 

the attitude-maneuver routine. This routine provides desired 
steering commands in both attitude and rate, as well as generating 
a set of lag angles 6 .  These lag angles are introduced to pre- 
vent overshoot when initiating or terminating an automatic man- 
euver. The simplified single-plane equations for the attitude- 
maneuver routine are given as 
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'd("j) = 'd (Nj-l) -b Aed(tn) 

where Equation (1) is computed every steering cycle 
(ATc = Nj - Nj-1 = 2 sec), and Equation ( 2 )  is computed every 
control cycle- (~Ts = 0.1 sec). The value of Wd is set by the 
maneuver-rate input, and aj is defined as the magnitude of the 
assumed two-jet acceleration. When the maneuver is completed, 
Wd, Aed, and f3 are reset to zero, and the control system reverts 
to attitude hold about the desired gimbal angles. 

Powered-Flight Automatic Mode 

The control operations associated with powered flight are 
considerably more complicated than coasting-flight operations. 
Major additions for both DPS- and APS-powered flight include an 
integrated guidance and navigation outer loop that interfaces 
with the DAP through a steering routine, and a mass monitor-and- 
control parameter routine. In addition, the state estimator is 
required to derive offset angular acceleration a .  The RCS control 
laws are modified by making the control effectiveness and the 
phase-plane targeting logic dependent upon the estimated offset 
angular acceleration. During DPS-powered flight, a control law 
for the GTS is required. A timing-and-control-logic interaction 
between the RCS control and the GTS control is also required. A 
block diagram of the APS powered-flight automatic control is pre- 
sented in Figure 7. The major design elements (state estimator, 
control laws, jet-selection logic) will be discussed in detail in 
the following sections. 

Control Effectiveness 

The DAP control laws and the recursive state estimator re- 
quire information on the assumed RCS and GTS control effectiveness. 
The GTS control effectiveness is represented by the rate of change 
of angular acceleration, BG, caused by constant angular-drive- 
rate command to the actuators. A flow diagram indicating those 
factors that relate to the GTS control effectiveness is presented 
in Figure 8 .  The factors indicated in Figure 8 are as follows: 

M = estimated mass 
L = L(M) distance from hinge pin of descent 

engine bell to center of mass of LM 
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I = I ( M )  pitch or roll moment of inertia 
AV/At = measured linear acceleration 

for Q and R channels 
4 

0 . 2  deg /sec 

= trim-gimbal drive commands {+lP 0, -1) 

= gimbal-drive rate of descent engine = 

U~ 1 U~ 

The effectiveness of the RCS control is represented by the angu- 
lar acceleration UJ about an axis from the firing of a single 
jet. A flow diagram containing the RCS control effective 
equation in the P-, Q-, R-axes, and the appro 
transformation to the P-, U-, V-axes is prese 
represent the RCS angular acceleration as a hyperbolic function 
of mass, a nominal jet-torque level of 550 foot-pounds is assumed, 
and additional vehicle configuration assumptions are required to 
establish inertia characteristics as a function of mass. 

State Estimator 
, 

The recursive state estimator for powered and coasting flight 
is described in this section. The most complex estimator design, 
associated with DPS-powered flight, will I - ?  described first. 
Kalman filter theory provides a reasonablt structure for combining 
estimates of state changes caused by RCS jet firings and trim- 
gimbal activity with external measuremen+s of attitude. The LM 
plant is assumed to be represented by a simplified set of rigid 
body 

- - 
equations of motion 

6 = u  

B = c l + u J  

c1 = UG 

where 9 = 
w =  
a =  

N =  cg 

+ N  
cg 

attitude 
angular velocity 
offset angular acceleration caused by 
DPS/APS thrust 
angular acceleration caused by RCS jet 
firings 
rate of change of angulay acceleration 
caused by descent engine gimbaling 
rate of change of angular acceleration 
caused by center-of-mass movement 

The time histories of the control outputs UJ and UG between 
sample instant tn-1 and tn are assumed to be khe values commandedp 
and are represented by 
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Figure 8. - Control effectiveness of the GTS 
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est i mator 

Figure 9. - Control effectiveness of the RC S 



'.. = control-sample period. where T = tn tn-l 
The measurement equation is expressed by 

B m = B + N  (7) 

where N = measurement noise from vibration, tracking errors of 
the CDU, and quantization, The estimation process requires the 
development of equations for state extrapolation,ang mgasurement 
incorporation. Given the estimate of the state 6, w r  a at tn-lr 
and assuming the time histories of UJ and UG between tn-l and 
tnr the extrapolated state at t, is obtained by integrating Equa- 
tions (4), (51, and (6) to obtain 

3 

+ uG T3 6 +- UJt,(T - 2) 

The extrapolated attitude variables are compared with the 
external measurements to obtain an updated estimate at t, 

If the filter weights, K O r  K,, and X,, are optimized based 
upon Kalman filter theory, the values are time variant! and are 
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dependent upon the values of Ne 
the initial state estimate. Du ing the design development of 
the DAP, the optimum filter-gain concept was discarded after many 
problems were identified through simulation testing. At that 
time, a nonlinear threshold filter was developed as part of the 
base line design. This filter and the threshold values assoc- 
iated with the concept were established from direct engineering 
considerations, 

and M, and the uncertainty in 

Development of the nonlinear threshold filter was motivated 
by the specific properties of the measurement noise from the IMU, 
For the design considered, the predominant measurement noise is 
derived from the nonlinear-tracking servo characteristics of the 
electronic CDUvse Gimbal-angle information encoded in the LGC 
(for moderate angular vehicle velocities) contains high-frequency - 
noise having a peak-to-peak amplitude of approximately 0.09 degree. 
It is important to note that the distribution of this noise is 
rectangular rather than gaussian, A trap filter using threshold 
logic bras developed to reject this type of low-level measurement 
noise‘ The logic and associated filter-gain equations are as 
follob7s. If lem .- 8 ’  12 emax, then 

If 18 - e n  1 > BmaxI then m 

where 8 = threshold value (0.1 
= rate gain constant 
= acceleration gain constant 
= number of sample periods that have 

N Y ” J c  
Ncl 

elapsed since the threshold was exceeded last t n 

Extensive testing has demonstrated that the nonlinear thres- 
hold logic successfully rejects low-level measurement noise. This 
filter also erforms well with respect to disturbances that are 
cyclic in nature, such as slosh and structural vibrations, The 
filter gains for the rate and acceleration estimates derived by 
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Equation (15) are functions of nt. If the trap overflows almost 
every time, it is generally desirable for the filter characteris- 
tics to provide a fast rate estimate and a slow acceleration 
estimate. The desired response time on the acceleration estimate 
is set by requirements to track a moving center of mass and to 
respond to time-variant thrust-actuation compliance effects. The 
upper limit on response time is restricted because of the desire 
to avoid rapid fluctuations in the autopilot switching curves and 
because of the requirement to attenuate slosh accelerations. 

If the threshold logic be exceeded only rarely, a maximum 
incorporation of the measurement is generally desired. The logic 
given in Equations (14) and (15) is actually a simplification of 
the developed design. The threshold value is actually compared 
with the total unexplained attitude that has accumulated since 
the last trap overflow, where the incremental amount for one con- 
trol-sample period is the difference between the measured and the 
predicted changes in attitude. 

th state estimator for DPS-powered flight is presented in 
F' ure 10. 

i 1" entical except that the variables associated with the GTS are 
deleted. Similarly, the state estimator for coasting flight is 
based upon the same structure, except that the estimated state 
does not include offset angular acceleration. The total estimator 
design represents an integrated concept with respect to both 
powered and unpowered modes of control. To conclude this section, 
the dynamical effects not explicitly considered in th' initial 
development of the filter equations will be iden fied, as fol- 

A summary of the input and output variables associated with 

The structure of the estimator for APS-powered flight is 

lows : 
1. 
2. 
3 .  

4 .  

5. 
6. 
7 .  

8 .  
9. 
10. 
11. 

Propellant-slosh dynamics 
Structural-bending dynamics 
Jet-impingement-forces model 
Jet-thrust lags 
Jet-misalignment geometry 
Jet acceleration caused by Y/Z translation 
Undetected jet failures 
Trim-gimbal lags 
Inertial mipmatch 
DPS-actuator-compli&x!e,model 
Pqopellant-fuei-shift ; M,7 , 

i I 

u 
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cr 
J ,PI  "J ,Q' *J ,R Assumed RCS control effectiveness 

Assumed GTS control effectiveness 

Configuration b i t  

ngular velocity estimate 
State estimator 

I Trim-gimbal ac t i v i t y  

t p l  t"' tV 

Signed fir ing durations 

tip, nu, n,, 

Number of je ts  selected 

Figure 10. - Input and output variables of the state 
estimator 

Other assumptions that modified the estimator equations 
implemented in the filter design were that the cross products of 
inertia terms were ignored; that the terms in Equations ( 8 )  and 
(9) caused by the trim-gimbal drive UG were deleted; and that 
second-order rate terms were ignored in the equations of motion. 

Detailed verification testing was 'required to demonstrate 
the stability and performance, including the known dynamical 
effects, of the total system. Simulation testing supported the 
establishment of the critical filter values of Omax, Nu, and N,. 
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An important consideration was testing the filter performance 
when an undetected jet-off failure existed, When this condition 
occurs, the acceleration estimate will seek an average value 
double the actual acceleration offset present. Because the DPS 
acceleration-nulling control law is a function of the sign of the 
acceleration-offset estimate, and is invariant with the magnitude, 
this control law will seek the center of mass properly when un- 
detected jet-off conditions exist, 

RCS Control Laws 

The control laws associated with the RCS establish jet-firing 
durations (TJET values) based upon phase-plane logic and assumed 
control effectiveness- These control laws are predictive in 
nature and are related to the classical two-point-boundary-value 
problem. To some extent, this predictive design is inherently 
sensitive to the uncertainties in control effectiveness and 
unmodeled disturbances. A description of the TJET LAWS associated 
with the LM descent and ascent configurations is provided in this 
section. 

Angular error/error-rate phase planes are established for 
each P, U, and V RCS control axis, Because the sets of jets 
that produce rotation about each of these three axes are distinct, 
the P-, U-, and V-axis jets are turned on and off independently. 
A block diagram of the control-law inputs for the LM descent and 
ascent configurations is presented in Figure 11. 

I 

--/2-!jet performance I 
U/V axes 

Figure 11. -- TJET LAWS, LEVI only 

The attitude and rate errors ( E , 6 )  are used to establish the 
estimated state location in the phase plane. The acceleration 
inputs required by the RCS control laws include net angular 
acceleration (jet acceleration plus offset acceleration), and 
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coasting acceleration (acceleration caused by offset alone). The 
basic shape of the target parabolas and switching-line parabolas 
are set by this angular-acceleration information. Additional 
inputs - deadband (DB) and FLAT - establish the positional loc- 
ation of these parabolas. The four different phase-plane config- 
urations associated with the DAP design are listed in Figure 11. 
The TJET control logic is developed by dividing each phase-plane 
configuration into coasting and firing zones. 

The ROUGHLAW phase-plane configuration shown in Figure 12 
lis used for all control modes whenever eithe? the magnitude of 
E exceeds 11.25 degrees or the magnitude of E exceeds 5.625 

5.625 dey./sec. 

Attitude 
error 

Figure 12. - The ROUGHLAW phase plane 
deg/sec. If neither of these limits be exceeded, a FINELAW 
phase-plane configuration is used in the RCS cqntrol logic, 
The use of ROUGHLAW for large values of E and E permits the 
efficient use of sinqle precision arithmetic by the LGC. The com- 
putational ability to provide independent scaling for different 
regions of the error phase plane provides a significant flexibility 
compared with most of the analog control-system designs. The 
ROUGHLAW phase-plane configuration is divided into zones A to D. 
The logic for computing TJET for the upper half plane of ROUGHLAW 
is presented in Table IV. 

The three phase-plane configurations associated with FINELAW 
are shown in Figures 13, 14, and 15. The configurations include 
drifting flight, powered-descent flight when the trim-gimbal 
nulling times are less than 2 seconds, and powered-ascent flight 
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TABLE IV 

Location 
of the 
LM state 

Zone A 

Basic of computing TJET 

TJET is the time required to drive E 
to -5.625 deg /sec. 

Zone B 

Zone C 

Zone D 

TJET is set equal to 0.250 sec; that 
is, a "large" value. 

TJET is set equal to zero, that is, 
no jets are turned on. 

TJET is the time required to drive E 
to +5.625 deg /sec. 

or when the trim-gimbal nulling times are greater than 2 seconds. 
The FINELAW TJET logic for coasting flight is presented in 
Table V. 

The zones 2 and 3 logic was developed to acquire a minimum- 
impulse limit cycle efficiently. The motivation for occasionally 
permitting the jets to remain on in zone 4 was to avoid switching- 
line chatter when the net angular acceleration is underestimated - 
because of inertia mismatch. 

The FINELAW phase-plane logic for powered-descent flight 
when the trim-gimbal nulling times are less than 2 seconds is 
identical to the coasting logic of Table V, except that zone 3 
has been eliminated. This logic provides an efficient interface 
between the RCS and GTS control systems. 

The FINELAW logic for the phase-plane configuration assoc- 
iated with Figure 15 is also similar to the coasting logic of 
Table V. The principal exceptions are that zones 2 and 3 have 
been eliminated, and that the logic developed from zone 4 is to 
target to intersect a parabola instead of the E-axis plane. 

As mentioned previously, the DB1 through DB4 parameters, 
together with FLAT, are used to establish the positions of the 
phase-plane parabolas. The intercept values were established 
empirically through simulation testing, and are proportional to 
the DB. The proportionality constants, which were developed to 
depend logically upon the estimated offset acceleration, are 

-25- 



Thrust reyion 

Figure  13. - The AT  EL^^ phase plane when t h e  LM is i n  
drifting flight 
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Figure 15. - The FINELAW phase plane when the LM is in 
powered ascent or when either of the trim-gimbal 
nulling drive times is greater than 2 seconds 
during powered descent 

TABLE V 

FINEILAW, COASTING TJET LOGIC 

Location 
of the 
LM state 

one 1 

Zone 2 

one 3 

one 4 

one 5 

Basis of computing T J  

TJET i s  the time required to drive the LM 
state to a "target parabola." 

J E T  is the time re 
error rate to zero. 

TJET is set so small that the j e t  
logic will fire a one-jet ininimu 

TJET is set to zero unless the 
axis concerned are already on 

to intersect %he 

TJET is the time required to drive t 
state to a "target parabola. I' 
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presented in Table VI. The general design strategy was to set 
the position of the parabolas to yield small, average, steady- 
state attitude errors during powered flight. The classic analog 
cpntrol-system trade-off of establishing a single switching-line 
logic to provide adequate performance during both high- and low- 
disturbance-torque conditions is avoided in this design. 

Another input required for the RCS control laws is the 
indication of one-jet or two-jet couple preference for U/V axes 
control. Normally, one-jet control is desired for powered ascent 
and X-axis translation. However, additional logic associated 
with large phase-plane errors is used, requiring mandatory two- 
je't couple control when certain conditions are exceeded. 

the basis of two-jet couples. However, the TJET logic is over- 
ridden and four jets are fired for 0.1 second if certain TJET 
values arid error-state conditions are exceeded. 

For the P-axis, the computation of TJET is always made on 

Jet-Selection Logic 

The RCS control laws establish requirements for some number 
of jets to be fired about the P-, U-, and V-axes. The translation- 
acceleration requirements are obtained directly from guidance 
inputs or manual commands. The jet-selection logic determines 
the RCS jet policy when provided the desired rotational torque 
information, the desired direction of translation, and the desired 
number of jets to be used for each maneuver. In addition, the 
firing logic is modified when jets are known to be disabled. 

The jet-selection policies associated with the P-axis 
rotation and the Y- and Z-axis translations are presented first. 
Because rotation takes priority over translation, the Y- and Z- 
axis commands are executed only when no P-axis commands are pre- 
sent. The normal P-axis jet-selection policy is presented in 
Table VII. 

If any of the rotation policies given in Table VI1 involves 
a disabled jet, then alternate two-jet rotation policies will be 
attempted in the following sequential order until a policy involv- 
ing only enabled jets is found. 

+P Rotation -P Rotation 

7, 15 
4 ,  12 
4 ,  7 
7, 12 
12, 15 
4 ,  15 
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TABLE VI 

CRITERIA TO DETERMINE THE INTERCEPT 
OF THE PHASE-PLANE PARABOLAS 

befine 
2 = 1.4 deg /sec amin 

= estimated offset angular acceleration Aos 

?or powered flight (except when both of the commanded trim-gimbal 
nulling drive times are less than 

FLAT = 0 and 

-O175DB, DB4 = 2DB 

mint If Aos <-a 

DB1 = 2DB,DB2 = DB,DB3 = 

d) 

2DB,DB4 = -0.75DB 

e> 

2 sec during powered descent: 

If amin >Aos >0.5amin, 

DB1 = DB,DB2 = DB,DB3 = 

0.5DB,DB4 = DB' 

If -0.5amin >Aos >-amin, 

DB1 = DB,DB2 = DB,DB3 = 

DB,DB4 = 0.5DB 

If 0.5amin >Aos >-0.5amin, 

DB1 = DB2 = DB3 = DB4 = DB 

F o r  drifting flight (and when both of the commanded trim-gimbal 
nulling drive times are less than 2 sec during powered de- 
scent) 

DB1 = DB2 = DB,DB4 = DB3 = DB 4- FLAT, 

and FLAT = 0.8 deg 
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TABLE VI1 

P-AXIS NORMAL JET-SELECTION POLICY 

Type of rotation 

4-jet, +P 

2-jet, +P 

4-jet, -P 

2-jet, -P 

Jet-selection policy 

4, 7, 12, 15 

Alternate pulses between 4 and 
12, and between 7 and 15 

3 ,  8, 11, 16 

Alternate pulses between 3 and 
11, and between 8 and 16 

The normal Y- and Z-axis translation policies, with alternate 
policies for disabled jets, are presented in Table VIII. 

The jet-selection policies associated with the U- and V-axis 
rotations and the X-axis translation are now presented. If no 
conflict exists between jets required for translation and rotation, 
then both policies are executed. However, if a conflict exists, 
only the rotation policy is applied. 

The U- and V-axis rotational policies for both normal and 
disabled-jet conditions are presented in Table IX. 

and disabled-jet conditions are presented in Table X. 
Finally, the X-axis translational policies for both normal 

If no alternate disabled-jet policies be possible, a com- 
puter program alarm is lighted and an alarm code informs the 
astronauts that a rotation or translation failure exists. This 
alarm procedure is applicable for all of the jet-selection pol- 
icies presented. 

GTS Control Laws 

Two slow-speed actuators are used to gimbal the descent 
engine about the Q- and R-axes. The control modes developed for 
commanding these trim actuators are an attitude-control mode, 
and an acceleration-nulling mode. 

The control law associated with the attitude-control mode 
has been developed to be a function of errors in attitude, rate, 
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Type of 
translation 

+Y 

-Y 

+Z 

-Z  

TABLE VI11 

Y- AND Z-AXIS JET-SELECTION POLICIES 

Normal policy 

12, 16 

4, 8 

7, 11 

3 ,  15 

Alternate disabled-jet policy 

If 16 has been disabled, set up 
the tacking policy of alternating 
between 12 and 3 ,  and between 
12 and 11. 
If 12 has been disabled, set up 
the tacking policy of alternating 
between 16 and 15, and between 
16 and 7. 

If 8 has been disabled, set up 
the tacking policy of alternating 
between 4 and 3 ,  and between 
4 and 11. 
If 4 has been disabled, set up 
the tacking policy of alternating 
between 8 and 7, and between 
8 and 15. 

If 11 has been disabled, set up 
the tacking policy of alternating 
between 7 and 8, and between 
7 and 16. 
If 7 has been disabled, set up 
the tacking policy of slternating 
between 11 and 12, and between 
11 and 4. 

If 15 has been disabled, set up 
the tacking,policy of alternating 
between 3 and 4, and between 
3 and 12. 
If 3 has been disabled, set up 
the tacking policy of alternating 
between 15 and 8, and between 
15 and 16. 
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TABLE VI11 

Y- AND Z-AXIS JET-SELECTION POLICIES (cont) 

Normal 
policy 

Type o f  
translation 

+Z,+Y (+U) 

-2,-Y (4) 

Alternate disabled- 
jet policy 

+2,-Y (+V) 

-Z,+Y (-VI 

Normal policy 

7,  11, 12, 16 

3 ,  4 ,  8 ,  15 

4 ,  7 ,  8 ,  11 

3 ,  12, 15, 16 

Alternate disabled-jet policy 

If either 11 or 12 has been 
disabled, use 7 or 16. 

If either 7 or 16 has been 
disabled, use 11 or 12. 

If either 8 or 15 has been 
disabled, use 3 or 4 .  

If either 3 or 4 has been 
disabled, use 8 or 15. 

If either 4 or 11 has been 
disabled, use 7 or 8. 

If either 7 or 8 has been 
disabled, use 4 or 11. 

If either 15 or 16 has been 
disabled, use 3 or 12. 

If either 3 or 12 has been 
disabled, use 15 or 16. 

TABLE IX 

U- AND V-AXIS JET-SELECTION POLICIES 
~~ ~ 

Translational 
rotation I sense requiaed Type of 

2-jet,+U 

I +X 

I 1-jet,+U 

1- jet , +U -X 

If 14 has been disabled, 
use 5 alone; if 5 has been 
disabled, use 14 alone. 

If 14 has been disabled, 
use 5. 

If 5 has been disabled, 
use 14. 

I 

-32- 



TABLE IX 

U- AND V-AXIS JET-SELECTION POLICIES (cont) 

Type of 
rotation 

Translational Normal 
sense required policy 

2- jet , -U 

1- jet, -U 

- 

+X 

2, 6, 10, 14 

l 6  

If either 2 or 10 has been 
disabled, use 6 or 14 

If either 6 or 14 has been 
disabled, use 2 or 10. 

l-jet,-U I I l3 -X 

2- j et , +V 1, 10 

1-jet,+V I lo 
+X 

1- j et , +V -X I 1  
2- j et , -V 

1-jet,-V +X l 2  
1- j et , -V -- X l 9  

I I 

TABLE X 

Alternate disabled- 
j et policy 

If 13 has been disabled, 
use 6 alone; if 6 has been 
disabled, use 13 alone. 

If 6 has been disabled, 
use 13. 

If 13 has been disabled, 
use 6. 

If 10 has been disabled, 
use 1 alone; if 1 has been 
disabled, use 10 alone, 

If 10 has been disabled, 
use 1. 

If 1 has been disabled, 
use 10. 

If 9 has been disabled, 
use 2 alone; if 2 has been 
disabled, use 9 alone. 

If 2 has been disabled, 
use 9. 

If 9 has been disabled, 
use 2. 

X-AXIS JET SELECTION POLICY 

4-jet,+X 
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TABLE X 

4 -'j et , -X 

2- jet I -X 
(fuel 
system A) 

2- jet, -X 
(fuel 
system B) 

X-AXIS JET SELECTION POLICY (cont) 

disabled, use 2 or 10. 

If either 1 or 9 has been 
disabled, use 5 or 13. 

If either 1 or  9 has been 
disabled, use 5 or 13. 

and acceleration. The control-law equations are basically a 
modification of a time-optimal solution, and are given as 

AV 

I 
K = 0.3M E L  - 

A = -sgn (XB + ep ) 

The control output commands the sign of the change in angular 
acceleration. The sampling period f o r  this mode is set at 200 
milliseconds. Referring to Equation (16), the time-optimal law 
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is modified by a 0 - 3  gain factor in the assumed control- 
effectiveness term K. This reduction is designed to avoid tran- 
sient-response overshoot, and to prevent large steady-state limit 
cycles. However, this gain should be kept reasonably high to 
provide good transient-response characteristics* 

The GTS control law associated with the acceleration-nulling 
mode is designed to regulate the offset (disturbance) acceleration 
from the descent thrust. The primary dynamical environments that 
cause offset acceleration include shifting center-of-mass prop- 
erties, DPS actuator compliance, and DPS engine-ablation effects. 
This control law is structured in the form of a trim-gimbal drive- 
time equation, and is given as 

AV * M - L6 
T = 0.41 1 

The principal sampling period associated with the acceleration- 
nulling law is 2 seconds. However, under certain conditions, this 
acceleration-nulling law is used as part of the basic RCS control- 
law timing structure., The interaction and timing logic between 
the RCS and GTS control laws are presented in the following 
section. 

RCS/GTS Interface 

During DPS-powered flight, the GTS is generally adequate to 
provide satisfactory control in the Q/R axes when the maneuver 
requirements are slowly varying. It is believed that the GTS 
should provide complete control (rather than regulation of the off- 
set acceleration) whenever possible, to limit jet firings and to 
minimize RCS propellant usage, During design of the DAP, a time- 
shared control logic was developed in which the use of RCS and 
GTS controls are interfaced to minimize mutual interaction, 

The RCS/GTS interface has been designed so that the RCS 
phase-plane state is examined for a lo ical decision (and the RCS 
control law applied) at least every 200 milliseconds. The time- 
line operation is as follows. 

1 t I t + 100 msec It + 200 msec 1 t -+ 300 msec 

RC S Test for RC s Test for 

law control law law control law 
(2) Acceleration- (2 1 Acceleration- 

nulling law nulling law 
( 3 )  RCS control ( 3 )  RCS control 

control (1) Attitude- control (1) Attitude- 

law i* law 
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law 
(in 
and 

The test logic associated with use of the attitude-control 
every 200 milliseconds is that the trim-gimbal drive times 
the Q- and R-axes) must be less than 2 seconds IEquation (1911, 
that all U and V RCS jets must be off. 

The requirements associated with the use of the acceleration- 
nulling law are that the attitude-control law must have been used 
on the previous pass, and that the test logic for present use of 
attitude-control law must have failed. 

Therefore, in the RCS/GTS timing loop, the acceleration- 
nulling law is used only as a transaction between the attitude- 
control law and the RCS control law. 

In addition to the RCS/GTS timing loop, another routine 
executes a test for the GTS acceleration-nulling law every 2 sec- 
onds. The nulling law is applied if, and only if, the trim 
gimbal is not under GTS attitude control (at least one of the two 
test conditions is not satisfied). This "captive" logic is 
designed to prevent a sustained thrust offset when the RCS control 
laws are commanding jet firings to counteract the disturbance 
acceleration. 

HISTORY OF DESIGN DEVELOPMENT 

The history of DAP development will be discussed by pre- 
senting base line designs for the design-formulation phase 
(September 1964 to December 1966) and for the SUNBURST flight- 
program phase (December 1966 to August 1967). Where applicable, 
comparisons will be made to the SUNDANCE base line design pre- 
viously discussed. The significant problems encountered will 
also be discussed. 

Apollo 5, the first (unmanned) LM mission, was launched into 
earth orbit January 22, 1968, and used the SUNBURST flight pro- 
gram. Following this mission, a decision was made to simplify 
the DAP logic, and a significant redesign of the control system 
was begun, resulting in the SUNDANCE digital program. This de- 
sign version was flight tested on the first manned LM mission 
(Apollo 9 > ,  launched March 3, 1969. Subsequent lunar-landing 
missions will be flown using a slightly-modified SUNDANCE flight 
program e 

Preliminary Design Development 

Many modifications in design philosophy and in control- 
system implementation occurred during the preliminary design phase 
of DAP development. Excellent insight into the various control- 
system problems encountered is provided by reference 4 .  To estab- 
lish background for a discussion of design problems, a base line 

a; 
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block diagram using assumed conditions was formulated (Figure 16). 
The major design areas to be discussed include RCS control-law 
formulation, estimation concepts, RCS/GTS control-mode interaction 
logic, and RCS switching logic. 

(Powered 

Figure 16. - Preliminary design control system 

Three types of estimation programs were developed (an inte- 
grated design concept had not established at that time). For 
coasting flight, a simple rate estimator was established; for 
powered ascent, a combined rate and acceleration estimator was 
designed; and for powered descent, a Kalman filter was developed 
for the GTS control-law function, and a rate estimator for the 
RCS control-law function. 

Two control modes were provided for the powered-descent 
operation. 
GTS, and the P-axis with the RCS. The secondary control mode 
uses the RCS to control all rotational axes, The primary and 
secondary control modes were designed to be exclusive as shown 
by the interface logic (Figure 17). When any primary-logic con- 
dition is exceeded, control is switched to the secondary mode, 
and an open-loop GTS drive is performed, using data based upon 

The primary mode controls the Q- and R-axes with the 
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the drive time derived from Equation (19), A Ralman filter I 

estimate of offset acceleration A,, is required, and is calculated ' 

i 
a design factor. During the nominal secondary-mode operation, 
the RCS jets are commanded off every 10 seconds, and a Ralman 
filter estimate of the current offset acceleration is obtained. 
After this sequence, the RCS control is reinstated, accompanied 
by a new trim-gimbal open-loop drive, The logic conditions nec- 
essary to effect transfer from the secondary to the primary con- 
trol are also presented in Figure 17. It should be noted that . 
all conditions must be satisfied to return from secondary to 
primary control. The problems associated with this logic-design 
concept will be discussed in a following section. 

in the primary mode in which undetected RCS jet failures are not 

1. Switch to secondary i f  Switch to primary if 
1, E > 2 deg., or 1. E < 1 .4  deg., and 

2 .  
3 .  Change in throttle 3 ,  All jets are-off 

0.65 deg ./set, , or 2 ,  i ~ 0 . 5  deg./sec., and 

Figure 17. - Interface logic of the RCS/GTS 

A significant design decision required in the initial devel- 
opmentahperiod was associated with the philosophy of RCS control 
law. The two fundamental concepts considered were a predictive 
control law based upon a two-point-boundary-value approach in the 
error phase plane, and a logic-determination technique requiring 
only present- and past-state information to calculate modulated 
jet commands. When the two concepts were being considered, the 
logic-modulation technique had the advantage of considerable de- 
sign experience because of analog control-system development. 
Hence, the basic decision was whether to establish the control- 
law design by digitizing a known analog-autopilot concept, or 
by developing a predictive control law solely based upon digital 
principles. 

The logic-determination techniques available included pulse- 
frequency modulation, pulse-width modulation, pulse-ratio mod- 
ulation (PRM) delta modulation, and integral pulse-frequency mod- 
ulation. The development of two proposed designs that use PRM 
techniques is discussed in references 5 and 6, The input to the 
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modulator is typically obtained from attitude-error and rate 
information, as shown in Fiqure 18. 

Figure 18. - Generation of control-error signal 

The various trade-off factors between the digital PRM and 
the predictive control law are worthy of discussion. For nominal 
conditions, the predictive control law is generally more efficient 
in RCS propellant usage, (an I, penalty occurs for pulses shorter 
than 80 milliseconds), and usuayly commands a smaller number of 
jet firings. The principal disadvantages of the predictive 
approach include the sensitivity to plant uncertainties, such as 
inertia, thrust, and undetected jet failures, and the storage 
requirements for a large computer memory (parameter tracking, pre- 
diction logic, and recursive-filter techniques). 

The most significant advantage of the digital PRM approach 
is that all logic is based upon present- and past-state infor- 
mation. Thus, for large off-nominal conditions, this approach 
has distinct advantages over the predictive design. The dis- 
advantages include the sensitivity to noise because of low-value 
threshold logic, and the large steady-state attitude offsets for 
sustained disturbance-torque conditions. The digital PRM system 
cited in reference 5 estimated a sampling-rate requirement of 30 
to 40 samples per second. A modification to this PRM concept, in 
which both on-time and off-time were calculated and the sampling 
requirement was reduced to 10 samples per second, is discussed in 
reference 6. A general trade-off exists in the area of sampling, 
because a good predictive system will generally require lower 
sampling rates than a comparative logic-determination system. 
However, off-nominal environmental conditions (and basic plant un- 
certainties) tend to increase the sampling-rate requirements of a 
predictive system. Thus, an estimate of expected plant uncer- 
tainties and environmental conditions is important in establishing 
sampling-requirement trade-offs between predictive and logic- 
determination control laws. After extended consideration, the 
decision was made to develop a predictive control law for the DAP 
design. 
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The initial concept of the phase-plane switching logic is 
discussed in reference 7. This design concept includes a com- 
bination of parabolic and linear curves to represent the switching , 
and targeting lines. The phase-plane logic, assuming a positive i 

disturbance torque, is presented in Figure 19. The value of the I I 

intercept constant B is dependent upon the deadband, jet-control 
acceleration, and offset-disturbance acceleration. The basic 
purpose of establishing switching-line equations that vary with 
disturbance acceleration is to lower the average steady-state 

i 

attitude error. i 

3 

E*  

I Thrust region II 
Figure 19. - Preliminary-design phase-plane logic 

Most of the significant problems associated with the pre- 
liminary design were identified as a result of extensive simula- 
tion testing. The problem of estimating rate and acceleration 
when undetected jet failures existed proved to be especially 
difficult. Consideration was given to the use of multiple Kalman 
filters to estimate (from spacecraft dynamics) which of the 16 
jets had failed, and to adjust the control functions accordingly. 
A second approach (subsequently implemented) was using the Kalman 
filter equations only when the GTS control law was operative or 
when the RCS jets were inhibited. However, disabling control 
during powered flight for the time needed to obtain good Kalman 
filter estimation was considered unacceptable and the technique 
was then discarded. 
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A second problem was that minimum-impulse operation was not 
achieved using the initial design. Design-verification studies 
indicated that this problem was caused by rate-estimation in- 
accuracies and quantization effects. Four phase-plane logic mod- 
ifications were considered: establishing a zone 3 concept 
(Figure 13), discounting the computed TJET time when in zone 2 ,  
setting the derived rate (under certain conditions) equal to a 
relatively large magnitude with the sign changed from the value 
used previously, and establishing the value FLAT as a function of 
inertia. The first modification was implemented in the prelim- 
inary design. 

Significant design problems were identified with respect to 
Kalman filter performance. In simulation testing, this estimator 
was shown to be sensitive to slosh disturbances and large initial 
conditions. Furthermore, during the DPS start transient, the 
filter performance exhibited poor convergence because of engine 
compliance, propellant-fuel shift, and initial engine-mistrim 
conditions. The manner in which the Kalman filter estimate of 
acceleration was initialized was also of concern. The GTS open- 
loop drive technique influences how the initial acceleration 
estimate should be set for the next pass. The filter-extrapolation 
equations were also modified during the preliminary design phase. 
Originally,, the equations did not use information on the assumed 
GTS control effectiveness. The addition of the UG term 
[Equation (lo)] substantially improved the performance of the 
Kalman filter. 

Another preliminary design problem concerned the vehicle 
performance during the DPS start transient. The convergence 
characteristics between the primary and secondary control modes 
were demonstrated to be marginal. The interaction of the GTS and 
RCS control modes under off-nominal conditions was of concern at 
that time, and proved to be a major motivation in the subsequent 
decision to redesign the control system. 

The final problem concerned rate-overshoot performance during 
coasting maneuvers. The command-maneuver logic did not explicitly 
account for the finite time required to accelerate or decelerate 
to the desired maneuver rate, and additional jet firings resulted. 
To solve this problem, lag angles were provided to prevent over- 
shoot when initiating or terminating an automatic maneuver. 

To conclude this section on preliminary design, a few general 
remarks on the control-system performance under off-nominal con- 
ditions are worthy of mention. Performance-verification studies 
indicated that the control system was insensitive to noise and 
small disturbance-torque conditions, but sensitive to inertia 
variations and thrust degradations (including undetected jet fail- 
ures). 
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SUNBURST Design Development 
, i 
i The base line design developed for the initial flight pro- ) 

gram (1) and design problems that occurred in that time period f 

are presented in this section. The flight-test results of the 
SUNBURST DAP, flown on the Apollo 5 mission, will be presented in' 
a later section. This description of the SUNBURST design empha- 
sizes the modifications and additions to the preliminary base 
line design. 

The state-estimator equations are structured in a manner 
similar to that outlined in the description of preliminary design. 
The rate equation for coasting flight is given by 

5' h 

w n = (1 - K) [ in-l + aJtJ] + TI n - 'n-1 
ocJt/ ] 
2 + 

L 

The rate-estimation equation for poweredKflight is identical to 
Equation (20) exce t that the term (1 - 2 TAos is added to the 
right-hand side. gOs is defined as the estimated disturbance 
acceleration caused by a main-engine thrust. During descent, 
2 is determined every control period (T = 0.1 second) by os 

AV 
+ -  T 

A ME .Lt - 
- 

A 

I n-1 n AOS 

For powered a.scent, the A,, estimate is evaluated every 2 seconds 
by 

4 (ti ;.I 
It is interesting to note that the rate- and acceleration- 

estimate equations are coupled for ascent. 'The filter gains, K 
and C, were established through detailed simulation testing. The 
nominal value of K for coast and descent is 0.5. The gains values 
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for ascent are time variant to accommodate a nominal offset- 
acceleration profile and are given as 

0.56 t 
400 K = 0.44 + 

0.5 t 
400 C = 0.25 + 

Kalman filter equations are used during the primary (GTS) 
mode and are updated every 50 milliseconds. These equations are 
programed in gimbal-angle coordinates and are given as 

1 A I -w 

CDU = CDU + Wo CDU - CDU 
A 

C6U = CbU' + W1 (C6U - CDU' ) 
-., .. 1 .. 1 A 

CDU = CDU + W2 (CDU - CDU ) 

The assumed extrapolated state equations are expressed by 

where the assumed GTS control-effectiveness term is transformed 
to gimbal-angle coordinates. 

A description of the RCS control laws associated with the 
SUNBURST design is necessary to the discussion of development. 
The basic structure of the switching lines was modified from the 
structure shown in Figure 19 to a format using only parabolic 
equations. Most of the design description has emphasized the 
single-plane aspects of the control-system development. A design 
area unique to the LM-thruster geometry (RCS jets 45 degrees from 
the body axes) was the logic of establishing the desired axes of 
rotation when simultaneous errors in pitch and roll occur. For 
the SUNBURST design, the Q/R axes were chosen for the control 
laws, and the concepts of urgency functions and urgency plane 
were established. Urgency functions in both the Q- and R-axes 
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were developed to measure the state location from the coast 
region, as well as to measure the RCS propellant penalty if the 
design to apply torque be deferred. These functions are approx- 
imately equivalent to the torquing time needed to reach the 
boundary of the coast region. The logic flow associated with the 
urgency-function concept is presented in Figure 20. 

The urgency plane used to select the desired axis of rotation 
is illustrated in Figure 21. 

The two urgency functions UQ and UR define a position in the 
urgency plane and thus establish the desired axis of rotation from 
the eight rotation sets available (+R, +Q, +U, +V) . Additional 
logic is applied to determine the number of jets to be used in the 
chosen axis. 

Two alternate approaches will give some insight into the de- 
sign trade-offs. To illustrate the techniques, one must assume 
that the urgency functions in UR and UQ are initially established 
as shown in Figure 22a. The SUNBURST design logic will command 
a U rotation, then an R rotation, then a U rotation - until the 
urgency-function errors are nulled. An alternate design approach 
would be to null all U errors first, and then command the re- 
maining R errorsF as shown in Figure 22b. 

The alternate approach is attractive in that advantage may 
be taken of the diagonal-jet moment arm; but, during certain dis- 
turbance-torque conditions, the delaying of the R correction could 
give undesirable performance. A second alternate approach (im- 
plemented in the subsequent redesign) would be to transform the 
original errors into the U- and V-axes, and to command U and V as 
shown in Figure 22c. Because the control-axis torques in U and V 
are decoupled, these corrections can be applied simultaneously. 
The logic simplifications that result from this design approach 
are significant; however, inefficiencies do occur for a detected 
jet failure, as discussed in reference 8. 

A brief description of the GTS control laws associated with 
the SUNBURST design is needed. The time-optimal attitude-control 
law provided by equations (16), (17) and (18) was 'developed for 
the primary control mode in which the attitude-state errors are 
obtained from the Kalman filter equations. This design satisfies 
the requirement for an independently stabilized DPS control. The 
GTS acceleration-nulling law is used as part of the transfer logic 
from the primary mode to the secondary mode. The open-loop drive- 
time equation is 

h 

a 
M Li 

I 

T =  
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Compute TJET values 

Figure 20. - Urgency-function logic flow 
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Figure 21. - Urgency plane 
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Figure 22a. - SUNBURST 
urgency concept 

Figure 22b. - Alternatt 
SUNBURST urgency concept 

Figure 22c. - Another alternate SUNBURST urgency concept 

where is the Kalman filter estimate of offset acceleration. A 
major difference between the SUNBURST design and the preliminary 
design was elimination of the technique of disabling RCS jets 
during powered flight to obtain Kalman filter estimation during 
the secondary control mode. This elimination restricted the GTS 
acceleration-nulling law function to an open-loop drive as part 
of the RCS/GTS transfer logic. The resultant performance pro- 
blems associated with this interface will be discussed later. 

The final SUNBURST design description to be presented are 
the 9- and R-axis jet-selection policies. The Q- and R-axis 
rotational policies for both normal and disabled-jet conditions, 
with alternate policies listed in order of preference, are pre- 
sented in Table XI, 
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TABLE XI 

-V 

+Q (+x sensea) 

-Q (+X sense) 

+R (+X sense) 

-R (+X sense) 

2, 9 2; 9 

2,  5, 9, 14 2, 14; 2, 5; 9, 14; 
5, 9 

1, 6, 10, 13 6 ,  10; 1, 6 ;  10, 13; 
1, 13 

1, 5, 10, 14 10, 14; 1, 14; 5, 10; 
1, 5 

2, 6, 9, 13 2, 6; 6, 9; 2, 13; 
9 ,  13 

Several problems occurred during the SUNBURST design phase. 
The general area associated with the descent primary/secondary 
mode interface was tested under extreme conditions, with parti- 
cular emphasis upon the DPS start-transient performance. The 
nominal start-transient thrust profile for DPS powered-flight 
firings is presented in Figure 23. A "mass lockout" problem can 
occur for certain off-nominal conditions, when the thrust is 
operating at a maximum value of 10,500 pounds. One of the logic 
conditions needed for mandatory secondary control mode operation 
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is that a change in throttle setting has occurred. This logic is 
applied when a change in thrust command Tc is sufficiently large 
to satisfy the inequality. 

- ME AV >525 pounds 
TC 

When Tc is operating at a maximum value of 10,500 pounds, a mass 
of 5 percent or more will cause the primary control mode to be 
locked out. The intent of this logic was to inhibit Kalman filter 
estimates of offset acceleration when actuator-compliance effects 
were introduced by changing throttling conditions. This potential 
problem with the interface logic was corrected in the SUNDANCE 
redesign. 

, The performance of the primary/secondary modes during the 
DPS start-transient period was of sufficient concern to require 
design modifications before the mission. The major problem was 
caused by errors introduced in the open-loop drive-time equation 
and by the subsequent poor convergence characteristics of the 
primary/secondary control modes. The effect of a drive-time error 
is to maintain a residual offset disturbance torque while the 
system is in the secondary mode. If this offset be large, the 
RCS jets converge the attitude and rate errors very slowly to the 
region in which return to the GTS control is made. During this 
period, the jets must fire to combat the sustained offset dis- 
turbance. An example of this type trajectory behavior is shown 
in Figure 24. 

Factors that significantly contribute to the error in open- 
loop drive time are 

I .  

1. Propellant-fuel shift during ullage and the low 
throttling-time period 

2. Actuator mount compliance 
3 .  Uncertainties in the assumed values of M, L, I, 

4. Kalman estimate of offset acceleration 
and 6 

a. Insufficient measurements ~ - 
b. Propellant-slosh dynamics 
c. Attitude-rate initial conditions 
d. Measurement noise 

Simulation testing indicated that these factors could seriously 
degrade the performance of the control system during the DPS 
start-transient period. Design modifications were made to improve 
the RCS/GTS logic interface and the quality o’f the Kalman estimate 
of offset acceleration. The modified interface logic is given in 
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Figure 23. - Throttle profile 

I RCS control law 
Ini t ia l  condition upon entering 

i 
4 
I 

Figure 24.  - Example of RCS/GTS convergence 

Reqion for transfer 
from RCS to GTS 

Figure 25. The interface logic shown provides significantly im- 
proved convergence characteristics at the expense of permitting 
large attitude errors during the transfer of control modes. The 
additional logic of insuring a minimum number of measurements for 
the Kalman filter was inserted because of the transient charac- 
teristic of the estimator. An actual acceleration-estimate re- 
sponse (9) is shown in Figure 26. For the simulation response 
shown, the acceleration estimate contained an error in sign for 
the first few measurements. 

' Four additional design modifications were made to improve 
the DPS start-transient performance: modifying the Kalman filter 
weighting values, limiting the maximum open-loop drive time to 15 
seconds, forcing the primary control (and Kalman filter esti- 
mates) at specific times when operating in the low-throttle re- 
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to primary i f  

P i c 3 deg ./set., and 

2 Al l  jets are off 

11. Return to Kalman fi l ter and stay i n  
GTS for at least 10 passes (0.5 sec.) 

Figure 25. - Interface logic of RCS/GTS 

cv . 
u 
0)  

0.006 
Actual acceleration 

0.004 

0.002 
Estimated acceleration 

. o  

0.002 

Time, sec. 

Figure 26. - Kalman filter transient perf 
gion, and modifying the GTS attitude-control law 
second start-transient period. 

transient period) is given by 
The modified GTS attitude-control law (for %he 
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A 

u = -sgn(a) (32) 

The modified design was considered acceptable for the first un- 
manned flight, although the inherent properties of the open-loop 
gimbal drive was of concern. 

In August 1967, a decision was made to redesign the DAP; the 
SUNDANCE design, previously described, was the result of this re- 
design effort. The objectives of the redesign were to reduce 
memory-storage requirements, improve off-nominal performance, and 
reduce computer-execution time. The five major changes that re- 
sulted included elimination of the urgency-function concept, 
simplification of the jet-selection logic, simplification of the 
RCS control-law logic, improvement in the GTS/RCS interface de- 
sign, and development of an integrated state-estimator design. 

TESTING AND VERIFICATION 

The mission-verification and design testing conducted on the 
SUNDANCE DAP is discussed next. The primary objectives of pre- 
flight testing were to validate the control-system performance 
during nominal conditions, off-nominal conditions, and mission- 
related conditions. The types of simulation facilities used in- 
cluded engineering digital simulators, interpretive computer 
simulators (ICs), and hybrid simulators. 

Engineering simulators were used during initial development 
(or modification) phases to provide dynamic validation and per- 
formance evaluation of the functional design under a broad spec- 
trum of mission conditions. The ICs bit-by-bit simulator modeled 
the detailed computer characteristics, and was used to verify the 
software-programing design. Parameter-type studies associated 
with off-nominal performance are generally inefficient to run on 
the ICs. However, nominal-performance verification is conducted 
on a mission-by-mission basis. The hybrid simulators were used 
to verify hardware/software interfaces, and to provide overall 
system-performance validation. With respect to the DAP, both de- 
sign-validation and mission-verification testing programs were 
conducted on hybrid simulators. 

The formal testing conducted on the SUNDANCE DAP design is 
reported in references 8 ,  10, and 11. Reference 10 is an excellent 
test-results document. All control modes of flight were tested 
during nominal-performance conditions, RCS jet-failure conditions, 
and incorrect-mass-property conditions. Powered-flight testing 
included recovery from large rate and attitude errors, DPS/APS 
start-transient performance, and performance with large offset 
accelerations. A general summary of the test results follows. 

-51- 



” 1. Nominal performance was satisfactory (all 
modes). 

(coasting modes). 

achieved. 

degraded by jet failures. 

sitive to inertia mismatch (errors of 225 percent 
were tolerable). 

2. Minimum-impulse limit cycles were achieved 

3 .  Efficient, automatic attitude maneuvers were 

4 .  Translation-acceleration capibility was 

5. Powered flight modes were relatively insen- 

Several test results from reference LO are presented to 
indicate performance trends. 

The RCS propellant consumed during a 2-degree-per-second 
maneuver is shown in Figure 27 as a function of mass mismatch. 
The theoretical fuel (1.21 pounds) is substantially below the 

/ 2.4 
Tlieoretical fuel cotlsuinptiotl = 1 . 2 1  Ib. 

2.3} Descetit coiifiytiratioii 0 
I 

2.2 

2 . 1  

=‘ 2 .o - 
0 

g 1 . 9  - 

- 

- 
3 - 

Noinitial data load 
@ 

In 
c - 
8 1.8 
2 
v 1 . 7  - 

- - 

1 . 5  - 

1.6 - 
I I 1  I I I I 

1 6 , 2 0 0  18,600 21,000 23,400 25 ,800  28 ,200  30,600 
LM mass, Ib. 

Figure 27. - RCS fuel for 2 deg /see maneuver 

minimum fuel usage (1.55 pounds), because the theoretical model 
does not account for jet-plume-impingement forces. A summary of 
descent-configuration maneuver performance for various jet-failed 
conditions is presented in Table XII. 

For the third condition listed, the fuel consumed was less 
than nominal. The reason for this paradox is that the jet 10 im- 
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pingement force is larger than the impingement forces associated e 

with the other jets, so that overall system efficiency is higher 
if jet 10 control be deleted. 

The final performance curve shown is presented in Figure 28,  
in which the RCS propellant-versus-maneuver rate is presented for 
a LM descent configuration. The relative maneuver efficiency of 
the DAP design is difficult to assess because the theoretical 
fuel consumption used as a standard does not include the effects 
of jet plume impingement or the effects of crossproducts of 
inertia. The theoretical fuel consumption includes, however, the 
fuel required for acceleration and deceleration, the effect of 
crosscoupling torques, and the minimum-impulse fuel required to 
maintain the angular deadbands during the maneuver. 

ported in reference 8 will be given. The control system was sub- 
A brief summary of the hybrid-simulation test results re- 

0 1 2  3 4 5 6 7 8 9 1 0  
Maneuver rate, deg ./sec. 

Figure 28.- Theoretical and actual RCS fuel cornsumption 
for LM descent configuration 
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jected to a realistic flight environment including the effects of 
RCS thruster impingement, propellant slosh, and actuator com- 
pliance. Off-nominal spacecraft environments included inertia, 
thrust, and center-of-mass uncertainties; DPS actuator-drive un- 
certainty; and RCS jet failures, The verification-run matrix 
associated with the hybrid testing was quite extensive. Inte- 
grated guidance and control hardware and a flight attitude table 
were used in the test facilities. Twenty-seven discrepancy items 
reported by the testing activity required formal disposition. 
Virtually all items requiring minor design modifications were in- 
corporated into the lunar-landing-mission program. 

An interesting design problem occurred in the area of in- 
ertia cross-coupling effects. With the TJET calculations estab- 
lished in the U/V-axes system, an RCS torque applied around the 
U-axis produces not only an acceleration around the desired U- 
axis, but also, in general, a coupled acceleration about the V- 
axis. The same situation applies to an RCS torque applied around 
the V-axis. The simplified equations of motion that demonstrate 
the effect of inertia crosscoupling are written as 

Mv Iyy + IZZ 

YY IZZ 

Iyy - I Z Z  
YY 5-2 MU + 21 u =  u 21 ( 3 3 )  

( 3 4 )  

where w = angular velocity 

MU,% = applied torque I 

= principal moments of inertia yy' I Z Z  
I 

This inertia crosscoupling effect between applied U/V tor- 
ques and resulting U/V angular accelerations is significant only 
when the pitch and roll moments of inertia are substantially 
different. For powered-ascent operation, these inertia values 
were sufficient to cause crosscoupling that resulted in undesired 
limit-cycle performance. A subsequent design modification was 
made to eliminate the inertia crosscoupling effects. A non- 
orthogonal set of control axes U'/V' was defined which has the 
property that a pure U torque produces no observable acceleration 
in the V' direction, and a pure V torque produces no observable 
acceleration in the U' direction. This. U'/V' nonorthogonal 
system can be constructed as shown in Figure 2 9 .  
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The desired relationship between the U- and V-axes! and the 
U- and V-axes can be obtained if the transformation angle satisfies 

The implementation of this control law where the crosscoupling 
accelerations are eliminated is described as follows, The vehi- 
cle state is estimated in the P-, Q-,  R-axis system. When RCS 
control is to be applied, the Q and R components of error angle 
and rate are transformed to the U'/V' system. Errors about the 
U'-axis are controlled by firing a U-axis RCS torquel and errors 
about the VI-axis are controlled by firing a V-axis RCS torque. 

FLIGHT TEST RESULTS 

The flight results discussed include test data from the un- 
manned Apollo 5 mission and the manned Apollo 9 mission. Typical 
flight-data results are presented to indicate performance trends. 
The ability to match the preflight-simulation test results closely 
with the actual flight data is dependent upon the quality of the 
telemetered data and the knowledge of the spacecraft environment. 
In general, powered-flight maneuvers and coasting-flight attitude 
maneuvers can be closely duplicated, but attitude-hold limit- 
cycle behavior is more difficult to match in the postflight 
analysis process. For the test data shownl. a data-sampling fre- 
quency of one sample per second was available. 

Only the DAP coasting-flight modes were exercised on the 
Apollo 5 flight. Flight data for an automatic 5-degree-per- 
second attitude maneuver showed close agreement with simulation 
data, As reported in reference 12, the Apollo 5 mission provided 
some unplanned limit-cycle data during coasting ascent because of 
a mass-mismatch condition. This situation arose because, although 
the spacecraft was actually in an ascent configuration, the DAP 
computed the vehicle inertia to be that of the unstaged LM, As a 
consequence of the 300-percent inertia-mismatch condition, a vir- 
tually continuous-firing limit cycle resulted. The narrow- 
deadband attitude-hold logic did maintain the desired conditions, 
however. After this operation, one RCS propellant system was 
allowed to fire to depletion, and data were taken at various lower 
thrust levels as the propellant was being depleted, Almost immed- 
iately, the limit-cycle characteristics began to improve, and 
eventually the attitude-hold function settled into a minimum- 
impulse condition. 

Limit-cycle data were also analyzed during the descent-coast 
phase of the Apollo 5 mission (13). Une p1aine.d limit-cycle tra- 
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jectories in both pitch and roll phase planes, which were 
asymmetrical in computed error rate and symmetrical in attitude 
error, were observed. A representative trajectory is shown in 
Figure 3 0 .  During a ?-Four period, 125 jet firings occurred, 
approximately 3 0  of wh:<th had durations of from 50 to 110 milli- 
seconds. 

Preflight verification testing indicated that 16-millisecond 
(minimum-impulse) firings should occur at the deadband extremities. 
An extended effort was made to match the flight-test data through 
simulation testing. Inertia coupling, aerodynamic torques, and 
diagonal. firing logic were all examined, but the observed limit- 
cycle phenomenon was only partially explained. 

During another descent-coast phase, a different limit-cycle 
characteristic (Figure 3 1 )  was obtained. These trajectories con- 
tained 20-millisecond firing times, with the limit cycle restrained 
to one side of the attitude deadband. 

This trajectory condition generally occurs during sustained 
torque disturbances. Limited post-flight data prevented iden- 
tifying the exact nature of this disturbance, but a combination 
of aerodynamic torque and rate-estimation error was believed to 
have been the cause. 

The Apollo 9 mission, during which the LM was manned for the 
first time, was flown in earth orbit. All powered- and coasting- 
flight DAP modes were exercised during the mission, and the con- 
trol system performance was generally excellent. No anomalous or 
unexpected control-system conditions occurred. Data examined in 
the postflight analysis included peak-to-peak rates, attitude- 
deadband excursions, general limit-cycle characteristics (in- 
cluding existence of disturbance torques), and trim-gimbal per- 
formance. 

Several flight-data results are given to indicate general 
performance. A 2-degree-per-second maneuver response for the as- 
cent configuration is illustrated in Figure 3 2 .  A slight over- 
shoot occurred in the Q- and R-axes, but overall rate performance 
was satisfactory. This overshoot was caused by rate-estimator 
errors. 

A phase-plane plot of the limit-cycle performance during a 
powered ascent firing is presented in Figure 3 3 .  The intent of 
the plot is to trace the shape of the limit-cycle trajectory. 
Because of the data-sampling limitations, only discrete data 
points in the phase pl?.ne are available. The plot does indicate 
on a quantitative basis that the results are within a range con- 
sistent with preflight simulation results. 
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Figure 3 3 .  - Limit cycle during LM ascent firing 
expectedly lock out entire system functions. The use of logic 
in avoiding degraded performance has to be traded off with poten- 
tial unintended restrictions. 

Another generalization concerns the manner in which require- 
ments in the estimation function are established. Open-loop 
testing alone is not always adequate to assess the acceptability 
of the filter performance. Estimation requirements should reflect 
the manner in which the output information is used in the control 
law. As an example, a control law that is mechanized to operate 
on the sign of a function only has different requirements from a 
law that operates on both sign and magnitude. 
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Further research e f f o r t  snou”Ld be expended to develop addi- 
tional analytical tec n i q u e s  for  digital control-system design. 
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available in ds. i t a 1  systems shouPd a l s o  be established. 
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DESIGN DEVELOPMENT OF THE APOLLO COMMAND AND 

SERVICE MODULE THRUST VECTOR ATTITUDE CONTROL SYSTEMS 

By William H. Peters 
Manned Spacecraft Center 

SUMMARY AND CONCLUSIONS 

Development of the Apollo thrust vector control digital 
autopilot (TVC DAP) is summarized. This is the control system 
that provides pitch and yaw attitude control during velocity 
change maneuvers using the main rocket engine on the Apollo ser- 
vice module. 

A list of 10 primary functional requirements for this control 
system are presented, each being subordinate to a more general re- 
quirement appearing earlier on the list. Development process 
functions are then identified and the essential information flow 
paths are explored. This provides some visibility into the par- 
ticular NASA/contractor interface as well as relationships be- 
tween the many individual activities. 

Seven specific problem areas that existed during the develop- 
ment are discussed in detail, including the solutions that evolved. 
The report concludes with a discussion of flight test data from 
the first four manned Apollo flights that are pertinent to the 
performance of this particular attitude control system. 

This paper was written primarily for its historical value, as 
opposed to significances of the particular problem solutions. The 
primary conclusion regards the benefits inherent in mechanizing 
controller logic and dynamics in a digital computer. This has 
provided the flexibility necessary to avoid expensive hardware 
changes and potential schedule delays. The feasibility and relia- 
bility of this approach have been thoroughly demonstrated by the 
Apollo program. 

INTRODUCTION 

The purpose of this paper is to record specific design prob- 
lems that existed during the development of the Apollo thrust 
vector control digital autopilot (TVC DAP). These subjects are 
treated, as nearly as possible, in chronological order. To pro- 
vide the proper framework for this discussion, the entire TVC DAP 
development process is briefly summarized, resulting in a condensed 
design history. The control systems that are the subject of this 
paper have been described in detail elsewhere (references 6 and 7), 

-63- 



and the material presented here is descriptive on%y to the point 
of illustrating design problems and their solutions 

Since it is frequently convenient to abbreviate the names of 
complete subsystems by use of the i n i t j . a l . s  from the subsystem 
name, a 
ence. 

CSM 

CSM/LM 

SPS 

TVC 

CMC 

DAP 

TVC DAP 

scs 

YACTOFF 

PACTOFF 

RO 3 

GSOP 

NASA 

MSC 

It 

of these acron.yms is reselqted below for easy refer- 

LIST OF ABB 

Apollo command and service module 

Apollo CSM with lunar module docked2 

Service propulsion system-. T h e  rocket engine system 
on the Apollo service modulen 

Thrust vector control, This t e r m  is sometimes used 
to define the SPS gimbal actua-kion system o n l y ,  but 
in the context of this re ortr it applies to the 
total problem of orienting &he t k r u . s t  vector to the 
spatial attitude commanded by the Apollo navigation 
and guidance systems 

Command module computer 

Digital autopilot. 

The particular Apol.1~ DkP used during SPS burns. 

stabilization and control system, The analog auto- 
pilots of the Ap011.0 CSM 

Yaw actuator offset f o r  trim position. 

Pitch actuator offset for trim position. 

Software routine for DAF initialization. 

Guidance systems operation pian, 
/ 

National Aeronautics arid Spsce Administration, 

Manned Spacecraft Center-, 

is usually difficult to list. a comprehensive and realistic 
set of requirements for any complex subsysiem at the onset of a 
development program. This is primarily due to an initial lack of 



knowledge concerning all the interactions between the particular 
subsystem and the total system environment with which the sub- 
system must ultimately be compatible. However, the multitude of 
"requirements" that gradually evolve during the development pro- 
cess are primarily design details that can be considered subordi- 
nate to a set of more basic functional requirements. The hierachy 
of functional requirements for the Apollo CSM powered flight atti- 
tude control system were as follows: 

1. 

2. 
3 .  

4. 

5. 

6. 

7. 

8. 

9. 

Maintain attitude orientation sufficiently near a com- 
manded orientation during accumulation of velocity from 
a service propulsion system (SPS) rocket engine burn; 
Provide acceptable thrust impulse economy; 
Provide an attitude control loop responsive enough to 
prevent dynamic interference with the guidance scheme; 
Provide compensation for rigid body motion, including 
time varying gains; 
Provide compensation for initial thrust vector misalign- 
ment; 
Provide compensation for fuel sloshing and structural 
bending resonances; 
Provide stability margins of sufficient magnitude to 
guarantee stability of (a) guidance long period mode; 
(b) attitude short period mode; (c) fuel sloshing reso- 
nances; and (d) structural bending resonances. 
Provide acceptable performance in convergence from large 
transients and in the steady-state limit cycles: 
Maintain attitude errors and vehicle rates within bounds 
compatible with effective crew monitoring of successful 
performance; and 

10. Provide a capability for switching to a redundant con- 
troller in case of malfunction. 

The terms "sufficiently near, "acceptable, and the like, 
were not specified quantitatively in all cases. However, they 
were closely monitored by cognizant NASA engineers during the de- 
velopment phase and requirements for design improvements were 
negotiated on several occasions. 

THE DEVELOPMENT PROCESS 

The significant elements of the development process are dia- 
grammed in Figure l, The discussion below elaborates on some of 
the blocks in the diagram. Note that much of the activity revolved 
around the block labeled "modifications." The flexibility for 
incorporating design modifications into a digital control system, 
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in a straightforward, easyp and inexpensive manner (compared to 
changes in conventional hardware systems), and also much later in 
the program than would normally be allowed, gives the designer 
much more freedom both in development time schedule and the type 
of changes that will be tolerated, 

The activities diagrammed in Figure 1 roughly depict the 
NASA functions on the left and the contractor functions on the 
right. It should be kept in mind, however, that no such "lumped" 
representation can be exact, and that the flow lines only approxi- 
mately represent the interactions that actually occurred. 

The technical interchange meetings proved to be an invaluable 
extension of the technical monitoring function for keeping track 
of the development status and planning for future emphasis on the 
current problems (specific problem areas are discussed in the next 
section). The GSOP (guidance system operation plan) constituted 
the primary control documentation, and the GSOP review function 
provided the checkpoint for assuring that detailed requirements 
would be implemented. 

The bit-by-bit simulations were digital programs that caused 
a general-purpose computer to function like the airborne computer 
hardware, and provide detailed diagnostic information flight soft- 
ware coding problems. The hybrid simulations coupled actual flight- 
type hardware into computer simulations of spacecraft dynamics. 
The independent design and software verification consisted pri- 
marily of simulations performed at NASA/MSC and the spacecraft 
contractors, where both bit-by-bit and hybrid simulations were 
also used. 

After the software had developed to the point where the 
schedule required that configuration control be imposed, the soft- 
ware milestone meetings gradually replaced the need for the tech- 
nical interchange meetings. Beyond this point, improvement 
changes were allowed only if justifiable to the software configu- 
ration control board. 

DEVELOPMENT PROBLEMS AND SOLUTIONS 

This section consists of severalp somewhat self-contained, 
discussions of the major areas that caused concern. Included are 
statements of the solutions that evolved. 

CSM/LM Passband Requirement 

Due to the fact that the guidance scheme to be used had time- 
varying gains, and the fact that the higher the guidance loop 
gains became the more rapidly they changed, it was originally pre- 
sumed that a linearized stability analysis of the combined guidance 
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i 
i proach showed that the system would go unstable for some value of I 

and attitude control dynamics was not too meaningful. This ap- 

"time-to-go" (TG >,  regardless of the control system passband 
(frequency beyon8 which sinusoidal attitude command components 
would be attenuated and delayed). 

I 
I 

The early thoughts on this subject were usually resolved by 
the argument that TGO computations would have to be frozen at 
some point, and only simulations could realistically resolve the 
question of whether or not the control system was sufficiently 
sluggish to impair the guidance performance. 

The passband was constrained on the upper side by slosh and 
bending stability considerations. Lack of good quality bending 
data (discussed in more detail as a separate item) forced the 
early design effort to assume that the passband requirement was 
"as low as possible and not interfere with guidance." This was 
generally assumed by the G&C contractor to be somewhere between 
0.1 and 0.5 rad/sec. The NASA position was that the gains should 
be as high as possible, consistent with adequate high-frequency 
stability margin and large transient stability. Hence, due pri- 
marily to a lack of data on the flexible characteristics of the 
vehicle, and a lack of experience with the particular guidance 
law to be used, the program was denied an early specification of 
this most basic servo design parameter. 

Work performed by the G&C contractor sbowed that lunar orbit 
insertion errors began to diverge when the 'dance loop gain 
(deg/sec vehicle rotation rate command per ree of vehicle mass 
acceleration error) was reduced below 0.1 p second, but these 
studies excluded attitude control dynamics (ref. 1). On the as- 
sumption that 0.1 was an acceptable guidance gain, and that con- 
trol loop dynamics would be acceptable as long as a linearized 
model of guidance control dynamics were stable for TGO = 20 
seconds, the control,-loop passband requirement was established by 
the Guidance and Control Division at the MSC. A second-order 
differential equation model of the attitude control dynamics was 
coupled to a linearized model of the powered flight guidance law 
for TGO frozen at 20 seconds. The natural frequency of the con- 
trol quadratic was then lowered to the onset of'instability. 
This was found to be in the neighborhood of 0.4 rad/sec, which 
was used as the baseline design requirement until the summer of 
1 9 6 6 .  

SPS Actuator Performance Degradation 

During the summer of 1 9 6 5 ,  the prime contractor for the 
Apollo command and service module (CSM) learned that their sub- 
contractor for the SPS engine actuator was having difficulty in 
meeting performance specifications. The electro-mechanical 
(motor, gears, and jack screw) actuator was supposed to be able 
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to slew the SPS engine position at a steady-state rate of 0.36 
rad/sec, but first-delivered units were only capable of 0,2 rad/ 
sec. Severe heating problems created a requirement to reduce the 
maximum actuator rate even further or subject the actuator to 
major redesign, This caused NASA and their contractors to try 
and find the minimum engine actuator rate that would be compati- 
ble with Apollo attitude control requirements, 

The factors necessary to establish this requirement were as 

1. Attitude control passband requirement (set by guidance 

2. Flexible body stability (in order to guarantee stability 

follows: 

requirement) : 

margin by an analytical processl it is necessary to avoid 
significant non-linearities); 

3, Rigid body recovery from large transients; 
4. Cost and schedule; and 
5 .  Sound system design principles. 

Items 1 and 2 above established only mild requirements for 
fast actuator response. If it is assumed that the control system 
passband requirement is 0.4 rad/sec (the minimum requirement es- 
tablished in the previous section), and further, on the assumption 
that the vehicle must respond to a sinusoidally varying rate com- 
mand from guidance with rates as high as 0 .35  rad/sec before 
saturating the thrust actuator (which simply means that a linear 
math model breaks down at this amplitude), the following approxi- 
mate, minimum actuator rate requirement can be derived: 

6 ec = 0 . 3 5  sin (0.4 t) 

after two differentiations 

B =  05' rad/sec % ( 3 )  

where 
8 = actual vehicle rate in response to a sinusoidal attitude 

rate command from guidance 
Bc = guidance command 

= vehicle angular acceleration coefficient % 
6 = rate of gimballing rocket engine relative to vehicle 

airframe II 
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i 
i 

NOTE: The approximately equal signs ( 2 )  are 
Fequired because some dynamics are ignored (e.g., 
control system is underdamped). I 

i 
J 

8 may be slightly greater than 6, if the attitude i 

For Apollo, the smallest value of pc was approximately unity. 
Hence, the maximum actuator rate required to assure non-saturation 
due to guidance alone would be less than 0.1 rad/sec. 

The requirement for linear response to structural oscilla- 
tions is more difficult to obtain, but can be estimated by assum- 
ing that only one or two of the low order modes are excited to 
near the point of structural failure. This is then interpreted 
in terms of actuator command as a function of where the attitude 
sensor is located, and the dynamic gain in the controller. Due 
to the extreme attenuation being proposed for the CSM/LM TVC DAP 
at frequencies near and above the first mode resonance, the actu- 
ator command was essentially independent of the bending motions. 

Item 3 above proved to be the major constraint on the SPS 
actuator rate requirement. For the low actuator rate limits being 
considered (0.1 rps) and the backup analog control system (SCS) 
design that existed at that time (mid 1965), vehicle attitude 
would not converge properly from large transient conditions (refs. 
2,3). Fortunately, the actuator rate limit did not severely con- 
strain the DAP design, but the degraded actuator performance did 
require analysis and simulation emphasis on the large signal per- 
formance. 

Item 5, simply stated, means that a designer must not over- 
constrain the design problem, which implies conservatism when 
constraints are being adjusted, because it is difficult to predict 
all the possible ramifications, However, in this case the cost 
and schedule implications (payoff function) were heavily weighted 
toward accepting some risk of later difficulty in other areas (e.g., 
perhaps creating a requirement for future changes to hardware in 
the control system). Due to these conflicting factors, the mini- 
mum specification finally agreed upon between NASA and the space- 
craft contractor (0.1 rad/sec) was not conservative; however, it 
was generally expected by both that actual delivered hardware 
would be considerably better than this minimum requirement. The 
final hardware was capable of slewing the SPS engine at about 0.15 
rps, and SCS gains had been lowered such that adequate large- 
signal stability was obtained. 

Digital Filter Mechanization 

The single-axis attitude control loop compensation for Lunar 
Module attached was synthesized by the G&C contractor to be a 
seventh-order filter. The first attempt at a digital mechaniza- 
tion of these dynamics was a straightforward, recursive computation, 
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performed by shifting all data by one step each computation cycle 
before multiplying by the appropriate coefficients and summing. 
The process is shown schematically in Figure 2, where Z-m repre- 
sents a delay of m computational intervals. The gains are simply 
the coefficients of the numerator and denominator polynomials of 
the 2-transform version of the filter dynamics (ref. 4 ) .  The 
reference refers to this method as "direct programming." 

I 

Figure 2.- CSM/LM filter 

This approach did not work satisfactorily, and the reasons 
are discussed in detail in reference 5. Briefly, the cause was 
due to repetitive truncation error in the computational process, 
because each intermediate result had to be stored in a finite word- 
length register. The effect was to shift the effective location 
of some filter poles into the right-half plane causing the filter 
alone to be unstable. After some study of this problem by the G&C 
contractor, the second approach discussed by reference 4 ,  called 
"iterative programming," was adopted. Essentially, this technique 
separates the factored form of the filter transfer function into a 
product of two or more (three in the case under discussion) smaller 
filters, implements these, and lets the output of the first be the 
input to the second, and so forth. The final Apollo TVC DAP 
mechanization is discussed in references 6 and 7, and the earlier 
version is discussed in reference 8 .  

Plant Model Deficiencies 

A straightforward synthesis of required filter dynamics would 
have been possible only if there had been complete confidence in 
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i 

i 
the mathematical model of the "plant" dynamics. This includes not 
only the mathematical formulation of the model, but  D the com- 
puter programming of that model into the simulations ing used to 
verify the filter design. Generally, the required mathematical 
formulations have existed for some time, but a roblem exists due 
to the multitude of variables and a desire to eliminate unnecessary 
coupling terms to reduce simulator complexity. This usually re- 
sults in reduced equation sets being published in various reports, 
and it is impossible to determine if a specific reduced set is ap- 
plicable to a specified situation unless the missing terms are 
available for inspection and evaluation. Two examples of this type 
of problem that arose during the development of the Apollo CSM TVC 
DAP are cited below. 

I 

' 

Early evaluation of the single-plane dynamics of the Apollo 
CSM/LM, performed independently by NASA/MSC and a support contrac- 
tor consistently disagreed with the GcC contractor results regard- 
ing stability of propellant slosh resonances. The G&C contractor 
results showed the CSM propellant sloshing to be most severe, but 
with acceptable stability margin, whereas the other analyses indi- 
cated the LM propellant sloshing to be most severe and to have un- 
acceptable stability margins. A thorough investigation of the 
models showed that coupling with the translational degree of free- 
dom produced this disparity of results. The MSC and support con- 
tractor models had both been derived under the assumption that this 
coupling was small enough to be ignored for evaluation of "high- 
frequency" rotational dynamics. 

NASA/MSC studies (ref. 9) had shown that there was a possi- 
bility of the combined airframe/actuator dynamics being unstable 
without any attitude controller inputs to the actuator, The energy 
source was the thrust force, and the feedback path was inertial 
forces on the engine, due to structural oscillations, causing en- 
gine gimballing motion. This effect is sometimes referred to as 
"dog-wags-tail" as opposed to the other situation known as "tail- 
wags-dog." Early contractor models had omitted these terms (ref. 
10). This coupling does reduce damping of the first two structu- 
ral resonances of the Apollo CSM/LM vehicle, but not to the point 
of instability, If it had, then the adopted DAP filter design 
approach of providing large attenuation to signals due to bending 
(gain stabilization) would not have produced an acceptable design. 

Lack of Good Quality Bending Data 

The former section dealt with model formulation and simulator 
programming accuracy, whereas this section deals with the availa- 
bility of data to use in the models. This was the singularly large, 
overriding problem of the entire TVC DAP development process, The 
troubles began in the spring of 1965 when it was decided that a 
combined CSM/LM structural dynamics test, which had been planned, 
could be eliminated from the program, This was later compounded 
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when it was decided that the in-line responsibility for combined 
vehicle dynamics would be at MSC instead of with one of the Apollo 
spacecraft prime contractors, The result was considerable confu- 
sion regarding data to define airframe dynamics. 

The idea of an in-flight dynamics test was proposed by the 
Guidance and Control Division in October 1 9 6 5  (ref. 11). The 
structural dynamics group had hopes of getting some data from this 
test that could be used to calibrate their analytical models, but 
the required additional telemetry measurements were not sanctioned 
by program management. A limited version of the originally planned 
test was performed and is discussed below under Flight Test Results. 

An MSC contractor computed the first set of three-dimensional 
mode shapes for the combined Apollo vehicle in February 1966, two 
full years after the initial TVC controller synthesis. This effort 
predicted a first-mode frequency about one octave lower than for- 
mer predictions (roughly 1 - 0  Ma as opposed to 2 - 0  Hz). Obviously 
this seriously degraded the confidence in the quality of any bend- 
ing data in existence at that time, and probably was the most sig- 
nificant factor in getting the dynamics ground test of the combined 
vehicle back into the program, 

The ground test was reinstated, but due to scheduling prob- 
lems, test preparation, test performance, data reduction, and so 
forth, the results were not available until December 1968. In the 
interim the detailed structural dynamic modeling being performed 
by NASA produced the first set of realistic, three-dimensional mode 
shapes, part of which were made available in June 1967. This es- 
sential lack of credible bending data for the 18-month period en- 
compassing 1966 and the first half of 1 9 6 7  precipitated the next 
two problems discussed below, 

Mod 40 to Mod 80 

During the summer of 1966, just prior to publication of the 
GSOP that would specify the software to be used in the first mis- 
sion containing a docked CSM/LM SPS engine burn (ref. 7 ) ,  the G&C 
contractor decided that additional conservatism regarding high- 
frequency stability margin was  required, (Recall that the esti- 
mates of first bending mode frequency existing at that time was 
nearly a full octave below the nominal first mode frequency used 
in the initial DAP filter synthesis,) The design change that was 
implemeqted at this point is a goad example of the flexibility 
available to the digital control system designer that would be im- 
possible if the control system design were being translated into 
hardware I 

Briefly, the change represented a radical departure from the 
former concept of a single-stage compensation filter with fixed 
dynamics and time-varying gain. The original design had the filter 



i 

coefficients selected for a sample interval of once each 4 0  milli- 
seconds (Mod 40). The new concept was to start the burn with the 
originally designed filter, but to switch gains and sampling inter- 
val after a partial nulling of the start transients. A thrust 
misalignment correcting inner loop was also added (discussed in 
next section). 

The post-switch filter dynamics, due to a sampling interval 
of 80  milliseconds (Mod 80), was essentially the same as that of 
the Mod 40, except that the real frequency where a given shaping 
effect would occur was not one full octave lower. This character- 
istic of a digital filter can be explained by reference to the 
relationship between real frequency w and the fictitious W-plane 
frequency 

v =  

where 
v =  

V. 

wT tan - 2 

W-plane frequency 

w =  

T =  

Note that 

real frequency 

sample period. 

a specific value of v, say vo, is uniquely related to 
real frequency only through the sampling interval. Hence, 

1 WoTo v = tan - = tan (wo/K) @To) 
0 2 

implies that the specific real frequency, where a given amount of 
attenuation and phase shift would occur, is shifted by the inverse 
of any scale factor applied to the sampling interval. This is 
obviously an extremely important flexibility available in a digital 
filter that is not available in filters implemented by hardware 
components. Hardware filters have an inherent sense of real time, 
based upon the physical and geometrical aspects of the hardware, 
whereas a digital filter is a mathematical entity, and hence in- 
sensitive to real time. It is for this reason that extremely low 
frequency filtering can be done digitally in situations where it 
would be impossible to do the same job with hardware. 

Mathematical proof that real-frequency scaling and sample- 
period scaling are truly related as implied above is beyond the 
scope of this report. However, a rather convincing argument is 
readily available. Since the digital filter is synthesized in the 
W-plane (poles and zeros arranged to supply a specific filtering 
action for a specific value of w-plane "frequency" vo), and since 
the bilinear transformation into the Z-plane is not a function of 
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sampling interval, then a given set of digital filter coefficients 
will provide the same filtering for a given vo, regardless of the 
sampling interval involved. 

This particular change is listed as one of the TVC DAP de- 
velopment problems, because the passband of the Mod 40 design 
(about 0.6 rad/sec) was already approaching the minimum value, and 
this change brought it down to around 0 . 3  rad/sec. Thk resulting 
performance was quite poor, requiring a considerable amount of ef- 
fort in "tuning up" the guidance and control interface, and trying 
to contain the attitude errors within reasonable bounds. The re- 
sult was NASA direction to the contractor (ref. 12) to produce an 
uprated TVC design, based on the assumption that the TRW bending 
data frequencieswere accurate within 230 percent (refs. 13, 14). 

Guidance and Control Interaction 

The low gain attitude control loop would permit extremely 
large peak attitude error transients and steady-state offset atti- 
tudes, resulting from initial thrust torque bias (engine misalign- 
ment). The design change implemented to attack this problem, still 
assuming that the low gain was necessary for conservatism on high- 
frequency stability margin, was to add an inner loop that would 
extract the average commanded engine position and feed this back 
to the engine position command as a bias. The digital filter used 
for this purpose had large time constants to avoid interaction 
with the attitude short period mode, resulting in additional phase 
lags at frequencies which now coupled with guidance (outer loop) 
performance. Also, the long time required to initialize properly 
the thrust position filter (find the trim position) reduced the 
effectiveness of this approach for limiting the initial attitude 
excursions. Hence, large guidance errors could still accumulate 
during the first few seconds of a burn which could not be com- 
pletely removed in short burns. (An example of this is discussed 
in a following section on flight test results.) 

The above does not mean to imply that the thrust misalignment 
correction loop was completely ineffective. Its main purpose was 
to remove large steady-state attitude errors required to provide 
acceleration trim, so that attitude error could be used by the 
pilot to determine if the maneuver were progressing normally. 

Mechanization of the guidance/control interface can produce, 
or aggravate, guidance and control interaction problems. The evo- 
lution of the interface used in the Apollo guidance and control 
system is shown in figures 3 through 5. The guidance law produces 
a desired acceleration vector rate command that is proportional to 
the sensed acceleration direction error. Since the steady-state 
acceleration direction is very nearly the attitude of the vehicle 
longitudinal axis (this is not true when control torques are being 
commanded), there is a requirement to.provide stable attitude 
inner loop control by using attitude position feedback. 
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The first interface mechanization performed a simple digital 
integration of the guidance rate command (see Figure 3 )  to form a 
vehicle attitude command. This caused step changes in the atti- 
tude command each guidance computation period (2.0 seconds) which 
caused significant interaction with propellant slosh dynamics. 
The next approach was to smooth the attitude commands by perform- 
ing the integration at the DAP sample rate (see Figure 4 ) .  This 
change was effective in reducing the slosh excitation, but there 
was some concern about the fact that gimbal angle errors were 
being subjected to a coordinate transformation. This cast some 
doubt on large signal stability, Subsequently the coordinate 
transformation problem was solved, as shown in Figure 5, by trans- 
forming guidance rate command to body coordinates where it is com- 
pared with a derived body rate before the integration to produce 
body attitude error.. 

FLIGHT TEST RESULTS 

Apollo 7 was the first manned Apollo flight and the first to 
use a digital autopilot, This flight consisted of the Apollo CSM 
only (a different digital filter is required when the Lunar Module 
is attached). The flight contained eight main engine burns, which 
are summarized below. 

There were five burns under TVC DAP control for the entire 
burn, and a sixth that was initiated by the primary control system 
with a switch to a backup manual control mode after 35.8 seconds. 
Two were minimum impulse burns and three burns ranged between 7 . 8  
and 10.9 seconds duration. Thrust mistrim at the beginning of 
these burns was less than 0.2 degree in a l l  cases, and peak atti- 
tude errors (except roll) were all less than O e 5  degree during DAP 
control e 

Short tables are presented to summarize the significant flight 
test results for the TVC DAP from Apollo 8 through 10. These are 
Tables I through I11 respectively, Data from Apollo 7 are omitted 
because they were similar to Apollo 8, and data from Apollo 11 are 
omitted because they were similar to Apollo 10. 

The Apollo 8 lunar flight used essentially the same control 
systems that were used by Apollo 7 with equally good results. 
This provided additional flight experiencep especially in the area 
of long-duration burns (Table I). Control system dynamics inter- 
action with guidance performance was insignificant for the Apollo 
CSM only configuration. This was not the case, however, for the 
CSM/LM configuration, as evidenced from the flight of Apollo 9. 

Apollo 9 was the big developmental flight for the TVC DAP 
design. From the previous sections of this report it should be 
obvious that the sontrol-loop performance had been degraded to the 
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TABLE I - APOLLO 8 FLIGHT TEST RESULTS 

Total AV 
(fps) 

SPS 
Burn Vehicle 
No. Config. 

AV Residuals before Nulling 
Peak Pitch or 
Yaw Error (deg) i(fps) I i(fps) I k(fps) 

AV Residuals before Nulling 
Total AV Peak Pitch or 
(fps) Yaw Error (deg) 

1 

2 

3 

4 

TABLE I1 - APOLLO 9 FLIGHT TEST RESULTS 

CSM/LM 36.8 0.48 1.6 0.5 -0.2 

CSM/LM 850.6 2.31 0.0 1.0 0.2 

CSM/LM 2570.7 4.36 2.7 -2.5 -2.3 

CSM/LM 299.1 2.77 0.2 3.9 2.7 

Vehicle 
Conf ig . 

7 

8 

CSM 653.3 1.85 -1.3 1.0 -0.2 

CSM 321.4 1.35 7.5 0.63 -2.0 

1 5 I CSM/LM I 571.8 I 7.21 I 1.9 I 11.4 I 1.7 I 
I 6 I CSM I 38.8 I 0.41 I 1.1 I -0.6 I -0.3 I 

TABLE I11 - AF'OLLO 10 FLIGHT TEST RESULTS 

SPS 
Burn Vehicle 
No. Config. 

CSM/LM 

CSM/rJM 

CSM/LM 

I 5 I CSM 

AV Residuals before Nulling 
Total AV Peak Pitch or 
(fps) Yaw Error (deg) 
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point of potentially significant guidance and control interaction, 
primarily as a safety measure for this first CSM/LM docked flight 
to guard against high-frequency instability. Also, an in-flight 
dynamics test had been designed to determine experimentally the 
frequency response of the airframe dynamically coupled to the SPS 
engine actuation system (ref. 15). This test consisted of a spe- 
cial routine in the CMC acting as a function generator to supply 
excitation to the SPS engine pitch command during powered flight. 
Telemetered response data were then analyzed to determine the total 
plant transfer function response to verify dynamic stability margin, 
and provide confidence in the analytical math models. The post- 
flight analysis of these data appears in reference 16. The essen- 
tial result of this test was an experimental verification of the 
coupled plant transfer function, response in the flight environment, 
in a frequency band encompassing the first two predominant struc- 
tural resonances. The predicted amplitude ratios at the first two 
frequencies were -1.5 and -6.6 dB, while those determined from the 
flight data were -6.0 and -12.0 dB, respectively. 

The fifth SPS burn on Apollo 9 exhibited a rather serious devi- 
ation of the spacecraft attitude. Data for this burn are shown in 
Figure 6. Note that the attitude error was quite large throughout 
the burn, peaking at just over 7.0 degrees. Analysis of these data 
showed that this type of response was proper for the TVC controller 
being used on this mission. The main disturbance inputs here were 
center-of-mass motion (a jerk disturbance) as well as a 0.2-degree 
initial thrust misalignment (acceleration disturbance). Ih view of 

BODY RAYES, DEGISEC 
ENGINE 

ERROR, 
DEG 

0 

POSITION, 
DEG 

1.6 r 
INVERTED ENGINE 

&YAW ATTITUDE RATE 

0 2 4 4 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 
BURN TIME, SEC 

Figure 6 . -  Apollo 9 yaw data for SPS 5 (data 
plotted for one second intervals) 
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the fact that even larger initial thrust misalignments can occur, 
this performance is considered unacceptable, 

Table I1 provides Apollo 9 performance data for the five CSM/ 
LM burns in the form of peak attitude errors! peak body rates, and 
residual velocity error at the end of the burns, Note that the 
velocity error at the end of SPS burn number 5 was-11.4 ft/sec, 
demonstrating the severity of the control dynamics interacting with 
guidance performance. 

The uprated CSM/LM TVC DAP design had been accepted for incor- 
poration into the flight software that was used on.the first lunar 
mission of the complete Apollo vehicle. As a 
formance was greatly improved. The Apollo 10 
marized in Table 111, 

, The following versions of the Apollo TVC 
fully without any known design or programming 

result! guidance per- 
performance is sum- 

h.4 

. .  
DAP all flew,success- 
errors a 

1. CSM alone original; 
2. CSM alone final (same functional design as 1 but completely 

3 .  CSM/LM original; 
4 .  CSM/LM final (functional change as well as coding changes). 

different coding); 

ing 

1. 

2. 

3 .  

4 .  

5 .  

6. 

This apparently speaks well of the basic approach of implement- 
controller dynamics in a digital computer, 
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ORBITING ASTRONOMICAL OBSERVATORY (OAO-A2) 
STABILIZATION AND CONTROL SUBSYSTEM 

By Thomas E. Huber 
Goddard Space Flight Center 

! 

SUMMARY 

This paper describes the OAO-A2 control system and the flight 
results to date. The OAO (Figure 1) has been successfully opera- 
ting for approximately 11 months and has made over 2500 stellar 
observations. The OAO control system is a complex system which 
takes the 4500-lb vehicle through initial stabilization to star 
tracker control where a pointing accuracy of less than 1 arc 
minute is achieved. To obtain this pointing accuracy the system 
uses six orthogonally mounted gimbaled star trackers. The track- 
ers are two gimbaled devices having a 1-deg field of view with a 
+43-deg gimbal excursion. The tracker can recognize and track 
2.0 magnitude stars or brighter. The flight results indicate 
spacecraft pointing accuracies of less than 1 arc minute after 
tracker calibration with spacecraft jitter less than 3 arc 
seconds. 

INTRODUCTION 

Initial Stabilization and Roll Search 

The initial stabilization of the spacecraft is accomplished 
by coarse and fine sun sensors driving a jet system and fine 
inertia wheels. The roll axis is aligned to the sun line within 
0.25 deg. Rate gyros are used fo r  damping during sun acquisition. 
To acquire the stars, a roll search program is initiated. The 
program consists of inserting a fixed bias into the roll rate 
gyro channel which causes the vehicle-to rotate about the sun 
line at a fixed rate (0.25 deg/sec). The trackers are pre- 
positioned such that at some roll attitude about the sun line 
each assigned tracker will have a guide star enter its field of 
view. 

When the trackers simultaneously have star presence signals, 
they switch from command to track mode and track the star. When 
the tracking errors are reduced to less than 2 arc minutes, the 
roll rate bias is removed. When a roll rate null is achieved, 
the system is switched to star tracker control. 
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Sun Bathing 

athing mode of op ration was incorporated in OAO-A2, A set o 
un sensors mounte on the solar paddle axes drive the sp 
hrough a je to an orientation where the solar pa 

To automatically acquire a power positive condition, a sun 

sun, Rate integrating gyros are used for damp- 
uisition. The gyros automatically switch from 
ude mode when tpe spacecraft enters darkness, rate mode to 

The system then maintains attitude reference by driving the 
via the gyro attitude errors. The flight data show 
ift rate of the gyro system is less than 0.20 deg/h 
tter than the spec value of ' 0 . 3  deg/hr, The gyro 

errors can be switched to drive the fine inertia wheels through 
the fine wheel and jet controllers. This holding mode of opera- 
tion saves gas and provides a stable reference to perform star 
search e 

Slewing 

The spacecraft is slewed from one experiment star to another 
by a coarse wheel system. A slew command is loaded into the 
spacecraft which energizes the appropriate coarse momentum wheel 
(pitch, roll, or yaw). A pulse is generated from the wheel per 
revolution which counts down the slew command counter. When 
the counter reaches zero, a dc brake is applied to the wheel 
and terminates t. e slew. Two or more trackers are required to 
be tracking star during the slew maneuver. The tracker command 
angles are updated during the slew and the tracker system wi 
reduce the spacecraft error to one arc minute after a settli 
period when the slew is completed. 

Momentum Unloading 

e momentum unloading of the fine wheels can be accomplished 
by two methods: 

1, Gas unloading 
2. agnetic unloading 

loading utilizes a low thrust jet system which oper- 
ates automatically when the fine wheel speeds reach 75 percent 
of no-load wheel speed, The jet system can also be actuated by 
transmitting 5 percent or 40 percent unload commands, If the 
wheel speeds exceed these values, the jets will fire and unload 
the wheels to approximately 8 percent, 
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The Magnetic Unloading System (MUS) continuously dumps the 
momentum of the fine wheels. The system consists of three 
magnetometers, a magnetic signal processor, and three torquer 
bars. The signal processor sums the components of earth's field 
sensed by the magnetometers and the errors generated by the sen- 
sors and applies a proportional current to the torquer bars. 
This current generates a field which reacts with the,earth's 
field producing a torque that effectively unloads the wheels. 

When operated in orbit, the NUS has kept the wheel's speeds 
below 20 percent throughout the flight. 

The system is capable of generating 300 dyn-cm of torque. 

Star Search 

The OAO has lost stabilization 30 times to date. The stars 
have been re-acquired 29 times through a star search program. 
The remaining acquisition was accomplished by a normal roll 
search. The star search routine is performed during the gyro 
hold-on-wheels mode. Star search consists of determining the 
Spacecraft attitude by ground processing Adcole solar aspect 
data and magnetometer data and deriving a weighted least square$ 
fit. After ground processing, tracker gimbal command angles are 
transmitted to the spacecraft, which move the tracker gimbals , 
through a star search pattern based on the computed attitude. 
When the guide star is acquired, the tracker switches auto- 
matically from command to track mode and tracks the star. When 
the assigned trackers have acquired their guide star, the system 
is switched to 

CSS 
FSS 
DE 
JRT- 4 5 
SSP 
FW & JC 

HTJ 
cw 
ccw 
RAPS 
PPDS 
TRK 
PMT 
BST 
DLU 

F/W 

tracker control. 

Symbols and Abbreviations 

Coarse Sun Sensors 
Fine Sun Sensors 
Disable Eye 
Rate Gyros 
Sensor Signal Processors 
Fine Wheel and,Jet Controller 
Fine Wheel 
High Thrust Jets 
Clock-wise 
Counter Clock-wise 
Rate and Position Sensor 
Primary Processor and Data Storage 
Tracker 
Photo-Multiplier Tube 
Bore Sight Tracker 
Digital Logic Unit 
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STSP 
GST 
TPC 
BSTLU 
MUS 
WEP 
SA0 
GEP 
PEP 
SCPS 

Star Tracker Signal Processor 
Gimbal Star Tracker 
Tracker Power Controller 
Bore Sight Tracker Logic Unit 
Magnetic Unloading System 
Wisconsin Experiment Package 
Smithsonian Astrophysical Observatory 
Goddard Experiment Package 
Princeton Experiment Package 
Support Computer Program System 

DISCUSSION 

On December 7, 1968, the first successful Orbiting Astro- 
nomical Observatory (OAO-A2) ever launched was placed in a 500- 
mile circular orbit above the earth, It carried two experi- 
ments: the Wisconsin Experiment Package (WEP) and the 
Smithsonian Astrophysical Observatory (SAO). The WEP has seven 
separate photometric systems which study the stars in the 1000 
to 3000-a region. WEP is making approximately 13 observations/ 
day and has made over 2500 observations to date. The SA0 
measures the brightness of young stars in four spectral bands 
between 1000 and 3000 8 ,  The instruments used are called the 
Celescope (celestial telescope), 

The Celescope measures with four large-aperture television 
cameras using broad-band television photometers. A special type 
of television tube, called the "Uvicon", sensitive only to ultra- 
violet light, was developed for Celescope. The SA0 has taken 
approximately 5000 pictures and 1700 observations to date. 

To perform these observations, a complex stabilization and 
control was developed. The mission requirements of the Stabi- 
lization and Control Subsystem are:: 

1. To acquire external attitude references. 
2. To stabilize the Observatory to these references 

for the purpose of providing a pointing reference 
for the experimental package- 

3. To maneuver the Observatory to any space attitude 
by open loop control and settle under control of 
star trackers. 

of inertial devices when required, 

sensors for purposes of efficient solar power collec- 
tion when required, 

4 .  To maintain the Observatory attitude under control 

5. To re-orient the Observatory under control of sun 
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The external references chosen for the control system are 
the sun and 34 specified stars. 

The Stabilization and Control System has basically seven 
modes of operation: 

1. Initial stabilization 
2. Sun bathing 
3 .  Roll search 
4 .  Star search 
5. Coarse star pointing 
6. Re-orientation 
7. Fine pointing (flights 3 and 4 only). 

Each mode will be described in detail and the OAO-A2 flight results 
will be discussed. Figure 2 shows the first three modes of 
operation. 

STABILIZATION AND CONTROL MODE DESCRIPTION 

Initial Stabilization 

Rate stabilization and coarse solar acquisition.- Initial 
stabilization of the OAO spacecraft is to align the negative 
roll axis (-Xc) (see Figure 3 )  of the spacecraft to the sun line. 
This orientation is called beta equal zero. It is accomplished 
by using coarse and fine solar sensors and rate gyros. 

The coarse sun sensors are silicon solar cells mounted on 
the vehicle to cover a 4-?r sr field of view. These sensors ex- 
hibit a response to sun light that is approximately cosine res- 
ponse. There are a total of eight coarse eyes on the vehicle. 
Four eyes are used to sense errors about the spacecraft pitch 
(Y,) control axis, and four are used to sense errors about the 
yaw (2,) axis. No control is provided about the roll (X,) axis 
by the solar sensors, Two of the four eyes for each axis are 
located at the sun pointing (aft) end of the OAO. These cells 
are set at an angle of 50 deg to the sun line (-Xc) axis 
pointing in opposite directions. The polarity of one cell is 
reversed with respect to the other cell and the outputs of the 
two cells are hard wired together and output currents add alge- 
braically. A second pair of coarse eyes are positioned at the 
front end of the OAO. These eyes are so connected that they 
reinforce the output of the rear mounted eye on that side of the 
spacecraft. The angle of each of these front eyes to the sun 
line is 30 deg to minimized errors due to the earth's albedo. 
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Figure 3 , -  Coordinate r e fe rence  system 

T h e  s i g n a l  flow (Figure 1 i n  t h e  p i t c h  and yaw channels  i s  
from t h e  rate gyros ( J R T - 4 5 )  and Coarse Sun Sensors (CSS) t o  t h e  
Sensor S igna l  Processors (SSP's) t o  t h e  Fine Wheel and J e t  Con- 
t ro l le rs  ( F W & J C ' s )  and t h e n  t o  t h e  appropr i a t e  high t h r u s t  je ts .  
All observa tory  torquing  dur ing  t h i s  mode i s  accomplished us ing  
high t h r u s t  gas  j e t s ,  
any s p a t i a l  o r i e n t a t i o n  w i t h  i n i t i a l  observa tory  rates of  up t o  
1.0 deg/sec. 

The system i s  capable  of ope ra t ing  from 

The c o n t r o l  jets reduce t h e  angular  ra tes  about t h e  p i t c h  
and yaw a x i s  t o  wi th in  0 . 0 6  deg/see wi th in  1 0  min a f t e r  separa- 
t i n g  with i n i t i a l  rates of 1 dey/sec.. 
system i s  capable of po in t ing  t h e  nega t ive  r o l l  a x i s  of  t h e  
observa tory  t o  t h e  sun l i n e  wi th in  1 3  deg, T h i s  va lue  inc ludes  
worst case e r r o r s  due t o  t h e  ear th  albedo. 

I n  t h i s  mode, t h e  control 

The des ign  c o n t r o l  l a w  f o r  t h e  coarse  sun mode i s :  
0 0 + 70 = + 2  

Fine solar  a c q u i s i t i o n  .-* U 13 c ~ r n p l ~ ~ ~ o n  of race s t a b i l i z a -  
t i o n  and coarse solar a c q u i s n t i  t h e  c o n t r o l  system f u r t h e r  
reduces t h e  po in t ing  error t o  t h e  sun, The Disable Eye ( D E ) ,  

REPRODUCIB&@Y OF THF 
ORIGINAL E IS POOR 



TJ 's 

Figure  4 . -  I n i t i a l  s t a b i l i z a t i o n  block diagram 

with a c o n i c a l  f i e l d  of view, senses  when t h e  sun i s  wi th in  
13 deg of the  negat ive  roll a x i s  and produces a bi-level output .  
Null  d e t e c t o r s  i n  t h e  p i t c h  and yaw SSP's sense when the  angular  
rates are 0 .06  deg/sec o r  less. These three b i t s  of information 
are s e n t  t o  a programmer as logic  s i g n a l s  where they  are proces- 
sed through an "And" g a t e  whose ou tpu t  i s  then fed  t o  the  p i t c h  
and yaw F W J C ' s .  I n  t h e  F W J C ' s  t h i s  s i g n a l  switches t h e  pneu- 
matics channel i n p u t s  from t h e  coarse sun sensor error s i g n a l s  
t o  t h e  f i n e  sun sensor  error s i g n a l s ,  enables  the  p i t c h  and yaw 
f i n e  wheels  and enables  t h e  d r i v e r s  of  t h e  l o w  t h r u s t  j e t s  whose 
func t ion  i s  t o  unload t h e  f i n e  wheels. T h e  s i g n a l  flow (Figure 
4 )  i n  t h e  p i t c h  and yaw channels i s  f r o m  t h e  ra te  gyros and f i n e  
sun sensors  t o  t h e  sensor  s i g n a l  processors  t o  t h e  f i n e  wheel 
and j e t  c o n t r o l l e r s  and then  t o  t h e  appropr i a t e  high t h r u s t  jets. 
I n  a d d i t i o n ,  the  f i n e  sun sensor  s i g n a l s  d r i v e  t h e  Fine Wheels 
(FW). S igna l  f l o w  i n  t h e  r o l l  channel i s  t h e  same as descr ibed  
f o r  ra te  s t a b i l i z a t i o n  i n  t h e  coarse  sun mode. The Observatory 's  
nega t ive  r o l l  a x i s  i s  pointed a t  t h e  sun t o  wi th in  0 . 2 5  deg, 
T h i s  t o l e rance  inc ludes  t h e  sum of a l l  erLors introduced by t h e  
equipment and t h e  Observatory thermal and alignment errors. 

T h e  des ign  c o n t r o l  l a w  f o r  t h i s  f i n e  sun mode is:  

0 
0 + 1.16 0 = 0.333' 

I n i t i a l  s t a b i l i z a t i o n  f l i g h t  performance.- Although o r i g i n a l -  
l y  conceived as  a pre l iminary  mode from which r o l l  search could 
be performed and c o n t r o l  t r a n s f e r r e d  t o  gimbal trackers,  i n i t i a l  
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stabilization of A2 was to provide a stable orientation at 
beta zero for thermal cool-down of the spacecraft during the 
first four orbits. 

Coarse solar stabilization was 
initi fter launch. All systems func- 
tioned properly with initial separation rates and attitude as 
follows: 

R o l l  rate = -.01 deg/sec - 

Pitch attitude error = +76 deg 
Yaw attitude error = +lo4 deg 

Pitch rate = -.09 deg/sec 
Yaw rate = +.16 deg/sec 

Computer studies had es$imated coarse stabilization settling 
times varying from 6 to 9 min,depending on the initial pitch and 
yaw attitude errors, and gas consumption on the order of 1 lb. 
Actual coarse stabilization settling required 5.9 min and only 
.514 lb of gas was consumed. The unusually low expenditure was 
due primarily to extremely low separation rates. Tip off rates 
on the order of 1 deg/sec were anticipated but did not occur. 

Pitch and yaw coarse stabilization phase plane trajectories 
are plotted in Figures 5 and 6. These figures show that the 
actual high thrust jet control laws never varied by more than 
15 percent from nominal and were well within acceptable dynamic 
requirements. 

Flight fine solar stabilization.- Approximately 5.9 min 
after initial separation, simultaneous pitch and yaw rate nulls 
and disable eye signal were obtained and the spacecraft auto- 
matically transfered to the fine solar stabilization phase of 
initial stabilization. 

The conditions of transfer were: 

Roll rate = .01 deg/sec 
Pitch attitude error = +1.3 deg 
Yaw attitude error = +2.2 deg 

Pitch rate = -.004 deg/sec 
Yaw rate = .06  deg/sec 

All systems functioned properly during this phase, 206 sec 
and .233 lb of gas were required to successfully complete the 
stable alignment of the negative roll axis to the sun line. 
These parameters compare favorably to the estimated computer 
settling time of 4 to 6 min and gas consumption of approximately 
0.5 lb. 

Pitch and yaw phase plane trajectories for fine solar stabi- 
lization are shown in Figures 7 and 8. Variations from the 
nominal design control laws are negligible. 
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\ T1.0  

COARSE STABILIZATION 
SETTLING TIME = 352 SECONDS 

.6 n PITCH GAS USAGE = ,199 LBS 

A+K SWITCH TO FINE EYE CONTROL 

\. I '.! -\ ATTITUDE, DEG I 

\ 

- ACTUAL CONTROL LAW 

1 et88 =-2" 
e t 7 . 8 e = t i  70 

Figure 5.- Pitch rate vs attitude phase plane, 
coarse stabilization 

COARSE STABILIZATION 

SETTLING TIME = 352 SECONDS 
YAW GAS USAGE .315 LBS 

- NOMINAL CONTROL LAW8t7B = +2" 

Figure 6.- Yaw rate vs attitude phase plane, 
coarse stabilization 
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FINE STABILIZATION 

ATTITUDE, DEG 

- NOMINAL CONTROL LAW e+ i . i68= ,3330 - ACTUAL CONTROL LAW e+ 1 . m  = ,3330 

Figure 7.- Pitch rate vs attitude phase plane, 
f i-ne stabilization 

FINE STABILIZATION 
SETTLING TIME = 206 SECONDS 
YAW GAS USAGE = .I26 LBS 

- NOMINAL CONTROL LAW 
8 +  1.168=+.333" 

6 + 1.168 = f 333" 
- ACTUAL CONTROL LAW 

Figure 8.- Yaw rate vs attitude phase plane, 
fine stabilization 
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T i m e  h i s t o r y  p l o t s  of p i t c h  and yaw rate,  a t t i t u d e  and 
wheel speeds,  demonstrat ing f i n e  wheel cap tu re  a t  t h e  termina- 
t i o n  of f i n e  solar s t a b i l i z a t i o n  a r e  shown i n  F igures  9 and 10 .  

Sun Bathing 

The sun-bathing mode of ope ra t ion  i s  t o  o r i e n t  t h e  OAO space- 
c r a f t  so t h a t  t h e  solar paddles  (B s i d e )  are poin ted  normal t o  
t h e  sun (Figure 11). The i n i t i a l  checkout of t h e  A2 v e h i c l e  was 
conducted i n  t h i s  mode of opera t ion .  The sun-bathing sequence 
is  stored i n  t h e  s p a c e c r a f t  memory and i s  executed upon loss of 
s t a r  t r a c k e r  c o n t r o l  or i f  a c r i t i ca l  under vo l t age  cond i t ion  
i s  generated.  

RAPS subsystem.- To implement sun ba th ing ,  a Rate and Posi-  
t i o n  Sensor (RAPS) system w a s  incorpora ted  on A2. The system 
c o n s i s t e d  of fou r  s e p a r a t e  components (Figure 1 2 )  : 

1. Gyro u n i t  
2 .  Gyro e l e c t r o n i c s  
3 .  RAPS sun sensors  
4. RAPS c o n t r o l l e r .  

Gyro u n i t :  The gyro u n i t  c o n s i s t s  of t h r e e  Kea r fo t t  Alpha 
Rate I n t e g r a t i n g  gyros ,  gyro heaters, and the rmis to r s .  Each 
gyro i s  capable  of producing e i ther  a t t i t u d e  o r  rate information 
depending upon whether o r  n o t  the  loop i s  c losed  between t h e  
gyro pickoff  and t h e  torquer  through the  gyro e l e c t r o n i c s .  When 
t h e  loop i s  c losed ,  rate mode i s  e s t a b l i s h e d ,  The a t t i t u d e  mode 
ope ra t ion  i s  achieved with t h e  switch open. The func t ion  of t h e  
RAPS i s  t o  pro-vi.de s i g n a l  p ropor t iona l  t o  t h e  angular  v e l o c i t i e s  
o r  a t t i t u d e s  of t h e  OAO about i t s  p r i n c i p a l  c o n t r o l  a x i s .  

Gyro e l e c t r o n i c s :  The e l e c t r o n i c s  c o n s i s t  of l o g i c  modules 
and torque motor a m p l i f i e r s .  The u n i t  a lso conta ins :  

1. Temperature r e g u l a t i n g  c i r c u i t r y  t o  maintain gyros 

2 .  Telemetry 
a t  1400F f 2 O F  

3 .  An 800-cps r e fe rence  genera tor  f o r  t h e  gyro p i ckof f .  

RAPS sun sensors :  The RAPS system has a s e p a r a t e  a r r a y  of 
sun sensors .  The RAPS sun sensors  provide a t t i t u d e  information 
about t h e  s o l a r  paddles axes. There a r e  e i g h t  sun sensors :  
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SUN BATHING 
Figure 11.- OAO-A2 r a t e  and position sensing system 

Figure 1 2 . -  RAPS subsystem 
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Yaw S e t  - Four senso r s ,  arranged i n  a n u l l  p a i r  

P i t c h  S e t  - Two senso r s ,  arranged i n  a n u l l  p a i r ,  

Disable  S e t  - Two senso r s ,  arranged d i a m e t r i c a l l y  oppos i t e  

and a n t i - n u l l  p a i r .  

each o t h e r .  

The p i t c h  and yaw sets sense t h e  d i r e c t i o n  of t h e  sun with 
r e s p e c t  t o  t h e  normal Lo t h e  solar paddles .  The d i s a b l e  set 
senses t h e  presence of t h e  sun, 

RAPS con t ro l l e r :  The RAPS c o n t r o l l e r  accep t s  t h e  gyro and 
RAPS sun sensor  s i g n a l s ,  ope ra t e s  on them, and genera tes  d r i v e  
s i g n a l s  t o  ope ra t e  t h e  secondary high t h r u s t  je ts .  Since t h e  
jets are mounted on t h e  c o n t r o l  axes (Xc ,  Yc,  Z c )  and t h e  sensors 
are mounted on t h e  so la r  paddle axes (Xp ,  Ye, Z p ’  , a transforma- 
t i o n  mat r ix  must t a k e  p l ace  i n  t h e  RAPS con r o l  e r e  

[X.l - e  577 a 833 

Therefore ,  t h e  c o n t r o l  axes i n  t e r m s  of paddle axes  are: 

P 
= -0.394 Y -0,707 Z 

Xc = 0.833 Y 

yC P P 
- 

zc - “Ob 394 Y 
P 

+0.707 Z 
P 

Sun ba th ing  opera t ion :  When sun ba th ing  mode occurs ,  t h e  
RAPS c o n t r o l l e r  receives a t t i t u d e  errors from t h e  RAPS sun sen- 
sors and ra te  errors from t h e  RAPS gyros and combines them t o  
d r i v e  t h e  appropr i a t e  high t h r u s t  j e t  t o  o r i e n t  t h e  spacec ra f t .  
The des ign  c o n t r o l  l a w  fo r  t h i s  mode is :  

e 0 0 + 2 0 0 = + 1 ’  

A s t a b i l i z e d  sun hold a t t i t u d e  on je ts  i s  obta ined  dur ing  
t h e  s u n l i t  p o r t i o n  of t h e  o r b i t  with t h e  fol lowing error l i m i t s :  

L e s s  than  5 deg about t h e  paddle p i t c h  a x i s ,  
L e s s  than 7 deg about t h e  paddle yaw ax i s ,  
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During the dark portion of an orbit, the RAPS controller 
automatically switches the gyros to their attitude mode when 
signals from the RAPS sun sensors indicate the sun is not 
present. The design control law using gyro attitude information 
driving appropriate jets is: 

0 + 9 6 = k0.5 0 

The RAPS gyro attitude information can be fed to the fine 
wheels to obtain a gyro hold-on-wheel rno a This mode is com- 
manded to save gas once the system as settled in the sun-bathing 
mode. It is also used mode during guide star occulta- 
tions. The random drif gyros was spec at 0.3 deg/hr. 
The hold mode of operat ed to operate for approxima- 
tely ten orbits before quired by switching back 
to RAPS sun sensor cont 

- Figures 13, 14, 
system was nominal 

when sun bathing was bo e four& orbit. 

ive was approximately a 
om on all axes. The 

stability of the gyro eg/hr, On the third 
erence unit will be 

e implemented to have 
drift can be compensated 

a drift rate of 

The RAPS contri cess of OAO-A2 was truly 
significant. It pro 

1. "Parking" mo cecraft was power 

2. A stable reference s t a r  search routine 

3 .  A satellite holding functis to point to areas of 

positive a 

could be performed, 

the celestial sphere where adequate guide stars 
for three axis con t ro l  were not available, 

RAPS failure.--On August 21, 1969 (nine months after 
launch) during Orbit 3701, the RAPS pitch gyro failed. A drift 
test was being conducted when it was noticed that the pitch 
axis drift exceeded 1 deg/hr. Roll and yaw axis drift were 
normal. The resultant trouble-shooting indicated that the gyro 
would not correctly respond to spacecyaft motion in either rate 
or attitude mode. The (H) of the gyro had greatly reduced and 
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SETTLING TIME = 550 SEC 
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Figure 13,- P i t c h  rate 17s a-tti"cude phase plane sun ba th ing  

SUNBATHING 

SETTLING TIME = 50 SEC 
YAW GAS USAGE 026 LBS 

- NOMINAL CONTROL LAW i t20 i - 2 1" 
- ACTUAL CONTROL LAW d t 2 0  4 = 2 1"  

F igure 14*- Y a w  rate vs a t t i t u d e  phase plane sun ba th ing  

--- 10 

SUNBATHING 

SE 1 T L I N G  TIME 
- 550 SFC 

ROLL GAS USAGE 
- 0 1  LBS 

i -1. -t-++$ -t-+ "I 
4 5 6 7 8 9 10 
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- NOMINAL, CONTROL LAW 

- ACTUAL CONTROL LAW 
8 + 2 0 8 = f 1 "  

8+20$='1" 

Figure 15.- R o l l  r a t e  vs at~citude phase plane sun  bathing 
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the three phase ac current to the gyros had increased by 40 
percent. It was concluded that the gyro had failed. . 

The gyro system was turned-off and has not been used since 
the failure to control the spacecraft, Periodically the system 
is turned-on but the gyro has not recovered. This failure has 
put added pressure on the ground operations, but 1000 orbits has 
been surpassed using tkackers alone without losing stabilization. 
If sun bathing is required, initial stabilization would be 
commanded and a slew to sun bathing would be executed. 

Roll Search 

Although the OAO-A2 did not use roll search mode for initial 
star acquisition, it was performed and satisfactorily achieved 
after the RAPS pitch gyro failure, The same equipment is used 
for the roll search as for initial stabilization. Fine solar 
acquisition is complete when the pitch rate and attitude null 
signals, the yaw rate and attitude null signals, and the disable 
eye signal exist. The programer processes these signals through 
an ''And" gate whose output initiates the roll search. R o l l  
search signals are sent to SSP, the roll FWJC. The roll axis of 
the Observatory remains stabilized to within 0.25 deg of the sun 
line through use of the fine sun sensors and fine wheels. The 
search signal to the roll SSP causes a biased roll rate signal 
to be introduced, which is then fed to the roll FWJC, which in 
turn operates the roll high thrust jets, The search signal to 
the roll FWJC is used to logically inhibit the roll rate null 
signal which would otherwise be a false indication of rate null 
during roll search, 

The rate of the spacecraft rotation is approximately 0.25 
deg/sec, which is compatible with the dynamics of the observatory 
and the ability of the gimbaled star trackers to track guide 
stars as well as with the time of non-occultation of the sun 
during the orbit. The gimbal angles of each tracker are pre- 
positioned such that at some roll attitude about the sun line 
each tracker will have a preselected guide star in its field of 
view. The gimbals remain in command mode until at least four 
trackers simultaneously acquire guide stars. By means of a 
ground command the necessary number of simultaneous star presences 
may be changed from four to three or to two, 

When the programmed number of star trackers produce star 
presence signals simultaneously, the trackers are switched from 
command mode to track mode. The trackers will then commence to 
track its guide star. When the assigned trackers reduce the 
tracking errors to null ( < a  arc minutes), the programmer removes 
the roll search bias, The roll gyro senses the rate and fires a 
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roll jet to reduce the rate to zero. When the roll rate null 
is sensed by the programmer, the roll fine wheel is enabled and 
the programmer switches the Star Tracker Signal Processor (STSP) 
pitch and yaw star error signals into the appropriate fine wheel 
channels. The roll fine wheel channel is already connected to 
its star signal. The signal flow (Figure 17) in the control loop 
is then from the Gimbal Star Trackers (GST) and the Digital Logic 
Unit (DLU) to the STSP to the Boresight Star Tracker Logic Unit 
(BSTLU) to the FW&JC to the fine wheels. From the time the 
tracker is commanded to track mode, the tracker develops gimbal 
angle signals and the DLU develops gimbal error signals which 
are continuously processed by the STSP into control axes analog 
error signals. 

ROLL 
Figure 17.- Coarse (and BST) attitude hold 

9 FW&JC 

Star Search Mode 

Guide star acquisition by trackers was originally designed 
to be achieved through the roll search program about the sun 
line. However, this method has several basic disadvantages: 

1. The attitude of vehicle at beta zero (-Xc pointed 

2.  Star re-acquisition is time consuming and uses large 
to the sun) is a power negative condition. 

quantities of gas since initial stabilization must 
be commanded. 

3 .  The availability of three stars is almost mandatory for 
roll search since false star presences due to earth 
albedo generate false star patterns when a two-star 
requirement is selected. 
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The hold-on-wheels mode, as described in the sun-bathing 
section of this paper, is the mode established to perform star 
search. In the hold-on-wheels mode, the RAPS gyros are in 
attitude mode and are feeding their outputs through TTiFFW&JC 
to the fine wheels. The spacecraft, under gyro control, is 
drifting at a low rate of approximately 0.2 deg/hr on all three 
axes. The attitude of the spacecraft in this mode termined 
by ground processing the Adcole aspect sun sensor and magneto- 
meter data. There are four aspect sun sensors mounted on the 
vehicle which give (a0.5 deg) solar aspect data at any space- 
craft attitude. The magnetometer data yield the attitude about 
the third axis. 

The star search routine is as follows: 

1. The system is placed in RAPS hold-on-wheels. 
2. The Adcole sun sensor data and magnetometer data 

are collected via a ground station contact and 
transmitted to the Goddard Control Center where 
a Support Computer Program System (SCPS) performs 
a weighted least squares estimate of attitude. 

commands the gimbals of the assigned tracker 
through a fix pattern ('3 deg x 3 deg). When 
the programmed tracker acquires the guide star, 
it will switch from command mode to track mode 
and track the star. 

3.  The SCPS generates a search routine which 

4. After the search routine is completed and the 
stars acquired, coarse pointing is commanded 
and stellar reference is achieved. 

This program has been accomplished 29 times to date on 
OAO-A2. It has saved time and gas and is now considered the 
prime mode of acquiring coarse star pointing mode. 

Coarse Star Tracker Control 

Coarse tracker control of the Observatory's attitude 
involves use of the six gimbaled star trackers as the control 
sensors. Only two trackers are required for three axis control. 
In this mode of operation, the S&C system utilizes the equip- 
ment as shown in Figure 17. The mode consists of pointing the 
Observatory's optical axis (roll axis) to any desired direction 
with a spec accuracy of 1 arc minute (la) and, for a period of 50 
min, maintaining a spec stability of 15 arc seconds when exposed 
to an external disturbance torque of up to 1500 dyn-cm. The 
reference for determining attitude is a set of 34 selected guide 
stars (see Table I). Prior to the roll search, the GST's receive 
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r *- TABLE 1.- OAOdA2 GUIDE STAR LIST 
* ( P h o t o m u l t i p l i e r  1P21-S-4 Surface) 

SCPS B.S. G.C. 
No N a m e -  N o  N o  V u-v B-V 54 

1 aCMa .,*” 2 4 9 1  8833 -1.45 - 0 . 0 3  -0.01 - 1 . 4 5  
I 

2 aCar 2326 8302 -0 .71  0 .28  0 .18  -0.50 

3 a L y r  7 0 0 1  25466 0 0.03 0 0 

4 

5 

6 

7 

8 

9 

1 0  

11 

1 2  

1 3  

1 4  

15  

B O r i  . 1 7 1 3  

a E r i  - 472 

BCen “5267 

aCen 5459/6 

aAur , 1 7 0 8  

a V i r  5056 

a C M i  “ - 2 9 4 3  

a A q l  7557 

a L e o  3982 

E C M a  2618 

acyg ” 7924 

a O r i  1 7 9 0  

6410 

1 9 7 9  

1 8 9 7 1  

1 9 7 2 8  

6427 

1 8 1 4 4  

1 0 2 7 7  

27470 

1 3 9 2 6  

9188 

28846 

6 6 6 8  

0 .15  -0.66 -0 .03  0 .15  

0 .49  -0.86 -0.19 0 .40  

0 . 6 1  -1.22 -0.24 0 .42  

-0.26 1 . 2 2  0 .69  0.30 

0 .26  1 . 2 8  0 . 8 1  0 .70  

0 .96  -1.18 -0.25 0 .75  

0 .35  0 .47  0 . 4 3  0 . 7 5  

0.74 0 . 3 1  0 .23  1 . 0 0  

1 . 3 5  -0 .47  -0.12 1 . 3 5  

1 .50  -1.13 - 0 . 2 1  1 . 3 5  

1 . 2 5  -0.12 0 .09  1 .40  

1 . 6 3  1 . 0 9  -0 .21  1 . 5 0  

1 6  a G e m  2 8 9 0 / 1  1 0 1 2 0  1 . 5 8  0 .04  0 .03  1 . 6 0  

1 7  EUMa * 4905 1 7 5 1 8  1 . 7 8  -0.02 -0.03 1 . 8 0  
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TABLE I. - ( C o n c l u d e d )  

CPS  B .S .  G.C. 
No  Name N o  N o  V u-v B-V 54 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

34 

$ T a u  * 1791 

BCMa 

a C r u  

@ C a r  

TlUMa 

y V e l  

E Sgr 

aPav 

X O r i  

aGem 

(5 Sgr 

a G r u  

a A n d  

a B o o  

aPsa 

B C r u  

aTau 

2294 

4730/1 

3685 

5191 

3207' 

6879 

7790 

2004 

2421 

7121 

8425 

15 

5340 

8728 

4853 

1457 

6681 

8223 

16952 

12764 

18643 

11105 

25100 

28374 

7264 

8633 

25941 

30942 

127 

19242 

32000 

17374 

5605 

1-66 

1.98 

0.81 

1.67 

1.86 

1.82 

1.84 

1.93 

2.06 

1.91 

2.09 

1.73 

2.06 

-0.06 

1.15 

1.24 

0.86 

-0.62 

-1.20 

-1.23 

0.04 

-0.85 

-1.19 

-0.16 

-0.90 

-1.18 

0.07 

-0.93 

-0.59 

-0.58 

2.52 

0.17 

-1.21 

3.50 

-0.13- 1.60 

-0.23 1.80 

-0.27 0.60 

0. Of, 1.70 

-0.18 1-75 

-0.26 r, 1.65 

-0.03 1.80 

1.80 
. <  

-0.20 

-0.18 - 1.90 

0 ~ . .  * 1.90 

-0.13:' . ,  1.70 
. "  

-0.14. '- 1.95 

1.24 0.80 
I 

0.09' 1.30 
. .  

-0.2.3- ~ 1.05 

1.55 1.85 
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ground commands v i a  t h e  PPDS and DLU which d e f i n e  gimbal ang le s  
r e l a t i v e  t o  t h e  Observatory t h a t  correspond t o  t h e  d e s i r e d  
a t t i t u d e  of t h e  Observatory r e fe rence  coord ina te  system wi th  
r e s p e c t  t o  t h e  celestial  coord ina te  system. The DLU compares 
t h e  commanded gimbal angles  t o  t h e  a c t u a l  gimbal ang le s  and 
d e r i v e s  analog e r r o r  s ignals ,which it then  feeds  t o  t h e  STSP 
d i r e c t l y  and v i a  t h e  star t r a c k e r  gimbal r e s o l v e r s .  I n  t h i s  
process ,  t h e  e r r o r  s i g n a l s  a r e  transformed i n t o  c o n t r o l  axes  
e r r o r  ang le s  and t h e  STSP r e c e i v e s  a p i t c h ,  yaw, and r o l l  e r r o r  
s i g n a l  f o r  each s t a r  t r a c k e r  t h a t  i s  locked onto  a guide s tar .  
The STSP averages t h e  error s i g n a l s  on a pe r  ax i s  b a s i s  and 
provides  t h e  r e s u l t s  a s  t h e  e r r o r  s i g n a l s  f o r  t h e  c o n t r o l  loops.  
The e x i s t e n c e  of t h e  combined n u l l  s i g n a l  i n  t h e  STSP s i g n i f i e s  
t h a t  t h e  S&C system i s  maintaining t h e  c o n t r o l  axes  e r r o r  s i g -  
n a l s  t o  less than  one minute of a r c  (nominal) ,  as sensed a t  t h e  
STSP ou tpu t .  

The h e a r t  of t h e  coarse  po in t ing  loop i s  t h e  s t a r  t r a c k e r s  
and DLU. A b r i e f  d e s c r i p t i o n  of both u n i t s  i s  given below. 

Gimbal s t a r  t r a c k e r  ( G S T ) . -  The s t a r  t r a c k e r  c o n s i s t s  of 
an i n t e g r a l  t e l e scope  with a l - d e ~  f ic l .5  of view mounted on a 
2-degree-of-freedom glmbal.ing systex.  The t e l e scope  o p t i c a l  
sys tem employs a 3 . 5 - i n .  diametex b e r y l l i u m  parabola  as t h e  p r i -  
mary mir ror  with a focal  length of 5 i n .  The secondary o p t i c a l  
elements c o n s i s t  of t w o  be ry l l i um mirrors which s e p a r a t e  t h e  
s t a r  l i g h t  i n t o  t w o  beams, one for each a x i s .  The l i g h t  beams 
a r e  modulated by means of two ape r tu red  v i b r a t i n g  reeds  loca ted  
i n  t h e  f o c a l  p l anes  of t h e  o b j e c t i v e  mi r ro r  a t  a 90-deg angle  
t o  one another .  To e l imina te  p o s s i b l e  e l e c t r i c a l  ambiguity,  
one reed v i b r a t e s  a t  350 cps w h i l e  t h e  o t h e r  v i b r a t e s  a t  4 5 0  cps .  
A f t e r  modulation, t h e  l i g h t  beams a r e  recombined by the  o p t i c  
and impinged on a 1P21 pho tomul t ip l i e r .  The gimbal system al lows 
a k43-deg excursion about t h e  ou te r  and inne r  gimbal axes .  The 
tracker can recognize 2 . 0  magnitude o r  b r i g h t e r  s t a r s  (Table I)  
and t r a c k  w i t h  a two gimbal accuracy of 30  arc seconds. T h e  
side t r a c k e r s  a r e  equipped w i t h  a sun  b a f f l e  which al lows t r a c k i n g  
t o  w i t h i n  3 3  deg of t h e  sun and 15  deg of t h e  s u n l i t  earth. The 
forward and a f t - k r a c k e r s  have s h o r t  shades which have t r a c k i n g  
angles  of 6 3  deg t o  t h e  sun and 30 deg t o  t h e  s u n l i t  e a r t h .  The 
t r a c k e r  con ta ins  a p r o t e c t i v e  s h u t t e r  which c l o s e s  when a c t i v a t e d  
by an e a r t h  o r  sun sensor  mounted on t h e  shade. The sun sensor  
on t h e  side track-ers a c t i v a t e s  a t  a sun angle  of 30 deg + 3  deg 
t o  t h e  o p t i c a l  axis  and t h e  e a r t h  sensor  ope ra t e s  a t  8 deg + 4  deg 
t o  an  earth albedo of 0.3.  The s h u t t e r  a c t i v a t e s  a t  a sun angle  
of 6 0  deg 2 3  deg and e a r t h  angle  of  13 deg 2 4  deg on t h e  s h o r t  
shade e 

The t r a c k e r  u s e s  a phasolver a s  the  gimbal readout  device.  
It  i s  a capac i tance  analog-type encoder. The phasolver  i s  a 
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. multi-pole shaft angle to phase angle transducer ;;;i;"ose capacitance 
varies with shaft angle. The reference phase sign+l and the 
signal which has been phase-shafted by the phasolv 
detected and are used to open and close gates of a 
counter. The phasolver has a resolution of 5 arc 

Digital logic unit (DLU) * -  The DLU is a time-shared device 
which receives signals from 12'star tracker gimba1:pick-offs 
(phasolvers) which indicate gimbal angles, sequentially compares 
the magnitude of each gimbal angle with a commandea'angle, and 
developes as outputs 12 analog error signals, proportional to 
the difference between the gimbal angles and the gimbal commands. 
Holding circuits maintain the value of the error s nals essen- 
tially constant between read-out periods of each gimbal. The 
binary command signals and various timing signa1s:are received 
from an external clock system (PPDS). . -  

Boresighted star tracker mode.- The boresighted star tracker 
mode (Figure 17) is considered part of coarse poinging and 
involves use of the Boresighted Star Tracker (BST):to provide 
attitude error signals for the pitch and yaw control loops. The 
roll error signal is provided by the GST's. The made consists 
of orienting and holding the Observatory's pitch ahd yaw axes 
to within 20 arc seconds for a sixth magnitude star. The roll 
attitude is held to within one minute of arc using:the GST's. 
The BST is aligned to the experiment and is used as'a calibration 
tool to correct misalignments, Initially, the Observatory is 
slewed by ground command to that attitude where its optical axis 
(+XC) is pointing at a guide star selected for the BST. After 
slewing, the spacecraft is stabilized in the coarse'pointing mode 
which results in pointing of the optical axis to within one arc 
minute of the desired direction. The BST has a 5;gr$ minute 
half-cone angle, instantaneous field of view, whickcan be elec- 
tronically offset by ground commands in the range oif-4-90 min of 
arc about the original zero in both pitch and yaw. -%-en the BST 
acquires the star within its field of view, it sends a star 
presence signal to the BSTLU, which processes it d t h  the com- 
bined star tracker null signal received from the STSP. When 
both signals are present, the BSTLU switches within itself from 
the GST to the BST pitch and yaw error signals, which in turn are 
sent to the pitch and yaw fine wheel control loops. 

Coarse pointing - flight performance.- The coarse pointing 
mode met the 2-arc minute and 15-arc second jitter requirements 
as evidenced by Figures 18 and 19. 
gimbal error data vs. time. The BST was tracking-a star during 
this period, but the GST was controlling the spacmaft. The 
same conditions existed for the Figure 19 data. T_h_e_--BST data 
indicate that the apparent spacecraft motion is l m  than 3 arc 
seconds. These data include BST noise, which was not separate 

Figure 18 is e."- a plot - of GST 
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15 ARC SEC LINE 

a 

1 SET TIME=15 SECONDS 
Figure y8.? - Typical spacecraft holding variation 

. ..._ 
RE-ASSIGNMENT -. 

" C L  

Fig& - - -  19.- Spacecraft under GST control 
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I "  

from the data. The spacecraft motion is felt to 
arc seconds since the wheel speed of the momentum 
than 5 percent at this time with a 1 percent variation. 

than 3 
was less 
The 

gain of-the coarse loop is 26  Vac to the fine wheel motor for 20- 
arc second STSP error, Therefore, a spacecraft steady error of 
1 arc second with a fraction of 1-arc second jitter is probable. 

Figure 19 shows a dc shift in BST error when a gimbaled 
tracker is brgught into or removed from the star tracker loop 
control. This shift, which is approximately 30 to 45 arc seconds, 
is mainly due to tracker misalignment errors. A star tracker mis- 
alignment calibration procedure was conducted in space to reduce 
the errors to this magnitude. 

Star tracker misalignment calibration.- To meet the 1-arc 
minute pointing requirement under star tracker control, an 
in-orbit misalignment calibration of the star trackers was required. 
Launch vibration and thermal shifts caused the trackers to shift 
in the order of 3 arc minutes in both inner and outer gimbals. 
The calibration procedure to align the trackers is given in detail 
in reference 1. Since the trackers are two gimbal devices, there 
are four misalignment parameters: 

1. Rotation about the zenith position 
2. Rotation about the inner gimbal 
3 .  Rotation about the outer gimbal 
4. Inner gimbal null shift. 

By using trackers in pairs, the correct angl etween guide 
stars can be expressed in terms of measured gimba ngles and the 
misalignment parameters. Since the OAO-A2 opera 
sides of the spacecraft (A and B), a set of track 
numbers was acquired for operation on each side b 
bending motion of the spacecraft caused by thermal gradients. 

This procedure is extremely important to ass 
pointing and will be mandatory for OAO Flight 3 .  
ment (WEP) has +5-arc minute circular field of vi The Goddard 
Experiment Package (GEP), which will fly on Fligh 
2.5-arc minute field of view, The GEP will contr 
in the fine pointing mode. 

Star tracker - flight performance.- The follow2ng major areas 
of tracker performance were evaluated in flight: I ... 

1, High voltage performance 
I. 

2. Star magnitude recognition level 
3 .  Servo operation. 
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High voltage performance: One of t h e  major problems which 
occurred on OA9 F l i g h t  A - 1  w a s  tracker high vo l t age  a r c i n g  i n  
o r b i t .  An ambitious program w a s  i n i t i a t e d  after t h i s  f a i l u r e  
t o  redes ign  t t r a c k e r  high vo l t age  s e c t i o n  t o  ope ra t e  from sea 
level  p re s su r  To 
make t h e  900-Vdc system arc p roof ,  t h e  fol lowing changes t o  t h e  
t r a c k e r  w e r e  made: 

o 10'6 mm Hg without  high vo l t age  a rc ing .  

1. The base of t h e  photomul t ip l ie r  tube  housing t h e  
dynode resistors w a s  po t ted .  

2 .  The.;exposed t e rmina l s  on t h e  high vo l t age  c a p a c i t o r  
modare w e r e  po t ted .  .+." 

i g h  voltage transformer w a s  po t ted .  
4 .  A c t i r rent  l i m i t i n g  r e s i s t o r  w a s  added i n  series 

e anode lead .  
h vo l t age  w i r e  w a s  used. 

t e s t e d  on t h e  ground through t h e  p a r t i a l  p res -  
no evidence of a rc ing .  

high vol tage  w a s  turned-on i n  Orb i t s  26  t o  28. 
T h e  t w o  days of v e h i c l e  outgass ing  w a s  considered adequate t o  
a s su re  hard vacuum environment before  turn-on. N o  evidence of 
a r c i n g  o r  coron w a s  experienced dur ing  turn-on or  t o  da t e .  

- 
Sta r  magnitude recogni t ion  l e v e l :  A s tandard  procedure f o r  

s t a r  s imula tor  c a l i b r a t i o n  aiici photomul t ip l ie r  tube s p e c t r a l  res- 
ponse compensation w a s  developed by GSFC f o r  tracker c a l i b r a t i o n .  
This  procedure nvolves a l i g h t  source which i s  used as a s tan-  
dard of i r r a d i  ce and computer programs which r e l a t e  t h i s  s tan-  
dard source t o  rea l  s t a r s .  A de ta i led  d e s c r i p t i o n  of t h e  c a l i b r a -  
t i o n  i s  con ta in  d i n  r e fe rence  2 .  

< 

F l i g h t  data ind ica t ed  t h a t  t h e  guide s t a r s  always appeared 
b r i g h t e r  than  a n t i c i p a t e d  and by varying amounts from s t a r  t o  
star.  The de l t a s ,  from s t a r  t o  s t a r ,  vary f r o m  Ov16 t o  Ov55. 
Table I1 shows t h i s  v a r i a t i o n .  

Another observa t ion  which i s  n o t  f u l l y  understood i s  t h e  
apparent  loss of s e n s i t i v i t y  of t h e  t r a c k e r s  over  a per iod  of 
t i m e .  The s e n s i t i v i t y  dropped of f  r a p i d l y  i n  t h e  f i rs t  200 o r b i t s  
(OF21 and then a gradual  d e c l i n e  of 0905/month has been observed. 

The main cause of t h e  decrease i n  s e n s i t i v i t y  i s  f e l t  t o  be 
t h e  exposure of t h e  photomul t ip l ie r  t o  t h e  b r i g h t  ear th  before  
t h e  p r o t e c t i v e  s h u t t e r  closed. A cadmium s u l f i d e  earth sensor  
i s  mounted on t h e  shade of each tracker t o  sense t h e  b r i g h t  e a r t h  
and close a p r o t e c t i v e  s h u t t e r .  A s  t h e  t racker  impinges upon the  
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TABLE 11.- GUIDE STAR DATA 

Guide s-4 ST ST ST ST ST ST 
Star Type Mag. 1 2 3 4 -  5 6 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

A1 

FO 

A0 

B8 

B5 

B1 

32 

G8 

B1 

F5 

A7 

87 

B2 

A2 

35 

A1 

A0 

B7 

-.lo 

-.05 

.37 

e 37 

* 99 

* 10 0 .12 

.27 

50 

-1.45 

- .50 
0 -.16 -.lo -.lo 

.15 -.lo 

.40 

.42 

.30 

.70 

.75 

.75 

1.00 

1.35 

1.35 

1.40 

1.50 

I. 60 1.20 1,28 

1.80 1.45 

1.60 

1.00 

1.13 1-00 

-.12 -.27 

-.40 

-.05 

-.lo 

.75 

.25 .25 

.35 

-55 .75 

.95 1-00 1.00 

e 95 1.05 

1.20 

1.38 

1.60 1.47 
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TABLE 11.- (Concluded) 

Suide s-4 ST ST ST ST ST ST 
Star Type Mag. 1 2 3 4 5 6 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

34 

B1 1.80 

B1 .60 .25 

A0 1.70 1.45 
.. - 

B3 1.75 

wc7 1.65 1.15 
". - 

B9 1.80 

B3 1.80 

B5 1.90 1.60 
- 

A0 1.90 

B2 1.95 

B5 1.70 

B9 1.95 

K2 .80 

A3 1.30 

BO 1.05 

- 

. .. 

.70 

K5 1.85 1.55 
%. 

1.43 1.60 

1.48 

1.22 1.30 

1.10 1.10 

1,37 

1.26 1.45 1.50 1.37 

1.52 

1.33 1 . 4 0  1,42 1.33 

.55 1.80 

.50 .50 -35 .40 

.86 1.00 1.03 

.55 

1.62 1.62 1.42 
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e a r t h ,  t h e  s h u t t e r  closes. However, t h e  sensor i s  set  t o  a c t u a t e  
a t  8 deg It: 4 deg on an e a r t h  albedo of 0.3. The h igh  vo l t age  
te lemet ry  i n d i c a t e s  t h a t  s i g n i f i c a n t  anode c u r r e n t s  ( 1 . 6  p a )  are 
drawn before  t h e  s h u t t e r  c l o s e s  p o s s i b l y  causing degrading of t h e  
PMT. T e s t s  conducted a t  t h e  vendor have been inconclus ive .  

Servo ope ra t ion :  The t r a c k e r  s e rvos  w e r e  f i r s t  checked i n  
O r b i t  1 when t h e  t r a c k e r s  w e r e  decaged. All t r a c k e r s  performed 
normally . 

The amount of overshoot  of t h e  gimbaled s tar  t r a c k e r s  when 
commanded t o  new gimbal ang le s  i n  a we igh t l e s s  environment i s  of 
i n t e r e s t .  T o  determine t h e  amount of overshoot  t h e  fol lowing 
commands w e r e  i s sued  t o  t h e  t r a c k e r s :  

Max. Overshoot (Rounded Off t o  Nearest Minute o r  Degree) 

Gimbal Angle ST 4 ST 1 ST 2 
Change T e l .  Temp = -8" T e l .  Temp = -18" T e l .  Temp = 37" 

I G  OG - -  I G  OG - -  I G  OG - -  
5" 8' 6 '  12' 6 g  5'  11' 

10" 1 3 '  4 0 '  1 4 '  53' - 6 '  13' 

20°  20 3" 2"  4" 1" 30 

35 " 7"  loo 6" 11" 6" 8 O  
_. . 

I G  50" 13" -- 13" -- I_ 14" -- 
14" -._ 

.I 
OG 45" -- 15" -- 1 7 "  

I t  can be concluded t h a t  the average overshoot i s  approxima- 
t e l y  30 percen t  of t h e  change i n  commanded angles  of 30 deg o r  
more. Also, from t h e  d a t a  a v a i l a b l e ,  co lde r  t r a c k e r s  tend  t o  
overshoot more and t a k e  longer  t o  se t t le  o u t  than w a r m e r  t r a c k e r s .  
T h i s  agrees  w i t h  ground t e s t i n g  of t r a c k e r s .  

Tracker anomalies.- The t r a c k e r s  have e x h i b i t e d  s e v e r a l  
anomalies: 

1. Tracking b r i g h t  o b j e c t s  
2 .  Gimbal binding 
3. Outer gimbal command f a i l u r e  - t r a c k e r  3 .  

Tracking b r i g h t  o b j e c t s :  There has  been a number of l i g h t  
sources  tracked by t h e  t r a c k e r s  i n  a d d i t i o n  t o  guide stars, which 
have caused loss of coarse poin t ing .  Severa l  of t h e  f a l s e  stars 
w e r e  determined t o  be the Centaur v e h i c l e .  Howeverp t h e  ma jo r i ty  
of t h e  f a l s e  stars has n o t  been expla ined ,  There i s  approximately 

-114- 



1700 pieces of space “junk” in orbit which make many false stars. 
An inhibit circuit, which removes a tracker from the control loop 
if the gimbal error exceeded 4 2  arc minutes, is presently enabled. 
This circuitry aids greatly in maintaining tracker control; how- 
ever, it is not foolproof, since a one star tracker control situa- 
tion can result which is unstable. 
the 1000 orbit mark without losing control. 

The OAO has recently passed 

Gimbal binding: Three trackers have had gimbal-binding 
problems to date. Fortunately, each stuck gimbal has broken free 
upon exercising it and started working again. The dimensional 
tolerances on thermal covers, cable bundles, cable ties are very 
tight in the area of the tracker gimbals. Power scans of the 
gimbal position are made periodically as part of spacecraft check- 
out, but no precise cause has been established for the in-flight 
binding troubles. Gimbal bearings are presently being examined 
for galling or lubrication problems, but results to date are 
negative 

Tracker failure: Star Tracker 3 outer gimbal has become 
inoperative rendering the tracker useless. A line has opened 
between the phasolver and the DLU. The exact cause has not been 
determined to date. This reduces the available trackers to five, 
which puts added pressure on ground operations. 

Bore sighg--.tracker - flight performance.- The bore sight 
tracker has been used to align the gimbal star trackers to the 
experiment. Since the BST has offset capability, it can zero 
out any misal’2cjnment between it and the experimental optical 
axis. 

’ ,  1 

The BST can hold the spacecraft in pitch and yaw to 20 arc 
seconds when tracking a sixth magnitude star. Although the BST 
has been used to control the spacecraft, it is not part of the 
SCPS program. Since the BST can track 2000 stars, its star 
catalog was not made part of the ground system program. Table I11 
lists the stars the BST has acquired. 

The BST was turned ON during the fourth day of flight operations 
with no evidence of high voltage arcing or corona. 

The BST was not designed to operate over the partial pressures. 

”- 

Re-orientation or Slewing Mode 

Slewing o f  the spacecraft from one orientation to another is 
accomplished by use of the equipment shown in Figure 20. Succes- 
sive rotations are applied about each control axis by commanding 
a precise number of revolutions of each coarse momentum wheel in 
sequence. The stabilized coarse pointing mode serves as the 
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TABLE 111.- STARS ACQUIRED BY BST 

Santiago 

Santiago 

Santiago 

Orroral 

Orroral 

Rosman 

Madgar 

Madgar 

Santiago 

Santiago 

Santiago 

Orroral 

Qui to 

Rosman 

62 

63 

64 

69 

71 

568 

568 

570 

571 

572 

574 

576 

577 

847 

Beta Carinae 

Beta Carinae 

Beta Carinae 

Beta Carinae 

Gamma Vela 

Psi Eridanus 

Psi Eridanus 

Beta Orion 

Beta Orion 

Beta Orion 

Epsilon Lepus 

Epsilon Lepus 

S50896 

Eta Ursa Major 

1.67 

1.67 

1.67 

' 1.67 

1.82 

4.79 

4.79 

0.15 

0.15 

0.15 

3.19 

3.19 

6.9 

* . .  

' I "  1.86 

Orroral 847 Eta Ursa Major * 1.86 

Santiago 981 Sirius I -1.5 

Rosman 1204 Beta Orion 0.1 

Santiago 1206 Mu Lepus 3.3 

Rosman 1218 Upsilon Orion 4.6 

Rosman 1230 Theta2 Orion 5.1 

Rosman 1231 42 Orion 4.6 

Madgar 1231 HD3 7 - 3 5 6 6.2 

Santiago 1249 Delta Orion 2.2 

Santiago 1252 Beta Eridanus . 2.79 

Orroral 2156 S36285 6.35 
~ . .  
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TABLE 111.-(Continued) 

Madgar 

R o s m a n  

Madgar 

S a n t i a g o  

Orroral 

R o s m a n  

Madgar 

Rosman 

Madgar 

Qui  t o  

Santiago 

Madgar 

Madgar 

S a n t i a g o  

Orroral 

Orrora1 

Rosman 

Rosman 

Madgar 

Rosman 

R o s m a n  

R o s m a n  

Rosman 

Orroral 

Rosman 

1257  

1 2 5 8  

1 2 5 8  

1 2 6 5  

1 2 7 0  

1272  

1 2 7 2  

1 2 7 3  

1 2 7 3  

1276  

1279  

1 2 8 8  

1289  

1 2 9 4  

1296  

1 2 9 7  

1 2 9 9  

1 3 0 1  

1 6 0 2  

1 6 1 0  

1652  

1 6 5 3  

1667  

1 6 6 8  

1682  

5 3 6 2 8 5  

S36430 

S36430 

S35299 

O m e g a  Orion 

A l p h a  O r i o n  

A l p h a  Or ion  

A l p h a  Orion 

A l p h a  Orion 

534989 

S34989 

S35600 

S35600 

Theta  Auriga 

Alpha Auriga 

A l p h a  Aur iga  

A l p h a  Auriga 

Alpha Aur iga  

Mars 

T a u  S c o r p i u s  

Mu S e r p e n s  

Mu S e r p e n s  

Gamma Hercules  

Gamma Hercules  

Alpha C r a b  

6 . 3 5  

6 * 2 4  

6.24 

5 . 7  

4 .52  

0 .8  

0 , 8  

0 . 8  

0 . 8  

5.8 

5.8 

5 . 7  

5 . 7  

2 , 6 5  

0 . 1  

0-1 

0 . 1  

0 - 1  

2 - 8  

3 * 5 3  

3.53 

J 3.76 

3 , 7 6  

2 .27  
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”. 

, .  
TABLE 111. - ( C o n t i n u e d )  

Orroral 

R o s m a n  

Madgar 

Quito 

Rosman 

Rosman 

Q u i t o  

Rosman 

Qui to  

Rosman 

Rosman 

Rosman 

Madgar 

Madgar 

Rosman 

Rosman 

Madgar 

Rosman 

Santiago 

Santiago 

Orroral  

Q u i t o  

Santiago 

Orroral 

Madgar 

1 6 8 2  

1 6 8 4  

1 6 8 6  

1 6 9 2  

1 6 9 5  

1 6 9 6  

1 7 0 6  

1 7 0 8  

1 7 1 0  

1 7 1 1  

1 7 1 2  

1 7 1 3  

1 7 1 4  

1 7 1 5  

1 7 2 3  

1 7 2 5  

1 7 2 9  

1 7 3 9  

1 7 4 3  

1 7 4 4  

1 7 4 8  

1 7 4 8  

1 7 6 1  

1 7 7 7  

1785 

A l p h a  C r a b  

A l p h a  B o o t e s  

Zeta B o o t e s  

A l p h a  Serpens 

E p s i l o n  Serpens 

E p s i l o n  Serpens 

Zeta Ophiuchus 

1 4 2 8 8 3  

142184  

142184  

1 4 2 1 6 5  

1 4 2 1 6 5  

142290  

13  S c o r p i u s  

Mars 

C h i  Ophiuchus 

C h i  L u p u s  

Mu N o r m a  

Mu 1 Scorpius 

148688  

152236  

152236  

150989  

P i  Lupus  

1 3 5 5 9 1  
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. .  
2.27 

.06 

3.78 

2 - 6 5  

3 . 7  

3.7 

2 .57  

5 .84  

5.4 

5.4 

5 . 4 1  

5 . 4 1  

5.44 

4 .58  

4 . 4 3  

3 .94  

4.90 

3.02 

5 . 3 2  

4.74 

4. .74 

5.55 

3 . 8 8  

5 . 4 3  



TABLE 111.-(Concluded) 

Orroral 1791 Alpha Lupus 2.29 

Qui to 1791 Alpha Lupus 2.29 

Rosman 1793 Eta Centaurus 2.30 

Madgar ~ 1794 Eta Centaurus 2.30 

Rosman 1796 Psi Centaurus 4.04 

Quito 1798 Theta Centaurus 2.05 

Quito 

Santiago 

Quito 

Santiago 

Orroral 

Santiago 

Rosman 

Rosman 

Rosman 

Rosman 

Quito 

1799 

1803 

1804 

2325 

2330 

2336 

3094 

3109 

3110 

3111 

3423 

Theta Centaurus 

Beta Centaurus 

Beta Centaurus 

Alpha Virgo 

3C273 

Beta Leo 

Beta Crux 

Gamma Vela 

Gamma Vela 

Gamma Vela 

Eta Auriga 

Santiago 3424 Eta Auriga 

Santiago 3426 Beta Tau 

2.05 

.61 

.61 

.96 

2.13 

1.26 

1.82 

1.82 

1.82 

3.2 

3.2 

1.9 
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Figure 20.- Re-orientation 

initial attitude reference from which the required number of 
revolutions of each wheel is computed on the ground. The Ob- 
servatory rotates through a precise angle and is caused to stop 
by braking the wheel to an absolute stop. The star trackers 
track their guide stars during this operation. Prior to slew, 
those star trackers that would approach their gimbal limits are 
commanded to transfer to another preselected guide star. The 
star tracker gimbal angles corresponding to the Observatory atti- 
tude at the end of each slew are computed on the ground and trans- 
mitted to the Observatory. Following each axis of slew the con- 
trol system restabilized in the coarse pointing mode by comparing 
the actual star tracker gimbal angles to the commanded values to 
derive pitch, yaw, and roll attitude error signals. The coarse 
wheels are capable of open loop slewing of the Observatory through 
2 deg in 40 sec and 30 deg in 250 sec for 1800-slug/ft2 vehicle. 
During slews, the fine wheels are disabled, The wheels are un- 
loaded before slewing to reduce the momentum added to the vehicle 
due to wheel rundown. The unloading of the fine wheels is 
accomplished by two methods (Figure 21): 

1. Pneumatic unloading 
2. Magnetic unloading. 

In pneumatic unloading,the fine wheels are unloaded automatical- 
ly by the low-thrust gas-reaction jet equipment if the wheel speed 
exceeds 75 percent of no-load speed for all modes except roll search 
where automatic unloading occurs at 40 percent of no-load speed. 
The ground commands, permission to unload - 5 percent and permis- 
sion to unload - 40 percent, cause the fine wheels to be unloaded 
if the wheel has reached or exceeded 5 or 40 percent of no-load 
speed at the time the command is executed. The low thrust jets 
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Figure 21.- Momentum dumping 

accomplish unloading by applying torques on the Observatory of 
sufficient magnitude and appropriate direction to reduce the fine 
wheel speeds to less than 8 percent of the no-load speed. 

In magnetic unloading,the fine wheels are unloaded continuous- 
ly by the magnetic unloading equipment as a function of wheel 
speed and attitude error. The MUS consists of three basic compo- 
nents : 

1. Three magnetometers - sense a component of earth's 
field. 

2 .  Signal processor - performs algebraic summation of 
magnetometer outputs and the FW&JC signals. 

3 .  Three torquer bars - generate the magnetic field 
proportional to drive currents. 

The magnetic unloading equipment receives signals from the 
FWJC's and magnetometers which are processed into drive signals 
for its magnetic torquer coils. The fields produced by the 
torquer coils interact with the earth's magnetic field to produce 
the torque necessary for unloading. The system can generate 
10,000 cgs units, which is equivalent to 3000 dyn-cm of torque 
when reacting with an earth field of 0.3 gauss at 500 miles. 

Re-orientation mode - flight performance.- Figure 22 gives 
a comparison of predicted and actual slew angles versus space- 
craft slew time plus settling time. The curves show that the 
settling time can be reduced by turning the MUS off during slew. 
This fact exists since, when the fine wheels are disabled, the 
FWsrJC signal to the MUS is opened circuited and the MUS saturated 
generates a disturbance torque which fights the slew. This causes 
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Figure 22,- Open loop settling time curve 
(125% wheel speeds) 

I 
35 

a larger angle error after slew to settle from under tracker con- 
trol. The coarse wheel torque and no-load wheel speed have been 
termed to be nominal, 

The predicted settling time with the Inertial Reference Unit 
(IRU) controlling the spacecraft during a close loop slew is 
shown to emphasize the vast improved settling time that will be 
realized on OAO Flight 3 ,  

MUS - flight performancel- The magnetic unloading system has 
kept the fine wheel speeds below 20 percent when it is operated. 
The OAO slew sequence contained 5 percent unload commands on all 
three axes before slew, This requirement was necessary to mini- 
mize errors at the end of slew due to fine wheel rundown during 
the slew. With the MUS ON, the requirement is deleted since the 
wheel speeds are kept low throughout the orbit. 

to magnetic, gravity gradient, solar pressures, and drag are 
approximately 700 to 1000 dyn-crn (average). The MUS has a 
3000-dyn-cm torque capability, 

The disturbance torques observed at the 500-mile orbit due 

Jet unloading performance-- The low thrust jets unload the 
wheels when the wheel speed exceeds 75 percent. The control tor- 
que of the pitch and yaw jets is 060089 ft-lb and roll torque is 

-122- 



,0064 ft-lb. Flight data indicate that pitch and yaw unloading 
torques are nominal; however, the roll torque is reduced by 50 
percent. After extensive analysis, it was determined that the 
roll jet is impinging on the solar paddle causing the reduction 
in torque. The problem is not severe since the MUS system has 
eliminated the need for gas unloading. 

Pneumatics.- The pneumatics system consists of eight tanks, 
each holding 8 lb of dry nitrogen at a pressure of 3250 psi. 
The tanks are connected through a common manifold and are filled 
through a single check valve. There is a primary and secondary 
system with individual control through two latch valves. The 
high thrust jets are redundant, while there is only one set of 
low thrust jets. The 3250 psi pressure is lowered to 38 psi 
through a pressure regulator. The low thrust system is regulated 
to 5 psi. A schematic of the system is shown in Figure 23. The 
pneumatic system has operated normally through the flight except 
for the roll jet impingement problem. The system is presently 
setting at 1500 psi with 34 lb of gas. 

Fine Pointing Mode 

The fine pointing mode is defined as switching from tracker 
control to an optical experiment sensor and controlling the space- 
craft pitch and yaw axis by the sensor outputs. The Wisconsin 
Experiment Package (WEP) does not have a fine guidance sensor 
since the coarse pointing accuracy of 1 arc minute was adequate. 
The GEP experiment will point the pitch and yaw axes to within 
1 arc second for bright stars. The Princeton Experiment Package 
(PEP) will point the Flight 4 OAO vehicle to within 0.1 arc 
second. 

ACKNOWLEDGEMENT 

Without the Goddard-Grumman Aerospace team which integrated, 
tested, and operates the OAO-A2 in orbit, this paper could not 
have been written concerning a successful OAO flight. The state- 
ment "A job well done" is extended to all the participants. 

REFERENCES 

1. des Jardins, R,: "In-orbit Star Tracker Misalignment Estima- 
tion on the OAO." X-542-69-418, September 1969. 

2 .  Draper, Lawrence T.: "Star Tracker Calibration." 
NASA-TND-4594, June 1968. 

-123- 



: .............. : _ ......,..... L.. ....... : i .............. i I 
I -. ............................................. I 
I 

z 
W 
I- v) 

> v) 

> 
a 
a z a n 

I I 

2 -  
I I 

.............................. 

-124- 



3. General Electric Company: "OAO Flight €3 Mod. Stabilization 
and Control Subsystem and Component Design Requirements." 
July 1967. 

4. Grumman Aerospace Corporation: "OAO-A2 Thirty-Day Evaluation 

5. Davenport, Paul: ''QAO-A2 Guide Stall List." Memorandum, 

Report. I' April 1969. 

August 1968. 

-125- 





Jet Propulsion Laboratory 1. 

SUMMARY 

Preliminary results are presented from the application of the 
hybrid coordinate method to modeling TOPS (Thermoelectric Outer 
Planet Spacecraft) structural dynamics. Included are computer 
simulated responses of the vehicle which illustrate the inter- 
action of relatively flexible appendages with an autopilot con- 
trol system. 

Comparisons are made between simplified single-axis models 
of the control loop, with spacecraft flexibility represented by 
hinged rigid bodies, and a very detailed three-axis spacecraft 
model whose flexible portions are described by modal coordinates. 
While single-axis system, root loci provided reasonable qualita- 
tive indications of stability margins in this case, they were 
quantitatively optimistic when matched against responses of the 
detailed model. 

The hybrid coordinate approach promises to be valuable for 
TOPS attitude control studies, since it accommodates any type of 
control mechanism on the rigid portion of the vehicle, e.g. 
momentum wheels, provided the rigid body motion is "small" (or 
is a constant rate rotation) and flexible appendage deformations 
are linearly elastic and "small." 

Computer simulations showed the necessity for at Jeast a 
2 to 1 reduction in nominal control loop gain in order to avoid 
instabilities, particularly in yaw, due to significant flexible 
appendage interaction. 

TOPS AUTOPILOT 

The Thermoelectric Outer Planet Spacecraft (TOPS), as 
presently configured (see Figure l), consists of (1) a central 
compartment, containing various electronic equipment, which is 
assumed to be quite rigid, ( 2 )  a pair of large, relatively 
flexible, boom-like structures which fold out on opposite sides 
of the equipment compartment carrying radioisotope generators 
and scientific instruments, ( 3 )  a large diameter (14 ft), deploy- 
able parabolic antenna, which is also quite flexible, and ( 4 )  a 
pair of very flexible magnetometer booms telescoping out approxi- 
mately 10 ft from the central compartment. 
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During cruise or attitude maneuver periods, the proposed 
control is a 3-axis momentum wheel system using gas jets to 
periodically desaturate the wheels. 
thrust periods, a 25-to 100-lb thrust gimbaled engine is used to 
provide attitude stability about the pitch and yaw axes, while 
roll disturbances, due largely to exhaust gas swirl torque, are 
countered by the cruise wheel system. 

Initial design study phases of the TOPS mission have 
attempted to determine the feasibility of using a particular 
gimbaled-engine autopilot control system originally designed for 
a Mars-orbiter type spacecraft*(ref. 1). Figure 2 shows a 
linearized and simplified single axis version of the autopilot 
loop. While the blocks defining gyro and gimbal servo character- 
istics are reasonably fixed, the autopilot compensation block 
(expanded in Figure 3) and total loop gain are relatively free 
for accommodating particular spacecraft configurations and 
associated performance requirements, although they may or may not 
be effective in this. 

During trajectory correction 

SIMPLIFIED DYNAMIC ANALYSIS AND ROOT LOCUS STUDIES 

In order to obtain some initial qualitative indication of 
the effects of vehicle flexibility on control system performance, 
a simple analytical model was devised under the assumption that 
flexibility could be approximated by hinged rigid bodies. Equa- 
tions of motion for such models are usually derived from the 
Lagrangian formulation. The energy expressions are assembled, 
including the effects of discrete springs and dampers at the 
hinges, and differentiated, producing the desired relations. 
However, identical equations will be derived here by using the 
general result of Hooker and Margulies (ref. 2) for a system of 
interconnected rigid bodies, 

The "barycenter formulation" of .,Hooker-Margulies is based 
on the general vector equation: 

* * 
' + W  X T Y s j + b n n x G  

jsJ 'n "%I  -n -n , I  

* -  

+ b x (F. + & .  ) (1) -ni -1 --In ifn 

where : 

m. 2 1 
-nn m b = - -  

i-ni ifn 
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? 

N 
1 

m 
N = no. of rigid bodies in the system 
R = vector from c,m, of body n to the hinge -ni 

= total mass of the system = 2: mi 

connecting n to body i 
b -n i = knn + Lni 
J = set of labels of bodies directly connected 

En, 5 = vector forces and torques externally applied 

T = torques transmitted to body n through hinges -n j 

'n w 
n 

to body n 

to body n 

connecting n to bodies j * 
= augmented inertia dyadic of body n 
= angular velocity vector of body n 

The definition of the barycenter vectors, b, in terms of weighted 
sums of the - E's, results in the relatively-simple form of (1). 

effects of boom-like appendages on TOPS is shown in Figure 4 .  
A simple rigid body system chosen to approximate the dynamic 

Figure 4.- Simplified rigid-body model 
of spacecraft boom dynamics 
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Applying equation (1) to each of the three rigid bodies results 
in : 

*. * @p2 + w x Q2 g2 = ;21 + Q21 x El -2 

. 
x F  @3 ~3 + E?: x 2.3 - T.31 + b31 - * * 

-1 

where : 

(3) 

Assuming small rotations about the hinges (in a direction 
parallel to Yl), small w ' 5  (50 that second order terms in w are 
dropped), approximatelycollinear body-fixed vector bases Xn 
each body, and rotation only in the x-z plane, vector Eqs. (21, 
(3), and ( 4 )  are linearized and reduced to the scalar equations: 

. . 
@lYYW1Y = T  lY + T  12Y + T  13Y - bllxFlz + m[b12xb21xw2y 

+ b13xb31xw3y - 1  
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* 0 

@2YYW2Y = T  2 lY - b21xFlz + m[b21xb12xwly + b23xb32xw3y * I  

0 - 
@3YYW3Y = T  31Y - b31xFlz + m[b31xb13xwly + b32xb23xw2y1 

. 
By expressing the hinge reaction torques along Y1 by: 

0 . 
- -  = k (0 - 01) + d2 (02 - 01) - T  2lY 2 2  12Y 

T 

= - T  = k ( 0  - 01) + d3 'Q, - 6,) 13Y 3lY 3 3  T 

and Laplace-transforming the scalar differential equations, the 
transfer functions 0 (s)/T (s )  may be obtained as: Y 1Y 

2 
S 

or 

1 

('3yy + B13 i- B23)  
2 
B23 ( s  @3yy + sd3 + k3) 

6 ( s )  N4s 4 + N3s3 + N2s2 + N1s + No * = s 2 ( D 4 S 4  + D3S 3 + D2S2 + DIS + Do) 
lY 

where : 
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2 2 2 
B12 = - mb12xb21x Cp 1YY lYY + mlbllx + m2b12x + m3b13x = I  

2 2 2 
B13 = - mb13xb31x $2YY 2YY + mlb21x + m2b22x + m3b23x = I  

mb2 3xb32x @3YY = I  3YY + mlb231x + m2b52x + m3b:3x 
I -  

B2 3 

It mav be verified that the coefficient values for numerator' 
and denominator polynominals are as follows: 

- 2 
N4 - %YY93YY - B23 

N3 - '2yyd3 + $ 3 ~ ~ ~ 2  

N2 - '2yyk3 + '3yy 2 

- 

- k + d2d3 

N1 = d2k3 + d3k2 

No = k2k3 

2 2 
D4 - - @lYY42YYCp3YY - B12@3yy - B13Cp2yy + 2B12B13B23 

D3 - - %yy+2yy + @2YYCp3YY + 2B13'2yy - 2B12B23 Id 2 
B12 - B23 3 

+ (Cplyy43yy + Cp2YYCp3YY + 2B 12 Cp 3YY 2B13B23 - B13 - B23'd2 
2 

- + 2B Cp - 2B12B23 - B12 - B23 3 

2 2 

)k D2 - (@lyy@2yy + @2YYCp3YY 

+ %yy43yy + 42YYCp3YY 

13 2YY 

12 3YY 
- 2B B - B13 - B23)k2 2 

13 23 + 2B Cp 

+ (%yy + 42yy + @3YY 2B12 2B13 2B23 Id 2 d 3 

+ 2B13 + 2B23) (d2k3 d3k2) + 2B12 Dl - (%yy + 42yy + 43yy 

Do = %yy + 42yy + +3yy 

- 

+ 2B12 + 2B13 + 2B23)k2k3 
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It is apparent that if the term 

- + 2B12 + 2B13 + 2B23 
IT - @,YY + +2YY + +3YY 

is factored out of the denominator, the dc or Bode gain of the 
ratio of polynomials is unity. The value, IT, happens to be the 
y-axis moment of inertia of the entire system about its center 
of mass. 

An initial look at the science instrumentation and RTG boom 
structbres provided the following numerical result, where rota- 
tions are now assumed about the XI axis only and the relations 
developed above are used with appropriate substitutions: 

m = 25.6 slugs,m2 = 8.72 sfugs,m3 = 5.4 slugs 

m = 39.72 slugs 

1 

= 1.97 ft p2 
2 I1 = 235.6 slug-ft 

2 I2 62.4 slug-ft 

2 I3 = 61.2 slug-ft 

= 1.92 ft 

r = 7.53 ft 

= 6.89 ft 

p 3  

2 

‘3 

Thus : 

= 288.180 B12 = 118.095 @lxx 

= 448.286 42xx 

, =  282.698 + 3xx 

B13 = 77.815 

B23 = 61.506 

Given also are the natural frequencies of vibration and 
damping for bodies 2 and 3 about their respective connecting 
hinges (assuming body 1 is fixed in inertial space): 

w2 = 2 IT (4.2) rad/sec 62 = .005 

w = 2 IT (7.1) rad/sec 63 = .005 3 
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so that 
.. 

I 0 + d2e2 + k2 = 0 E2 2 
.. 

I 0 + d38, + k3 = 0 E3 3 . e-+* , - Ilr 
The values of k 
tions above: 

k3, d2, and d3 are then computed from the rela- 2' 

5 k2 = 3.8778 (10 ) ft-lb/rad, d2 = 146.944 ft-lb/rad/sec 

k3 = 6.3196 (lo5) ft-lb/rad, d3 = 141.661 ft-lb/rad/sec 

As a result, the polynomial coefficients can be comp-uted to give: 

2 IT = 1534. slug-ft 

1 

N4 = 1.2294657 

1 

N3 = 1.0504542 

t 

N2 = 3929.4427 

I 

N1 = 1465.0603 

I 

D4 = .20204821, 

D; = .51577439' - -  - 

D2 = 1855.055Rr 

r -  

1 

1 

D1 = 1465.060:3 

1 1 6 Do = 2.450614 (10 ) 6 No = 2.450614 (10 ) 

Pole and zero locations of an autopilot control loop incor- 
porating the structural transfer function just deriyed-are given 
in Figure 5. Included are pairs of complex poles representing 
gyro dynamics and gimbaled motor actuator dynamics, a real zero 
from the gyro response, and a real filter pole. The' autopilot 
presented here is taken directly from the Mariner '71 design. A 
computer program was used to generate a root locus diagram of 
the system, and the result is given in Figure 6. TKe accompanying 
gain locus of Figure 7 indicates a Bode gain of about 6.8 at the 
crossover point of the lower locus into the right-half plane. 
Meanwhile the lowest structural pole (at -.265 f j40) does not 
enter the instability region until a Bode gain of about 48 has 
been reached. 

_-  
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J J 

10 OPEN LOOP POLES 
REAL IMAGINARY ORDER 

AUTOPILOT- -9.0000E 00 
-8.8000E 00 
-8.8000E 00 
-3.0800E 01 
-3.0800E 01 

.. 0.0000E-39 
-1.0116E 00 
-1.0116E 00 
-2.6475E-01 - 2.647 5 E - 01 

GYRO [ 
a * \  I L I 

I. n * 

0.0000E-399 1 
1.4200E 01 1 ]GIMBAL SERVO -1.4200E 01 

-8.2400E 01 1 -  
8.2400E 01 1 
O.OOOOE -39 2-RlGlD BODY 

STRUCTURE (RTG AND 
SCIENCE BOOMS) 

-8.7058E 01 

-4.0000E 01 
8.7058E 01 

4.0000E 01 

..-. .a. ,-a- _. * 5 OPEN LOOP ZERO(S) 

REAL IMAGINARY ORDER 

GYRO-, -5.6500E-01 0.0000E-39 1 

STRUCTURE ll 1 

- 2.71 61 E-01 

-1.5 5 59E -01 

-4.8439E 01 

-2.9146E 01 
-2.7161E-01 4.8439E 01 

-1.5 5 59E-01 2.9146E 01 

Figure -5.- Gimbaled autopilot open loop root locations 

In thee.*same manner, one can look at the autopilot system 
about the y-axis, where magnetometer boom bending enters quite 
significantly. In this case, the large science and RTG struc- 
tures are zssumed to be virtually rigid (torsionally stiff) an 
simply become a part of the rigid central body. 

Structural data for this configuration are as follows: 

m = .183 slugs ml = 39.35 slugs 
2 : :- 

m = .183 slugs m = 39.72 slugs 
3 -  

=193.7 slug-ft 2 I1 * u  

I2 E 17. slug-ft 

p 2  = 1.1 ft 

p3 = 1.1 ft 2 I V  L 

2 - 1  I , 

r = 19.4 ft 2 .-- ... 
2 *=--f7. slug-ft I3 r-. - I  

a TI  
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. 

= 2 IT (.52) rad/sec h 2  = .005 w2 

w3 = 2 IT (.57) radjsec h 3  = ,005 

As a result, the corresponding boom stiffness and damping 
factors may be computed as before: 

k2 = 1002.38 ft-lb/rad d2 = 3.06795 ft-lb/rad/sec 
_I. 

k3 = 1204.41 ft-lb/rad d3 = 3.36295 ft-lb/rad/sec 

Additional constraints required are: 

2 2 = 194.14286 Slug-ft B12 = 3.90523 SlUg-ft 
+ l Y Y  

2 , B13 = 3.90523 Slug-ft 2 = 85.5564 slug-ft 
42YY 

2 , B23 = .31732 slug-ft 2 = 85.5564 slug-ft 
+ 3YY 

Factoring out the new IT = 381.5 slug-ft2 from the denominator 
and factoring lo3 from both numerator and denominator results in: 

1 

N4 = 7.319797 
___ 

I 

N3 = .550204.7 
- _- 

I 

N; = 188.8153 - 
1 

N1 = 7.066-02-35 

1 

D4 = 3.718233 

D3 = .4143499 
1 

I 

D2 = 142.1963 

D1 = 7.0660235 
1 

1 I 

N o  = 1207.2765 Do = 1207.2765 

A root locus diagram of the autopilot discussed above and 
incorporating the-slew y-axis dynamics is shown in Figure 8. The 
loci for this case are significantly different in character due 
to the nearness of the structural poles and zeros to the origin. 
The structural pole now crosses into the right-half plane at a 
gain of about 2.6 (see Figure 9). 
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Finally, one can compare the autopilot loop for the rigid 
body (neglecting appendage vibrations) to the results above, 
Figure 10 is a root locus of the system minus the effect of 
bending members on the spacecraft, Gain crossover occurs at 
6.3 (see Figure 11) with the main locus exhibiting almost the 
same appearance as ifi the case for relatively large but stiff 
appendages. Apparently then, from this crude first look at the 
effect of flexible membersp the autopilot's critical gain is 
reduced by a factor of about 2.5 when the influence of fhe low- 
frequency magnetometer booms is included, but not significantly 
affected by the relatively stiff RTG and science instrumentation 
appendages, TK"e major influence is felt by yaw since its total 
inertia is small: compared to pitch (or roll) and therefore has 
a greater perc&tage of that inertia contributed by flexible 
members e - _  - . 

HYBRID COORDINATE MODEL - - -  
A great deal of experience and capability has been developed 

in the analysis of flexible structures using modal deformation 
coordinates, and they have long been efficiently applied to 
aircraft, missiles, and spacecraft as well. From the control 
standpoint, however, a strictly modal coordinate approach is 
not capable of accommodating rotors, nonlinear internal controls, 
discrete dampers, etc, At the same time, the opposite approach 
of modeling the system as a large collection of rigid bodies 
appears to be extremely cumbersome, Computer solutions to the 
resulting equations may be forced to include irrelevant high- 
frequency components, drastically increasing run times and 
therefore cost. Typically, the solution of large matrix equa- 
tions is also required at each numerical integration step, 
aggravating even further the computational problem. 

Recently, Likins (refs, 3 ,  5) has developed in detail a 
"hyhid coordinate" - approach to the vehicle control problem 
when flexible appendages are involved. It is based on the 
assumption that:flexible portions of the craft may be accurately 
characterized b i  small, linearly elastic deformations and are 
therefore subje2-t to modal analysis. Furthermore, if the flexible 
appendages are Gk-tached to a rigid base which undergoes small 
motions or whichhas nearly constant angular velocity, normal 
modes of vibra-txon can be shown to exist. Discrete coordinates 
are retained fdr describing the rigid base motion or the motion 
of other essentially rigid components, such as gimbaled engines, 
rotors, discrete dampers, and the like. 

For example, if the spacecraft's rigid bus is assumed to 
experience a sufficiently small inertial angular velocity, so 
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that second-degree terms and higher derivatives in this variable 
are negligible, the completely linearized matrix equation des- 
cribing the flexible appendage becomes - .- . 

where : 

M 

m 
q 
K 
X 

e 

R 

0 
E 
CE 
A 

. 1  

mass matrix of the flexible appendage 13nx3n) 
(n is the number of point masses used to model 
e appendage) 
tal vehicle mass (scalar) 
-1umn matrix deformation coordinates (3nxl) 

appendage stiffness matrix (3nx3n) 
inertial position of the system center of 
mzss (3x1) 
position of system mass center with respect to 
*-point fixed in rigid base (bus), not including 
'fzexible appendage contributions (3x1) 
location of appendage attachment point in 
rigid base (3x1) 
skew symmetric matrices locating masses in the 
flexible appendage (3nx3n, 3x3) 
inertial attitude of rigid base body (3x1) 
identity matrix, any order 
matrix [EEE.. .E]T, (31x3) 
matrix of external forces applied to appendage 
(3nxl) . 

If in Eq.  (5) the transformation q = @T-I is substituted 
followed by a premultiplication of the equation by @T, where 
@ is the matrix of eigenvectors of the homogeneous equation, the 
coefficient matrices of q,?j are diagonalized. Suitable normali- 
zation of the eigenvectors and insertion of a diagonal structural 
damping matrix,results in 

-143- 
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Equation 6 may then be reduced in dimension !($':.s are 
uncoupled) to eliminate those modal coordinates Qwkth I -... unwanted 
high frequencies. 

In addition to appendage Eq. (6), a vector equation , I ."  of 
motion can beewritten for the entire vehicle from-ghe basic 

_ _  * relation T - = - H, which in matrix form becomes - 
. -  

T T-. e - - -  .. 
[I - IwE]@ + (fix, + CEr)M @ 5 = T -- T - OIw@y-- . -. 

. . , a .  where : 

I = total undeformed vehicle inertia matrik (3x3) 
= spin-axis moment of inertia for each of 3 identical 

momentum wheels whose spin axes are pakallel to the 
reference axes (scalar) 

=W 

T = [T T T ITf momentum wheel applied tormes 
6 = [6142$3~T1 momentum wheel spin rates 
T = matrix or torques applied to rigid bage "(3x1). 

1 . 2 . 3  

For the case of the TOPS autopilot, e and its-derivatives 
were considered small, external forces ( A )  were not applied to 
the flexible appendages, and the momentum wheel system was 
assumed temporarily inoperative, Equations (6) a ~ d , :  .(7) 
could then be written in combined matrix form as:. _.*,.. 

[:' I ~T-l E - 2  -T - @ M C E F  - 
* 

where the relation X = F/m is used; F = matrix of-force components -T applied to rigid vehicle,3xl; A = - @ M(CER 9 r C E . ) . B r N  x 3:  and 
the over bar indicates the result of modal truncation. 

- 

. . .. I 
The implementation of Eq. ( 8 )  for a computer, simulation 

program requires first obtaining the torque vector:&s a function 
of the 8 matrix vector and in terms of the vehicle-geometry. This 
is rather straight-forward, requiring a reproduction.of essential- 
ly the feedback branch of Figure 2 for both pitch and yaw and 
the addition of a simple bang-bang controller with aerived-rate 
feedback for roll. Torque components are formed considering 
the gimbal mounting geometry, misalignments, and Center of 
mass location. Location of the vehicless center of mass will 
of course be affected by flexible appendage deformations and these 
were included in the program by the addition of the term: -CT !!T 7 

E m  



to the nominal cam. location of the undeformed vehicle. Reaction 
torques on the’rigid portion of the spacecraft due to the girnbaled 
engine were not taken into account, i.e., the engine was assumed 
to be massless. 

-25.75 

then to obtain from the structural analyst speci- 
fic values forxhe A and @TMMCE matrices, to appropriately trun- 
cate these after an examination of the modal frequencies, and to 
incorporate the result in the computer program. For example, 
Table I lists part of the structural data obtained from a hybrid 
coordinate model of the TOPS configuration shown in Figure 1. 
The discrete mass model (point masses) also provides the total 
undeformed vehicle’s inertia matrix which is given below: 

r .-1139. -1.694 -2.041 1 
2 , slug-ft I =  347.9 

L -2.041 -25.75 1264. J 

Also, m = 38.54 slugs. . . .  

RBSULTS - ~~ OF THE THREE-AXIS SIMULATIONS 
_ .  

Truncation of the modal information given in Table I 
resulted in the”retention of modes 1 through 5, including the 
effects of an antenna torsion mode of vibration characterized 
by the frequency at 1.16 yz .  On the basis of the root locus 
information for the relatively high frequency RTG and science 
instrumentation booms, some justification can be made to ignore 
modal frequencies above 5 Hz since they showed little effect on 
autopilot stabi-lity. The mode at 3.85 Hz is somewhat border- 
line until simulation run times with and without the 6th mode 
are compared. Computer integration speed is slowed by a factor 
of about 5 if this mode is retained, and it was not considered 
a significant loss  in model accuracy to retain only 5 modes. 

. _ “  

Control nonlinearities which were included as part of the 
detailed, three-axis computer simulation are (1) the controlled 
saturation buiLt.into the autopilot compensation (Figure 3); (2) 
gimbal, servo-drive amplifier, voltage saturation; and ( 3 )  the 
roll-axis, bang.-bang control system. 

Figures 12 through 27 illustrate the kind of vehicle 
responses from. which striking comparisons can be made between 
a rigid idealization of the TOPS vehicle and a detailed struc- 
tural model of its flexibility. Four variables are plotted 

I, 
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which give some idea of the vehicle response under the condi- 
tions of: (1) completely rigid spacecraft with autopilot loop 

f 7 dB (Figures 12  through 15), (2 )  flexible craft 
7 dB-loop gain in both pitch and yaw axes (Figures 

16 through 19), ( 3 )  rigid craft with loop gain lowered ta 0 dB 
(Figures 20 through 2 3 ) ,  and (4) flexible craft with 0-dB gain 
(Figures 24 through 2 7 ) .  In all cases, the transient disturbance 
is due to a c.m. offset in the x direction of .02 ft. 

The flexible spacecraft with 7-dB loop gain in pitch and 
yaw is seen to be unstable (yaw-gimbal, servo-drive amplifier 
is saturat,ed, limiting the output gimbal angle), although the 
rigid body root loci and Bode design efforts resulted in choosing 
7 dB as the nominal gain design point. Actually, the pitch loop 
would remain stable at 7 dB provided the yaw gain was reduced. 
A gain of 1 ( 0  dB) seems to provide satisfactory response, 
although the stability margin is low. 

CONCLUSIONS 

A practical application of the hybrid coordinate approach 
to flexible vehicle dynamic modeling has been demonstrated with 
respect to the TOPS configuration. Thus far its value has been 

a-reasonably precise tool for testing flexible body 
stem designs. Although a moderate amount of detailed 

work must.be carried out by structural analysts, computer 
implementation of the hybrid coordinate system of equations is 
simple and straightforward. The attitude control analyst is 
provided with explicit access to the rigid central body which is 
generally the object of his efforts. As a result, any type 
of controller may be attached to this body so long as the rigid 
body's motion may be reasonably considered small. 

Not unexpectedly, results of the detailed 3-axis simulations 
show significantly 1 1. - less stability margin even though certain 
stabilizinqsteps were taken, i.e., a much more highly damped 
gimbal acttiator was used in addition to somewhat more stiff 
magnetometer booms (.75 Hz as opposed to .52 Hz in the simple 
flexible Model). 
coupling effects which could be verified by eigenvalue analyses, 

This appears to be the reSult of interaxis 

As yet the hybrid coordinate structural model has not been 
used to predict antenna pointing errors, science pointing errors, 
or other quantities based on actual structural deflections, 
although this could easily be done. 

Likins, in references 4 and 5, has shown that the modal data 
produced by the hybrid coordinate approach is well suited to 
root locus studies, and present work at JPL is centered on 
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Figure 12.- TOPS, pitch rate vs time, rigid.vehicle 
(gain = 7 dB) 
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Figure 13.- Yaw rate vs time, rigid vekc-le 
(gain = 7 dB) 
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Fig%&-14.- P i t c h  gimbal angle  vs  t i m e ,  r i g i d  v e h i c l e  
(gain = 7 dB) 
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Figure 15.- Y a w  gimbal angle  vs  t i m e ,  r i g i d  v e h i c l e  
(gain = 7 dB) 
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Figure 16 . -  P i t c h  rate vs  t i m e ,  f l e x i b l e  v e h i c l e  
(gain = 7 dB) 
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Figure 17 . -  Yaw rate vs t i m e ,  f l e x i b l e  v e h i c l e  
, x  (gain = 7 dB) 
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Figure 18.- P i t c h  gimbal angle  vs t i m e ,  f l e x i b l e  veh ic l e  
(gain = 7 dB) 

3 

2 

0 P,- YAW GI L 
ANGLE, DEGREES 

-2 

Figure 19.- Y a w  gimbal angle  vs t i m e ,  f l e x i b l e  v e h i c l e  
(gain = 7 dB) 
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Figure  21.- Yaw rate v s  t i m e ,  r i q i d  veh ic l e  - - 
(gain = 0 dB) 
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Figure 22.- Pitch 
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Figure 23.- Yaw gimbal angle vs time, rigid vehicle 
(gain = 0 dB) 
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Figure  25.- Yaw ra te  vs t i m e ,  f l e x i b l e  v e h i c l e  
(gain = 0 d B )  
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Figure 26.- Pitch gimbal angle vs time, flexible vehicle 
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Figure 27.- Yaw gimbal angle vs time, flexible vehicle 
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attempts to reach some generalizations about the form of these 
loci that may be of help to the control designer. In addition, 
the interaxis coupling effect is being examined by an eigen- 
value approach in the hope that this may also aid the designer 
and make unnecessary a heavy reliance on relatively expensive 
computer simulations. 
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STEERING L A W S  FOR DOUBLE-GIMBAL CONTROL-MOMENT GYROS 

By Stephen W. Winder 
Marshall Space Flight Center 

SUMMARY 

To generate accurate attitude and rate control in orbiting 
space vehicles, a continuous type of control is desired. One 
type of control actuator being considered to provide this continu- 
ous control is the control-moment gyro (CMG). 

This paper is concerned with the derivation of CMG steering 
haws. The type of CMG considered is a double-gimbal one which 
has a constant magnitude momentum vector. The equations for the 
generation of torque of an inertially fixed CMG are presented. 
To realize a particular commanded torque, the gimbal rates of the 
CMG must be specified. These gimbal rates are shown to be func- 
tions of gimbal angle orientation and the commanded torque. The 
conventional cross-product steering law is derived by minimizing 
a function which is the square of the magnitude of the error 
between the commanded torque and the realizable torque of the gyro. 
This steering law is severely dependent upon the inner gimbal 
angle. When the inner gimbal reaches 90 degrees, the cross- 
product law requires infinite outer gimbal rates to realize finite 
torque values. By adding a gimbal rate penalty function to the 
original quantity to be minimized, a compromise is reached between 
control effort and torque-producing qualities. This compromise 
provides a control concept which removes the singularity of the 
cross-product law by requiring the outer gimbal rate to approach 
zero as the inner gimbal angle approaches 90 degrees. 

When considering more than one gyro, a perfect matching of 
gyro torque to command torque is possible. However, no unique set 
of gimbal rates exist. In order to obtain a unique set of gimbal 
rates, and to ensure that these rates,will not be too large, a 
gimbal rate constraint is introduced. This constraint has the 
same form as the rate penalty considered with one gyro. By use 
of the constraint relationship, steering laws are developed which 
yield unique solutions. The form of the cross-product law for 
more than one gyro is shown to be a special case of these steering 
laws e 

By formulating the control concepts of the CMG's in a manner 
different than had been done previously, additional insight was 
gained into the mechanisms of CMG steering laws. 
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INTRODUCTION 

The precision attitude control of orbiting spacecraft has 
produced a need for a continuous type of control rather than the 
usual reaction control jet system (ref. 1). The double-gimbal 
control-moment gyro (CMG) has been developed to fulfill this need. 
To use these CMG's for attitude control, a control law must be 
developed for the CMG's themselves. This control law, usually 
designated "steering law" to distinguish it from a general vehi- 
cle control law, is the subject of this paper. The original 
steering law for these gyros (ref. 2) was a result of physical 
reasoning from torque-producing qualities of the gyro. A more 
sophisticated law was developed called the "cross-product" law 
(ref. 3), which used a vector approach of torque generation to 
evolve a steering law. Recently, another formulation has been 
introduced (ref 4 ) ,  which generates the steering laws by consider- 
ing the torque equation of the gyro in a vector-matrix form. By 
the use of this formulation, insight may be gained into the de- 
velopment of steering laws, including the necessary gimbal rate 
constraints that must be added to ensure proper control. 

LIST OF SYMBOLS 

Symbol Definition 

spin rate of CMG rotor 

XfY, control coordinate system 

Xmf Ymf zm mounting frame of the CMG 

C coordinate transformation (3x3) between the mounting 
frame and the control coordinate system 

- a solid underline indicates a vector quantity 

H - 

H 

H -c 

T -out 

inner and outer gimbal angles 

momentum vector of the CMG in mounting frame 
coordinates 

magnitude of the momentum vector 

momentum of the CMG in the control frame coordinates 

momentum of the CMG expressed in inertial space 
coordinates 

output torque (3x1) vector of the CMG in inertial 
space with components [Txout, Tyout f Tzout 1 
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D 

I t  
E 1-1 

Q 
k 

%I 

%om 

A 

T --corn 

dot over a quantity indicates a time derivative 

matrix (3x2) relating the gimbal rates.to the 
output torques 

superscript t indicates the transpose of a matrix 

inverse of a matrix 

positive definite matrix (2x2) 

a scalar gain constant 

those quantities previously defined but here 
applied to the ith CMG of an n gyro distribution 

dynamic matrix (3x2n) for an n gyro distribution 

gimbal angle (lx2n) vector for an n gyro 
distribution 

positive definite matrix (2nx2n) 

rotational velocity of the control frame with 
respect to an inertial frame 

the commanded torque in the control frame with 
components [T xcom’Tycom~ Tzcom 1 

the commanded torque re201vedAin th? CMG mounting 
frame with components [Txcom,TycOm, Tzcom 3 

STEERING LAW EQUATIONS FOR ONE DOUBLE-GIMBAL CMG 

A model of the double-gimbal CMG of the type currently pro- 
posed for the NASA-AAP program is shown in Figure 1. The spin 
rate us of the rotor is held constant so that the momentum vector 
- H of the gyro has a constant magnitude H. The various coordinate 
systems in the figure are associated with the gimbal rotations 61 
and 6 3  and the relationship between the mounting frame for the 
gyro and the control frame of the body to be controlled by the 
gyro. The momentum vector of the gyro resolved in the control 
frame is: 
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cos 61 cos 6 3  

5 = CH - = HC -cos 6 sin 6 3  

where C is a 3x3 constant matrix which relates the orientation of 
the gyro to the control frame. 

The torque that may be generated from this gyro is found by 
expressing the time rate of change of the gyro momentum in iner- 
tial space (ref. 5): 

-out T = i r  -1 =i&+b&x$ 

In most applications where this type of gyro is used, the control 
frame is to be held in an inertial frame so that WCI is very 
small. 
- WCI x - HC term neglected, the output torque of the gyro becomes: 

When the required differentiation is performed and the 

The matrix D is a 3x2 matrix of the form 

-sin 

D =  

1 -cos 6 sin d 3  1 61 cos 63 

-cos 6 cos 6 3  3 1 61 sin 6 

1 0 L -cos 1 

and is a 2x1 vector of gimbal rates and i 3 .  Since the pur- 
pose-of the CMG,is to produce torques in the control frame, the 
control vector 6 must be generated so that the gyro produces the 
commanded torque. 
qelationship between the torque command %om and the gimbal rates 
6 that will produce the commanded torque from the gyro (Figure 2). 
An assumption implicit in this development is that any gimbal rate 
may be achieved instantaneously. While this is not strictly true, 
the motors that do rotate the gimbals are very fast acting. 

Thus, we are led to the notion of finding a 

Since the rank of the D matrix is, at most, two, the output 
torque of the CMG cannot completely span a three-dimensional 
torque space. A realization of an arbitrary three-dimensional 
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torque is then impossible. The physical significance of this 
statement may be obtained from Figure 3 .  For an arbitrary orien- 
tation of the momentum vector, the output torque will lie in a 
plane normal to the momentum vector. This plane is, of course, 
the two-dimensional space spanned by the matrix D. Unless the 
commanded torque lies in this plane, a perfect realization will 
not be possible. 
hoped for is to produce an output torque which is the projection 
of the commanded torque OQ the plane. A precise way to generate 
this torque is to choose 6 so as to minimize the square of the 
magnitude of the error between the command torque and the output 
torque of the gyro. This minimization amounts to an instantane- 
ous optimization which is dependent on the gimbal angles as well 

For a general torque T,com! the best that may be 

A 

Tycom 
A 

as the gimbal 

(5b) 

(%om-Tout I t  

rates : 

Minimizing Eq. (4) with respect to - 6 yields: 

A 

Eq. (5a) may be written as - 
For %om - '%om' 

-sin 6 cos 63 sin 61 sin 6 3  -cos 61 1 

-sec 6 cos 63 0 1 -sec 61 sin 63 

- 

1 A 

Txcom 

-Tzcom] 

This law is called the "cross-product" steering law (ref. 3 ) .  
Originally it was derived by defining a velocity vector by taking 
the cross-product of the momentum vector and the command torque. 
The components of this velocity vector were then equated to the 
gimbal rates resolved in the same coordinate frame. 

The 2x2 matrix: 

1 0 

2 
t D D =  

0 cos 
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is seen to possess a singularity when the inner gimbal angle 
reaches 90 degrees. This results in an extremely high gimbal 
rate for the outer gimbal to realize small finite torques. A 
physical interpretation of the phenomenon is shown in Figure 4 
where the view is down the inner gimbal axis. The outer gimbal 
rate 6 3  is capable of producing torques perpendicular to the 
paper. 
of the inner gimbal angle. When 61 is very near 90 degrees, a 
vexy large gimbal rate is required to produce a finite torque. 
This statement is just a way of saying that a large amount of 
control effort is expended for very little benefit. This condi- 
tion is commonly called "gimbal lock." Realizing that the secant 
effect is detrimental to the operation of the CMG, we approxima- 
ted the secant in Eq. (5b) by a constant, nominally 1, to yield 
a modified cross-product steering l a w  (ref. 3 ) :  

The magnitude of the torque is proportional to the cosine 

1 
H 

- -  iil & 3  

- - 
-sin 61 cos d 3  sin 61 sin 6 3  -cos 6 1  

-sin -cos 6 3  0 

- 
A 

Txcom 

Tycorn 

Tzcom 

A 

A 

This replacement of the secant by a constant does prevent the 
generation of excessive gimbal rates for large inner gimbal angles, 
but the outer gimbal axis is allowed to rotate at a finite rate, 
even though the torque output is ineffectual. In an effort to 
reduce the problem of excessive gimbal rates, the torque-fitting 
criterion [Eq. (4)] is altered to include a penalty function dn 
the gimbal rates. 
Q is a positive definite matrix. 
reflects a balancing between the attempted torque fit and the 
amount of control effort required to accomplish the task. Mini- 
mizing this quantity with respect to the gimbal rates gives: 

This penalty function has the form $t Q& where 
The addition of thiselement 

The inverse of the matrix will always exist because it is the sum 
of a positive definite matrix and a positive semidefinite matrix. 
Since (HQ + DtD)"l always exists, the main distributional effect 
is shifted to the matrix Dt. 
"transpose" steering law: 

For this reason, it is called the 
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-sin 61 cos 6 3  sin sin 63 -cos 61 
- -  

. ,* 

A 

-cos 61 sin 6 3  -cos 61 cos 6 3  0 
- 

I 

Txcom 
A 

Tycom 

Tzcom 
A 

the last row of the matrix now includes the cosine of the inner 
gimbal angle rather than the secant or a constant. The outer 
gimbal rate approaches zero rather than infinity or a finite value 
when the inner gimbal angle approaches 90 degrees. A simple ex- 
ample will illustrate the differences between the cross-product 
law, the modified cross-product law, and the transpose law”. 

Example 

Initially the inner and outer gimbal angles are set-to zero, 
and the matrix C is set equal to the identity matrix. The momen- 
tum vector, which is normalized to one, is pointing down the x 
axis. A torque is desired along the y axis. The command torque 
is: I 

4 I _ ”  

I ,  

The inner gimbal rates for each law are a function of the same 
row vector, and for this example are zero for any position of the 
inner gimbal angle provided the outer gimbal angle remains at zero. 
The inner gimbal will be varied from zero to 90 degrees, while the 
outer gimbal angle ‘remains at zero. The gimbal rates and Oorques 
for each law are: 

Regular Cross-Product 

= o  61 = 0 Txout = o  Tzout 



Modified Cross-Product 

- - 
61 = 0 Txout 

- - 
63 - - Tycom Tyout 

Transpose Law with Q = kI 

0 

cos Tycom 

These rates 
choice of Q 

= o  Txcom = o  

= o  Tzout 

= 0' Tzout 
cos 61 = (k+cos 2 61)-1cos 2 61 Tycom - - 2 Tycom *yout 

(k+cos 61) 

and torques are plotted in Figures 5 and 6. The 
equal to kI was made because each qimbal rate is con- 

trolled by its individual torque motor. The value of k was intro- 
duced to investigate how the penalty affects the output torques. 
The graphs demonstrate the trade-offs between the various steering 
laws which are summarized as follows: 

1. 

2. 

3 .  

The torque gain of the regular cross-product law is 
unity, but its outer gimbal rate approaches infinity as 
the inner gimbal angle approaches 90 degrees. 
The torque gain of the modified cross-product law goes 
to zero as the inner gimbal approaches 90 degrees, but 
the gimbal rate remains constant even in the gimbal lock 
position a 
For small values of k, the rate and torque profiles are 
similar to the cross-product law rates and torques ex- 
cept in the region near gimbal lock. In this position, 
both the rate and torque go to zero. As the value of k 
is increased, the rate is reduced, but so is the torque 
output. The value of k is an adjustable parameter that 
may be varied according to the constraints of the prob- 
lem at hand. From the graphs, it is evident that the 
value of k may be used to obtain a good working compro- 
mise of each law. 

Another interesting feature of the rate penalty formulation 
is the implementation of the law. As opposed to the other two 
laws, the transpose law may be realized in a feedback fashion 
(Figure 7). The concept of torque feedback enters naturally as a 
result of rate penalization. 
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- .  Steering Laws for n Double Gimbal CMG's 

In this section, the concepts treated previously 'will be 
used for a distribution of n CMG's. The output torGuelproduced 
by the i-th gyro will be written as _.I. + I 

rl 1 1 ,  

* @. II 

where all quantities have been defined previously. 
torque of the gyro distribution is the vector sum of all the gyro 
torques : 

!&he total 

n 
T = C H.c.D.~(~) 1 1 1- --out 

i=l 

Equation (10) may be rewritten in matrix form as ,:,,,. 

* I I 1 where D is a 3x2n matrix = (HICID1 I H2C2D2 1 . . . I H &.Da ) 

and - 6t is a lx2n vector (st(l) - I I -  st(2); ... I - 6 (n)) 

n n  n 
I I I 

' t  * I I 

I I I 

When the value of n is 2 or greater,,a perfect realization 
of the command is possible if the matrix D is at itwmaximum rank 
of 3. However, because there are more degrees of freedom than 
constraints, there is an infinite number of gimbal rates that will 
satisfy Eq. (11) such that Gut - - Tcom. No guarantee is available 
to ensure that the gimbal rates will always stay within appropri- 
ate bounds. One approach to ensure reasonable and wigue gimbal 
rates is to minimize 

.I - 

, . r _  - -  

subject to 
I ** 

- = o  D6 - %om 
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* 
where Q is a 2nx2n positive definite matrix. A two-dimens’onal 
analog to this formulation is described in*Figure 8 where 8 is a 
1x2 vector,,,(dl,d2), Gom is a scalar, and 8 is a 2x1 vector. 
straight line is the constraint relationshzp, and the circle or 
ellipse the quantity to be minimized. Since any point on the 
line satisfies the constraint, one may visualize how high gimbal 
rates could occur. The desired solution is the point of tangency 
between the two figures. Solving the indicated minimization 
yields the gimbal rates: 

The 

2‘ * 

* 
If Q = kI, the gimbal rate equation reduces to 

which is independent of k. 
* 

The question of the rank of D is still under investigation. 
One case when D has rank 2 is easily recognizable. This occurs 
when the momentum vectors H(i) are all collinear. To use this 
law, the collinearity of tEe vectors must be avoided, or an alter- 
nate law must be used when these situations are encountered. A 
second approach is to use the quadratic criterion: 

;k 
Minimizing with respect to - 6 yields: 

* *t* 
The matrix (Q + D D) is positive definite, and,the solution to 
Eq. (16) will always exist and be unique. If Q = & I, the solu- 
tion to Eq. (16) may be realized by the torque feedback shown in 
Figure 9. The value of k may be adjusted in much the same way as 
was done when one gyro was considered. Probably the strongest 
feature of this formulation is the simplicity of implementation 
where a feedback path replaces a continuous matrix inversion [Eq. 
(13)l. Notice also that the tganspose concept is preserved for 
each individual gyro. If the Q matrix is of the form 
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Figure 7. - Torque feedback realization " I  

T = d 1 6 ,  

Figure 8.- Two-dimensional representation 
of Eqs. (12a) and (12b) 
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l o  0 t 
0 Dn Dn 

* 
Q will remain a positive definite matrix as long as all the inner 
gimbal angles remain away from the gimbal lock gosition. A block 
diagram for the steering law for this value of Q is shown in 
Figure 10. This form is the cross-product law for a distribution 
of n CMG's (ref. 3 ) .  In the original formulation, the feedback 
path was added to reduce the torque cross-coupling that resulted 
when each gyro was treated independently witQ its individual cross- 
product law. For a true rate penalty, this Q is not a good choice 
because the penalty on the outer gimbal rate goes to zero if the 
inner gimbal of that particular gyro approaches the gimbal lock 
position. The derivation of the conventional cross-product law 
is referenced here to show how alternate formulations may lead to 
the same or comparable results. 

CONCLUSION 

A solution to the problem of generating CMG steering laws by 
a mathematical analysis of physical concepts has been attempted. 
The main objective has been to generate laws using a different ap- 
proach from previ.ous ones. When studying the torque-producing 
qualities of one.gyro, a need for a rate penalty function was ap- 
parent. The steering law that resulted is physically plausible 
and mathematically interesting since it involves the notion of 
torque feedback rather than the open-loop controllers that result 
from a conventional formulation. The example demonstrated how the 
rate penalty may'be weighted against the output torque to achieve 
a meaningful compromise between existing laws. 

When more than one gyro is considered, a perfect fit of out- 
put torque to command torque is possible. However, a non- 
uniqueness of gimbal rates is present. To generate unique solu- 
tions and, at the same time, provide a meaningful constraint, a 
rate penalty was necessary. The steering laws that were evolved 
yielded unique gimbal rates, and in the case of the compromise 
between the minimization of the torque error squared and rate 
penalty, a f edback solution evolved. Also, by assuming a speci- 
fic form of , the standard cross-product law was derived. 
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Figure 9.- Feedback realization for n gyros 

Figure 10.- Conventional cross-product law 
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The advantage of the alternate formulation is evident in the 
additional insight that it provides about the torque-generating 
capabilities of the gyro or groups of gyros. 

1. 

2. 

3 .  

4. 

5. 
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OPTIMUM HORIZONTAL GUIDANCE TECHNIQUES FOR AIRCRAFT 

By Heinz Erzberger and Homer Q. Lee 
Ames Research Center 

I 

SUMMARY 

In the design of advanced flight control systems, considera- 
tion is currently being given to the problem of performing various 
terminal area maneuvers automatically. This paper discusses some 
problems of automatic guidance of an aircraft in the hofizontal 
plane. The horizontal guidance tasks, which such a flight control 
system should be capable of performing, have been identified as 
being of three types: guiding the aircraft from any initial loca- 
tion and initial heading to (a) any final location and heading; 
(b) intercept and fly along a line of specified direction; (c) a 
final location with arbitrary final heading. Guidance problems 
such as capturing an ILS beam at a specified point on the beam, 
intercepting a VOR radial, and point-to-point navigation can be 
formulated in terms of these problems. The guidance laws given 
in this paper minimize the arc distance to fly between initial and 
final conditions subject to constraints on the minimum turning 
radius. Application of the Maximum Principle to these problems 
has shown that the optimum trajectories in problem (a) contain no 
more than four minimum radius turns or no more than two turns and 
one straight line segment. Trajectories in problem (b) contain 
no more than two turns and one straight line segment, and in prob- 
lem (c) no more than one turn and a straight line segment. A 
technique for automatic terminal area guidance is briefly described. 

INTRODUCTION 

Ames Research Center is conducting a study of design concepts 
for advanced flight control systems. These systems have been re- 
ferred to at Ames and elsewhere as pilot managed flight control 
systems to indicate that the pilot's role in them is seen chiefly 
as that of a manager or supervisor. 

The main incentive for studying new concepts in flight control 
systems is to improve the flight safety and operational efficiency 
of advanced aircraft which must operate in a high density air traf- 
fic environment. The avenues through which these improvements can 
be reached are believed to be extended all weather landing and 
takeoff capability, a reduction of pilot workload, particularly in 
the critical phases of flight in and near the terminal area, and a 
reduction of air traffic controller workload, The implication of 
the last avenue mentioned is that advanced flight control systems 
may have to be designed to serve not only the flight crew, as is 
traditional, but also the air traffic control center. We recognize 

. I. 
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the importance of this observation by.noting that in terminal 
area operation under instrument flight rules the control of the 
aircraft’s position in space is often a cooperative effort be- 
tween pilot and controller. 

Some specific techniques for achieving the broad objectives 
of greater flight safety and operational efficiency are automating 
routine pilot and controller work in terminal area guidance, the 
introduction of advanced display concepts and avionics systems, 
and the use of a data link to connect’computers in the aircraft 
and in the air traffic control center. The data link would greatly 
reduce the delays and inefficiencies inherent in the traditional 
verbal communications between the pilot and ATC. A specific func- 
tion of such a data link will become evident shortly. 

, 

GUIDANCE PROBLEMS I N  THE TERMINAL AREA 

After this brief overview of a pilot-managed flight control 
system, a specific problem in its design is discussed. This prob- 
lem deals with the automatic guidance of the aircraft in the ter- 
minal area. To illustrate this problem, Figure lrshows, in 

Figure 1.- Typical instrument departure and 
arrival routes (JFK) 
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simplified f , the air route structure and the instrument ap- 
proach and departure procedures for oceanic operations at JFK 
International Airport. The dashed light lines together with the 
small triang es, denoting the location of VOR navigational sta- 
tions, form portion of the airway system in the neighborhood of 
the airport. An overseas aircraft on instrument approach flies 
toward the Riverhead VOR on a heading of 260°. 
it turns immediately toward the Deer Park VOR. At Deer Park it 
turns to a heading of 2110 and after a period of straight line 
flight is directed by a controller observing the aircraft on radar 
to make a sequence of turns which brings it in alinement with the 
ILS localizer beam. The controller ensures that the aircraft is 
alined with the centerline of the beam before it reaches the outer 
marker and t adequate separation with other traffic is main- 
tained. Aft ILS capture has occurred the pilot continues the 
approach on his own using on-board instruments. 

Upon arrival there, 

Analysis of terminal arrival routes such as these suggests 
that the lateral guidance of the aircraft in the terminal area can 
be thought of as the solution of a sequence of three relatively 
simple guidance problems. Figure 2 defines these three problems 
in order of decreasing complexity. Problem (a) is defined as the 

PROBLEM A . 
FLY FROM INITIAL LOCATION 
AND HEADING 70 SPECIFIED LI/ CENTER OF FINAL LOCATI$h AND HEADING --- 

RUNWAY O U ~ E R  ILS LOCAER 
MARKER 

I ,  

. j s  

0 PROBLEM B'"" 
VOR RADIAL 

ILS LOCALIZER 
__ -OR -- FLY FROM JNlTlAL LOCATION -- 

AND HEADING TO INTERCEPT 
A LINE 

* PROBLEM C-. 

WP-3 

FLY FROM INITIAL LOCATION 
AND HEADING TO A SPECIFIED 
LOCATION 

ateral guidance problems in the terminal area 
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guidance of t h e  a i r c r a f t  from an i n i t i a l  l o c a t i o n  a n d . 5 n i t i a l  head- 
ing  t o  a s p e c i f i e d  f i n a l  l o c a t i o n  and f i n a l  heading. 'Lie i s  t h e  
problem of a c q u i s i t i o n i n g  t h e  ILS l o c a l i z e r  a t  t h e  ouCer marker or  
some o t h e r  s p e c i f i e d  p o i n t  on t h e  extended runway cenYWline. 
Problem (b)  i s  de f ined  a s  t h e  guidance of t h e  a i r c r a f t  f r o m  an 
i n i t i a l  l o c a t i o n  and i n i t i a l  heading t o  i n t e r c e p t  and"2Xy along a 
d i r e c t e d  l i n e  f i x e d  i n  space.  This  problem i s  equ iva leh t  t o  cap- 
t u r i n g  t h e  l o c a l i z e r  o r  a VOR r a d i a l  wi thout  s p e c i f y i  
of cap tu re .  F i n a l l y ,  problem (c) i s  def ined  a s  t he  g 
t h e  a i r c r a f t  from an i n i t i a l  l o c a t i o n  and i n i t i a l  headfng through 
a sequence of p o i n t s  c a l l e d  waypoints, where t h e  head4ng.of the  
a i r c r a f t  over  each p o i n t  i s  not  s p e c i f f e d .  I / , - .  - . -'~* -  - 

AND 
STATE SENSORS 

For p r a c t i c a l  purposes a l l  guidance maneuvers occurr ing  i n  
t h e  te rmina l  a r e a  under r o u t i n e  ope ra t ions  can be synthes ized  as 
a sequence of t h e s e  t h r e e  problems. An  a n a l y s i s  of ve 
neuvers i n  t h e  t e rmina l  a r e a  i s  found t o  y i e l d  a corresponding set  
of problems. The v e r t i c a l  guidance problem i s  no t  diseu-ssed he re  
s i n c e  i n  most te rmina l  a r e a  ope ra t ions  v e r t i c a l  guidan'ce can be 
performed independently of h o r i z o n t a l  guidance. 

. *.. r 

4 
POSITION, '"VELOCITY I 

*'* , . 
. .- 

TECHNIQUE FOR TERMINAL AREA GUIDANCE 

- 

Figure 3 o u t l i n e s  t h e  technique f o r  on-board automatic t e r m i -  
n a l  area quidance now being i n v e s t i q a t e d  a t  Ames. A s  an a i r c r a f t  

I 
? I  

. AUTOPILOT, 
A I C  

approaches t h e  te rmina l  a r e a ,  a i r  t ; a f f ic  c o n t r o l  t r ansmi t s  a 
f l i g h t  p l an  spec i fy ing  t h e  te rmina l  approach r o u t e  by means of a 

,.. - 1 - 1 ,  

4 L 

PILOT 
!%; } -+ 

. _  CONSTRAINTS FOR LATERAL MANEUVERS : - -  * 

e MINIMUM TURNING RADIUS ' 

e ARC DISTANCE 

..e._ -.# 

PERFORMANCE INDEX: 

FLIGHT REFERENCE STORAGE OF 

STORAGE COMPUTATION TRAJECTORY LAW ' 
PLAN + TRAJECTORY --+ REFERENCE - CONTROL .. 

Figure  3 . -  On-board te rmina l  area t r a j e c t o r y  
computation and guidance 
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d a t a  l i n k  d i r e c t l y  t o  t h e  on-board guidance computer. Alterna- 
t i v e l y ,  t h e  p i l o t  may e n t e r  t h e  f l i g h t  p l a n  manually. The f l i g h t  
p l an ,  i n  l ine<.with t h e  previous d i scuss ion ,  would be def ined  by a 
sequence of ,ysypoin ts ,  enroute  a l t i t u d e s  and a r r iva l  t i m e s  a t  each 
waypoint. It is, of course ,  t h e  r e s p o n s i b i l i t y  of t h e  a i r  t r a f -  
f i c  c o n t r o l  cignter t o  select t h e  f l i g h t  p l an  so it w i l l  n o t  con- 
f l i c t  w i th  t h e , o p e r a t i o n  of o t h e r  a i r  t r a f f i c  i n  t h e  area. The 
f l i g h t  p1an:fgX t h e  approach r o u t e  s t o r e d  i n  t h e  on-board computer 
i s  then  used;, together w i th  t h e  c u r r e n t  p o s i t i o n  and v e l o c i t y  sup- 
p l i e d  by a napggation system fo compute a r e fe rence  t r a j e c t o r y  
which i s  a l so . , s to red .  A l i n e a r  c o n t r o l l e r  i s  used t o  maintain t h e  
a i r c r a f t ' s  t r a j e c t o r y  along t h e  r e fe rence  t r a j e c t o r y  by sending 
appropr i a t e  r o l l ,  p i t c h ,  and speed commands t o  t h e  a u t o p i l o t .  

1 ,  r"-. r 

c ,  - 1 L., 

COMPUTBTXON OF REFERENCE TRAJECTORIES FOR PROBLEM (a) 
- . * J  

The computation of t h e  r e fe rence  trajectories between t w o  
ad jacen t  wayp$nts i s  now i l l u s t r a t e d  f o r  problem ( a ) .  I n  t h e  
h o r i z o n t a l  p lane ,  t h e  c o n s t r a i n t  on t h e  t ra jector ies  w a s  taken as 
a s p e c i f i e d  lower l i m i t  on t h e  minimum tu rn ing  r ad ius .  A t  con- 
s t a n t  a i r speed ,  l i m i t i n g  t h e  minimum t u r n i n g  r a d i u s  i s  equiva len t  
t o  l i m i t i n g  t h e  maximum bank angle  and t h e r e f o r e  t h e  maximum nor- 
m a l  a c c e l e r a t i o n .  The performance index t o  be minimized i n  select- 
i n g  t h e  traje&ories w a s  chosen as t h e  arc length .  

..- . 
The chaxackeristics of t h e  optimum c o n t r o l s  and trajectories 

w e r e  establig-hed wi th  t h e  h e l p  of Pont ryagin ' s  Maximum P r i n c i p l e  
(ref.  l).* The optimum c o n t r o l s  w e r e  found t o  be of t h r e e  types ,  
f l y i n g  i n  a s t r a i g h t  l i n e ,  t u rn ing  l e f t  wi th  minimum tu rn ing  
r a d i u s ,  and tu rn ing  r i g h t  wi th  minimum tu rn ing  r a d i u s .  Flying i n  
a s t r a i g h t  l i n e  corresponds t o  a s i n g u l a r  arc i n  optimum c o n t r o l  
theory (ref -,,.,2,,) . 

Solu t io+  fo r  t h e  optimum switching func t ion  y ie lded  t h e  to- 
t a l i t y  of geometric p a t t e r n s  i n  t h e  h o r i z o n t a l  p lane  t h a t  can f o r m  
optimum t ra j jc tor ies .  F igure  4 lists these p a t t e r n s  f o r  problem 
( a ) .  The p a t t e r n s  on t h e  l e f t  h a l f  of t h e  f i g u r e  con ta in  t u r n s  
and a s t r a i g h t  l i n e  segment, those on t h e  r i g h t  t u r n s  only.  It  i s  
seen t h a t  an*'optimum p a t t e r n  may con ta in  one s t r a i g h t  l i n e  segment 
and i f  it does,  there may be a t  m o s t  one t u r n  a t  each end of the  
segment. These p a t t e r n s  always occur fo r  d i s t a n c e s  of sepa ra t ion  
between i n i t i a l  and f i n a l  p o i n t s  which are larger than four  turn-  
i ng  r a d i i ,  though they  may also occur fo r  a r b i t r a r i l y  short  d i s -  
tances .  I n  p a t t e r n s  conta in ing  t u r n s  only,  no more than  fou r  t u r n s  
may occur .  The i n t e r i o r  t u r n s  of t h e  t w o  p o s s i b l e  three- turn  pa t -  
t e r n s  must con ta in  an  ang le  larger than  IT r ad i ans ,  whereas t h e  
angles  i n  t h e  two i n t e r i o r  t u r n s  of t h e  four - turn  pa t t e rn ,mus t  be 

*See appendix *hr  equat ions  of motion. 
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TYPE OF TRAJECTORY 

STRAIGHT LINE SEGMENT PRESENT TURNS ONLY I 

/ 4 

Figure 4 . -  Optimum trajectory patterns for problem (a) 

equal and must also be larger than 7~ radians. These "turns only" 
patterns occur only if the separation distance is equal to or less 
than four turning radii. 

Specification of an optimum pattern for problem (a) requires 
knowledge of three states or parameters. These can be chosen in 
a number of different ways. We found that a convenient choice for 
computing purposes is to use the length of the directed line seg- 
ment from the initial location to the final location as one para- 
meter, and the initial heading measured with respect to the final 
heading as the third parameter. 

Pilots examining the optimum trajectory patterns have ex- 
pressed some concern with the operational acceptability of the 
three- and four-turn trajectories. In response to this concern a 
technique w a s  developed that selects a suboptimum pattern consist- 
ing of no more than two turns and one straight line segment for 
any combination of the three parameters. This suboptimum tech- 
nique has been implemented in a computer program. 

- -  
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OPTIMUM CONTROL L A W  FOR PROBLEM (b) 

For problem ( b ) ,  def ined  earlier as f l y i n g  t o  a c q u i s i t i o n  a 
d i r e c t e d  l i n e  i n  t h e  p lane ,  a s i m i l a r  though less numerous set of 
optimum t r a j e c t o r y  p a t t e r n s  i s  obta ined .  I t  i s  found t h a t  f o r  
t h i s  problem optimum p a t t e r n s  c o n s i s t  of no more than  two t u r n s  
and one s t r a i g h t  l i n e  ssgment. These p a t t e r n s  can be used t o  syn- 
t h e s i z e  t h e  optimum c o n t r o l  l a w  which i s  i l l u s t r a t e d  i n  Figure 5. 

J I ,  d ERROR PLANE 

LJ LEFT TURN 
0 RIGHT TURN 

' d '  

1 
3 

@ 
kV 

-7r - 

Figure  5.- Control  law f o r  problem (b)  

The c o n t r o l  law i s  given he re  i n  t e r m s  of two parameters  d 
and $, which are, r e s p e c t i v e l y ,  t h e  perpendicular  d i s t a n c e  of t h e  
a i r c r a f t ' s  c u r r e n t  p o s i t i o n  from t h e  f i n a l  l i n e  and t h e  c u r r e n t  
heading angle  of t h e  a i r c r a f t  measured wi th  r e s p e c t  t o  t h e  d i r e c -  
t i o n  of t h e  f i n a l  l i n e .  Posit ive d i s t a n c e s  are a s soc ia t ed  wi th  
those  a i rc raf t  p o s i t i o n s  l y i n g  t o  t h e  r i g h t  of t h e  f i n a l  l i n e  when 
f ac ing  i n  t h e  d i r e c t i o n  of the  l i n e ' s  heading. P o s i t i v e  heading 
ang le s  'are def ined  i n  t h e  convent ional  manner. 

The d ,  $ parameter p lane  has been d iv ided  i n t o  three reg ions  
l a b e l e d  l e f t  t u r n ,  r i g h t  t u r n ,  and f l y  s t r a i g h t .  The l a b e l  of a 
reg ion  determines t h e  c o n t r o l  t o  be used f o r  any parameter p a i r  
d and $ f a l l i n g  i n  t h a t  reg ion .  The reg ions  l abe led  r i g h t  t u r n  
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and l e f t  t u r n  are bounded by s e c t i o n s  of s t r a i g h t  l i n e s  and’por-  
t i o n s  of s i n e  func t ions .  The r eg ion  l a b e l e d  f l y  s t r a i g h t  c o n s i s t s  
of two h a l f  l i n e s  which a l s o  form t h e  t r a j e c t o r i e s  i n  t h e  para- 
m e t e r  p l ane  f o r  t h i s  choice  of c o n t r o l .  The f i n a l  t u r n s  onto  t h e  
l i n e  and s t r a i g h t  l i n e  f l i g h t  are i n d i c a t e d  he re  by s o l i d  l i n e s ,  
wi th  arrows g iv ing  t h e  d i r e c t i o n  of motion along t h e  l i n e s .  Ex- 
c e p t  f o r  a segment of  t h e  f i n a l  l e f t  t u r n  between ~ / 2  and IT radi- 
ans  and a segment of t h e  f i n a l  r i g h t  t u r n  between - ~ / 2  and -IT 
r a d i a n s ,  t h e s e  l i n e s  form a p a r t  of  t h e  boundary between t h e  re- 
gions.  The shading of t h e  reg ions  near  t h e  boundary formed by 
t h e s e  l i n e s  has  been exaggerated t o  g i v e  an i n d i c a t i o n  i n t o  which 
reg ion  t h e  l i n e  i t s e l f  belongs: The p a r t  of t h e  boundary not  
formed by t h e s e  l i n e s  may be considered i n  e i ther  the  l e f t  t u r n  
or t h e  r i g h t  t u r n  reg ion .  , .  

Figure  5 a l s o  shows t h e  parameter t r a j e c t o r i e s  and t h e  cor- 
responding t r a j e c t o r y  p a t t e r n s  f o r  t h r e e  i n i t i a l  cond i t ions .  The 
t r a j e c t o r y  s t a r t i n g  a t  P i  begins  w i t f i  a long l e f t  t u r n ,  and then  
moves t o  t h e  o r i g i n  wi th  a f i n +  r i g h t  t u r n .  S t a r t i n g  a t  P2 ,  t h e  
t r a j e c t o r y  makes a s h o r t  l e f t  t u r n  and concludes wi th  a longer  
r i g h t  t u r n .  Although P 1  and P2 l i e  i n  t h e  same reg ion  and t h e  
t r a j e c t o r i e s  s ta r t  wi th  t h e  s a m e  c o n t r o l  a c t i o n ,  t h e  complete t r a -  
j e c t o r i e s  are seen t o  d i f f e r  s u b s t a n t i a l l y .  F i n a l l y ,  t h e  trajec- 
t o r y  s t a r t i n g  a t  P3 begins  wi th  a long r i g h t  t u r n ,  t hen  f l i e s  
s t r a i g h t  f o r  a s h o r t  d i s t a n c e  and concludes wi th  a ~ / 2  r a d i a n  
r i g h t  t u r n .  

CONCLUDING REMARKS 

The proposed t e rmina l  a r e a  guidance technique can be summa- 
r i z e d  a s  fol lows.  The a i r  t r a f f i c  c o n t r o l  c e n t e r  t r ansmi t s  a 
c o n f l i c t  f r e e - f l i g h t  p l a n  f o r  t e rmina l  a r e a  ope ra t ions  t o  t h e  ar- 
r i v i n g  o r  depa r t ing  a i r c r a f t .  An onboard guidance computer syn- 
t h e s i z e s  t h e  p r e c i s e  t r a j e c t o r y  from t h i s  f l i g h t  p l an  according 
t o  agreed upon r u l e s  and guides  t h e  a i r c r a f t  along it. 

Three  types  of l a t e r a l  guidance problems have been i d e n t i f i e d  
i n  syn thes i z ing  t h e  te rmina l  a r e a  t r a j e c t o r y  i n  t h e  h o r i z o n t a l  
p lane .  

Problem ( a )  w a s  def ined  as t h e  guidance of t h e  a i rc raf t  f r o m  
an i n i t i a l  l o c a t i o n  and heading t o  a s p e c i f i e d  l o c a t i o n  and spec i -  
f i e d  f i n a l  heading. Minimum a r c  d i s t a n c e  t r a j e c t o r i e s  f o r  t h i s  
problem con ta in  no more than fou r  minimum r a d i u s  t u r n s  o r  no more 
than  two t u r n s  and one s t r a i g h t  l i n e  segment. 

Problem (b)  w a s  def ined  as the  guidance of t h e  a i r c r a f t  from 
an i n i t i a l  l o c a t i o n  and heading t o  i n t e r c e p t  and f l y  a long a d i r e c -  
t e d  l i n e  f i x e d  i n  space.  Minimum arc t r a j e c t o r i e s  fo r  t h i s  prob- 
l e m  con ta in  no more than  two t u r n s  and one s t r a i g h t  l i n e  segment. 
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Problem (c) was defined as the guidance of the aircraft from 
an initial location and heading through a set of waypoints, with 
the heading of the aircraft at each waypoint arbitrary. Minimum 
arc trajectories to fly between waypoints, though not discussed 
here in detail, contain no more than one turn and one straight 
line segment. 

technique is currently being developed. 
A computer simulation of the proposed terminal area guidance 
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APPENDIX 

EQUATIONS OF MOTION FOR HORIZONTAL GUIDANCE 

‘ A s i m p l i f i e d  set of equat ions  i s  used i n  t h i s  s tudy  t o  des- 
c r i b e  t h e  motion of t h e  a i rcraf t  i n  t h e  h o r i z o n t a l  p lane .  It i s  
assumed t h a t  t h e  a i r c r a f t  f l i e s  a t  s m a l l  f l i g h t - p a t h  ang le s  dur ing  
t h e  h o r i z o n t a l  maneuvers and t h a t  t h e  t u r n s  achieved by banking 
t h e  a i r c ra f t  are coordinated wi th  t h e  yaw rate t o  main ta in  zero  
s i d e s l i p .  The r o l l  t i m e  c o n s t a n t  i s  neglec ted  and t h r u s t  i s  set 
equal  t o  drag .  Under t h e s e  cond i t ions  t h e  equat ions  of motion i n  
t h e  h o r i z o n t a l  p lane  a r e  as follows: 

I n  t h e s e  equat ions ,  m i s  t h e  a i r c r a f t  mass, $ 
u i s  the  h o r i z o n t a l  f o r c e  which i s  r e l a t e d  t o  
u = w t a n  +, where w is  t h e  a i r c r a f t  weight. 
taken a s  t h e  c o n t r o l  v a r i a b l e .  For passenger 
tude i s  r equ i r ed  t o  be less than $max. 

f tan’’ vy/vxr and 
t h e  bank angle  (p by 
The bank ang le  (p i s  
comfort i t s  magni- 

T h e  t r a j e c t o r i e s  given i n  t h i s  s tudy minimize t h e  arc l eng th  
of t h e  t r a j e c t o r i e s  between s p e c i f i e d  i n i t i a l  and f i n a l  cond i t ions .  
It can be shown t h a t  minimizing t h e  a r c  l eng th  i s  equ iva len t  t o  
minimizing t h e  t r a n s i t i o n  t i m e  wi th  t h e  a d d i t i o n a l  r e s t r i c t ion  
t h a t  t h e  speed be cons t an t ,  / v x  
of the  motion. The minimum t u r n i n g  r a d i u s  c o n s t r a i n t  can then  be 
converted i n t o  a maximum bank angle  c o n s t r a i n t  by t h e  r e l a t i o n  

+ vy2 = v, where v i s  a cons t an t  

Appl ica t ion  of t h e  Maximum P r i n c i p l e  t o  t h i s  equ iva len t  minimum 
t i m e  problem y i e l d s  the  r e s u l t s  descr ibed  i n  t h e  paper .  
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INERTIALLY-AIDED, ALL-WEATHER LANDING SYSTEMS FOR C/TOL 

By Robert J. Pawlak 
Electronics Research Center 

- 

DISCUSSION 

An attempt to find ways to improve significantly all-weather 
landing systems technology for conventional take-off and landing 
vehicles, primarily, the large commercial jets, has been made at 
the Electronics Research Center for the last two and one-half 
years. The majority of these vehicles have well-designed flight 
control systems 'and some degree of automatic approach and landing 
capability. Many of them also have, or will have in the future, 
an inertial navigation system on-board. Presently, these naviga- 
tors are used only €or navigation and are generally thought to 
be of no use for the landing problem which demands a few feet of 
navigation precision as compared to what is typically thought to 
be the one or two or many nautical miles of position error of 
these navigators at the end of a typical flight, After this 
lengthy study, it has been concluded that there is a great deal 
to be gained by extensive use of inertial navigation system 
derived information, primarily, the translational information 
inherent in an inertial navigator, for improving all-weather 
landing system performance. 

An analysis and simulation effort has been underway at ERC 
to develop such concepts for about the last two years. In April 
1969, analysis results were significant enough to justify a 
flight test program to verify some of the basic concepts evolved 
through the analysis and simulation effort. 

At present, NASA ERC has contracted to design, implement, 
install, and flight test a "minimum modifications" Phase-I-type 
system in the FAA's Convair 880, a large four-engine jet operat- 
ing out of NAFEC, the FAA's flight test range near Atlantic City, 
New Jersey. This is basically a joint NASA-FAA Program using 
NASA research and development dollars and the FAA's aircraft, 
fl'ight crews, facilities, and services at the NAFEC test range. 
The minimum modifications design approach corresponds to the sort 
of system that could be retrofitted in existing vehicles with 
the addition, essentially, of only an interface box between the 
inertial navigation system and the existing approach and landing 
system, The design goal in this effort is to achieve, at least, 
a-factor-of-2 increase in dynamic performance using the new 
techniques; that is, the improved ability to track the ideal 
trajectory €or minimum dispersions at all altitudes down to touch 
down. Flight test results are expected between February and May 
1970, 
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Meanwhile, the analysis and simulation effort has changed 
from the SST model used up until last April to the Convair 880 
vehicle model dynamics. Phase I1 design, which is more consistent 
with the previous analysis and simulation work, is presently 
underway. This work assumes the availability of a good-size, 
on-board computer, in addition to the simple interface that we 
normally associate with the Phase I effort. Phase I11 studies, 
which will develop means for using the basic Phase I1 system 
capability, are also underway. These developments will allow 
for such things as path and time-constrained terminal area 
trajectories, decelerating approaches for noise abatement, curved 
approaches to ILS beam interception for maximum air field accep- 
tance rates, improved automatic decrab, deceleration after touch- 
down, roll out, high speed turn off, and other pertinent considera- 
tions. 

The Phase I design for the Convair 880 will not be available 
until the first week in December. By February or March of next 
year, however, a large matrix of simulation results will be 
available. It will compare the effects of different possible 
combinations of navigators of different qualities, ILS beams 
of different qualities, wind disturbances of different intensities, 
and different levels of control system design optimization, all 
with the same data base of the 880 as the vehicle model. It is 
hoped that somewhere in this large matrix of analysis results 
will reveal flight test verification of that small subset of 
conditions corresponding to the particular Phase I design imple- 
mented in the Convair 880. This kind of flight test verification 
of analytical results will give a great deal of confidence in the 
total matrix of results. 

The following figures correspond to just the lateral channel, 
Phase II-type design concepts. Phase I1 requires an on-board 
computer as opposed to Phase I which only uses an interface box. 
A definition of what these concepts are, and what one would 
expect to achieve in the way of system improvement by using 
them, will be presented as part of the explanation of each figure. 

Figure 1 lists the typical aircraft flight control system 
sensors used to build the pitch, roll, yaw, attitude, and throttle 
control systems of a typical aircraft. Down the le5t side of 
the figure are the sensors, grouped according to the particular 
control subsystem in which they are used. Except for altimeters, 
essentially no translational state information is gathered with 
the sensors. That is the important message of this particular 
figure. Even the I L S  localizer receiver and the ILS glideslope 
receiver information, as derived on-board the aircraft, is also 
angular information. It can only be considered translational 
information if one knows the precise range to the glideslope 
transmitter or localizer transmitter. Therefore, typical air- 
craft flight control systems are primarily using angular state 
information. 
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Figure 2 presents a typical gimbaled inertial navigation 
system which, when thought of as a sensor, generates lots of 
very good translational state information. It may not be correct 
information in an absolute sense, but the relative position and 
relative velocity information for short periods of time, such 
as 5 or 10 min during a landing phase, is excellent. It should 
be noted that the aircraft flight control system's body-mounted 
rate gyros are usually used in preference to inertial system 
angular rate information, but for absolute attitude and heading, 
the inertial navigator is far superior to anything else on board. 
Significantly, the figure shows that if the control system 
designer is given inertial navigation system-derived translational 
state information, in addition to the angular state information, 
he should be able to come up with significantly better approach 
and landing systems. 

Figure 3 shows the NASA-ERC overall scheme of things for 
inertially-aided, all-weather landing systems. The basic philo- 
sophy is to command simultaneously all three derivatives of 
the vehicle's translational state, fly relative to the best on- 
board estimate of the translational state, generate the best 
estimate of that state by blending inertial navigation system- 
derived data with VOR, DME, ATC radar fixes, or any other means 
in the general enroute and near terminal area, and then blend 
ILS  information with the inertial data for this best estimate 
during final approach and landing. At the bottom of the figure 
the command is shown eo be coming out of the non-linear trajectory 
generator, described later. This command consists of simultaneous 
position, velocity, and acceleration state information. The best 
estimate of the vehicle's state is generated in the estimator 
- and comes out as all three derivatives of x, y, and z shown as 
X, 'i, and z. The angular information that is processed around 
the loop is primarily the angular information that already exists 
in the typical flight control system. Given the best estimate of 
on-board state and the desired vehicle state, the flight control 
system designed then generates the best command of the effectors 
and the throttle shown as 6E and 6,. 

with which one must contend. The first is aerodynamic noise 
acting on the vehicle, i.e., wind, wind gust, and wind gradient 
disturbances; ground effects; and the like. The second is 
different kinds of sensor noise that acts on all the various 
sensors being used to help generate the best estimate of vehicle 
state. The third set of disturbances are the inertial navigation 
system error sources. An arrow called calibration and compensa- 
tion is shown coming back from the estimator. Other work is 
proceeding at NASA-ERC to help up-date the inertial system in 
the true sense at some later date. That kind of information is 
not being used in the CTOL Program yet, but estimators of the type 
shown in Figure 4 are being used. 

This figure shows that there are three primary disturbances 
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Figure 4 shows an overall block diagram of the lateral 
state estimator, in which Y is the lateral displacement, the 
distance from the ideal localizer plane that contains the runway 
center line; and  OILS,^^ shown at the bottom of the figure, is 
the ILS localizer receiver output. It is the measurement of the 
angle between the localizer plane and the ray from the localizer 
transmitter to the aircraft. It should be noted that it is 
degraded by ILS noise, and that a lag is used as the model of 
the ILS localizer receiver dynamics. OM is an inertial naviga- 
tion system-derived equivalent measurement as deteriorated 
primarily by three errors. The inertial navigator is modelled 
in a simple fashion as shown by the two equations on the figure. 
This is an effective model for short-term behavior of the navigator. 
Starting with an initial condition error in velocity and an 
initial condition error in position, one must divide by an esti- 
mate of range to the localizer receiver, as shown by the sum of 
R and RIC, to get an equivalent angular measurement. R is the 
true range and RIC is the inability to perfectly estimate R 
initially. To get an exactly equivalent angular measurement, 
the inertial navigation system measurement channel is degraded 
by the same dynamics that are in the ILS channel, namely, an 
ILS receiver model. An error signal E that is the difference 
between these two measnrements is formed. Hopefully, they are 
measuring the same thing, and this error signal passes into the 
estimator. A minimum integral error squared estimator has been 
shown. This type of estimator has been mechanized, 2 s  has a A 

Kalman filter. 
These signals, when properly combined with YM and YM, ead to 
the best estimate of velocity and best estimate of position as 
shown in the upper right-hand corner of the figure as 9 and?. 
The primary reason why this whole procedure works well is the 
fact that t$e estimator process is fast relative to the rate at 
which YIC' YIC change as the ideal characterization of an actual 
navigator. 

The result is some estimate of RIC, Y1y and YIC. 

The non-linear trajectory generator shown in Figure 5 is 
for the lateral channel and is simply a critically-damp second- 
order model whose dynamics are slower than the gross vehicle 
dynamics. The limiters are selected such that the actual response 
of the vehicle to Yd, +d, and yd commands that come out of the 
non-linear trajectory generator will not saturate the angle limits 
and angular rate limits of the vehicle's effectors. This leaves 
enough effector travel to handle the higher frequency disturbance 
rejection commands that are superimposed on the lower frequency 
gross trajectory commands shown here. The effect of the non- 
linear trajectory generator is shown later in Figures 7 and 8. 

Figure 6 shows one particular lateral position control system 
on which NASA-ERC has worked. The input, yc goes into the non- 
linear trajectory generator. yd, +,, and yd are the desired 
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Figure 5.- Non-linear trajectory generator 
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Figure 6.- Lateral position control system 
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values 
trajectory generator. y and 3 are the best estimate of lateral 
state coming out of thg estimator as shown in Figure 4. At the 
bottom of the figure, 3 goes through a transfer function which 
differentiates the signal at the expense of a lag which has a 
time constant of about 0.1 sec, giving a best estimate of transla- 
tional acceleration. Now the control system designer has avail- 
able the simultaneous command of the full translational state 
and the best estimate of on-board measured translation state. 
He can now operate on the difference between these two or the 
absolute of either one to form his control system design. The 
choice of the gains, compensations, and the like are his option, 
but this is quite a luxury of feedback information. The result 
is a roll command that goes to the roll angle control system, 
the basic interloop of the vehicle. 

of translational stat: coming out of the non-linear 
A 

Figure 7 shows the lateral position control system response. 
Yd, +dl and I;d are the outputs of the non-linear trajectory 
generator for a 10-ft step change iR Yc, the basic initial 
command into the system; y, p, and 9 are the responses of the 
lateral position control system, and show the systems ability to 
follow the simultaneous Yd, $d, and l;d state commands. Obviously, 
the system follows the total state command quite well. 

Figure 8 shows the comparison of the inertially stabilized 
lateral control system response with that of the conventional 
system response for yc step changes. The inertially stabilized 
system has a slower response in a natural frequency sense, but 
there is no overshoot which is especially important when you have 
parallel runway approaches a few thousand feet apart. The res- 
ponses are slower, but they do not have the oscillatory tendency 
of the conventional system. It is also important to note that 
the inertially-stabilized system is capable of eventually achieving 
large step commands without saturating any of the effector limits, 
whereas in the standard or conventional control system, as shown 
here, a 2000-ft step command, as the system was mechanized, would 
have come up against the roll angle of 30 deg, resulting in very 
large overshoots not shown here because it is a highly undesirable 
situation. 

Basically, Figure 9 shows the response to ILS localizer beam 
noise, comparing the conventionally stabilized lateral position 
and the inertially stabilized lateral position and then the roll 
angles corresponding to the two types of systems. Furthermore, 
the figure basically says that the inertially stabilized system 
is much less susceptible to ILS beam noise, primarily, because 
the estimator is doing its job properly. As you would expect, 
the roll angle activity corresponding to the two systems shows 
a considerable reduction in roll angle activity for the inertially 
stabilized system. In the inertially stabilized case, the vehicle 

-192-  



0 20  0 
sec 

20 
sec 

IO FT. STEP CHANGE IN y, AT t = 0 

Figure  7.- Lateral  p o s i t i o n  c o n t r o l  system response 

Y 

(103, I 
I ---- - - - - --- 

----- I N E RT I A L LY STAB I LI Z ED 

CONVENTIONAL 

NOTE: CONVENTIONAL RESPONSE TO 2000 FT COMMAND 
NOT SHOWN SINCE 30" ROLL ANGLE LIMIT 
WAS EXCEEDED 

Figure 8 . -  Lateral c o n t r o l  system response 
t o  s t e p  command i n  Y 

-193- 



is essentially flying straight and level against good guidance 
information whereas, in the conventional case, the aircraft is 
chasing the ILS beam noise all over the sky. 

Figure 10 shows the lateral response to wind gust and linear 
wind gradients. This figure basically says that the inertially 
stabilized system is much less susceptible to wind gust and wind 
gradient disturbance. The wiggles represent the responses to 
gust. The gross tendency to drive the vehicle off the localizer 
plane or y = 0 line is the response to wind shear. For the con- 
ventionally stabilized case, the vehicle is being driven away 
from the localizer plane at a steady rate. mereas, in the iner- 
tially stabilized case, the vehicle has been driven off as far 
as it is going to go and the integrator and by-pass in that 
channel and is about to bring the vehicle back to zero. In any 
case, for the conditions shown here where the vehicle has flown 
from a 1000 to 200 ft in altitude, the upper chart would be an 
unacceptable situation with the vehicle already 20 ft off the 
center line at 200  ft altitude and drifting further from the 
lateral plane as it descends. 

Figure 11 just says that the roll angle activity correspond- 
ing to Figure 10 is again significantly reduced for the inertially- 
stabilized system. Most of the activity shown here is in response 
to wind gusts, not the wind gradient. 

Figure 12 shows lateral touchdown dispersions as a function 
of mean squared turbulence intensity. The final proof of such a 
system here being developed is the degree of decrease in lateral 
touchdown dispersion that can be expected by an inertially stabi- 
lized system. This figure shows the considerable improvement 
one can expect as a function of just one of the variables, 
namely,turbulence intensity. It is this kind of result that 
leads us to the basic conclusion that we should be in a position 
to achieve at least a factor of about 4 in dynamic performance 
improvement with a Phase I1 type design system mechanization such 
as described in this paper, and perhaps a factor or two in 
performance improvement with a Phase I type design mechanization, 
which will be flight-tested in the 880. 
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AIRCRAFT HANDLING QUALITIES USING 
PILOT TRANSFER FUNCTIONS 

James J. Adams and Howard G. Hatch, Jr. 
Langley Research Center 

SUMMARY 

It is shown that a correlation exists between pilot-aircraft 
system closed-loop characteristics, determined by using analyti- 
cal expressions for pilot response along with the analytical ex- 
pression for the aircraft response, and pilot ratings obtained in 
many previous flight and simulation studies. Two different levels 
of preferred pilot response are used. These levels are: 

1. A static gain and a second-order lag function with a lag 

2. A static gain, a lead time constant of 1 second, and a 
time constant of 0.2 second: 

0.2-second lag time constant. 

If a system response with a pitch-angle time constant of 2.6 
seconds and a stable oscillatory mode of motion with a period of 
2.5 seconds can be achieved with the first-level pilot model, it 
is shown that the pilot rating will be satisfactory for that ve- 
hicle. Further, if an altitude response with a stable oscilla- 
tory mode of motion with a period of 5 seconds can be achieved, 
the vehicle will be rated satisfactory. If the second level pilot 
model is required to achieve these system response characteristics, 
the aircraft will be rated acceptable-unsatisfactory. 

INTRODUCTION 

It has been shown in references 1 and 2 that models of human 
response can be used to predict system performance of manually 
controlled vehicles. It would be beneficial if these pilot models 
could also be used to predict pilot acceptance of future vehicles. 
Since a large amount of previously obtained data on pilot ratings 
of aircraft as a function of aircraft characteristics is avail- 
able, criteria for predicting pilot ratings are established in 
this paper by showing the correlation between calculated pilot- 
vehicle system characteristics, determined by using pilot models, 
and the previously obtained pilot ratings of aircraft. The cri- 
terion that is developed involves specified levels of preferred 
pilot response characteristics and specified pilot-vehicle closed- 
loop system characteristics. These criteria are suggested for 
use in predicting pilot ratings of future vehicles. 
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SYMBOLS 

. _. . 

E 

K1 

T1 

T2 
S 

0 

X 

h 

Te 2 

Ma 
M q 

M6 e 

La 

L6 e 

n w 

a 

v 

5 

T 

'h 

pa 

'h 

control deflection, rad 

displayed error, rad 

pilot model static gain 

pilot model lead time constant, sec 

pilot model lag time constant, sec 

Laplace operator, per sec 

pitch angle, rad 

displacement, ft (m) 

altitude, ft (m) 
* ... 

open-loop aircraft lead time constant, sec L - *  . -  
normalized pitching-moment derivative, per sec 

normalized damping-moment derivative in pitch, per sec 

normalized pitching control-moment derivative, pe"r ,- sec 

narmalized lift-force derivative, per sec 

normalized control-lift derivative, per sec 

open-loop aircraft undamped natural frequency, ra-d/sec 

control actuator undamped natural frequency, radjsec 

angle of attack, rad 

- _  I 

c 
,.. . -" 

velocity, ft/sec (m/sec) 

damping ratio 

closed-loop time constant, sec 

closed-loop period of the altitude mode of motibki, sec 

closed-loop period of the angle-of-attack mode of motion, sec 

damping ratio of the altitude mode of motion 
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h 
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damping ratio of the angle-of-attack mode of motion 

flight-path angle, rad 
- 

SUBSCRIPTS 
error 

command 

a1 t i tude 

pitch 

PILOT MODELS 

The pilot models which will be used in this paper are des- 
cribed in the following manner. For single-loop control tasks, 
the model form used consists of the following elements: a static 
gain and a lead time constant which constituted a command control 
deflection; and a second-order, critically damped lag function, 
which represents the dynamic response of the arm in executing the 
command for the control deflection. In transfer function form, 
the model is: 

K 1 + T1s) 
B / &  = 1( - 

(1 + T2s)' 

Typical values for the coefficients for various plant dynamics 
are given in Table I. These values are taken from references 3 
and 4. __ 

TABLE I. - MEASURED PILOT RESPONSE 
_ _  - 

Dynamics Pilot transfer function 

. "  3.26 3.2(1 + 0.33s) 0.7(1 f 0.67s) 
(1 + 0.25s) 2 (1 + 0 . 3 3 ~ ) ~  (1 + 0 . 3 3 ~ ) ~  

._ 

10 0.5(1 + 0.3s) 0.36(1 + 0.91s) 
I 

s ( s  + 1) (1 + O.lSl2 (1 + 0 . 1 8 ~ ) ~  

10 0.29(1 + 1.0s) 
(1 + 0 . 0 5 ~ ) ~  2 s (s  + 1) 
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It can be seen from this table that when a pilot controlling 
a very easy-to-handle plant, such as a pure rate ehicle, 2/s,  
the lag time constant of the pilot’s response, T 2 - , ‘ , > s  as large 
as 0.3 second, with 0.2  second being a very commo verage value. 
Also, the lead time constant, TI, is very often z . However, 
sometimes a value of up to 0.67 second is measure,di’ As the con- 
trol difficulty of the plant is increased by incr‘easing the lag 
of the plant, additional lead is added to the pilot’s response, 
and the pilot’s lag is reduced. In the extreme case of a plant 
1 O / [ s 2  (s+l)] , the lead time constant is increased to the maxi- 
mum measured value of 1.0 second, and the lag time constant is 
reduced to 0.05  second. 

In one experiment reported in reference 3 ,  pilot response 
was measured while controlling a plant with an aircraft pitch 
response type of characteristic. The plant transfer function was 

. .  

8 10 - =  
s ( s 2  + 3s + 10) 

. . .. 
and the measured pilot transfer function was .. 

6 -  0.86(1 + 0 .7s )  

OC (1 + 0 . 1 4 ~ ) ~  
- -  ,. . 

.. . . - ( 3 )  

. .  . . .  . 
It can be seen from this transfer function that the‘lag and lead 
time constants are within the ranges noted in the previous para- 
graph. It is assured that the values given for maximum and mini- 
mum time constants given before will also apply to aircraft type 
of plant dynamics. 

The static gain, K ,  is always adjusted to provide a desired 
system response characteristic. That these system characteris- 
tics can be identified and defined is shown by the results ob- 
tained in reference 3 .  In reference 3 ,  a wide variety of plants, 
control gains, display gains, and subjects were tested. In spite 
of this great variety of system elements, the predominant system 
closed-loop characteristic always fell within a very restricted 
range. For the type of plants being considered h e r e ,  that is, 
plants of the form K / s  and K/s2 ,  which have no static stability 
of their own, the predominant system characteristic was an oscil- 
latory mode of motion. The frequency of this oscillation always 
fell within the range of from 4 to 2 rad/sec, and the oscillation 
was always stable. From these results, it is cong&gded that the 
pilot uses the predominant system characteristic-as.the criterion 
to set his static gain. - -. * 
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The predominant system characteristic is not always an os- 
cillatory mode.-:of motion. With the aircraft pitch response type 
of plant, the-predominant system characteristic was a first-order 
factor. In th;e_case mentioned before, the time constant of this 
first-order response was 1.7 seconds. There is also an oscilla- 
tory mode of motion included on the system response in this case, 
and it is also shown that this oscillatory mode of response is 

- - - *  

stable. . .  . 
I- 

From thes&"-examples, it is concluded that the system res- 
ponse which the-pilot will concern himself with can be of two 
different types; The first is the case when the predominant sys- 
tem characteristic is an oscillatory mode of motion; the pilot 
will be concerned with the frequency and damping of this mode of 
motion. In the.'second case, when the predominant system charac- 
teristic is a first-order mode of motion, the pilot will be con- 
cerned with th'e'time constant of this mode and the stability of 
the other oscillatory modes of the response. 

If the control task is a multiloop problem, where there is a 
second variable (such as altitude or horizontal displacement) 
which is controlled by the manipulation of an inner-loop variable 
(such as pitch angle), it is necessary to specify an outer-loop 
pilot model in a series with the inner-loop pilot. In reference 
5, it is shown that in the multiloop control task of lunar module 
hover, where the outer-loop variable is horizontal translation 
and the inner-loop variable is pitch angle, the series arrange- 
ment of the pilot model does give a true representation of human 
pilot$esponse,,. In this task the outer-loop dynamics were: 

x 5.36 - = -  
O s  2 

and the outer-hop pilot model was: . * I . *  

.- - _.. - 
a. . -  'c - 0.009(1 + 9.2s) - -  ...- - 

X (1 + o m 2  - I-... 
e .... I .  .- 

( 4  I 

--_^I -- 
It was also shown in reference 3 that the lag function included 
in the outer-'h36p pilot model is not really required to properly 
represent the @lot. The outer-loop variable, translation, is 
controlled at'saeh a low frequency that a lag of the magnitude of 
0.1 second do&$ hot influence the closed-loop response. Reference 
6 has shown similar results for the case of hover with a helicop- 
ter. Again, a-geries arrangement was used to represent the pilot, 
and the outer-loop model was: 
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U -0.08s 2 v = 0 . 0 2 7 ( 1  + 0.4s)e 
4% e 

where a small time delay is used instead of a lag function. Re- 
ference 7 also used the series arrangement to represent the pilot 
in the case of altitude control for an airplane. In this case 
the outer-loop pilot was 

- ec - 0.4 
1 + 0.1s Y h - - h - -  

e 

In this case, no lead was required and again a very short time 
constant lag function was included. 

In all three of these references (5, 6, and 7), the outer- 
loop variable is controlled at a lower frequency than is the 
inner-loop variable. Also, when the outer loop is closed around 
the inner loop, the resulting nodes of motion couple with each 
other, and further restrictions on the outer-loop static gain can 
result from requirements to maintain stability of the short- 
period inner-loop variable. 

Based on the results of these single-loop and multiloop ex- 
periments, different levels of preferred pilot response are pro- 
posed. For single-loop or inner-loop control, the levels are: 

1. The pilot would prefer to operate as a simple amilifier 
with a lag time constant of 0.2 second, It is hypothe- 
sized that if suitable system response characteristics 
can be achieved with this type of pilot fesponse, the 
system will be judged to be satisfactory, . -  

pilot in order to stabilize the system, tihe compensa- 
tion will take the form of lead, with a maximum time 
constant of 1 second. It is hypothesized that if suit- 
able system characteristics can be achieved with this 
pilot response, the system will be judge acceptable 
but unsatisfactory. 

2. If some compensation is required on the part of the 

3 .  If further compensation is required, ik-will be supplied 
by reducing the lag time constant to 0.05 second. It 
is hypothesized that if this compensati is required 
to stabilize the system, the system will-.be judged to 

The suggestion that a pilot would prefer to operate as a simple 
amplifier was made many years ago in reference 8. The present 
suggestion allows some lag in this response. This is not a trivi- 
al addition, as it greatly influences the stability of the system. 

be unacceptable. - "  -,.. 
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. 

For the outer-loop response of the pilot, similar levels of 

1. 
preferred response are proposed. They are: 

The piiot would prefer to operate as a simple amplifier. 
It does not appear to be necessary to specify any par- 
ticular,value for lag in this case, because the expec- 
ted va2:l;zes of this lag will not influence system 
response. 

2. If additional compensation is required, it will take 
the f w m  of lead. It appears that outer-loop lead time 

w *  

const2nts 

For all levels 
adjusted to prG;;jzzae 
taining stability; 

* -  I 

* -  

. .- ... 

." - 
A large amount 

can be quite large. 

of pilot response, the static gain will be 
the quickest response possible while main- 

Pilot Rating Data 

of data on pilot ratings as a function of 
various aircraft parameters has been accumulated in the past. 
Perhaps the mos'tS--.fundamental relation is that established between 
pilot ratings and aircraft longitudinal short-period characteris- 
tics, Wn and 2C~n. 
factory from acceptable-unsatisfactory and acceptable from unac- 
ceptable as a function of u i  and 25un are shown on Figure 1 for a 
landing condition. These boundaries were taken from reference 9 

The boundaries dividing pilot ratings of satis- 

for a landing condition with 
tics. 

Pilot ratings have also 
where 

good (front side) drag characteristic. 

been shown to be a function of Te 
2 

U 1 -  e - -  

Top 

e 
.2 La 

e M6 

The relationship-has been defined in many ways. In reference 10, 
it is defined by the statement that pilot opinion will be the best 
when 

Also, pilot ratings have been shown to be a function of con- 
trol actuator dynamics, In reference 11, it is shown that if the 
elevator actuator is represented by a second-order transfer func- 
tion, and the frequency of actuator characteristic response is 
less than 20 rad/sec, pilot ratings will be seriously degraded. 
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It is proposed, therefore, to show that pilot-airplane sys- 
tem characteristics obtained using the various levels of pre- 
ferred pilot response defined in the previous section will corre- 
late with the pilot ratings as a function of Wn - 2G~n, To2, and 
actuator dynamics response. 

Aircraft and System Representation ! 
The airplane is represented by the two-degree-of-freedom 

longitudinal equations of motion 

.. 
e = M q 6 + M a a + M g  6 e 

e 
/- 

and the relationship for altitude 

h = V ( 9  - a )  
8 -  

Two different values of La were investigated, viz.: 
L, = 0.585 and La = 1 . 3 .  M6 was arbitrarily assumed to be equal 
to 1.0. The values of Mq and M, were adjusted t provide a wide 

It is 
not necessary to state a given value for velocity, V. In this 
analysis, it is assumed that the pilot will always adjust his 
static gain so as to achieve a certain period for the system 
response. It can be seen that the overall outer-loop static gain 
for the pilot-airplane combination will be KhV; and therefore it 
is always the product which will be given, and it will be assumed 
to be independent of the value of V. 

e 

range of airplane short-period characteristics wn s and 2 s w .  

For altitude control, the complete block diagram of the 
pilot-airplane combination is shown in Figure 2 .  :&can be seen, 
the outer-loop pilot model is assumed to be just a, static gain. 
For attitude control, the outer loop was discarded ana just the 
inner loop was considered. The inner-loop pilot mode2 lag time 
constant was always assumed to be 0.2 second and the lead time 
constant was either 0 or 1 second. 

RESULTS 

First, the altitude response of the pilot vehicle system was 
determined for a wide variety of airplane characteristics with no 
lead included in the inner-loop pilot model. The inner- and outer- 
loop pilot model static gains were adjusted to.give the best pos- 
sible stable system response. It was found that two different 
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. d e f i n i t i o n s  f o r  b e s t  response w e r e  r equ i r ed .  For t h e  a l t i t u d e  
c o n t r o l  system, which w a s  a s ix th -o rde r  system, t h e  response con- 
s i s t e d  of t h r e e  o s c i l l a t o r y  modes of motion. One of these modes 
was a very high-frequency, well-damped mode which corresponded t o  
t h e  c o n t r o l  response,  and it could no t  be considered as having a 
c r i t i c a l  i n f l u e n c e  on t h e  to ta l  system response.  The o t h e r  t w o  
o s c i l l a t o r y  modes of motion corresponded t o  t h e  angle-of-at tack 
response and t o  t h e  a l t i t u d e  response of t h e  system. For air-  
p lanes  wi th  h igh  va lues  of w i ,  the  angle-of-at tack mode frequency 
w a s  q u i t e  high,  and t h e r e f o r e  was n o t  a c r i t i c a l  f a c t o r .  The 
c r i t i c a l  f a c t o r s  w e r e  t h e  a l t i t u d e  mode of motion frequency and 
damping and t h e  damping of the  angle-of-at tack mode of motion. 
Therefore ,  t h e  outer- loop and inner- loop p i l o t  model 's  s t a t i c  
ga ins  w e r e  ad jus t ed  t o  a s  high a va lue  a s  p o s s i b l e  and s t i l l  have 
a s t a b l e  response,  and t h e  frequency of t h e  a l t i t u d e  mode of mo- 
t i o n  was noted.  For a va lue  of La = 0.585,  t y p i c a l  va lues  f o r  
t h e  per iod  of t h e  a l t i t u d e  mode of motion a r e  noted i n  F igure  3 .  
The per iod  i s  given because it i s  f e l t  t h a t  t h e  per iod  can be 
more e a s i l y  v i s u a l i z e d ,  and thus  w i l l  be more meaningful t han  w i l l  
t he  frequency. The per iod  of t h e  angle-of-at tack mode of motion 
i s  a l s o  given. I t  can be seen t h a t  f o r  high va lues  of w i ,  t h e  
a l t i t u d e  mode of motion pe r iod  va r i ed  from 1 0  seconds when 2 y w  
w a s  low t o  4 seconds when 2 C ~ n  was high.  From t h e s e  r e s u l t s ,  it 
was decided t h a t  a per iod  of 5 seconds would d e f i n e  a u s e f u l  
boundary t o  be used t o  d i v i d e  t h e  p l o t  i n t o  s a t i s f a c t o r y  and ac- 
cep tab le  a r e a s .  Accordingly, t h e  s y n t h e s i s  method' descr ibed  i n  
r e fe rence  1 2  was used t o  d e f i n e  t h i s  curve.  I t  was s p e c i f i e d  
t h a t  t h e  a l t i t u d e  mode of motion per iod  should b& 5 seconds,  and 
t h a t  t h e  damping of t h e  a l t i t u d e  mode of motion and t h e  angle-of- 
a t t a c k  mode of motion should be zero.  
va lues  t h a t  would s a t i s f y  t h e s e  cond i t ions  w e r e  then  determined; 
they a r e  p l o t t e d  on Figure  3 .  It can be seen t h a t  t h i s  curve 
agrees  w e l l  w i t h  one branch of t h e  p i l o t  r a t i n g  curve f o r  a land- 
i n g  t a s k .  

The a i r p l a n e  u g  and 2 < ~ n  

For low va lues  of u6 ,  a second d e f i n i t i o n  f o r  a s u i t a b l e  
response was r equ i r ed .  
pe r iod  became r e l a t i v e l y  long, and became t h e  pre&minant and 
c r i t i c a l  f a c t o r .  Therefore ,  t h e  p i l o t  model s t a t i c  ga ins  w e r e  
ad jus t ed  t o  provide t h e  s h o r t e s t  p o s s i b l e  a l t i t u d e  and angle-of- 
a t t a c k  pe r iods ,  while  main ta in ing  a s t a b l e  angle-of-at tack res- 
ponse. The damping of t h e  a l t i t u d e  mode of motion was always 
p o s i t i v e  under t h e s e  cond i t ions ,  and t h e r e f o r e  was not  a c r i t i c a l  
f a c t o r .  Typica l  va lues  f o r  t h e  a l t i t u d e  and angle-of-at tack 
pe r iods  a r e  aga in  shown i n  F igure  3 .  From these r e s u l t s  and o t h e r  
cons ide ra t ions ,  it w a s  decided t h a t  an angle-of-at tack per iod  of 
2.5 seconds would provide a u s e f u l  boundary t o  be-used t o  sepa- 
r a t e  t h e  s a t i s f a c t o r y  from t h e  accep tab le  r eg ion  of t h e  p l o t .  
The s y n t h e s i s  method w a s  aga in  used, where,  t h i s  t i m e ,  the  a l t i -  
tude  pe r iod  w a s  s p e c i f i e d  t o  be 5 seconds, t h e  angle-of-at tack 

For low va lues  of w g ,  the- 'angle-of-at tack 
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per iod  t o  be 2.5 secon s ,  and t h e  angle-of-at tack damping t o  be 

t i o n s  are shown i n  Figure 3 ,  and it can be seen t h a t  t h i s  curve 
agrees  wi th  t h e  second branch of t h e  p i l o t  r a t i n g  curve for  t h e  
landing  task. 

zero.  The va lues  of Wn 9 and 2 C ~ n  t h a t  would s a t i s f y  those  condi- 

Next, a l-second l ead  t i m e  c o n s t a n t  w a s  added t o  t h e  inner -  
loop p i l o t  model, and system response w a s  aga in  c a l c u l a t e d .  
With t h e  a d d i t i o n  of lead, t h e  c r i t i ca l  f a c t o r s  i n  t h e  response 
w e r e  t h e  pe r iod  of the  a l t i t u d e  mode of motion and the  per iod  and 
damping of t h e  angle-of-at tack mode of motion. When t h e  c r i t e r i o n  

f o r  t h e  a l t i t u d e  mode of motion per iod  and 2.5- 
d and zero  damping of t h e  angle-of-at tack mode of mo- 

t i o n  w a s  s a t i s f i e d ,  t h e  damping of t h e  a l t i t u d e  mode of motion 
w a s  always p o s i t i v e .  The va lues  of W; and 2 < ~ n  which s a t i s f y  
t h i s  c r i t e r i o n  are shown on Figure  4 ,  and it can be seen t h a t  
t h e s e  va lues  agree  f a i r l y  w e l l  wi th  t h e  p i l o t  r a t i n g  boundary 
between accep tab le  and unacceptable a i r c r a f t  f o r  a landing  t a s k .  
With t h e  l i n e a r ,  cons t an t  c o e f f i c i e n t  p i l o t  response used on 
t h e s e  computations, t h e r e  i s  no r e s t r i c t ion  i n  t h e  lower and 
negat ive  reg ions  of cog. 

amined. For t h i s  system, a f i f t h - o r d e r  system, t h e  system res- 
ponse cons i s t ed  of two o s c i l l a t o r y  modes of motion and a f i r s t -  
o rde r  mode of motion and w a s  of no concern. For high va lues  of 
wg,  t h e  f r e  ncy of t h e  o t h e r  o s c i l l a t o r y  mode of motion was a l -  
ways hiqh and t h e r e f o r e  of no concern. The c r i t i c a l  f a c t o r s  w e r e  
t h e  t i m e  cons t an t  of t h e  f i r s t - o r d e r  mode and t h e  s t a b i l i t y  of 
t h e  angle-of-at tack mode. Therefore ,  t h e  s t a t i c  g a i n  of t h e  p i l o t  
model w a s  ad jus t ed  u n t i l  t h e  t i m e  cons t an t  was as low a s  p o s s i b l e  
w i t h  a s t a b l e  angle-of-at tack response.  Typical  va lues  f o r  t h e s e  
t i m e  cons t an t s  a r e  shown on Figure  5, and it can be seen  t h a t  they 
vary from 6 t o  2 seconds. From these r e s u l t s ,  it appeared t h a t  
a va lue  f o r , t h e  t i m e  cons t an t  of 2.6 seconds would provide a use- 

Next,-a-k-titude c o n t r o l ,  w i t h  no p i l o t  model l e a d ,  was ex- 

. Again, t h e  s y n t h e s i s  method was used t o  determine 
’f, a i r c r a f t  ug and 2 5 ~ n  w i t h  which T = 2.6  and zero  
t h e  angle-of-at tack mode of motion could be achieved. 

The r e s u l t i n g  curve i s  shown on Figure 5 and can be seen t o  agree  
w e l l  wi th  t h e  p i l o t  r a t i n g  boundary between s a t i s f a c t o r y  and 
acceptab le .  

For lower va lues  of w:, t h e  per iod  of t h e  angle-of-at tack 
mode of motion becomes a c r i t i ca l  f a c t o r .  The curve which s a t i s -  
f i e s  t h e  s p e c i f i c a t i o n  f o r  an  angle-of-at tack per iod  of 2.5 
seconds and zero damping is shown on Figure  5 ,  and can be seen 
t o  agree  w e l l  w i t h  t h e  o t h e r  branch of t h e  p i l o t  r a t i n g  curve.  
The t i m e  cons t an t  i s  always less than  2 .6  seconds when t h e s e  con- 
d i t i o n s  are m e t .  
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Figure 3 .- Comparison of computed system characterks- 
tics using first level pilot models (no " 
lead) for altitude'control and pilot ratings 
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From t h e s e  r e s u l t s  for  a l t i t u d e  and a t t i t u d e  c o n t r o l ,  it i s  
concluded t h a t  an a i r c r a f t  which i s  r a t e d  s a t i s f a c t o r y  would be 
r a t e d  so on the  b a s i s  of e i t h e r  a l t i t u d e  or a t t i t u d e  c o n t r o l  
t a s k s .  

When l ead  i s  added t o  t h e  p i l o t  model f o r  t h e  a t t i t u d e  con- 
t r o l  t a s k ,  t h e  su p r i s i n g  r e s u l t  w a s  t h a t  performance w a s  degra- 

wi th  a l t i t u d e  c o n t r o l ,  t h e  a d d i t i o n  of l e a d  e l imina ted  a l l  re- 
s t r i c t i o n  i,n_the l o w  and negat ive  w i  reg ion .  
moving the,-bOundary f o r  s a t i s f a c t o r y  c o n t r o l  i n  t h e  high ug re- 
g ion  t o  t h e  l e f t ,  as w a s  t h e  r e s u l t  w i t h  a l t i t u d e  c o n t r o l ,  t h e  
boundary w a s  moved t o  t h e  r i g h t .  This  would s e e m  t o  be a very 
confusing s i t u a t i o n  i n  which t h e  a d d i t i o n  of l ead  would he lp  t h e  
p i l o t  b r ing  t h e  a i rc raf t  under b e t t e r  c o n t r o l  f o r  a l t i t u d e  con- 
t r o l ,  b u t  degrades t h e  system f o r  a t t i t u d e  control.  However, 
p i l o t  comments i n d i c a t e  t h a t  an excep t iona l  amount of confusion 
does e x i s t  f o r  a i r c r a f t  which f a l l  i n  t h i s  region.  I n  r e fe rence  
13, page 1 2 9 r , - p i l o t  comment4 f o r  an a i r c r a f t  wi th  the parameters 

on F igure  7 n d i c a t e  t h a t  a l t i t u d e  c o n t r o l  i s  f a i r ,  whereas a t -  
t i t u d e  c o n t r o l  i s  poor because of a tendency f o r  t h e  a i r c r a f t  t o  
bobble. I t  is  f e l t  t h a t  t h e s e  comments a r e  i n  good agreement 
w i t h  t h e  computed r e s u l t s .  

ded i n  t h e  high w, 'i r eg ion  (Figure 6 ) .  As w a s  t r u e  i n  t h e  case  

However, i n s t e a d  of 

L, = 0.5, w 7 cps ,  < = 0.3, which i s  i n d i c a t e d  by t h e  symbol 

Another cond i t ion  which can be used t o  tes t  t h e  v a l i d i t y  of 
t h e  p i l o t  model i s  t o  see i f  they can confirm t h e  change i n  p i l o t  
r a t i n g s  t h a t  occur  when La i s  changed. The e f f e c t  of La on p i l o t  
r a t i n g s  has been summarized by t h e  s ta tement  t h a t  the  p i l o t  pre- 
fers t h a t  

This  formula i n d i c a t e s  t h a t : f o r  L, = 0.585, t h e  p r e f e r r e d  value 

t h e  curves f o r  a l t i t u d e  and a t t i t u d e  c o n t r o l  presented  i n  F igures  
3 and 5. 

f o r  wn 2 is 5.5,  which can be seen t o  correspond t o  t h e  bulge i n  

The boundaries f o r  t h e  s a m e  system c h a r a c t e r i s t i c s ,  w i t h  no 
lead i n  t h e . p i l o t  model, w e r e  a l s o  c a l c u l a t e d  wi th  L, increased  
t o  1.3.  These r e s u l t s  a r e  shown, toge the r  w i t h  t h e  r e s u l t s  f o r  
L, = 0.585, i n  F igu res  8 and 9 .  With L, = 1.3 ,  t h e  handl ing 
q u a l i t i e s  d a t a  i n d i c a t e  t h a t  t h e  p r e f e r r e d  va lue  f o r  w$ i n c r e a s e s  
t o  27.  The computed system c h a r a c t e r i s t i c s  i n d i c a t e  t h a t  t h e  
s a t i s f a c t o r y  a r e a  of t h e  uz - 2Cu p l o t  has  been g r e a t l y  expanded 
i n  t h e  high u i  r eg ion ,  and s l i g h t l y  r e s t r i c t e d  i n  t h e  l o w  w$ re- 
g ion  f o r  t h e  h igher  va lue  of La. Thus it can be seen t h a t  t h e  
computations ag ree  wi th  t h e  p i l o t  r a t i n g s .  
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A t h i r d  in f luenc ing  factor on p i l o t  r a t i n g s  t h a t  can be 
checked w i t h  t h e  use of p i l o t  models i s  t h e  degrading e f f e c t  of 
i n s e r t i n g  c o n t r o l  a c t u a t o r  dynamics i n  t h e  c o n t r o l  system. I t  
has been shown t h a t  i f  t h e  a c t u a t o r  dynamics have a n a t u r a l  fre- 
quency less than  20 rad /sec  t h e  p i l o t  r a t i n g s  w i l l  be  d r a s t i c a l l y  
a f f e c t e d .  Therefore ,  system c h a r a c t e r i s t i c s  w e r e  computed w i t h  
a c t u a t o r  dynamics w i t h  a n a t u r a l  frequency of 1 0  rad/sec.  This  
a c t u a t o r  would be expected t o  degrade t h e  p i l o t  r a t i n g  from 2 t o  
4 numbers on t h e  Cooper s c a l e .  The c o n t r o l  s i t ua ' t i on  examined 
w a s  a t t i t u d e  c o n t r o l  w i th  no l ead  and wi th  La = 0.585. The re- 
s u l t s  are p l o t t e d  i n  F igure  10. A s  can be seen,  t h e  boundary f o r  
s u i t a b l e  system response i s  s h i f t e d  t o  be more r e s t r i c t i v e  or ,  
conversely,  t h e  response w i t h  a given a i r c r a f t  i s  degraded by t h e  
a d d i t i o n  of t h e  a c t u a t o r  dynamics. For t h e  good high-speed a i r -  
craf t  conf igu ra t ion  t e s t e d  i n  r e fe rence  11, which i s  p l o t t e d  on 
t h e  f i g u r e ,  t h e  p i l o t  r a t i n g  i s  computed t o  change from s a t i s -  
f a c t o r y  t o  acceptab le .  This change i s  i n  agreement w i t h  t h e  p i l o t  
r a t i n g s  presented  i n  r e fe rence  11, where t h e  r a t i n g  changed from 
3 t o  5 with  t h e  a d d i t i o n  of t h e  a c t u a t o r  dynamics. 

CONCLUSIONS 

System response c h a r a c t e r i s t i c s  obtained using p i l o t  models 
have been shown t o  c o r r e l a t e  w i t h  p i l o t  r a t i n g s  i n  t h e  fol lowing 
i t e m s  : 

1. I n  t h e  shape of t h e  boundaries i n  t h e  a i r p l a n e  s h o r t  

2 .  

3 .  I n  t h e  change i n  p i l o t  r a t i n g s  w i t h  t h e  i n s e r t i o n  of 

2 per iod  wn - 2 C w  p l o t s .  
I n  t h e  change i n  p i l o t  r a t i n g s  w i t h  change i n  La. 

c o n t r o l  a c t u a t o r  dynamics. 
I t  i s  t h e r e f o r e  concluded t h a t  a p r e d i c t i o n  of p i l o t  r a t i n g s  can 
be made by determining t h e  l e v e l  of response of t h e  p i l o t  re- 
qui red  t o  achieve s p e c i f i e d  system c h a r a c t e r i s t i c s .  

T h i s  method can a l s o  be used t o  compare competing des igns  
and t o  provide a r a t i o n a l  engineer ing i n t e r p r e t a t i o n  t o  p i l o t  
comments. 
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A FREQUENCY DOMAIN APPROACH TO 
HANDLING QUALITIES DESIGN 

By William A. Wolovich 
Electronics Research Center 

A. Introduction 

The purpose of this paper is to introduce a new method for 
designing linear multivariable feedback control systems based 
on desired closed loop transfer matrix information. The tech- 
nique which we employ to achieve the final design is based on a 
new theoretical result, known as the structure theorem. The 
structure theorem is a frequency domain relationship which 
simplifies the expression for the transfer matrix (matrix of 
transfer functions) of a linear time-invariant multivariable 
system. The effect of linear state variable feedback on the 
closed loop transfer matrix of the system is also clarified, 

we discuss the vehicle, a Sikorsky SH-3D helicopter, and 
present the linearized equations of motion of the helicopter in 
a hovering position. We also precisely define linear state 
variable feedback, the method which we will employ to achieve 
a satisfactory control system. 

This paper is divided into seven sections. In section B, 

The desired handling qualities are then discussed in section 
C. These handling qualities are first expressed qualitatively 
and then quantitatively, in terms of a desired closed loop 
transfer matrix. A practical system constraint, with implica- 
tions regarding the maximum allowable feedback gains, is then 
presented in section D. 

theorem as it applies to a large class of practical systems, 
including the helicopter under investigation. We then proceed 
to design a linear'.feedback control system in section F using 
the information provided in the earlier sections. The final 
design is then compared ko the desired design and some concluding 
remarks are made in section G. 

In section E, we present the main design tool, the structure 

We should state here at the outset that the design procedure 
which we employ is based on a prior knowledge of time-invariant, 
linearized equations of motion of a vehicle about some nominal 
point (in this paper, a hovering helicopter). No attempt has, 
as yet, been made to simulate or flight test the particular de- 
sign presented in this paper. The results obtained, however, 
do appear promising, and further studies which will thoroughly 
evaluate the proposed design are planned. 
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B. The Mathematical Model 

The vehicle which we will consider is the Sikorsky SH-3D 
Sea King, whose primary mission is to detect submerged sub- 
marines through the use of a sonar ball which is lowered into 
the water while the helicopter is hovering at an altitude of 
approximately 40 feet. We will begin our design process by 
considering the linearized equations of motion of this vehicle 
for small deviations from the trim condition. These equations 
were first presented in [l], and are given here in reordered 
form for reasons which we will discuss later, in section F. 

The equations of motion are given in terms of the state- 
space representation; 

- x = A X  - + - Bp , x =  g,  (1) 

where x is an n-vector, called the state, 1-1 is an m-vector, 
called-the input, and y. is a p-vector, cal'ied the output. 
A, B, and C are constant matrices of the appropriate dimensions. 
For-the SHz3D helicopter in hover, n = 9, m = 4, p = 6, and the 
normalized state x, output x, input ?..if A ,  
as follows: 

- - -  

xl; y1 - longitudinal velocity x8 

5;  Y2 - pitch x9; Y6 

1-11 - pitch rate x3 

1-12 X4' Y3 - vertical velocity 

1-13 

1-14 

x5; y4 - roll 

- roll rate 6 X 

and C - are defined 

yaw rate 

lateral velocity 

longitudinal cyclic 
pitch 

main rotor 
collective 

lateral cyclic 
pitch 

tail rotor 
collektive 

x7; Yij - yaw 
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Furthermore, 
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Given this open loop system, our objective is to design a 
"linear feedback" control system based on certain desired hand- 
ling qualities and constrained by a practical consideration. In 
the context of this paper, linear feedback will be defined as 
the control law 

- 1.1 = E x +  G - -  W, ( 2 )  

where w is an m-dimensional external input, and F - and G are 
(mxn) and (mxm) constant matrices, respectively. Pictorially, 
we can represent a system compensated by linear state variable 
feedback as follows: 

The dotted portion of this block diagram represents the 
open loop system (1) . 
C. Desired Handling Qualities 

We would like to design a control system in order to achieve 
certain desired handling qualities. More specifically, we 
would like to design a linear feedback control system which 
affords the pilot a relatively simple control task. This, in 
turn, implies a high noninteractive control system design; i.e. 
a design where each input affects only one or two selected out- 
puts. 

Therefore, we would like to achieve a final "decoupled" 
feedback design where longitudinal velocity and pitch (xi, x2, 
and x3) are affected by longitudinal cyclic pitch (111) alone. 
Simultaneously, it would be desirable if the main rotor collective 
input (1.12) affected solely vertical velocity (x4) , the lateral 
cyclic pitch input (p3), affected only roll and lateral velocity 
(x5, X6,  and xg), and yaw (x7 and x8) was affected by tail rotor 
collective ( ~ 4 )  alone. In addition to this requirement, we 
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would also like to select the poles associated with various 
input/output transfer functions as follows: Longitudinal 
velocity (y1) , lateral velocity (yg) , and yaw (y5) should be 
affected by 1-11, ~ 3 ,  and 1-14 via pure integration. Furthermore, 
the transfer functions relating pitch (y2) and roll ( y 4 )  to 
longitudinal cyclic pitch (~1) and lateral cyclic pitch (1-13) 
should represent second order systems with critical damping 
[2] (5 = ,707) and an undamped natural frequency [2] of 
3 radians/second (un = 3 ) .  All other unspecified poles should 
lie in the half-plane Re s<O. These conditions represent the 
handling qualities which we hope to achieve using a linear feed- 
back control system. 

These somewhat qualitative handling qualities can be more 
precisely stated in the frequency domain in terms of a desired 
closed loop transfer matrix. In particular, if we solve for 
y ( s ) ,  the Laplace transform of the output, in terms of w(s), 
the Laplace transform of the external input of our system, using 
(1) and (2), we obtain, 

were C ( s 1  - A - g)-l - BG represents the closed loop transfer 
matrix OF our system. For the SH-3D helicopter, the closed loop 
transfer matrix is a (6x4) matrix of transfer functions. Our 
design objective is to find a feedback control law, - ~ . l  = Fx - + Gw, - 
if i.f. exists, such that: 

C ( S I  - A - ~ ~ 1 - l  = - -  - - 
nll ( S I  

0 0 
s ( s 2  + 4 . 2 4 s  + 9 )  

n21 ( s )  
0 0 

s2 + 4 . 2 4 s  + 9 

0 
n32 (s )  

s + l  0 

S2  + 4 . 2 4  + 9 

0 0 0 

0 

0 

0 

0 

nS4 (SI 
s ( s  + 10) 

0 
- 

nG3 ( s )  
0 0 

s ( s 2  + 4 . 2 4 s  + 9 )  
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where the numerator polynomials nll(s), n21(s), n32 (SI 
n54(s), and n63(s) contain no pole cancelling zeros. 

n43 (SI 

D. A Design Constraint 

As stated in section B ,  there is a practical constraint 
associated with this design problem. In particular, if we 
consider the following block diagram of the SH-3D stabilization 
system, as given in 111, 

PILOT 
INPUTS 

1-I 
-P 

FIXED PRIMARY 
FLIGHT CONTROLS 

I 

lINPUTS TY f 
LIMITED 
ELECTRIC 
INPUTS 

CONTROLLER 

Figure 2.-  SH-3D stabilization system 

we note that the control input, - 11, consists of the pilot input, 
gp, and the controller output, &. 
tude of the controller output must be limited to 1 10% of the 
total available range of the mechanical inputs. This limit 
enables the pilot to successfully recover from a hardover failure 
in the augmentation system. This, in turn, represents an ampli- 
tude limit on the entries of the feedback pair IF, - -  GI, as we 
will now show. 

As stated in [I], the ampli- 

The first step is to compare and equate figures 1 (section 
B) and 2. We note that figure 2 contains a direct forward path 
from the pilot input, gp, to the helicopter control actuators,g. 
However, there is also an indirect path from gp to 1-1 via the 
controller. Furthermore, there is a state variable-feedback 
path from the helicopter output (assumed to be the entire state 
- x), to the controller. Mathematically, these factors imply 
that the controller output, &, must satisfy the relationship, 

= Fx + G*p % -  - *  (4) 
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Since the internal 

- lJ=I lp+&l 

we see that 

- 1.1 =FA+ (I - t 

actuator control 1.1 is given by - 

Figures 1 and 2 are therefore "equivalent" if we set $ = w, and 
(I + G*) = G. The entries of F and G {actually g*) must now 
bg amplitude limited in order 50 satxsfy the k 10% controller 
output constraint. 

point, since we do not have enough information to precisely state 
what gain limits should be imposed on the entires of F and G*. - 
However, based on the final feedback design given in Til, we 
will require that all elements comprising the feedback matrix F 
be less than or equal to 2 in absolute value. Furthermore, based 
on the k 10% constraint on h, we will require that all elements 
comprising the input matrix G* be less than or equal to 0.1 in 
absolute value. These numerzcal constraints on the entries of 
F - and G* will be imposed on the design procedure outlined in 
section F, 

A degree of engineering judgement is required at this 

E. A Structure Theorem for Feedback Design 

theorem which allows us to express the transfer matrix of a 
linear multivariable system in a concise and compact manner. 
The effect of linear state variable feedback on the closed loop 
transfer matrix is also clarified. The theorem which we will 
present here is useful only if one or more state variables are 
derivatives of other state variables. This condition occurs 
frequently in practice and does hold for the helicopter example 
considered. We should r that a slightly different ver * 

of the structure theorem 
[31 and [ 4 1 .  

We present the main design tool in this section, a structure 

we will present can be found 

,I " '? + * " b  ,.. 
A number of definitions are required prior to stating the 

The pair ( A ,  - B) is in multi-input companion form 
structure theorem. In particular, consider the system 
- 5 = AI + Bu. 
if, whenever Ai = Xj, j = i + 1.+ 

, 
Suppose the pair (A,  Bf i's in 

+In dealing with physical systems, this is usually the case. 
For the helicopter example considered, this condition clearly 
holds: i. e. x2 = x3' g 5  = x6, x7 = x8" 
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multi-input companion form. We partition A into the smallest 
possible number, q, of diagonal blocksp ea& a companion matrix 
of dimension ai, i = 1, 2, ...q. This partitioning of A for the 
helicopter example is demonstrated below. We see that 5 = 6, 
o1 = 1, cJ2 = 2, cJ3 = 1, o4 = os = 2, and o6 = 1, 

We now let dk = C oi fo r  k = 1,2,ea.q. Clear ly  dl = 

d2 = D~ f 02?...d 

k 

i=l 

q 

5' 
= n. 

- - 
-.016 I -.05 ,0025 O 0 -.0001 0 0 -.0047 - - - -  + --------- 
0 I O  
1.97 I 0 -.542 11 

1 IO 0 0  0 0  0 1 

0 .548 0 0 .736 I 
I, - - - - - - - 

0 0 .OOOl8'~.5~~-j 0 0 0 0  0 
---I 0 0 0 0 0 0 0 1 0  1 I 

L - - - - - - - - 

-.163 ' 0  -1.96 I 0 . 0 1  -7.25 i-------- I o  L - - - - - -  

I----- 

2.61 0 -1.94 
0 0 0 0 

I 
0 0  I O  1 

-.0083 -.193 ' 0 -.0043' 0 - , 3 0 3  I 5.59 
- - I - -  --- .016 0 

.0047 0 -.0024 -.0007 no5 -.0025 0 .00091 -.003 - -8 

A =  - 

(E51 

We now define Aq as the (nxq) matrix consisting of the (9) order- 
ed dk - th rows of A ,  and gq as these same (q) ordered rows of 
B. - For the SH-3D helicopter, 

-.0047 1 k:-:6 005 -0025 0 0 -.0001 0 0 

0 -.542 1 0 .548 0 0 . 7 3 6  
0 0 .00018 -.3242 0 0 0 0  1 IE6) 

A =/ 
-q 2.61 0 -1.94 -. 163 0 -1.96 0 .01 -7.25 

5=59 I - 0 1 6  0 m.0083 -.193 0 -.0043 0 -'.303 
-0047 0 w.0024 -.0007 -05 -.0025 0 .0009 -.033 1 

and 
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i 

.3475 

- 
.05 .005 0 0 

-6,15 .69 0 0 
0 -.424 0 0 
0 -2.13 21.81 
0 5.12 ,174 -7.48 

* 01 .05 .022 L o  
(E7 1 

Now define S ( s )  as the (nxq) matrix of m o n k  single term poly- 
nomials in Ehe Laplace operator s, i.e. 

- S(s) = 

0 
0 

For the example considered, 

0 
1 
. 

02-1 
S 

0 

... 

... 
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- S ( s )  = 

- 
1 0 0 0 0 0 

1 0 0 0 0 
S 0 0 0 0 
0 1 0 0 0 
0 0 1 0 0 
0 0 S 0 0 
0 0 0 1 0 

0 0 0 0 S 0 
0 I 0 0 1 - 

I 0 

We also define 

where 

diag = 

-184- 

We can now state the structure theorem: 

Theorem: 
defines the system x = Ax + Bp. The open loop trangfer matrix 
of the system, T ( s ) c a n X e  - wztten as: 

Consider $he multi-input companion pair ( A ,  E l f  which 

-1 
r F  T_(s) = - -  C(s1 - A_)-lB - = =(s)s(s)B ~ r ,  - -?Ic 

where 
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Furthermore, if we apply the linear state variable feedback con- 
trol law, p = _. Fx C Gw, then the closed loop transfer matrix, 
T (s)? can be written as: -F,G - -  

where 

6 ( s )  = i ( s )  - B F S ( s )  , 
-F - +I-- 

and the characteristic polynomial of the closed loop system 
satisfies the relationship, 

Proof: For a detailed development and proof of these relation- 
ships and other related results, the reader should consult either 
131 or t 4 1 .  

F. The Design Procedure 

We have now completely stated the design problem and dis- 
cussed the technique which will be employed to seek an acceptable 
state variable feedback design. We will start the design process 
by recalling (12) and (13), which express the closed loop trans- 
fer matrix of the syst m in terms of the structure theorem; 
i.e. T 
the helicopter example under consideration, 

( s )  = E ( s ) 6 F f ( s ) B  G, where C F ( s )  = & ( s )  - B FS.  For 
-F,G - -  -q- 3- 

C S ( s )  = - I (E9 1 

and B is given by (E7). Note that the elements which comprise 
the first and last. rows of €& are considerably smaller than those 
in the remaining (middle four) ro Is0 recall that 'the 
elements of F ,  - the feedbac constrained in magnitude 
(section D). These two f3 l y  thyt linear state variable 
f&ddback will affect the m our rows of '& ( s )  significantly 
more than the first and last rows. Our design-will therefore be 
based on properly altering the middle four rows of ~ E ( S )  via F. - 
The effect on the other two rows of ~ F ( s )  will be relatively 
insignificant, as we will show. 

We stated in section B that the linearized equations of 
motion of the SH-3D helicopter, first presented in 111, are given 
here in reordered form. This was done so that there would be a 
numerically ordered correspondence between "coupled" input and 

- 
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output pairs: i.e. so that the desired closed 1 op transfer mat- 
rix (E4) would be diagonal in appearance. In p rticular, we 
would like the middle four rows of T ( s )  to be strictly diagonal. -F,G - -  

Now, note that for the example, cI;(s) = - I. 

T (s )  = iil(s) B G (E101 

zF,G(s) thus reduces to the product of three matrices; i.e. - -  

-F - -  ,G - 3- 

Furthermore, F and G (actually G*) can be altered, consistent 
with the ConsFraintpresented in section D. Our design will 
therefore be based on selecting F - and G* - so that the product 
6''(s) B G = ZFIG ( s )  is as diagonal as possible, consistent with -F 
tEe constraint that all of the elements, fij, of F - satisfy the 
relationship, 

5i- - -  

* and that G be of the form I + G*, when all of the elements, gij, 
of - G* satxsfy the relationFhip7 

Also recall that we would like to arbitrarily assign all (9) 
poles of the closed loop system if possible (see section C). 

We merely remark here that the only way the product 
6-'(s)ggC = XFrG(s) can be diagonal is if both gil(s) and B G 
are diagonal (actually we require that the middle four rows of 
these expressions be diagonal). The reader is referred to [4] 
for a thorough discussion of this point. 

-F - -  3- 

We now note that the middle four rows of 114, defined as Ilsm, 
represent a nonsingular (4x4) matrix; i.e. 

&"ai".* I d . 6 .  I .  .. 
-6.15 .69 0 0 
0 n.424 0 0 
0 -2.13 21.81 .3475 
0 5.12 -174 -7.48 - 
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This, in turn, implies that F - can be chosen such that, 

6 ( s )  = -F - 

- 
v v  V V V 

0 s2+4.24s+9 0 0 0 0 

0 0  s+l 0 0 0 

0 2 0 0  0 s +4.24s+9 0 
(E14 1 

0 0  0 0 s(s+lO) 0 

v v  V V - 
V 

where the V I S  represent elements which have yet to be determined. 
In particular, if we let 

-1 F = B  - q r n  @qm + 531  

where &m is the (4x9) matrix consisting of the ordered middle 
four rows of A and 

-4' 

0 -9 -4.24 0 0 0 0 0  

0 0 0  -1 0 0 
0 -9 -4.24 0 0 0 (E16 

0 -10 0 0 0 0  0 0 "0 

* 
then using ( 8 ) ,  (9), and (13), $ ( s )  will equal the desired 
"diagonal" matrix (E14). For the: example, 

-.1626 -.2646 0 0 

0 -2.3585 0 0 

0 -.2045 .0458 * 0021 
0 -1.62 .001 -.1336 
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i 
1.97 0 .542 -1 0 -.548 0 0 -.736 
0 0 -.0002 .3242 0 0 0 0  0 

2.61 0 1.94 .163 0 1.96 0 -.01 7.25- 
-.016 0 .0083 .193 0 .0043 0 

A =  
-qm 

(E18 1 

and , 

F =  - 

c - 
0 -.0427 .0331 .025 0 .004 0 0 .001r 
0 0 1 0 0 0 0 0  0 
0 -9 -4.24 0 0 0 0 0  0 
0 0 0 -1 0 0 0 0  0 
0 0 0 0 0 1 0 0  0 
0 0 0 0 -9 -4.24 0 0  0 
0 0 0 0 0 0 0 1  0 
0 0 0 0 0 0 0 -10 0 

-.0011 0 .002 -0491 .0394 -.0077 0 .0284 0 

< 

- - 

,3203 1.463 .6013 .3414 0 .0891 0 0 .1204 
0 0 .0004 1.594 0 0 0 0  0 
-.1195 0 ,0888 .1461 -.4122 -.lo44 0 -.0208 .3202 

-.0005 0 -0012 1.069 -.009 -.002 0 1.296 .7540 

+ We note that all elements of F satisfy the constraint ( E l l ) .  
Now that F has been determines, we can compute A + BF and C F ( s )  - - completely; i.e. - 

(E20 1 
If ( E l l )  were not satisfied, an alternate Q (E161 would have + 
to be used, and we would not be able to achieve the desired 
closed loop pole configuration. [41 
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and, by i n s p e c t i o n ,  

- 
1 - 
S 

0 

0 

0 

0 

-. 0011 
2 

S 
I - 

6 (s) = -F 

S -.0331~+.0427 
2 0 %  s +4.24s+9 

0 0 
0 0 
0 0 
.0011 -.002s 

Hence, 

2 s (s +4.24s+9) 
1 

s +4.24s+9 2 

0 

0 

0 

* 022 
s +4.24s+9 2 

-. 025 -.004 
0 0 

s+l 0 
2 0 s +4.24+9 

0 0 
-,0491 .0077~-.0394 

.025 
s (s+l) 

0 

1 
s+l 

0 

- 

0 

.0491 
s (s+l) 

.004 
s ( s  2 +4.24s+9) 

0 

0 

1 
s +4.24s+9 2 

0 

-.0077~+.0394 
s ( s  +4.24s+9) 2 

- 
0 .0013 
0 0 
0 0 
0 0 

S(S+lO) 0 
-.0284~ s 

- 
(E211 

0 

0 

0 

0 

1 so 
.0284 

s ( S + l O )  

- 
.0013’ 

2 
S 

0 

0 

0 

0 

1 - 
S 

The f i n a l  s t e p  i n  t h e  des ign  process  involves  G; i .e .  r e c a l l  t h a t  
for t h e  example considered,  G = (I  + G * ) ,  where each element of 
G* - must s a t i s f y  (E12). We would i i k e t o  choose G* such t h a t  
t h e  middle f o u r  r o w s  of B G r e p r e s e n t  a d i a g o n a l m a t r i x .  
s e r v e  t h a t  i f  G w e r e  equ&to 
rows of B G would equal  t h e  i d e n t i t y  mat r ix .  

Ob- 
(E17)? t hen  t h e  middle fou r  

However, a number 3- 
I 

-231- 



of the elements of G* would clearly not satisfy (E12)- If we 
normalize B'l by dividing each column by 
diagonal er%$ent, and define this matrix as 

1 .112 0 
0 1 0 
0 .087 1 
0 .687 022 1 0 

0 
-.016 
1 

If G were then set equal to s m ,  two of the elements of G* would 
equal .112 and .687 respectively, although this choice OF G 
would also prgduce a diagonal B_qmG_ matrix as desired. How&er, 
the element 442 = .687 would far exceed the constraint (EL21 
and it is therefore obvious that it is not possible to diagonalize 
B G and simultaneously satisfy the constraint (E12). The next 6% thing to do is to find a G, if possible, which "almost" 
diagonalizes the product BqmGi-i.e. so that only one off- 
diagonal element of B 
now show e 

G r s  nonzero. This is possible as we will 
-4m- 

In particular, suppose G - were set equal to a modified ver- 
sion of B&,; i.e. Suppose 

G =  - 

Then 

and 

, i a i  
.9 
.088 

0 

-6.15 0 

0 -. 382 
0 0 

B G =  -gm- 

0 4.623 

1 a a 
0 Q 
1 -. 015 
.022 1 

1 0 0 
0 0 

21.82 0 
0 ' f  .. -7.482 

.lo1 0 0 
-.l 0 0 
.088 0 -. 015 

0 .022 0 
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and, for all practical purposes, the elemerts of G* would satisfy 
(E12); i.e., the only exception would be g12 = .lElwhich can 
actually be set equal to .1 with negligible consequences. How- 
ever, we will let G* equal (E26) in our design. We can now 
compute B G compleFely; i.e. 

-9- 

.05 
-6 . 15 
0 
0 
0 
0 0213 

.0096 0 0 
0 0 0 

-. 382 0 0 
0 21.82 0 
4.623 0 -7.482 
.0134 * 0505 

Our linear state variable feedback designlis now complete; i.e. 
F is given by (El9), and the resulting 5 ( s )  by (E22). =(SI = _* I 
and B& is given by (E27). 
order to obtain the closed loop transfer matrix for the hovering 
SH-3D helicopter, and then compare our final design to be the 
desired closed loop transfer matrix (E4); 
i.e. T (s) = E(s)E;’(s)B G, and for the example, 

We can now employ (12) in 

-F - -  ,G -4- 

.0096 

s + l  
_- + .008s + . 7 1 2  

s ( s 2  ’+ 4.24s + 9) 

-6.15 
s 2  + 4.24s + 9 

0 

0 

-. 382 
s + l  
- 

0 0 

-__- 4.623 
s ( s  + 10)  

0 F .‘‘I 

-.135 __ .0134s2 + - 2 6 s  + .077 

s2 + 4.24s + 9 s ( s  + 1 )  ( s  + 10) 

LONG. CYCLIC M A I N  ROTOR 
PITCti  COLLECTTVE 

I D N G  
‘7EL. 

0 PITCH 

.of373 
s ( s 2  + 4.24s + 9)  

0 

0 0 

n 21.82 
s2  + 4.24s + 9 

0 -7.482 
s ( s  + 1 0 )  
-___ 

I’ERT 
W L  

YI\W 

.051s2 + .046s + 1.315 

LATERAL CYCLIC 

s ( s 2  + 4.24s + 9 )  
~ - -  

PITCH 
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This  c losed  loop t r a n s f e r  maitr'ix,' (E28) I 
f i n a l  des ign .  I f  e compare t h i s  . t ra 'ns fer  m a  
t r a n s f e r  mat r ix ,  4), 'several 'observa t ions  cta 
w e  no te .  t h a t  t h e  d d l e  f o u r  rows, of 'IE28)'. CLa 
middle fou r  r o w s  of ( E 4 ) .  The only except ion  
i . e ,  t h e  t r a n s f e r  f u n c t i o n  r e l a t i n g  la teral  v e l o c i t y  (y5) t o  main 
rotor  col lect ive (1.12). This  i s  no t  a completely d e s i r a b l e  con- 
d i t i o n ,  a l though one can c e r t a i n l y  tolerate t h i s  r e l a t i v e l y  l o w  
degree of i n t e r a c t i o n ;  i . e . ,  when main rotor  c o l l e c t i v e  (1.12) i s  
imployed t o  change t h e  v e r t i c a l  v e l o c i t y  ( y 3 ) ,  t a i l  ro to r  collec- 
t i v e  ( ~ 4 )  w i l l  have t o  be employed t o  coun te rac t  t h e  r e s u l t i n g  
Yaw (195) - 

W e  f u r t h e r  no te  t h a t  wi th  t h e  except ion of the  (1,4) e n t r y  
of (E28), a l l  o t h e r  e lements  i.: t h e  f irst  and l a s t  r o w s  of t h e  
closed loop t r a n s f e r  ma t r ix  are nonzero. However, t h e  ga ins  
a s s o c i a t e d  w i t h  most of these t r a n s f e r  func t ions  are r e l a t i v e l y  
low; i . e .  l o n g i t u d i n a l  v e l o c i t y  ( y 1 )  i s  p r imar i ly  c o n t r o l l e d  by 
long i tud ina l  c y c l i c  p i t c h  [ v i ) ,  and l a t e r a l  v e l o c i t y  (y4) by 
la te ra l  c y c l i c  p i t c h  ( ~ 3 ) ~  a s  desired. This  d e s i r a b l e  condi t ion  
i s  not  e n t i r e l y  due t o  our feedback des ign ,  however. R e c a l l  
t h a t  t h e  i n p u t  ga ins  a s soc ia t ed  with t h e  f i rs t  and l a s t  r o w s  of 

(E7)  are l o w  re la t ive  t o  t h e  middle f o u r  r o w s  of B Further-  
m 3 re,  l a t e ra l  v e l o c i t y  and l o n g i t u d i n a l  v e l o c i t y  are-'"integrator 
coupled" t o  r o l l '  and p i t c h ,  r e s p e c t i v e l y ,  i n  m o s t  aerodynamical 
veh ic l e s .  W e  simply took ai'vantage of t h e s e  f a c t o r s  i n  i n i t i a l l y  
spec i fy ing  a d e s i r e d  closed loop system ( E 4 )  based on rea l i s t ic  
h e l i c o p t e r  character is t ics .  

Although not  a l l  design o b j e c t i v e s  w e r e  m e t ,  it appears  t h a t  
t h i s  des ign  i s  about as c l o s e  t o  t h e  desired design as p o s s i b l e ,  
c o n s i s t e n t  wi th  t h e  c o n s t r a i n t s  on F and G .  W e  should remark 
here t h a t  i f  t h e r e  w e r e  no c o n s t r a i c t  of and G ,  w e  could have 
achieved a s t r i c t l y  diagonal  middle f o u r  rows o? % , G ( s ) ,  
although t h e  f i r s t  and las t  rows would s t i l l  close'ry-resemble 
those  of (E28). 

G .  Concluding R e m a r k s  

W e  have introduced t h e  s t r u c t u r e  theorem and demonstrated i t s  
a p p l i c a t i o n  t o  l i n e a r  m u l t i v a r i a b l e  system des ign . '  I n  p a r t i c u l a r ,  
w e  designed a non in te rac t ive  c o n t r o l  system fo r  a hovering h e l i -  
cop te r  us ing  only p e n c i l  and paper methods. 

Although t h e  design o u t l i n e d  i n  t h i s  paper has not  been 
s imulated or f l i g h t  t e s t e d ,  it appears t o  r ep resen t  good handl ing 
q u a l i t i e s .  The important  p o i n t  t o  note ,  however, i s  t h a t  t h e  
f i n a l  design c l o s e l y  matches t h e  desired c losed  loop t r a n s f e r  
mat r ix ,  

, -234- 
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W e  should remark here that  the structure theorem outlined i n  
t h i s  report is a modified version of a more general r e s u l t  which 
has been applied to areas other than handling q u a l i t i e s  design. 
The reader should consult references [31 and 141 €or additional 
information on t h i s  subject.  
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Section 3 
SYSTEM SIMULATION AND ID€NTIFICATION 



OPTIMAL REGULATOR OR CONVENTIONAL? 
SETUP TECHNIQUES FOR A MODEL FOLLOWING 

- -  - -  SIMULATOR CONTROL SYSTEM e -  

By main A. Deets 
Flight Research Center 

This paper compares the optimal regulator technique for de- 
termining simulator control system gains with the conventional 
servo analysis approach. Practical considerations associated 
with airborne motion simulation using a model-following system 
provided the basis for comparison. The simulation fidelity speci- 
fications selected were important in evaluating the relative ad- 
vantages of the two methods. Frequency responses for a JetStar 
aircraft following a roll mode model were calculated digitally to 
illustrate the various cases. A technique for generating forward 
loop lead in the optimal regulator model-following problem was 
developed which increases the flexibility of that approach. In 
this study it appeared to be the only way in which the optimal 
regulator method could meet the fidelity specifications. 

INTRODUCTION 

Matching the motions of a pilot cockpit to those of an arbi- 
trary aircraft is a fundamental problem of motion simulation. 
Two types of motion simulators are currently in use at NASA 
centers: ground-based and airborne. Many similarities exist be- 
tween these two types of simulators. Both types are incapable o f  
exactly duplicating all of the motions, and both employ complex 
multiaxis drive systems (Figure 1). Both types encourage the 
simulator engineer to ask-"With the same hardware, would the 
simulation be better if the control system were set up differently?" 

This question led to the study reported in this paper. The 
simulator considered was the Flight Research Center's General 
Purpose Airborne Simulator (GPAS) I a modified Lockheed JetStar 
(refs. 1 - 4 ) .  The GPAS utilizes a model-following system. The 
system gains for a roll-axis simulation were found using conven- 
tional methods, which normally would have been used in an actual 
flight simulation experiment. As an alternate approach, a dif- 
ferent set of gains were found based on the optimal regulator 
technique, which is representative of modern control theory. 
Calculation of these gains by using each method was straightfor- 
ward, but the determination of which simulation would have been 
better was difficult. 
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Figure 1.- Motion simulators 
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In order to make a sensible evaluation, ground rules were 
established which would be simple enough to follow for the study, 
but still close enough to the problems of motion simulation to be 
representative. Thus, the approach was to define a set of evalu- 
ation factors, including some representative specifications, on 
the simulation fidelity of the roll mode. Gains were then found 
by using conventional and optimal regulator techniques. The ef- 
fort was to be limited to that which would normally have been ex- 
pended in a typical simulation setup. After computing the gains 
and their respective characteristics, the various methods were to 
be evaluated against the original evaluation factors. 

A coefficient matrix for state %quqt$oqsn I .  ....9bqte”v 

a 

B input matrix for state equations 

constant element in Hk matrix 

error in roll rate, (pm - p) 
error in bank angle, ($m - 9)  

P e 

c. 

H output matrix for state equations 
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optimal regulator performance index 

imaginary axis of s plane 

gain matrix 

feedback gain, rolling angular velocity to aileron 
[secl 

back gain, bank angle to aileron 

rplling angular velocity [deg/sec] 

output weighting matrix 

weighting values on e B ,  respectively P’ 
control weighting matrix 

yawing angular velocity [deg/secl 

Laplace transform variable 

time [sec~ 

‘control vector 

state variable vector 

output error vector 

angle of sideslip [degl 

, positive 
right - ‘a total aileron deflection, 6 

aleft 
for left aileron -trailing edge down, [degl 

pilot aileron command, positive when commanding positive 
‘a [degl 

rudder defl:e-de‘i”&i, ‘’@&it?iiVd tkdi l ind’edge  left [degl 

Subscripts: 

real axis of s plane 

bank angle [degl 

m model, analog-computer quantity 

P plant 
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Special notation: 

( S  1 function of Laplace variable 

( *  1 a dot above a quantity represents first derivative with 
respect to time 

( 1 '  transpose of a matrix or vector 

EVALUATION FACTORS 

Five evaluation factors were considered for application to 
this simulator design comparison. These were: pilot preference, 
time/facility requirements, simulation fidelity specifications, 
realizable system, and potential. Two of the factors, pilot 
preference and time/facility requirements, were discarded because 
they required information which could not be obtained within the 
scope of this study. The remaining three became the basis for 
evaluation. Brief comments on these three factors selected for 
the evaluation are given below. 

Simulation Fidelity Specifications 

ti 
fi 

One of the most significant evaluation factors for an analy- 
cal study is the system's ability to meet a given set of speci- 
cations. These requirements on the simulation fidelity have to 

be stated in terms of control system responses, but at the same 
time must reflect the pilot's threshold for distinguishing be- 
tween various motion cues. 

Realizable System 

Another evaluation factor is the ability for a design pro- 
cedure to automatically result in an achievable system. An 
example of a realizable system from a practical standpoint is one 
which requires relatively low valued feedback gains. 

Potential 

A final evaluation facfor'islthe amounb of potential a tech- 
nique possesses. A method may exhibit potential in a number of 
ways. Easy expansion to more complex problems, ability to handle 
higher order effects, or the tendency for the method to lead to 
improved setup methods or improved sidulation specifications are 
examples of "potential. " 
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PROBLEM DESCRIPTION 

A good technique for comparing design methods is to apply 
each method to a specific example. The ability of each method 
to cope with the example should be an indication of the merits 
or deficiencies to be expected with other similar problems. The 
roll mode problem described on the following page contains many 
specific details with regards to the model, simulator, gain con- 
figuration, and fidelity specifications. 

Although the problem exhibited a few complications, such as 
having a multicontroller configuration, it was still relatively 
simple compared with the spectrum of motion simulator problems 
which could have been selected. The evaluation of the methods 
was not based solely on whether the specifications were met, but 
included the suitability of the method for handling motion simu- 
lation problems of greater complexity than this example. 

Model-Following Configuration 

A model-following system was used because it desensitizes 
the simulation to small changes which are likely to occur in the 
plant (Jetstar) characteristics. The configuration studied is 
shown in Figure 2. The pilot's wheel input (6, ) is fed into a 
prefilter model with a representative rollAmode time constant of 
0.35 sec. The equations for this model are written in state 
variable notation because of the ease of adapting to the optimal 
regulator problem format. Letting model roll rate (Pm). and bank 

P 

angle ($m) be the model state variables, then c 

x = Am% 4- Bmum 
in 

with 

x' = [Pm $ml; um = 6a - m  
P 

The plant was represented by the lateral-directional equa- 
tions of motion of the JetStar at a cruise flight condition 
(Mach = 0.55, altitude = 20,000 ft, weight = 32,000 lb). In ad- 
dition to roll rate (p) and bank angle ( $ ) ,  sideslip angle ( 8 )  
and yaw rate (r) were required to describe the lateral-directional 
dynamics. The ailerons (6,) and rudder (6,) were the controllers. 
The lateral-directional equations of.motion of the JetStar are 
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with 

- - 

and 

MATRIX 
A 

MODEL 

1 
X - P  

r -1.8 
1.0 

P .077 .-I -. 096 

= A x  + B u  
%? P-P P-P 

1 = [p 9 B 21; u p  = [Sa 6r1 

0 -6.92 -291 
0 0 0 

.056 -.14 -1.0 
0 2.07 -.28 

1.18 
0 

-. 003 
-1.79 

( 4 )  

(5 )  

Figure 2.-  Model-following configuration 

The command to the control system was resfricted to be a 
linear combination of model and plant state variables. Thus, 

U -P K [ ~ - ]  (7) 

where K is the gain matrix noted in Figure 2. 

The fact that the problems had to be formul ed in state 
vector notation because of the requirements of the optimal regu- 
lator technique was viewed as being advantageous. Extension to 
much more complicated multiaxis problems would he straight for- 
ward with the optimal regulator, whereas conyentianal methods 
would become extremely cumbersome. 
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Roll Mode Simulation Specifications 

The fidelity requirements for this study were stated as sim- 
ply as possible. One requirement was that the lag in roll fol- 
lowing should not be greater than 0.1 sec. This value was repre- 
sentative of specifications on previously conducted motion studies. 
The roll axis motion studies by Shirley (ref. 5) showed that a 
pure 0.1 sec time delay did not have a significant effect on the 
pilot's describing function in a tracking task. 

Naturally, a 0.1 sec lag requirement is easy to achieve at 
low frequency inputs and difficult at higher frequencies. Thus, 
the specification required some form of frequency dependence. A 
0.5 Hz pilot input was chosen as the typical pilot input for 
design purposes. Amplitude ratio was also recognized as an im- 
portant fidelity measure. Very little was known about acceptable 
tolerances on motion amplitude ratios. A f2 dB limit was chosen 
for the roll following. 

These roll following specifications were treated as design 
goals for the study. It was expected to be extremely difficult 
or impossible to meet them with achievable system gains, and in 
fact they had not been met previously in simulations using the 
GPAS. In the directional mode, excursions in sideslip ( 6 )  were 
to be minimized with no specific tolerance. 

The practical problems became apparent when restrictions 
were placed on the system gains. The most severe limitation on 
this problem was the need to use realizable roll rate and bank 
angle feedback gains to the Jetstar's ailerons. Maximum allow- 
able gains were selected based on previous flight experience with 
the Jetstar's simulation systems. 

Selection of gain maximums was actually a poor way to repre- 
sent the real situation. Since the true gain maximums are due to 
factors such as structural or sensor modes rather than an absolute 
limit on the gain values, it would have been more beneficial to 
get at the source of the problems. However, this assumed that 
detailed knowledge of the aircraft structural modes, sensor dy- 
namics, and all of the many interactions was available. Inclu- 
sion of this type of information was beyond the scope of this 
study. Therefore, limits on the gain values were used as the 
simplest method for making the system realizable. A summary of 
the specifications is found in Figure 3 .  
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ERTZ INPUT 0.1 sec 

AMPL~TUDE RATIO TOLERANCE + 2  dB 

\ 

REA LI ZA BI LlTY CON STR A I N T S  

M A X I M U M  AILERON FEEDBACK GAl  

K p  = 1 K v  = 2.5 

Figure 3 . -  Motion simulator specifications 
roll mode 

DESCRIPTION OF DESIGN METHODS 

Conventional Approach 

Classical design methods were used to obtain the conventional 
gains. Considerable effort had been expended associated with de- 
veloping the systems for GPAS leading to this conventional setup. 
Single loop Bode analyses which included actuator and sensor dy- 
namics were used to estimate the gain requirements. Independent 
analysis was necessary for the aileron and rudder channels ini- 
tially, then extended to the multiloop case using an iterative 
process. Ground and flight tests required various adjustments to 
the gains. This entire process resulted in a set of maximum 
usable gains. For the subject problem, the primary conventional 
gains were simply the maximum allowable values of the aileron 
feedback gains. 

\ 

Optimal Regulator Approach 

The state variable formulation of the system makes it easy 
to set up the optimal regulator problem. The model and plant are 
grouped together in a single matrix equation to give 

where 

x' = [x' I x' 1; u = u 
- m l - p  - -P - 
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Note that the model's input matrix (%) is not included in 
Eq. ( 8 ) .  This is because the optimal regulator solution assumes 
a response to arbitrary initial conditions on the state variables 
rather than an input from the pilot. This was potentially a prob- 
lem in that accurate response resulting from a pilot's input is 
one of the most important qualities in a simulation. The fidelity 
specifications reflected this fact, since they were defined rela- 
tive to a pilot's input. A question which had to be answered was 
whether a system, which had been optimized for response to initial 
conditions, would also perform satisfactorily for pilot inputs. 

An output error vector (x) consisting of pertinent error 
parameters was of the form 

= Hx - 

where H is the output matrix. 

For the roll following problem, the output vector was 

A quadratic cost functional (J) was defined to be 

where Q and R are positive semidefinite weighting matrices on the 
output error and control vectors, respectively. The optimal regu- 
lator problem minimizes the cost by finding a suitable control 
law. The control law obtained is of the form 

u = Kx - - 

where K is a gain matrix. 

The procedure for determining this gain matrix by finding the 
steady-state solution to a matrix Riccati equation is well docu- 
mented in the literature (refs. 6, 7). Tyler (ref. 8 )  has studied 
specific applications to variable stability aircraft which were of 
direct applicability to this study. Tyler restricts Q and R to be 
diagonal matrices. 
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One guideline adopted for this study was that a diagonal 
weighting would be used unless there was a reason to do otherwise. 
For notational purposesl (91, 92, 93) stood for the Q matrix 

Q =  
91 
0 i 0 

0 

92 
0 

RESULTS AND DISCUSSION 

Conventional Gains 

Some of the characteristics of the conventionally determined 
gains are illustrated in Figure 4.  The roll rate/pilot wheel (q ( s ) )  pole and zero locations are shown in the positive imagi- 

nary s plane. The Jetstar's Dutch roll is well damped and can- 
celed by a zero. Thus, directional quantities, (Band r), were 
not excited and did not contaminate the roll mode response. The 
model roll mode pole was a weal root at -2.86. A highly damped 
complex pole pair and real zero combined to form a follower mode. 
This mode was the determining factor in the simulation fidelity. 

u s- 

P - (4 
%"P, 

5 
4 

3 

6 
UTCH ROLL' 

1: 
0 

CT 

0 

Figure 4.- Conventional gains 
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A phase angle frequency response of the ( s )  transfer function 
shows excessive lag, a strong indication that the design goal was 
to be difficult or impossible to meet. The amplitude ratio speci- 
fication of f2 dB was achieved out to 0.75 Ha. 

Pm 

~ ~ 1 . 0 3  -.oi -.24 -.i6-8.$ 2.91 

Optimal Regulator Gains 

d -a -6 -4 -2 D 

The same problem was then solved using the optimal regulator 
procedure. In order to estimate the values of error weighting, 
five or six cases were run until the primary gains were close to 
the maximum limits. This weighting was (0.7, 7, 100) correspond- 
ing to (91, 92, 9 3 ) .  The time lag at 0.5 Hz was 0.2 sec, so 
another series of cases were run with equal ep and e$ weightings. 
The (1.5, 1.5, 100) case gave realizable gains. Some of the 
characteristics are shown in Figure 5. For reference, the con- 
ventional set is shown first. The gain values, follower mode 
roots, and the time lag at 0.5 Hz input are shown. Note that the 
follower mode for the (0 .7 ,  7, 100) set has approximately the 
same characteristics as the conventional gains (as would be expec- 
ted). The (1.5, 1.5, 100) set resulted in two real roots, with a 
zero canceling one of the poles. Unfortunately, the time lag was 
still longer than allowed by the specifications. 

CONVENTIONAL 

OPTIMAL 
(.7, 7, 100) 

1 OPTlMAL 1 (1.5, 1.5, 100) 

I 

GAINS FOLLOWER ROOTS LAG 

8 r  0 0 0 -.11 -10 2 

Ba[ 1 2.5 -1 -2.5 0 0 

5, .85 2.5 -.96 -2.5 r x 1.20 s e c )  

8,1-.02 -.02 -.2 -.15-8.4 2.911" A 1 
-8  -6 -4 -2 O 

'14 I I 

Figure 5.- Comparison between methods, 
conventional and optimal 

Additionally, the amplitude fell below the -2 dB point at 
about 0 . 2  Ha and deteriorated with further increase in frequency. 
Although realizable gains were finally achieved, the procedure was 
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by no means automatic. A large number of runs were necessarp 
just to adjust the weightings to get the gains down to a reason- 
able value. 

At this point in the study, the optimal regulator solution 
offered no advantage. In fact, it was not at all obvious how one 
could adjust the error weighting matrix (Q) such that the simu- 
lation fidelity would improve and still remain a realizable sys- 
tem. Conventional techniques did offer some straight forward 
methods using Bode analysis to adjust gains to give effective for- 
ward loop lead. Recognizing that forward loop lead was needed, 
the optimal regulator was examined for any method of introducing 
this lead in the problem. 

Effect of Forward Loop Lead 

Optimal regulator. - The optimal regulator performance index 
of Eq. (12) is repeated here for convenience. 

Now substituting in Eq. (10) for y gives 

H'QH is the state weighting matrix, being square with dimen- 
Adjustment of the sions equal to the length of the state vector. 

H QH matrix rather than the weighting matrix (Q) had the advantage 
of providing more flexibility and adjustments could be made that 
appealed to the designer's intuition. 

Specifically, more forward loop lead was needed. This could 
be achieved by redefining the error for variables having deriva- 
tives which were state variables. The difference between the 
plants variable and a modified variable which leads the actual 
model was defined to be a model lead error. In the case of bank 
angle, the model lead error was 
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where "a'' w a s  an a d j u s t a b l e  cons t an t  which ac t ed  l i k e  a f r e e  
des ign  parameter.  Thus, a model l ead  error vec to r  ( ~ 2 )  and a 
model l e a d  ou tpu t  ma t r ix  ( H k )  f o r  t h e  r o l l  mode s imula t ion  prob- 
l e m  w a s  of t h e  form 

where 

HA = 1; 0 -1 0 O l  
0 0 1 0  

Five  cases  w e r e  run wi th  inc reas ing  va lues  of "a" from 0 . 1  t o  
5 fo r  t h e  (1 .5 ,  1 .5 ,  1 0 0 )  Q weighting mat r ix .  The case f o r  which 
"a" = 3 gave t h e  b e s t  s o l u t i o n  wi th  r e s p e c t  t o  t h e  s imula t ion  f i -  
d e l i t y  s p e c i f i c a t i o n s .  

The e f f e c t  of t h e  opt imal  r e g u l a t o r  l e a d  weight ing can be 
seen i n  F igure  6.  There has  been a s i g n i f i c a n t  improvement i n  t h e  
& ( j w )  phase l a g  a t  t h e  l o w e r  f requencies .  
has increased  a s  expected wi th  the  i n p u t  lead, bu t  i s  w i t h i n  t h e  
& 2  dB l i m i t .  The only d i f f i c u l t y  is  t h e  f a i l u r e  t o  m e e t  t h e  t i m e  
l a g  s p e c i f i c a t i o n s  a t  0 .5  H z .  

The amplitude r a t i o  

AMPLITUDE 
RATIO, 1; ( iw)I  

dB 

PHASE 
ANGLE, 

P - (jw), 
Pm 
deg 

FREQUENCY, Hz 

Figure  6.- E f f e c t  of opt imal  r e g u l a t o r  
l e a d  weighting 
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The H'QH weighting matrix for this case was 

H'&QH~ = 

15 4.5 -1.5 
4.5 1.5 0 

-1.5 0 1.5 
-4.5 -1.5 0 

0 0 0 
0 0 0 

-4.5 0 0  
-1.5 0 0  

0 0 0  
1.5 0 0  

0 100 0 
0 0 0  

and the control equation was 

- 8 . 4  -67 - 0 2 3 1  2.9 

Pm 

+m 
P 
0 

(19) 

(20) 

When compared with the basic (1.5, 1.5, 100) gains listed in 
Figure 5, the only gains to change were the pm forward loop gains. 

Adjustment of the H'QH matrix to provide forward loop lead 
appears to be an important addition to the model following optimal 
regulator theory. It should have applications to control system 
problems other than for motion simulation considered here. 

Conventional technique.- Comparison of the simulation fidelity 
provided by the optimal regulator lead weighting with the conven- 
tional technique could not be fairly made unless input lead adjust- 
ments were allowed on the conventional gains. Model lead was in- 
cluded using Bode diagram analysis. Increase in the Pm input gain 
to the aileron channel was required. The resulting characteristics 
were almost identical to the optimal regulator lead weighting case 
illustrated in Figure 6. 

. Final Comparison of Methods 

With the completion of the simulator designs using each tech- 
nique, the three evaluation factors specified earlier were used 
as a guide for comparison. Comments and an indication of the most 
suitable method for each evaluation factor are given below and 
summarized in Figure 7. 
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FACTORS BEST METHOD 

SIMULATION FIDELITY SPECIFICATIONS EQUIVALENT 

REALIZABLE SYSTEM CONVENTIONAL 

POTENTIAL OPTIMAL REGULATOR 

Figure 7.- Final comparison 

Simulation fidelity specifications.- Both methods provided 
good simulation fidelity. Neither approach fully met all of the 
requirements, but the designer would have been in the position 
with either technique of choosing which tradeoffs should be made 
between the competing specifications. In the example studied, 
roll time lag was allowed to exceed the specifications slightly 
in order to meet the amplitude ratio and maximum feedback gain 
restrictions. The techniques were considered to be equivalent. 

Realizable system.- The optimal regulator did not give 
achievable gains automatically. Information on hardware charac- 
teristics which actually limit the system could not be included 
in the optimal regulator easily, whereas it could be included as 
necessary in the conventional approach. The conventional tech- 
nique was selected as the most suitable for providing a realizable 
system. 

Potential.- The optimal regulator offered the most potential, 
considering its compact state variable notation and systematic 
handling of a multicontroller problem. Use of optimal control 
methods for setting up simulators would probably lead to much 
needed improvements in simulation fidelity specifications and simu- 
lator response documentation. 

CONCLUDING REMARKS 

The model-following optimal regulator technique, at this point 
in its development, does not appear to offer any strong advantages 
over conventional methods for determining the control law for simu- 
lator setup. 

The most serious shortcoming of the optimal regulator method 
was the many iterations necessary to obtain a realizable system. 
Although state vector notation made the extension to more complex 
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systems straightforward, the adjustments to the weighting matrix 
necessary for a realizable system would most likely become even 
more tedious and confusing. 

An important output of this study was the development of a 
method for providing forward loop lead by using the optimal regu- 
lator solution without affecting the feedback gains. Without this 
hew method, the optimal regulator would not have provided a simu- 
lation comparable to the conventional approach. 
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QUASI-OPTIMAL CONTROL OF A MOVING-BASE SIMULATOR 

By Elwood C. Stewart 
Ames Research Center 

SUMMARY 

This paper is concerned with the optimal control of a six- 
degree-of-freedom moving-base simulator, and utilizes the quasi- 
optimal control method due to Friedland. The problem, in broad 
terms, is to determine a control law for moving the simulator cab 
so that its motion will: (1) "best" approximate the desired air- 
craft response, and (2) not exceed the limited translational capa- 
bility of the simulator. Due to lack of experimental data, "best" 
can only be interpreted subjectively at the present time. A 
variety of optimal responses have been obtained by the method 
which emphasizes different features of the response which are 
thought to be,important in motion perception. Examples of such 
results are given, and the considerations important in initial 
subjective evaluations by experienced flight personnel are dis- 
cussed. Final evaluation must be made on the motion simulation. 

THE MOTION SIMULATOR PROBLEM 

A photograph of the Ames six-degree-of-freedom motion simu- 
lator is shown in Figure 1. The purpose of the simulator is to 
provide motion cues to a pilot located in the cab by making it 
move so as to duplicate the motion of an actual aircraft. For this 
purpose the cab is provided with three rotational degrees of free- 
dom with respect to the platform shown, and the platform is pro- 
vided with three translational degrees of freedom. The lateral 
motion is well illustrated by the tracks on which the whole assem- 
bly moves. The motion of the cab is confined to a box roughly 8 ft 
longitudinally, 10 ft vertically, and 100 ft laterally. In addi- 
tion to motion cues, the pilot is provided with visual cues by 
projecting on the screen in front of the cab the visual scene which 
would be seen from the actual aircraft. This visual information 
is obtained from another simulator. 

The simulator control problem is illustrated in Figure 2. 
Here the pilot's input is sent to a model of the desired aircraft. 
Perfect visual cues are obtained from the aircraft output. The 
motion cues, however, are imperfect because they must be obtained 
from the simulator output rather than the aircraft. When the air- 
craft motions are small, the simulator motions can duplicate the 
aircraft motions so that the simulation will be 1:l. However, 
when the aircraft motions become large, the simulator cannot dupli- 
cate these motions and the simulation cannot be 1:l. Obviously a 
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Figure 1.- Ames six-degree-of-freedom motion 
simulator 

VISUAL CUES 

CONTROLLER 

Figure 2.- Block diagram of simulator problem 
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nonlinear controller is desired, The basic question in designing 
the control system is: 
be followed accurately by the simulator and what aspects can be 
sacrificed without degrading the realism of the simulation? 

What aspects “of the aircraft motion must 

Current methods of simulator control are based on using a 
high-pass filter as the controller in Figure 2 .  The approach 
seems to work satisfactorily for certain tasks. However, it is 
clear that the results obtainable are limited by the simple form 
of this controller: moreover, this type controller cannot provide 
the desired nonlinear behavior. 

It is pertinent to examine an alternative approach utilizing 
optimal control theory. Such an approach would enable the desired 
nonlinear behavior to be achieved; further, better performance 
might be achieved; and finally, it might offer a more systematic 
approach to simulator controller design. The method being used 
is the quasi-optimal control method due to Friedland (refs. 1-3). 
A description of the method is beyond the intended scope here. It 
is sufficient to point out that the method is based on the Maximum 
Principle, but it avoids the usual two-point boundary-value prob- 
lem by a unique perturbation idea. The study is being conducted 
by the combined efforts of three groups: first is Dr. Friedland 
and his group at Singer-General Precision (under contract to Ames 
Research Center); also involved in the study are the Theoretical 
Guidance and Control and the Flight and Systems Simulation Branches 
at Ames. As will be seen these three groups are required in the 
study because of the difficulty of defining the problem. 

APPLICATION OF THE QUASI-OPTIMAL CONTROL METHOD 

In attempting to apply the quasi-optimal control method to 
the control of the six-degree-of-freedom simulator, the scope of 
the investigation has been restricted for the present. First, 
only two degrees of freedom are being considered, vertical motion 
and pitch motion. Later results will be presented for a simple 
push-over maneuver such as would be executed to acquire a glide 
slope. Second, the equations of the aircraft and simulator are 
approximated by linear equations. 

The heart of the problem lies in the def’inition of the per- 
formance function to be minimized. In Figure 3 the error has been 
defined as the difference between the aircraft and. cab states. 
For realism in the simulation, some function of this error should 
be minimized by proper choice of the control system. Unfortunately 
it is not known what function of the error should be minimized 
because of lack of experimental data on motion perception. For 
this reason the best thing to do at the present time is to take a 
conservative view by minimizing an integrated squared error of 
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Figure 3 . -  Application of quasi-optimal 
control to six-degree-of- 
freedom simulator 

:hose quantities which are known to be important in motion percep- 
Zion. It is well known from physiological experiments that the 
important quantities are linear acceleration, its derivative or 
jerk, angular rate, and angular acceleration as indicated in the 
performance function in Figure 3 .  The second part of the perfor- 
mance function is the penalty function term which is chosen so 
that L becomes large when the cab motion xc approaches its limits 
of travel. This term has the effect of keeping the cab from 
reaching these limits. From this discussion it is clear that there 
is a certain freedom in the choice of Q and L as well as the con- 
stants in Q and L. Some special forms of interest are shown at 
the bottom of Figure 3 .  The constants in Q and L are much more 
difficult to choose, however. Any set of constants must satisfy 
two requirements. First, the displacement of the cab must not 
reach the limit of its travel. Second, the integral of the cab 
acceleration must be zero in order for the final cab velocity to 
be zero. Beyond that, the constants are more or less free to vary. 
In this study the constants have been purposely varied so as to 
generate a family of systems and responses, and an attempt is made 
by subjective evaluations to choose those which seem best. This 
is accomplished by a two-step selection process: (1) the eyeball 
test - from the time responses, experienced flight personnel are 
able to select subjectively those systems which appear to be best; 
(2) the flight or simulator test- here the promising systems are 
implemented on the six-degree-of-freedom simulator, and an experi- 
enced pilot flies the simulator in order to select the most satis- 
factory system. In this way it is hoped those characteristics of 
the response of most importance to motion perception can be 
determined. 
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The form of the optimal controller which is obtained by this 
method is shown in Figure 4. The controller is, in general, non- 
linear, as desired. The controller requires information about the 
aircraft state, the simulator state, and an estimator of the pilot 
future control motions. 

VISUAL CUES 

Figure 4.- Quasi-optimal control 

Some typical results which are obtained by this method and 
the factors important in subjective opinions of them will now be 
discussed. Figure 5 shows a complete set of time histories which 
have been obtained for a system designed for one particular cost 
function where the particular maneuver is a simple push-over 
maneuver which would be required to go onto a glide slope for 
landing. It can be noted that the two requirements discussed 
above are satisfied; that is, the displacement remains less than 
10 ft at all times and the final velocity is zero. It can also 
be noted that the errors in pitch and pitch rate are small. As 
far as pilot sensing is concerned, the pitch rate, its derivative, 
the linear acceleration, and jerk are important. Since the pitch- 
rate error is so small, the quality of the simulation will depend 
on the acceleration and jerk responses. However, it is not known 
in what way this quality depends on the errors in acceleration and 
jerk. Thus, as indicated previously, the cost function is pur- 
posely varied to generate a variety of acceleration of jerk re- 
sponses. The responses for four different systems are shown in 
Figure 6. The displacement, velocity, pitch angle, and pitch rate 
are not shown, since they are similar to those shown in Figure 5. 
The two sets on the left are for Ql, L2 systems, that is, without 
jerk weighting but with a soft penalty function. The first set on 
the left is the same as in Figure 5, and it is generally believed 
that the acceleration,response suffers from a poor phase relation- 
ship; that is, the zero crossing and peak times are in error. 
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Figure 5.- Responses for example quasi-optimal control 
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Figure 6.- Responses for quasi-optimal control 
with various weightings 
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In the second set, the sharpness of the penalty function has been 
increased, and, as a consequence, it is seen that the initial on- 
set of acceleration is much more accurate. Some believe that this 

$-is of great importance in motion simulation. Note 
se is still in error, however. The third and fourth 

sets are for Q2, L2 systems, that is, with jerk weighting and a 
soft penalty function. In the third set, the jerk weighting has 
greatly improved the phase relation of the acceleration response. 
However, the magnitude has been reduced and the onset of accelera- 
tion lacks fidelity. In the fourth set, the penalty function 
sharpness has been increased in order to provide a better onset 
of acceleration. But it can be noted that the jerk has developed 
some oscillation which might be undesirable. 

The responses on this figure illustrate the variety of fea- 
tures which_can be achieved by suitable choice of the performance 
function. The magnitude and phasing of the acceleration as well 
as the initial onset or jerk seem to be the three most important 
factors. However, which features prove to be the most important, 
and hence control system is best, will be answered in future 
tests in w experienced pilots fly these systems on the motion 
simulator. 
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SOME MODERN CONTROL TECHNIQUES 

FOR HUMAN OPERATOR MODELING AND IDENTIFICATION 

By Richard S. Shirley 
Electronics Research Center 

SUMMARY 

In this paper some recent results in quantitative modeling 
of the human operator are reviewed as well as a method for proces- 
sing his input-output data. Modern control techniques are applied 
to the pilot operating in a dynamic compensatory tracking task. 
Trained pilots are known to behave in an optimal manner under 
fully stressed conditions. This has led to the development of an 
optimal control model of the human operator which takes his 
limitations into account. A rationale for determining the appro- 
priate cost functions is determined. Experimental results indi- 
cate that the model can closely predict pilot performance in 
one- or two-axis tracking tasks. The model predicts pilot 
remnant (noise), error scores, and frequency response in both 
single-axis and multi-axis tracking tasks. 

The model is evaluated by comparison with actual experimental 
data. The recently developed B. L. Ho procedure yields a linear 
system realization from the system impulse response or transfer 
function without assuming a priori the form of the system. A 
modification of the procedure is described in the paper,and actual 
experimental data are processed for a human operator in a single- 
axis compensatory tracking task, controlling dynamics which are 
(in one case) roughly equivalent to those of the lateral position 
of a hovering helicopter. The resulting frequency response of 
the system realization closely approximates the frequency res- 
ponse of the human operator (in the region of crossover) as 
measured by the method of Fourier coefficients. 

INTRODUCTION 

In this paper a model of the human operator and a method for 
processing his input-output data are reviewed. The model and 
data-processing method permit a greatly improved means of analyz- 
ing a man-vehicle system operating under instrument flight rules. 
Specifically, they offer the following: 

1. The ability to predict the human operator's frequency 
response in a multi-axis compensatory tracking task: 
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2. The ability to predict the pilot's remnant a 
error scores along with the frequency respon 
particularly important because the pilot's remhant power 
of ten exceeds 50 percent of the total control *stick 
power; 

desired order of the pilot from his input-output data 
without assuming model form. 

3 .  A method of obtaining a linear system realiz 

The techniques described are dependent upon advances 
matics, psychology, systems simulation, and digital' 
technology. Let us briefly examine how these four fiezds have 
interacted with the history of manual control and led the 
analysis techniques to be described. 

Originally manual control was a combination of exberiment 
and experience. Given a steam-driven car and a man, it was 
merely a matter of common sense to design levers which allowed 
the man to control the car. By trying various levers (experiment) 
improvements were found which were incorporated in fKture cars 
(experience). The system worked very nicely: given a. reasonable 
set of control devices, the man could control the vehicle (barring 
mechanical failure). The coming of the airplane brought changes. 
For the first time engineers wanted to analyze the manyehicle 
system before the experiment, for the cost of a poor design 
could be high; for instance, many pilots died flight-testing 
aircraft. Furthermore, new instruments were required beyond 
those monitoring the mechanical performance of the vehicle, for 
a pilot out of sight of land required navigational aids. It 
was at this point that psychologists first made a contribution 
to manual control, soon to emerge as "human factors." Psycholo- 
gists aided engineers in the design of displays which could be 
easily seen and controls which could be easily used. The 
psychologists' concern with visual angles and scanning patterns 
resulted in a systematic approach to designing the man-vehicle 
interface. 

During the 1940's and ~ O ' S ,  the concept of handling qualities 
emerged because of three developments. First, considerable 
flight experience had been accumulated, and rightly or wrongly, 
engineers and pilots had definite ideas of the kind of aircraft 
dynamics a pilot could control. Secondly, larger and faster 
aircraft were being built with dynamics which did not fit this 
category of "controllable aircraft." Finally, in order to cope 
with the larger, more complex systems, engineers began to adopt 
certain mathematical analysis procedures, such as frequency 
response analysis, root loci, Nyquist diagrams, and other clas- 
sical techniques of control engineering. Their use permitted 
engineers to change the dynamics of the new aircraft to conform 

-262- 



with their ideas of "controllable," giving the concept of 
handling qualities some value. The use of handling qualities 
has been refined until today numbers (the Cooper scale, for 
example) can be associated with various ranges of aircraft 
dynamics which .are useful in aircraft design. 

response of a-human .- - operator (ref. l), an extremely novel idea 
at the time. -_Work since then has led to a 1965 report by 
McRuer et a1 (ref. 2), which includes the following: 

In 1947 *".ustin reported that he had measured the frequency 

1. A careful outline of a procedure for measuring a pilot's 
frequency response and noise (called a quasi-linear 
describing function) in a compensatory tracking task; 
the method relies on psychology for experimental tech- 
nique,and on mathematics for the Fourier analysis; 

2. A large amount of supporting data including not only the 
pilot's frequency response (his amplitude and phase as 
a function of frequency), but also his remnant (the noise 
he injects into the control loop); 

3 .  The crossover model of the human operator, which allows 
prediction of the frequency response of a pilot in a 
single-axis compensatory tracking task based on the 
vehicle dynamics. 

Despite Tustin's original work in 1947 and a report by McRuer 
and Krendel in 1959 (ref. 3 ) ,  these techniques were not immediat- 
ely used due to the large quantities of data which had to be 
carefully processed in calculating the pilot quasi-linear- 
describing functions. The development of the fast Fourier trans- 
form and the hpbrid computer have overcome these difficulties, 
and the experimental techniques and crossover model are now 
widely used. 

State-space notation and optimal control theory are the 
current new tools being applied to aerospace control problems. 
State-space notation allows compact, systematic processing of 
large quantities of data, a requirement for the analysis of a 
pilot's tracking behavior. Such approaches Wave recently proven 
to be successful, primarily due to a simultaneous reliance upon 
previous work in the field of manual control, especially upon 
the crossover model of the human operator. 
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AN OPTIMaL CONTROL MODEL O F  THE HUMAN OP,e@'JQR 
- - I  .- -.. 

Prel iminary His tory  , C .  - - -  
Orig ina l  a t tempts  t o  use opt imal  c o n t r o l  theoEf- . * .  . t o  model t h e  

p i l o t  f a i l e d  because, s t r i c t l y  speaking, a human being i s  no t  a n  
optimal c o n t r o l l e r .  For example, given t h e  system shown i n  
F igure  1, and knowing t h a t  only t h e  i n p u t  (i) h a s - f i n i t e  power, 
how can a pure ga in  be chosen t o  r e p l a c e  t h e  c o n t r o l l e r  t o  mini- 
mize  mean squared error? 

I 

,---- 

sys tern 
output 

m 

- *  - .  
I .  

- 
Figure 1. - A compensatory t r ack ing  SysCem 

i 
I n  th,s simple case it is obvious t h a t  i f  t h e  conkro l l e r  i s  t h e  
pure ga in ,  K, t h e  r e l a t i o n s h i p  between e and i isrz- :  .... -. . . 

and t h e  mean squared error i s  given by 

., . 
* .  

- L. . 
. .  
..-- 

-._ . 
... 
.- . 

Let t ing  R go t o  i n f i n i t y  reduces t h e  mean s q u a r e d - e r r o r  t o  zero. 
Thus an optimal c o n t r o l l e r  f o r  t h i s  problem ( i n  the' sense of 
minimizing mean squared error) i s  an  i n f i n i t e  ga in .  Unfortunately,  
when a p i l o t  i s  placed i n  t h e  c o n t r o l l e r  p o s i t i o n  i n  Figure 1 
and asked t o  minimize t h e  mean squared error,  he " f a i l s " :  he i s  
n o t  an i n f i n i t e  ga in ,  and t h e  mean squared error Ls-,not zero.  

.. . .  
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At this point someone might mention that typical controls ,.- - are power-limited, and that the cost functional should allow for 
this fact To obtain realistic answers, the mean squared stick 
output (3) must be weighted in addition to the mean squared 
error. If the controller is still assumed to be a pure gain, 
the relationsIXQ - ._c between c and i in Figure 1 is given by 

--z\- letting K approach zero the control stick power is reduced to 
zero. If i(s) is defined, it is possible to calculate a value 
of KJ between zero and infinity which will minimize the cost 
functional J, given by 

- - 
2 J = _ .  e2 . .  + klc 

where kl is a.weighting constant. Let Jmin be the minimum value 
of the cost functional. If a pilot is now placed in the position 
of the controller of Figure 1 and asked to minimize bqth mean 
squared error and control stick power, he still "fails": he is 
not a pure gain, and the value of the cost functional [Eq. (111 
is considerably larger than Jmin. In fact, using the approach 
described so far (even letting the controller be other than a 
pure gain), it is impossible to find a cost functional which 
consistently leads to a controller which matches the measured 
behavior of the human operator (ref. 4). The reason for this 
is that, although the constraints of the vehicle are accounted 
for, the constraints of the pilot are not. 

The following section outlines the development of an optimal 
control model of the human operator in which extensive considera- 
tion is given to his limitations. Once these additional con- 
straints are included, it is demonstrated that, subject to his 
physical consffaints, the well-trained human operator can be an 
optimal controiler . 

_ L  

The Limitations of the Human Operatcr 
_I - 

Manual coctrol engineers give a good indication of the 
limitations of the human operator which should be considered. 
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A large part of manual control research deals wit 
operator in a single-axis compensatory tracking task of the 
type shown in Figure 2. A tracking task is calle 
if the pilot is presented error information only, 
tion is to attempt to reduce the error to zero by 
movements of the control stick. Compensatory tr 

control Ven i c le 
stick 
output - 

Human 
3pera tor 

P 
r. 

C I e Y * ‘  

” 

system 

m 
output - 

Figure 2.- The human operator in a compensatory tracking system 

are often found in application: examples include maintaining 
the position of a hovering helicopter by outside visual refer- 
ence, maintaining level flight in an airplane using an artifi- 
cial horizon, and following a glidepath in an airplane using a 
flight director. Although none of these tasks is single-axis, 
knowledge which is useful in analyzing multi-axis tasks has 
been gained from studying single-axis xasks. 

It has been demonstrated that the human operator can be 
usefully modeled by a quasi-linear-describing function as 
shown in Figures 3 and 4 (refs. 1-3). The quasi-linear-describing 
function is composed of two parts: a linear describing function, 
and a remnant. The linear-describing function is-a transfer 
function, and is determined by the pilot’s frequency response. 
In addition, by examining measured pilot frequency response 
curves the crossover model of the human operator has been develop- 
ed (ref. 2 ) .  Specifically, it has been established that in the 
area of crossover* the pilot will adjust his control behavior so 
that the open-loop transfer function is closely approximated by 

* 
The crossover frequency is that frequency at which the amplitude 
ratio of the open-loop transfer function YpY, passes from greater 
than unity to less than unity (see Figure 4 ) .  * ,  
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Equation 2 and typical experimental data 
Refinements o f x i s  model have been made 
pilot's frequency response away from the 
such model is: 

are shown in Figure 4, 
to account for the 
crossover region. One 

1 

Of importance 
the fact that 

\ with physical 

in considering the pilot's physical constraints is 
the various terms of Eq. 3 have been associated 
characteristics of the-pilot. The exponential term 

is a pure time delay, and is associated with the human operator's 
neural processing delay of about 0.2 second, a phenomenon long 
known to psychologists. The lag TN is associated with the pilot's 
muscular dynamics. 
sidered to be voluntarily generated by the pilot to improve 
system performance. 

Finally, the lead-lag pair TL-TI is con- 

The second portion of the quasi-linear-describing function 
is the remnant. The remnant is noise which the pilot injects 
into the man-vehicle system at the control stick. The word 
"remnant" is unfortunate, as it implies something left over which 
may be neglected. At times the linear-describing function (or 
the crossover model) characterizes the pilot quite well, and the 
remnant can be neglected. But, in the case of a hovering heli- 
copter, for example, up to 70 percent of the control stick power 
is remnant, and it is unreasonable to neglect it, 

In addition to the results already described, there is one 
other area of manual control research which is useful in develop- 
ing the optimal control model of the human operator. To model 
the pilot on a multi-axis task, consideration is given to his 
instrument-scanning behavior. It has been established (refs. 5-7) 
that: 

1. In observing a variable on an instrument a pilot obtains 
both position and rate information; -. - 

2. In the foveal area (direct viewing) position, information 
is better than rate information; 

3 .  Information is obtained from instruments in the periphery 
(instruments not directly viewed); 

4. In the periphery both position and rate information are 
degraded: rate information is slightly degraded, but 
position information is greatly degraded, and 
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5 .  While the eye moves from one 
(a sacaad) no information is 

Thus we see that manual control 
sidered the followina limitations of 

instrument to another 
obtained by the pilot. . 
engineers have often con- 
the pilot to be important: 

(a) instrument scanning behavior, (b) remnant (or noise) , (c) 
neural time delay, (d) compensation capability, and (e) neuro- 
motor dynamics. The optimal control model of the human operator 
was developed with these limitations in mind. 

Development of the Model 

Assume the human operator is in the compensatory tracking 
task shown in Figure 3 .  The diagram can be rearranged and 
elaborated as shown in Figure 5 (refs. 8-10). So long as the 
displayed variables are indications of the errors, Figure 5 still 
represents a compensatory tracking task. However, two very import- 
ant changes have been made in going from Figure 3 to Figure 5. 
First, the human operator’s constraints (his noise sources, 
neural time delays, compensation capabilities, and neuromotor 
dynamics) are allowed for in Figure 5 .  As discussed in the pre- 
vious section, these parameters must be considered to develop 
a meaningful model of the human operator based on optimal con- 
trol techniques. Second, the flow lines in Figure 5 are vector 
quantities. This generalization permits the model to be used 
to analyze and predict pilot behavior in multi-axis- tasks. 

In a multi-axis task more than one instrument is used to 
display the controlled variables. It should be noted that the 
vector of displayed variables y(t) includes both the variables 
explicitly displayed plus their first derivatives, thus includ- 
ing both the position and the rate information the pilot obtains 
while viewing the instruments. The pilot can directly view 
only one instrument at a time, and hence must watch the other 
instruments with his peripheral vision. The model thus assumes 
that the pilot simultaneously obtains both position 
information from all the instruments, but with diff 
of “accuracy.” The accuracy is modeled by a quantity called 
observation noise, shown as v (t) in Figure 5 .  Each displayed 
variable (and its rate) thus-gas a noise term added when it is 
perceived by the pilot. The noise is assumed to be gaussian 
and white. The relative magnitude of the noise (its level 
relative to the mean squared value of the displayed variables) 
is a function of four parameters: 

1. Whether the observed variable is displayed or is a 
derivative; 

2. Whether the observed variable is in the foveal viewing 
area or in the periphery; 

- 
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3 .  The physical characteristics of each display; and 

4 .  The relative locations of the instruments on the display 
panel. 

Thus, the covariance matrix of the observation noise, given by 

V = E[v (t) *v' (t)] -Y -Y -Y 

is a function not only of the display format, but also of which 
instrument the pilot is viewing directly. There wi 
different covariance matrices as there are instrume 
should be emphasized that the observation noise is not neces- 
sarily related only to the visual process, but can also be due 
to other pilot characteristics. The observation noise is thus 
meant to include all the noise gources in the pilot g-xcept his 
motor noise. 

-d 

It is necessary to determine the entries in each observa- 
tion noise covariance matrix in order to use the opt-imil control 
model of the human operator. Fortunately, this can-bevdone with 
a series of relatively simple experiments. It is we31 known 
(refs. 2,8) that a pilot in a compensatory trackingcsygtem re- 
quires primarily position information if the dynamics Ire a pure 
gain K and primarily rate information if the dynamics are a pure 
acceleration K/s2. By using these dynamics with the .given dis- 
play format, it is possible to measure the noise leve-1s on both 
position and rate information for all the instruments% as each 
instrument is fixated (maintained in the foveal viewing area) 
for a well-trained subject. These numbers are then the entries 
which form the covariance matrices, V . 

-Y 
After the noise has been added to the displayedsvhriables 

(and their first derivatives), they are delayed by t&:time de- 
lay of T seconds to simulate the pilot's neural timelablay (both 
the delay mentioned in the previous section plus any -other source 
of delay present). The result is the perceived varihbles, y (t) 
of Figure 5, which are a noisy, delayed version of y!(t), t h p  
actual displayed variables. - 

The block "equalization network" of Figure 5 is sEown in 
detail in Figure 6. The use of a Kalman filter and a predictor 
is based on the assumption that the well-trained human operator 
will#attempt to reconstruct the entire current state of the 
vehicle, x(t), from the percep 
bles y(t)T The best estimate the vehicle state is denoted 
in Figure 6 by fi(t> which is then weighted by an optimal matrix 
of pure gains -i* to give a desired set of control actions 
u,(t). 

on xp(t) of the displayed varia- 

The proglem of combining the predictor with the Kalman 

I 
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filter and solving the matrix-Ricatti equation to obtain the 
optimum gains is the contribution made to the model by optimal 
control theory. 

The problem can now be stated as follows: the system 
dynamics are represented by the linear equations 

- k(t) = Ax(t) - + bu(t) - + w(t) - 

where 

- x(t) is the vehicle state vector 
u(t) is the pilot's control input 

w ( t )  - is the zero-mean gaussian white noise disturbance 
vector, and 

A,b - -  represent the vehicle dynamics 
The displayed variables are given by 

where 

y_(t) is the display vector 

- c determines which states (and hence their first 
derivatives) are displayed. 

As presented, u(t) is a scalar. The generalization to the 
multi-input/multi-output case is straightforward (refs, 8, 9), 
but is omitted here for clarity. The human operator perceives 
the displayed variables as 

lp(t) = c x(t-T) + v (t-T) 
-Y - -  

(where v (t) is the observation noise as previously defined) and 
desires-Yto generate a control, u" (t) which will minimize 

-7 -z T n 

i= I 
J ( U )  = C qixi + r u + g u 

The choice of this cost functional J is based on physical intui- 
tion and mathematical tractability. 
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The solution of this problem is given in the steps below. 
It is shown (refs. 8,11,12) that given a best estimate of the 
current state of the vehicle [?(t) I ,  the optimal control u* (t) is 
generated by the linear feedbaEk law 

TN6* (t) + u*(t) 

where 1" is determined by solution of the n+l dimensional 
matrixZkicatti equation. Furthermore, the best estimate of the 
state is determined using a Kalman filter and a least mean- 
squared predictor. This solution is implemented by the follow- 
ing equations which form the optimal control model of the human 
operator : 

Step 1: Choose Q+, r, and g ,  where 

and solve for - 1" and TN using 

1" = b'R / g ;  - 4-0 

where 

b = [O,O,..,,O,l]' 
-0 

and is obtained from 

where 

This step determines TN and -1 - as shown in Figure 6. 
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Step 2:  Determine V by experiment, and solve for - C using 
-Y 

where 

Step 3:  Guess a value of T. The dynamics of the estimator 
are then given by 

+ - b u*(t-T) 

Step 4 :  The dynamics of the predictor are given by 

Step 5: The dynamics of the controller are given by 

TNG* (t) + u* (t) = -l*x(t) - -  4 uc (t) (10 1 

using - 1* as determined in step 1. 
Step 6: The results of steps 2, 3 ,  4 ,  and 5 can be com- 

bined to give the transfer function of the pilot- 
vehicle combination as 

-Y + SI - - k - + -1 b [l*,O] - - -  
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where 

h 

A = Zll - c c v-l c - - -1 -y -1 

b = col[O,O, ..., O,l/TNl -1 

and 

c = [c:O]. -1 - -  

A complete discussion and derivation of steps 1 through 6 can be 
found in references 8 through 14. The solution of Eqs. ( 
through (11) allows determination of the human's optimal control 
input u,(t) as shown in Figure 6. In the absence of motor noise, 
the desired input passes through 'the neuromotor dynamics and 
feeds back to the vehicle. It should be noted that the value of 
TN is determined by g in Eqs. (4) through (11) and hence TN is not 
a free parameter. In simple tasks, if g is chosen to yield a 
value of TN close to that expected for the pilot's neuromuscular 
time constant, a good fit to the data is obtained. TN can include 
other neural effects such as a subjective rating on the stick 
rate, and is not necessarily related only to the muscular 
characteristics of the pilot. 

The inclusion of motor noise v (t) is complex and not com- 
pletely understood. 
found in reference 14. 

A discussion 8 the effects of v,(t) is 

The Scanning Problem 

In the solution of Eqs. (4) through (11) the observation 
noise covariance matrix Vy was assumed constant. 
axis case, however, the entries in V change depending upon 
which instrument the pilot is direcdy viewing. 
the pilot's sampling strategy, or instrument scanning behavior, 
and denote the dependence of Vy on w s  by writing V (us) 

In the multi- 

Let w s  symbolize 

-Y - 
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Note that C [Eq. (6)] is a measure of the estimation error 
of the Kalman fylter, and is also a function of V and hence of 

Furthermore the matrix - -Y 
F = 1"' C 1" - - - -  

is a measure of the estimation error weighted according to the 
importance of the various states as determined by the qi. 
thus necessary to choose a sampling strategy, us, to minimize 
- F. Then I~Y(ws) and C(us) can be used in solving Eqs. 
Further discussion OF the problem is presented in references 
8 ,  10, 14, and 17. The solution of the problem is the predicted 
sampling behavior of the pilot, 

It is 

( 4 )  .to (11). 

Summary of the Model 

Equations ( 4 )  to (11) and the optimal sampling program can 
currently be solved on a time-shared digital computer, The 
program is written to accept the variables and print out the 
results shown in Table I. 

Evaluation of the Model 

The model has been used to predict pilot performanee in a 
series of single-axis and in one two-axis task. Figures 7, %, 
and 9 (from reference 14) show model predictions and experimental 
measurements of pilot performance in single-axis compensatory 
tracking tasks with three different vehicle dynamics, The only 
model parameters changed in predicting pilot performance for 
these three figures (see Table 11) are TN and T. All other 
parameters (except the A matrix which specifies the change of 
vehicle dynamics) are held constant, yet the model quite accurate- 
ly predicts average pilot performance, including remnant, for 
the three single-axis cases studied. 

The model was also used to predict pilot performance in a 
two-axis tracking task. The task was to minimize the mean 
squared pitch and longitudinal position errors of a simulated 
XV-5A VTOL aircraft. Displays of both pitch and position were 
prdviaed. ' Position was maintained by pitching the aircraft, 
Further details of the experiment are available in reference 9. 
Of interest here are the excellent predictions of the experi- 
mental data the model provided, as shown in Figure 10. It 
should be noted that for this experiment there were three free 
parameters of the model: TN, T, and qe. 
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model prediction 

experimental data, average of 12 runs 
(4 each for 3 subjects) 

- 
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Figure 7.- Evaluation of the optimal control model 
of the human operator for Yc(s) = 1 
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Figure 8.- Evaluation of the optimal control model 
of the human operator for Yc(s) = l/s 
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Figure 9.- Evaluation of the optimal control model 
of the human operator for Y ( s )  = l / s 2  
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Figure 10.-  Evaluat ion of t h e  opt imal  c o n t r o l  model of t h e  
human o p e r a t o r  for Yc = (dynamics of t h e  
XV-5A), l o n g i t u d i n a l  axis 
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TABLE I 

INPUTS AND OUTPUTS FOR THE OPTIMAL CONTROL MODEL 
OF THE HUMAN OPERATOR 

A. Inputs determined by vehicle and disturbance 

1. Determined by vehicle 
A vehicle dynamics 
5 - control stick effect 

2. Determined by input disturbance 
w - gaussian white noise 

3 .  Determined by display 
- c 
v observation noise -Y 

B. Inputs determined by human operator 

choice of states displayed 

1. Determined by physical constraints xu motor noise 
T neural time delay 
TN neuromuscular time constant (not free, see 

qi weightings on vehicle state 
rj weightings on control powers 

weightings on control rates (determines TN) 

gj below) 
2. Determined (mostly) by choice 

gj 

A. Pilot linear describing function for each axis 

1. Amplitude ratio versus frequency 
2. Phase versus frequency 

1 B. Pilot stick spectra 

1 ., Remnant (uncorrelated spectrum) 
2 Correlated spectrum 

C. Pilot instrument scanning strategy 

D. Loop error and power scores for each axis 
t 
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TABLE I1 

Model 
Parameter 

TN 
T 

VALUES OF FREE PARAMETERS 

(see Figures 7, 8, and 
IN TESTING MODEL 

Dynamics e 2.0 

K K / s  K / s 2  
(Above values apply to 

0.11 0.08 0.10 figure 10 for mT-5A) 

0.15 0.15 0 . 2 1  

TN, neuromuscular time constant, 

T, neural time lag, set at 0.25 

set at 0.22 by choice of g 
USED 

9) 

APPLICATION OF A MODIFIED B.L. HO ALGORITHM 
TO PROCESSING PILOT DATA 

Overview 

The optimal control model of the human operator is designed 
to predict pilot performance. In order to evaluate the model, 
as well as for many other applications, it is necessary to 
measure pilot performance (his frequency response and remnant). 
In addition, it is often desirable to obtain a transfer function 
which closely fits the measured frequency response. There are 
four commonly used techniques for calculating the frequency 
response of the human operator from his input-output data. These 
are Fourier analysis, cross correlation, filtering, and para- 
meter tracking. Of these four only parameter tracking directly 
provides a transfer function of the human operator. The other 
techniques require a fit to the frequency response. As the best 
linear model form (number of zeroes and whether poles are com- 
plex) is not always known, it is desirable to be able to obtain 
the transfer function without specifying the model form. A 
modification of an algorithm developed in 1965 by B.L. H o  
provides one way for this to be done (ref. 15). 

What the Algorithm of B.L. Ho Does 
N Given a sequence of N+1 numbers {zk)o, the B.L. H o  algorithm 

calculates the minimum-order matrix triplet, c, A, b, such that 
e - -  

'k = c A k b  - -  - 

for all integer k running between 0 and N. 
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The usefulness of the algorithm (for linear, noise-free 
systems) is shown as follows. A linear system can be written 
in the form: 

The linear system represented by Eq. (13) is said to be realized 
by the matrix triplet c, A, b, From these matrices it is rela- 
tively easy to derive the-transfer function between x and u if 
it is desired. The reverse, however, is not true: one cannot 
always specify a system realization from the transfer function, 
For zero initial conditions the solution to Eq. (13) is given by 

0 

From Eq. (14) it can be seen that the impulse response is given 
by 

At b k(t) = c - e- - 

In the discrete case (if h(t) is sampled) : 

Ak6 = c e- 

A6 k = - c (e- ) b_ 

A6 or, defining F - = e- 

1 

(17) 
r 9'- 

N Equations (12) and (17) show that &f the serres {zkj0 the 
sampled impulse response h (k6), the method of B. L. Ho allows 
direct calculation of C, F, and b. It is then an easy matter to 
use a matrix log program Eo derive A from F, and hence the mat- 
rix coefficients of Eq, (13) are decerminez: a minimum order 
system realization has been obtained. 
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There is a second way in which B. L. H O ' S  algorithm can 
be used to obtain a linear system realization, 
derivative of the system impulse response at zero time by h(k) ( 8 )  (I 
From Eq. (15)it is obvious that 

Denote the kth 
- 

h(k) ( 0 )  = c Ak b - -  - - 
N Comparison of E q s .  (18) and (12) shows that if the series { z k I o  

is composed of the successive derivatives of the impulse 
response at zero time, B. L, Hogs algorithm will yield a minimum 
order linear system realization. There is, however, the problem 
of obtaining the required derivatives. It is certainly impractical 
to attempt to calculate them directly from the impulse response, 
Fortunately, it is known that the expansion of the transfer func- 
tion in terms of the Laplace variable s can be written as 

where the coefficients of s - (k+l) are the desired derivatives 
Thus the B. L. Ho algorithm can be used to obtain a minimum 

order linear system realization from either the noise-free 
(exact) system impulse response, or from the system transfer 
function, as summarized on Figure 11. 

The B. L. H o  Algorithm 
N Given the sequence {zk)o , assume 

then 
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function expansion about 

Figure 11.- What the B.L. Ho algorithm 
can be used for  
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Equations (20), (21), and (22) provide the minimum order linear 
system realization c, A, b. The other matrices in these equa- 
tions are defined as follcws: 

- 
'd-1 

0 

e 

e 

2d-2 z - 

2 Z 

z3 

. 

a 

z3 

e 

e 

e 

* 

(assuming 2d<N) 

P = first r rows of P4 -r 

= first r columns of & Qr 

and % and Q4 are any matrices such that 

where I is the rth order identity matrix and r 

z z  0 1 .  a 
3 

2 

z 

e 

e 

* 
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The problem of finding a Q and a & given HJ such that Eq. (25 )  
holds is a standard computational technique which is part of most 
generalized inverse routines. In practice, one starts with d=2 
and finds a p2 and Q2 such that 

P H Q =  -2 -2 -2 [: :] 
Then d is incremented and the process repeated until Eq. (25 )  is 
satisfied. 

Equations (20 )  through (26) form the B. L. Ho algorithm. 
The proof of the algorithm can be found in references 16 and 17. 

Application to Processing Human Operator Data 

The method of B. L. Ho assumes that the system realized by 
the matrix triplet c, A, b, is linear, and that the series 
{ z k } g  is free from EheefFects of noise (that the impulse res- 
ponse is exact). Strictly speaking, neither of these assumptions 
is valid in the case of the human operator. If it is assumed that 
the system being analyzed is the linear portion of the quasi- 
linear describing function as described earlier in this paper, 
the assumption of linearity is somewhat justified. The noise- 
free assumption is not justified, however, and the effects of 
noise upon the system realization obtained must be considered 
and allowed for. 

In the current application three steps were taken to reduce 
the effects of noise. First, an attempt was made to reduce the 
errors in the impulse response due to noise by processing the 
data from relatively long runs (216 seconds). Secondly, the 
algorithm of B. L. Ho was modified by extending the row dimen- 
sion of & and Rd in Eqs. (20 )  through (26), plus making approp- 
riate changes to the other matrices to maintain conformability. 
The increased row dimensions of Hd and Tfd perm:t N Samples 
of the impulse response to influgnce the system realization 
instead of the first 2d samples only (ref. 18). Finally, in 
implementing the modified B. L. Ho algorithm on a digital com- 
puter, one never really gets a zero in the lower right-hand 
corner of the matrix as& [Eq. ( 2 5 ) ] .  A tolerance is chosen, 
and when the lower right-hand corner of Eq. (25 )  falls below this 
tolerance (called T o l .  l), it is considered zero and the rank is 
determined as r. There is thus a tradeoff between To%. 1 and 
the system rank which must be experimentally determined. 
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The Experiment 

Real poles at: 

Data were obtained from a compensatory tracking system at 
i, e, c, and m as shown in Figure 2. The experiment was run 
using the sum-of-sinusoids forcing function shown in Table 111. 
As the data were being stored on magnetic tape they were also 
processed using the method of Fourier coefficients as described 
in reference 19. The results of the Fourier analysis are used 
to check the results obtained by: (1) using a filtering technique 
to obtain an impulse response, (2) the modified B. L. Ho algo- 
rithm to obtain a system realization, and (3) calculation of the 
frequency response from the system realization The last step 
was made only to permit direct comparison of frequency response 
curves. 

Four experiments were performed as summarized in Table IV. 
8 

In all cases the impulse response was obtained using a filtering 
technique. The filters were a series of poles in the s-plane as 
shown in Table V. On a digital computer the output of each filter 
in response to the error signal e was calculated. A least squares ' 
technique was then used to weight the filter outputs so as to 
minimize the difference between the actual system output m and 
the sum of the weighted filter outputs. These filter coefficients 
were then used to weight the known filter impulse responses which 
were added together to approximate the impulse response of the 
system being identified. In the process, steps were taken to 
effectively eliminate the effects of non-zero initial conditions. 
The noise effects were reduced, but not eliminated, by averaging 
over the 216-second run time. Thus the calculated impulse 
responses used as input to the modified B. L. Ho algorithm were 
inexact due to the human operator's remnant. 

Complex Poles at: 1 

TABLE V 

THE FILTERS USED TO OBTAIN THE SYSTEM IMPULSE RESPONSE 

' s = -.269 
s = -.520 
s = -1,oo 
s = -1.93 
s = -3.70 

s = -.722 k .25j 
s = -1.39 f .45j 
s = -2.68 5 .85j 

-290- 



a I 

t 

I 

-291- 

a 
F: 
0 
V 
al m 
cv 
0 

0 
. 

I1 

4 



In the first experiment only (see Table IV) there was no 
noisel so any errors in the system realization were due to the 
experimental technique. The realization obtained had poles at 
-0.99 and -1.01, a close approximation to the actual system with 
two poles at -1. The frequency response of this realization, 
the calculated frequency response of the known filter, and the 
frequency response measured by the method of Fourier coefficients 
are shown on Figure 12. 

When white noise was added to the system output, however, 
the impulse response obtained from the data was not exact. The 
errors in the impulse response caused the modified B. L. Ho 
algorithm to produce a system of maximum allowed order (specified 
by the programmer) or a fourth-order system in this case. 
Furthermore, reduction of the tolerance value mentioned previously 
did not reduce the order of the realization until the tolerance 
was  so large as to lead to a poor fit (see Figure 13). This 
relationship held true in the case of data from human operators, 
as well. Hence it is necessary to specify the maximum allowable 
system order in using the modified B. L. Ho algorithm, unless 
the linear system impulse response is almost exactly determined 
(as in Figure 12). The form of the model (that is, the number 
of zeroes and the number of zeroes or poles which are complex) is 
determined by the modified algorithm, and is not specified by 
the programmer. 

Figures 14 and 15 show the frequency response of fourth-order 
Linear realizations of the human operator in a compensatory 
tracking system controlling the dynamics l/s and l/s2, respective- 
ly. If we allow for the fact that these fits are based on a 
single 216-second run, they compare well with results in the 
literature (refs. 2, 3) in the critical crossover region (near 
@ 1 -  co 

CONCLUSION 

Some modern control techniques have been successfully 
applied to modeling and identifying the human operator in a 
manual control task, Results reviewed in this paper include: 

1. A technique for predicting the pilot's remnant and 
error scores in addition to his linear describing 
functions in a multi-axis task: 

2. A method for obtaining a linear system realization of 
the human operator from his input-output data via an 
impulse response without assuming model form (the 
number of zeroes or the number of poles which are 
complex). 
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1 -  
( 54s + 1)(1 6 1 s  -!- 1) Y Y ( 5 )  = 

P C  
(system realization transfer function) 

1 

1 

.01 

0 

-40 

-80 

-120 

-160 

X measured using method of Fourier coefficients 

- actual, and results of B L Ho realization for a l l  toll 

1 1 10 (rad/se c) 

Figure 12.- Frequency response of B.L. H o  system r e a l i z a t i o n  
for l/(s+1)2, no no i se  
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>( measured using method of Fourier coefficie 

results from B L Ho system realization, toll<.1 
--results from B.L Ho system realization, toll= 1 

-- 

0 signal power 

1 1 10 (racl/sec) 
? 

Figure 13,- Frequency response of B.L. Ho system realization 
for  l / ( s - k 1 ) 2 ,  with noise, S/N = 1.0 
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measured using method of Fourier coefficients 

results of B.L. Ho system realization, toll= 001 

f 1 1  ( 1 . 0 8 s + l )  ( 14s+ 1) 

transfer function : Y (s) - 

1 1 1G 

Figure 1 4 . -  Frequency response of B.L. H o  system r e a l i z a t i o n  
for human o p e r a t o r ,  Y,(s) = l/s 
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Figure  15.- Frequency response of B.L, H o  s s t e m  r e a l i z a t i o n  
for human ope ra to r ,  Y,(s) = l/s 3 
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NORPlAL SHOCK AND RESTART CONTROLS FOR A SUPERSONIC 
AIRBREATHING PROPULSION SYSTEM 

By George H. Neiner, Gary L, Cole, and Francis J, Paulovich 
Lewis Research Center 

SUMMARY 

Results of experimental investigations to control a super- 
sonic mixed-compression inlet coupled to a turbojet engine are 
presented. Special instrumentation and servoactuators were 
developed to have sufficiently fast dynamic response that basic 
propulsion system dynamics were the main limitation to controlla- 
bility. fn some cases servoactuator input signals were electroni- 
cally limited to simulate moderate performance flight hardware, 

An inlet normal shock position control system was developed 
utilizing a two loop control. It utilized an outer loop control- 
ler which provided proportional-plus-integral action with a com- 
plex equalization refinement. The performance of this control is 
demonstrated for the case of the inlet terminated with a close- 
coupled choked orifice, a choked orifice downstream of a large 
volume, and a turbojet engine. The controlled inlet was subjected 
to diffuser exit airflow disturbances. 
disturbance induced shock motion over the frequency range of 0 to 
40 Hz was demonstrated. Reduction of an inherent inlet resonance 
at 55 Hz was not accomplished by the control system tested. 
Little change in closed-loop performance was produced by the 
various termination impedances. 

Significant reduction of 

Two schemes for cross-coupling inlet and engine controls 
were investigated. In one case control bypass door flow area 
was used as a primary, fast-acting variable for control of inlet 
normal shock position, while engine speed was biased through an 
integral control action to return the doors to a low drag opera- 
ting position. In the other case engine speed was used as the 
primary variable for control of the inlet's normal shock position, 
while the control bypass doors were reset through an integral 
action to return engine speed to its commanded value. The poten- 
tial advantage here is to use the inherently fast engine fuel 
throttle for shock control, thus relieving the high response 
requirement of bypass door actuation. Both cross-coupled controls 
are demonstrated to return the propulsion system quickly to design 
conditions after disturbances in diffuser exit airflow. 

A control system was tested for restarting an inlet after an 
inlet unstart. It featured closed-loop control of normal shock 
position during unstarted operation. This type of control was 
demonstrated to minimize pressure distortion at the diffuser exit 
and maximize inlet pressure recovery during the restart cycle. 

-299- 



INTRODUCTION 

To achieve maximum efficiency in a started mixed-compression 
inlet, it is desirable to maintain the normal shock as near the 
throat as possible, This maximizes the inlet pressure recovery 
and minimizes total pressure distortion at the compressor face. 
Downstream and upstream disturbances can displace the shock and 
cause decreased pressure recovery and increased distortion, if 
the normal shock moves downstream, If the disturbance causes 
the normal sbock to move upstream of the inlet aerodynamic throat, 
the inlet will unstart, To prevent either of these undesirable 
conditions from happening it is necessary to regulate normal 
shock position with active control. Under normal conditions the 
normal shock cannot remain at a fixed position in the converging 
section of the inlet just upstream of the throat. As a result, 
once the normal shock moves upstream of the inlet throat, it is 
expelled from the inlet, Inlet unstart is characterized by either 
very low pressure recovery when the normal shock is in a stable 
condition at the inlet entrance, or in an unstable condition 

uzz. Buzz results in nonsteady shock motion and air- 
flow due to oscillations of the shock system ahead of the inlet. 
This results in very rapid pressure and flow pulsations within 
the inlet. This, in turn, can seriously affect engine operation 
or result in structural damage to the airframe. Normal shock 
position can be changed by changing either overboard bypass air- 
flow or changing engine speed, thereby changing engine airflow. 
Conventional normal shock control systems use overboard bypass 
doors, located near the compressor face, operating in a closed 
loop utilizing aerodynamic signals. In the case of the restart 
control, manipulation of the contraction ratio (throat area to 
inlet flow capture area) by means of a collapsing or translating 
centerbody is also required. 

The performance of present inlet\normal shock control systems 
is limited primarily by the dynamics of the bypass doors and 
aerodynamic sensors. Three of the four control systems presented 
in this paper utilize high-performance bypass doors and aero- 
dynamic sensors. The purpose of using these h$gh-performance 
bypass doors was to evaluate controls whose performance was 
determined primarily by the inherent inlet dynamics, rather than 
control hardware. 

Three normal shock controls and one restart control are 
presented in this paper. The first normal shock control utilized 
only inlet manipulated parameters for control of normal shock 
position as is done in present day design practice. It utilized 
high response bypass doors, being unconventional in this regard. 

normal shock control. For this control, the previously mentioned 
The second control presented is an inlet-engine cross-coupled 
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high-performance bypass doors were utilized to manipulate bypass 
airflow. This was the primary variable. A secondary variable 
engine speed, through a bypass door error signal, was changed to 
obtain a more efficient propulsion system operating point. 

coupled normal shock control. In this instance engine speed was 
used as the primary variable regulating normal shock position. 
Bypass airflow was used as a secondary variable, In this case the 
bypass door response was made slower than the engine speed loop 
response. b 

The third control presented is also an inlet-engine cross- 

The last control presented is one which is intended for  
emergency use in case of inlet unstart. In this event it is 
desirable for the propulsion system control to promptly restore 
inlet and engine to normal operation. The restart control m e -  
sented utilized 
trol to provide 

a combinatio: of scheduled and closed loop con- 
a rapid return to normal operation. 

A8 
BPD 
CB 
H 
Kc5 6Gc5 6 

Kc 9 2Gc9 2 

K1 , 2 , 3 , 4  , 5 M 
m 
N 
P 
*C 
S 
T 
VG 
W 
WO 
w2 
Wf 
X 
A 

SYMBOLS 
2 engine exhaust nozzle area [cm 3 

bypass doors 
centerbody 
total pressure [N/cm J 
controller transfer function that uses 
the throat exit static pressure for 
feedback [V/V] 
controller transfer function that uses 
the diffuser exit static pressure for 
feedback [V/Vl 
various controller gain factors 
Mach number 
mass flow [kg/secl 
engine speed [rpml 
static pressure [N/cm 3 
cowl lip radius [23.7 cml 
Laplace operator [l/sec] 
total temperature XK] 
compressor variable geometry 
corrected airflow [kg/sec] 
inlet capture airflow [kg/secl 
engine airflow [kg/sec] 
engine fuel flow [kg/sec 1 
position [cm] 
indicates incremental change in variable 

2 
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Subscripts: 
bc 
bd 
bias 

C 
cb 
cl 
com 
de 
eng 
max 
min 

sn 
th 
0 
2 
56 

S 

92 

control bypass doors 
disturbance bypass doors 
additional signal which modifies command 
signal 
control 
centerbody 
cowl lip 
command 
diffuser exit 
engine 
maximum 
minimum 
normal shock 
fuel spray nozzle 
throat 
freestream 
compressor face station 
throat exit static pressure tap located 
56.13 em aft of the cowl lip 
diffuser exit static pressure tap located 
92.20 cm aft of the cowl lip 

APPARATUS AND PROCEDURE 

Inlet Description 

The inlet selected for this investigation was an axisymmetric, 
translating centerbody type. The design Mach number was 2.5 with 
60 percent of the total supersonic area contraction occurring 
internally. The cowl lip diameter of the inlet was 46.5 cm. 
The inlet had a capture area of 1,760 cm2 and a design capture 
corrected airflow af 16.2 kg/sec. 

Figure 1 is an isometric drawing of the inlet. The trans- 
lating centerbody is hydraulically actuated and electronically 
controlled. The aft portion of the diffuser is compartmented 
by three struts which extend aft to the compressor face station. 
I n  each of the three compartments are located two .overboqrd byy,, 
pass doors. These doors are hydraulically actuated and electroni- 
cally controlled. 

the throat on both the cowl and centerbody surfaces. The cowl 
bleed exits are shown in Figure 1. The centerbody bleed flow 
was ducted through two of the three centerbody struts to the free- 
stream. Vortex generators were used on the centerbody of the 
inlet. The overboard and ejector bypass exits are also shown in 
the figure. The ejector bypass flow was used to cool the engine 

Boundary layer bleed holes were located in the vicinity of 
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,-COMPRESSOR-FACE STATION 

THROAT BLEED: 

eENTERBODY 
CD-9219-01 

Figure 1.- Isometric view of inlet model 

when the inlet was terminated with the engine. At design condi- 
tions it passes 3 percent of the inlet mass flow. Additional 
steady-state performance and dynamics of the inlet can be found 
in references 1 to 3 .  

Inlet Terminations 

Three inlet terminations were used for this investigation; 
they are shown schematically in Figure 2. The terminations were 
installed in a cylindrical nacelle 63.5 cm in diameter, The 
first termination was a long cold-flow pipe, choked at the model 
exit plug and shown in Figure 2 ( a ) .  The cold pipe length was 
236 cm, while its diameter was 38.0 cm. The exit plug area was 
remotely adjustable. The second termination consisted of the 
choke plate and is also shown in Figure 2(a). It was posifioned 
146.5 cm downstream of the cowl lip. The flow area of the choke 
plate was 653 cm2. When the choke plate  was installed, the model 
exit plug area was increased to cause a choked f810w qondition at 
the plate. The third fekrnination wh's thk' JSj-13 turbojet engine 
as shown in Figure 2(b), whose inlet guide vanes were 1 5 2 - 2  em 
from the cowl lip. 
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17 

EL EXIT CHOKE POINT 
G PIPE TERMINATION) 

(SHORT PIPE TERMINATION) 

(A) INLET COLD-PIPE CONFIGURATIONS 
CD-9739-01 

CD-9740-01 

(B) INLET-ENGINE CONFIGURATION BLEED STRUT’ 

Figure 2.- Test configurations 

Test Set-Up 

Figure 3 is a schematic representation of the inlet controls 
experiment as installed in the 10- by 10-ft Supersonic Wind Tunnel 
at Lewis Research Center. A small 210 V general purpose analog 
mputer located in the control room was used for signal condi- 
oning, programming controllers, and other real time calculations. 

Close-coupled dynamic pressure transducers were utilized for data 
and control. Their frequency response was flat to approximately 
250 Hz. 

Those signals used for control are indicated on Figure 3 .  
The high response normal shock controls used static pressures 
P56 and P92 as feedback signals to manipulate the inlet bypass 
doors to control the normal shock. P56 is a static pressure 
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60 AXISYMMETRIC 

I INLET AND 
ENGINE SERVOS L NORMAL SHOCK CONTROL 

2. RESTART CONTROL u 
ENGINE VARIABLES T2 N Wf A8 

Figure 3 . -  Schematic representation of the inlet-engine 
controls experiment in the 10- by 10-foot super- 
sonic wind tunnel 

at the throat exit location, this tap being 56.13 em aft of the 
cowl lip. Pg2 is a static pressure in the diffuser region, 
92.20  cm aft of the cowl lip. Three symmetrically spaced bypass 
doors were used for control, and the other three bypass doors 
were used to generate a downstream flow disturbance. Each door 
was independently controllable by means of an individual electro- 
hydraulic servomechanism. The bypass door servos were designed 
to operate sinusoidally to 140 Hz, and exhibited flat response 
to 100 Hz. 

The restart control used the ratio of a cowl lip static 
pressure to a throat total pressure to determine if the inlet 
was started or unstarted, These are designated in Figure 3 as 
Pel and Hth. When the inlet unstarted, Hth decreased due to a 
reduction in inlet total pressure recovery, and Pcl increased 
due to a transition from supersonic to subsonic flow. In these 
circumstances the ratio Pcl/Hth increased significantly and was 
used as an indicator of inlet unstart. If the inlet was un- 
started, a signal was generated to extend the centerbody (CB) 
to restart the inlet. 

When the engine termination was used, the engine inlet 
temperature ( T z ) ,  engine mechanical speed (N), engine fuel flow 
(wf), and engine exhaust nozzle area (Ag)  variables were fed 
back to the computer. These signals along with Ps6 were used 
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in various phases of the three programs to manipulate or imple- 
ment the engine servos: engine variable compressor and bleed 
geometry (VG), engine fuel flow (w,) and engine exhaust nozzle 
area (A8). 

Procedure 

Both steady state and dynamic data were taken. The dynamic 
data consisted of frequency responses and step transients, The 
criterion for evaluating the high response normal shock control 
systems was the minimization of disturbance induced shock motion. 
The disturbance doors were oscillated sinusoidally to 140 Hz 
to provide a symmetric downstream disturbance. 

For the cross-coupled controls various inlet and engine 
signals were monitored during the transients. The purpose of 
the first cross-coupled inlet-engine control was to maintain 
minimum overboard bypass airflow by resetting engine speed while 
maintaining a desired shock position with the high response inlet 
bypass doors. The control was subjected to a step disturbance 
in diffuser exit corrected airflow. The purpose of the second 
cross-coupled inlet-engine control was to maintain normal shock 
position control by manipulating engine fuel flow and then reset- 
ting the inlet bypass doors to maintain a desired engine operating 
speed. This control was also subjected to a step change in 
diffuser exit corrected airflow. 

The restart controls were evaluated by monitoring transients 
of the various inlet signals throughout the restart cycle. The 
criteria were minimization of inlet distortion and maximization 
of pressure recovery throughout the restart. A pulse-type dis- 
turbance from the three disturbance doors produced the inlet 
unstart. 

RESULTS AND DISCUSSION 

Normal Shock Control 

Present day inlet control system performance is limited pri- 
marily by the dynamics of the bypass doors and aerodynamic sen- 
sors. 
in this paper utilized high response bypass doors and aerodynamic 
sensors. 
trols whose performance was limited by the inherent inlet dynamics 
rather than the control hardware. 

The high response normal shock position control presented 

The purpose of this investigation was to evaluate con- 

Normal shock controls were first investigated analytically. 
Prior to the experimental tests, experimental inlet open loop 
dynamics were not available. An analog simulation of the wave 
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equations was used to obtain an analytical open loop inlet fre- 
quency response. This was then curve fitted and put into trans- 
fer function form. This transfer function, along with the con- 
trol hardware transfer functions, which were obtained from curve 
fitting experimental data, were then used with the root locus 
design technique to determine the various controllers. The most 
promising controllers were then tried experimentally. The results 
of the best experimental controls are presented next. Figure 4 
shows the general controller block diagram. It is a two loop 
control. The outer loop has P56 as its feedback signal. The 
inner loop uses APg2 as its feedback signal. 
by feeding back the Pg2 signal through a high pass filter. 

bP92 is generated 

Figure 5 shows the responses of throat exit static pressure 
P56 to a disturbance in bypass door corrected airflow Wbd. The 
squares and circles show the open-loop response of the inlet 
when terminated with the cold pipe and engine, respectively. It 
was determined (ref. 3 )  that the open-loop responses of the inlet 
with choke plate and engine terminations were quite similar, The 
closed-loop responses of the inlet wpen terminated by the cold 
pipe, choke plate, and engine are shown as the solid, dashed, 
and broken curves, respectively. These curves have been normal- 
ized to their open-loop values at 1 Hz. The controller gains 
which correspond to Kc56Gc56 and K,g2Gcg2 from Figure 4 are 
indicated in the legend of Figure 5. Kc56Gc56 and Kcg2Gcg2 are 
the contrcller transfer functions that use the throat exit and 
diffuser exit static pressures respectively for feedback. The 
engine termination closed-loop response was run at a slightly 
lower outer loop gain which accounts for its slightly poorer 
response. The closed-loop responses show that at 1 Hz the dis- 
turbance induced shock motion has been reduced by over 90 percent 
compared to the open-loop response. Also, the disturbance in- 
duced shcck motion has been reduced below that of the open loop 
out to 40 Hz. The results of the closed-loop responses also 
indicate that the performance of the two-loop, compensated integral 
control is relatively unaffected by the inlet termination. This 
is desirable, since the input impedance of turbojet engines can 
vary as a function of their operating point. Additional infor- 
mation on the high response normal shock controls investigation 
is given in reference 4. 

1 

Cross-Coupled Normal Shock Controls 

Case I, bypass airflow as primary variable, engine speed as 
secondary variable. - Diffuser exit corrected airflow is equal 
to the sum of the bypass (disturbance and control) and engine 
corrected airflows. Engine airflow is a function of engine rotor 
speed. Thus, by changing either engine speed or bypass door 
position the inlet's normal shock position can be changed. Con- 
ventionally, the inlet shock position loop and the engine speed 
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loop function independently. One possibility for an improved 
cross-coupled control is to leave the conventional loops intact, 
but feed a speed biasing signal to the engine speed control. 
This would slowly change the engine speed command signal to force 
the bypass doors to a position of low spillage, thereby reducing 
drag. This technique could have a positive effect on propulsion 
system operating efficiency. 

Figure 6(a) shows the schematic of how the controls were 
interconnected with the inlet and engine dynamics. A previously 
developed high response normal shock position control is shown 
as the loop on the left-hand side of the figure. A shock position 
error signal (actually an error in P56) acting through a propor- 
tional plus integral controller was used to manipulate the con- 
trol bypass doors to control normal shock position. The speed 
loop is shown in the lower right-hand corner of Figure 6. Here 
a speed error signal acts through a proportional-plus-integral 
controller to manipulate fuel flow to control speed, As shown 
in the figure, both the bypass doors and speed acting through 
appropriate inlet-engine dynamics affects normal shock position, 
Propulsion system efficiency was improved by adding a slow in- 
tegral reset action to engine speed which allowed the overboard 
bypass spillage to be reduced. 

Figure 6(b) shows the control action. The ordinate is 
control bypass door area and the abscissa is engine speed. The 
chosen operating line is shown as the heavy line. Thus, under 
quiescent conditions either the bypass doors will be closed or 
engine speed will be at its maximum value. When a disturbance 
occurs the normal shock position control manipulates the control 
bypass doors to maintain fixed shock position. As the reset 
action changes engine speed, the bypass doors move as necessary 
to maintain constant shock position. It is noted that increasing 
engine speed will require decreasing control bypass door area 
for constant shock position. Thus, diagonal lines on the dia- 
gram will correspond to values of speed and control bypass door 
area for constant position of the normal shock. 

If a diffuser exit airflow disturbance causes the normal 
shock to move forward in the throat, the normal shock is brought 
back to its desired position when the high Gesponse normal shock 
control opens the control bypass doors. This is illustrated in 
Figure 6(b) by going from point 1 to point 2. Then the slower 
reset action adds an Nbias to the speed command signal telling 
the engine to speed up. As the engine speeds up, the control 
bypass doors close to keep the normal shock at its desired posi- 
tion. This path is illustrated in Figure 6(b) by going from 
point 2 to point 3 .  For any size disturbance the system returns 
to the operating line, 
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Figure 7 shows the transient response of several system 
variables to a step change in disturbance bypass door area for 
this control. Starting from the top of the figure, the variables 
are disturbance bypass door position feedback voltage, control 
bypass door position feedback voltage, throat exit static pres- 
sure P56, fuel spray nozzle pressure, and engine mechanical speed. 
The normal shock position control quickly compensates for the dis- 
turbance and the normal shock does not move very far as evidenced 
by the small change in P56. The traces show that engine speed is 
slowly increased, thus allowing the control bypass doors to be 
brought back to their initial closed position. 

Case 11, engine speed as primary variable, bypass airflow 
as secondary variable. - After having tested the previous cross- 
coupled control, an entirely different approach was taken in 
controlling normal shock position. In this instance normal shock 
position is controlled through fuel flow manipulating engine 
speed. While this normal shock position control is slower than 
the ones previously discussed, it demonstrates the capability of 
a normal shock position control using a much less sophisticated 
bypass door system. A slow reset action was added to the above 
mentioned normal shock position control which would change the 
bypass door flow, thus allowing the engine speed to return to 
its initial commanded value, 

Figure 8(a) shows a schematic of how the controls were 
interconnected with the inlet and engine dynamics. This control 
also used the same speed loop that was discussed in the previous 
cross-coupled control. As shown in the left-hand side of 
Figure 8 ( a ) ,  a shock position error signal (actually P56 error) 
acts through a proportional-plus-integral controller to generate 
an Nbias signal which changes the speed command signal to effect 
normal shock position controlm A slower integral reset action 
resetting the control bypass doors was added to the normal 
shock position control. This reset the bypass doors until engine 
speed again equaled Ncom or until a bypass door position limit 
was reached. 

Figure 8(b) shows the control action. The ordinate is 
control bypass door area and the abscissa is engine speed. The 
chosen operating line is shown as the heavy line. While main- 
taining normal shock position control, the reset action takes 
place in the direction of the diagonal arrows until the system 
reaches the operating line. 
chosen must be less than Nmax to allow for normal shock position 
control for forward disturbance induced shock motion. 

For this control the Ncom line 

If a diffuser exit airflow disturbance causes the normal 
shock to move upstream, the engine speed is increased through 
the action of the shock controller, thus bringing the normal 
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CISTURBANCE BYPASS DOOR 
POSITION FEEDBACK VOLTAGE 

CONTROL BYPASS DOOR 
POSITION FEEDBACK VOLTAGE 

THROAT EXIT STATIC 
PRESSURE, P% 

FUEL SPRAY NOZZLE 
PRESSURE, P,, 

Figure 7.- 

ENGlNE MECHANICAL 
SPEED, N 

TIME - 
Trans ien t  response of cross-coupled in l e t - eng ine  
con t ro l :  Case I - bypass a i r f l o w  primary v a r i a b l e ,  
engine speed secondary v a r i a b l e  for  c o n t r o l  of 
normal shock; s t e p  decrease d i s tu rbance  i n  d i f f u s e r  
e x i t  a i r f l o w  
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(b) Control action. P 

X 

(a) System block diagram. 

Figure 8.- Cross-coupled inlet-engine control: Case I1 - 
engine speed primary variable, bypass airflow 
secondary variable for control of normal shock 
position 

shock back to its initial desired position. This action is illus- 
trated in Figure 8(b) by going from point 1 to point 2. The 
reset action of the control bypass doors opens the bypass doors 
thus allowing engine speed to be decreased in order to maintain 
the normal shock at its desired position. This reset action 
takes place until engine speed reaches Mcom or until a bypass 
door limit is reached, This action is illustrated by going 
from point 2 to point 3 in Figure 8(b), 

Figure 9 shows the transient response of several system 
variables to a step change in disturbance bypass door area for 
the control just discussed. Starting from the top of the figure, 
the variables are disturbance bypass door feedback voltage, 
control bypass door feedback voltage, fuel valve position feed- 
back voltage (which is proportional to fuel flow), throat exit 
static pressure P56 and engine mechanical speed, Normal shock 
motion, as expected, is more than that for the previously dis- 
cussed cross-coupled control. After the disturbance, fuel valve 
position is increased, thus increasing engine speed to bring 
P56 back to its initial value. At this point the (Ncom-N) error 
signal slowly opens the control bypass doors, thus allowing 
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Figure  9.- Trans ien t  response of cross-coupled i n l e t -  
engine con t ro l :  C a s e  I1 - engine speed p r i -  
mary v a r i a b l e ,  bypass a i r f l o w  secondary 
v a r i a b l e  f o r  c o n t r o l  of normal shock p o s i t i o n  



engine speed to return to its commanded value, while the normal 
shock is kept at its desired position. 

Restart Control 

Although the control. systems previously discussed provide 
effective regulation of the started inlet, additional capabilities 
are required in the event of an inlet unstart. The phenomenon 
of inlet unstart is accompanied by a drastic decrease in inlet 
pressure recovery. Under normal circumstances a normal shock 
position control closes the bypass doors in response to a decrease 
in pressure recovery. If the unaltered shock position control 
executes this type of action after an inlet unstart, it would 
contribute to inlet buzz, an unstable unstarted condition charac- 
terized by oscillatory flow. 

Conventional restart controls disable the normal shock con- 
trol system and open the bypass doors upon sensing an inlet un- 
start. The technique stabilizes the inlet by choking the throat. 
Under these conditions a secondary shock forms downstream of the 
throat. Concurrently, the centerbody is translated or collapsed 
to increase the ratio of throat area to cowl lip flow area (con- 
traction ratio) which allows reswallowing of the normal shock. 
The normal shock control is reactivated sometime after the inlet 
is restarted. 

To insure choking of the throat, the bypass door opening 
should be of sufficient magnitude to allow for the reduced engine 
airflow which would result from an engine stall. Although this 
would allow successful restarting of the inlet, excessive bypass 
door opening would cause high distortion levels in the inlet, 
particularly subsequent to restart when the normal shock would 
reach an extremely supercritical location. In addition, the 
pressure recovery during the restart cycle would be less than 
that potentially attainable. 

Figure 10 shows the inlet total pressure recovery and dis- 
tortion versus engine plus overboard bypass mass-flow ratio for 
various centerbody positions. Approximately 60 steady-state total 
pressure probes were located just in front of the engine face. 
Hqax was the maximum individual total pressure. Hmin was the 
minimum individual total pressure. H2 was the average of the 
60 total pressures. The tailed symbols are the peak recovery 
points. With the exception of diamond symbols on the distortion 
plot, the data show that distortion increases and pressure re- 
covery decreases as the normal shock is moved to more super- o 
critical locations for both started and stable unstarted inlet 
operation. If the engine is operating and the inlet is either 
started or stable unstarted, it is possible to stall the engine 
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i f  t h e  d i s t o r t i o n  i s  high enough. Thus, it would be desirable 
t o  ope ra t e  with t h e  normal shock (whether it i s  t h e  primary o r  
secondary normal shock) as close t o  t h e  t h r o a t  as p o s s i b l e  with- 
o u t  causing buzz o r  repea ted  i n l e t  u n s t a r t .  

An i n v e s t i g a t i o n  w a s  conducted t o  develop a res tar t  c o n t r o l  
which r e t a i n e d  closed-loop c o n t r o l  of t h e  bypass doors through- 
o u t  t h e  res tar t  sequence. 

F i s u r e  11 shows a schematic r e p r e s e n t a t i o n  of t h e  res ta r t  
control-which w a s  i n v e s t i g a t e d .  
u t i l i z e d  t h e  compensated i n t e g r a l  c o n t r o l l e r ,  p rev ious ly  d iscussed .  

Th;! normal shock c o n t r o l  system 

During s t a r t e d  opera t ion  of the i n l e t ,  t h e  cornhand t o  t h e  normal 
shock c o n t r o l l e r  w a s  scheduled as a func t ion  of centerbody pos i -  
t i o n  e 

T h e  r a t i o  of t h e  c o w l  l i p  s t a t i c  t o  th roa t  t o t a l  w a s  used 
t o  d e t e c t  u n s t a r t .  I f  t h i s  s i g n a l  exceeded a predetermined va lue ,  
t h e  comparator r e l a y  switched t o  t h e  u n s t a r t  s tate.  T h e  command 
t o  t h e  shock c o n t r o l  w a s  then determined by t h e  u n s t a r t e d  schedule.  
This  schedule commanded a va lue  of t h r o a t  e x i t  s t a t i c  p re s su re  
which w a s  s u f f i c i e n t l y  low t o  be a t t a i n a b l e  with t h e  i n l e t  un- 
s tar ted.  A t  t h e  same i n s t a n t ,  t h e  centerbody w a s  extended a t  i t s  
maximum slewing ra te  t o  inc rease  t h e  c o n t r a c t i o n  r a t io .  During 
the  t r a n s l a t i o n  of the  centerbody, t h e  t h r o a t  e x i t  s t a t i c  pres-  
s u r e  command w a s  scheduled t o  inc rease  i n  a s tepwise continuous 
manner a 

The i n s t a n t  res ta r t  w a s  sensed,  t h e  comparator re turned  t h e  
shock c o n t r o l  command t o  t h e  started schedule and reversed  t h e  
t r a v e l  of t h e  centerbody. For each centerbody p o s i t i o n  t h e  s t a r t -  
ed command schedule w a s  a l s o  increased  i n  a s tepwise continuous 
manner. This  prevented excess ive ly  s u p e r c r i t i c a l  shock p o s i t i o n s  
dur ing  t h e  cyc le .  Automatic p o s i t i o n i n g  of th6  bypass doors 
during t h e  e n t i r e  r e s t a r t  cyc le  w a s  accomplished wi th  t h i s  system. 

A t y p i c a l  u n s t a r t  t r a n s i e n t ,  followed by a c o n t r o l l e d  re- 
s ta r t  c y c l e ,  i s  shown i n  Figure 1 2 ,  The  arrows i n d i c a t e  increas-  
i n g  va lues  of t h e  v a r i a b l e s .  For t h i s  t es t  the  i n l e t  w a s A t e r -  
minated w i t h  t h e  l a r g e  volume w i t h  a choked e x i t ,  

. ̂I-- 

T h e  nokmal shock w a s  i n i t i a l l y  pos i t i oned  on t h e  verge of 
u n s t a r t  by t h e  closed loop bypass c o n t r o l .  A pulse-type decrease 
i n  d is turbance  door area i n i t i a t e d  the i n l e t  u n s t a r t .  The i n i t i a l  
i nc rease  i n  c o n t r o l  door area i n d i c a t e s  t he  a t tempt  of t he  normal 
shock c o n t r o l  t o  prevent  t h e  u n s t a r t .  Unable t o  prevent  the un- 
s t a r t ,  and responding t o  t h e  decreas ing  p res su re ,  t h e  normal 
shock c o n t r o l  began t o  close t h e  c o n t r o l  doors ,  which i s  undesir-  
able e 
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DISTURBANCE DOOR 

CONTROL DOOR 

CENTERBODY 

UNSTART-SIGNAL 
THROAT STATIC 

PRESSURE 

Px THROAl 
B I T  STATIC 
PRES SURE 

M 

NORMAL SHOCK 
CONTROL COMMAND 

('56, COM' 

I 

OFF DESIGN STARTED 4 0.17SEC --d k-- 0. 59 SEC 
UNSTARTED 

Figure 12.- Contro l led  r e s t a r t  t r a n s i e n t  

When t h e  u n s t a r t  s i g n a l  exceeded t h e  r e fe rence  va lue ,  t h e  
normal shock c o n t r o l  command s i g n a l  w a s  switched t o  the  u n s t a r t e d  
schedule.  This caused t h e  c o n t r o l  door area t o  increase t o  
a t t a i n  t h e  lower commanded value of t h r o a t  e x i t  s t a t i c  pressure .  

A t  t h e  same t i m e  t h e  centerbody w a s  extended, t h e  c o n t r o l  
door a r e a  remained f u l l  open u n t i l  t he  measured va lue  of t h r o a t  
e x i t  s ta t ic  p r e s s u r e ,  P56, dropped below t h e  commanded va lue ,  
The normal shock c o n t r o l l e r  then ad jus t ed  control door area t o  
a t t a i n  t h e  scheduled command p res su re .  The centerbody w a s  ex- 
tended u n t i l  r e s t a r t  was i n d i c a t e d  by the  u n s t a r t  s i g n a l  dropping 
below t h e  r e fe rence  value.  A t  t h a t  t i m e  t h e  centerbody t r a v e l  
w a s  reversed.  

Upon restart ,  t h e  normal shock f i r s t  Zormed between t h e  
t h r o a t  s t a t i c  and P56 t a p s .  This  w a s  i nd ica t ed  by t h e  large 
ins tan taneous  drop i n  t h e  t h r o a t  s t a t i c  p res su re  and a r e l a t i v e l y  
small  drop i n P 5 6 .  The normal shock c o n t r o l l e r  then followed the  
started schedule o f  t he  command s i g n a l .  The c o n t r o l  door area 
w a s  decreased,  moving t h e  te rmina l  shock upstream o f  t h e  t h r o a t  
s t a t i c  p res su re .  A s  t he  centerbody r e tu rned  to des ign ,  t h e  
normal shock aga in  moved downstream of t h e  t h r o a t  s ta t ic  p r e s s u r e B  
because t h e  i n l e t  t h r o a t  was f i x e d  r e l a t i v e  t o  t h e  centerbody, 
W i t h  the  centerbody back on des ign ,  t h e  normal shock r e tu rned  to  
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the operating point as indicated by the pressure levels in the 
inlet. The total restart cycle took 1.46 sec and was limited 
by the centerbody slewing rate. 

The same control was also tested with the inlet terminated 
with the 585-13 turbojet. Inlet unstarts with the engine were 
conducted at Mach numbers of 2.5 and 2.0. In these tests the 
inlet unstart occurred in less time than that in which a servo 
could react. The consequences to the engine depended on the 
magnitude of the pressure decrease and on the initial operating 
value of steady state compressor pressure ratio. The results 
found in these tests are summarized in Table I. 

In these tests the inlet was satisfactorily restarted in all 
cases independent of the condition of the engine. For this 
initial investigation, if the combustor flamed out, no attempt 
was made to return the engine to normal operation either during 
or after restarting the inlet. 

In a second investigation, attempts were made to recover 
normal engine operation after inlet restart. In this case a 
conventional hydromechanically controlled engine was used. 
Since no manipulation of the power lever was exercised, the 
engine controller held a constant ratio of fuel flow to compres- 
sor inlet static pressure. To allow for the case of combustor 
blowout the spark ignition was turned on just before the inlet 
unstart and left on until the engine relit. It was observed 
that the compressor stall always cleared immediately after the 
unstart transient. In all cases the combustor relit. The 
relight time took about 15 sec from the time of unstart if the 
inlet was just stabilized but left unstarted. For this condition, 
after the inlet was unstarted, the centerbody was left at its 
design position and the bypass doors were opened to a larger 
area to stabilize the inlet shock system. After the unstart 
transient, the inlet pressure recovery was 0.75, The relight 
time took only about 5 or 6 sec from the time of unstart if the 
inlet was restarted and brought back to its design operating 
point conditions. In this instance the inlet operating point 
pressure rpcovery was 0.88. It took 0.5 sec to restart the in- 
let and bring it back to its operating point conditions. It is 
felt that l’nore ambitious manipulation of engine payameters 
could produce improvements in combustor relight times over these 
preliminary results. 

CONCLUSIONS 

The performance characteristics of normal shock control 
systems which utilized high performance bypass doors were inves- 
tigated, Significant reduction of disturbance induced shock 
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motion was achieved over the frequency range 0 to 40 Hz with 
a two-loop, compensated integral controller. Analyses and design 
of this system required consideration of the inherent inlet 
dynamics to 100 Hz, Reduction of the inlet resonance at 55 Hz 
was not accomplished by the control systems investigated. Adeq- 
uate control of the normal shock was maintained, whether the 
inlet was terminated by a large volume cold pipe, choke plate 
at the engine face, or a J-85 turbojet engine. 

The feasibility of a high response normal shock position 
control coupled to a slower resetting action that reset engine 
speed was demonstrated. By resetting the engine speed, it was 
possible to reduce overboard bypass door airflow which, in turn, 
reduced drag due to overboard bypass airflow. Experimental 
results show the control to operate satisfactorily, returning 
the inlet quickly to design conditions when subjected to step 
disturbances in inlet diffuser exit corrected airflow. 

Controlling normal shock position through engine speed was 
demonstrated. A bypass door reset action was added to this 
normal shock position control loop. The purpose of this reset 
action was to make it possible to maintain a commanded engine 
speed, while also maintaining a commanded shock position. The 
entire control was tested against a step disturbance in inlet 
diffuser exit airflow. The control quickly brought the normal 
shock and engine speed back to their commanded values. 

+ 
The ability of the normal shock control system to control 

the secondary shock in the unstarted inlet led to the development 
ofe a restart control which featured closed-loop positioning of 
the bypass doors. This was achieved by scheduling the normal 
shock control command as a function of centerbody position for 
both started and unstarted conditions. This type of control 
minimized distortion and maximized pressure recovery during the 
restart cycle. 

Restart cycle times on the order of 1.5 sec were possible 
with this control, this time being determined primarily by the 
slewing velocity of the centerbody servo. 

It is felt that significant further work in inlet controls 
could employ integrated inlet-engine-flight control with the use 
of on-line digital computer controllers. Simultaneous manipula- 
tion of inlet and engine variables could be employed to further 
improve propulsion system operating efficiency and immunity to 
disturbances. 
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OPTIMAL CONTROL OF A SUPERSONI~~ INLET TO MINIMIZE 

FREQUENCY OF INLET UNSTART 

By Bruce Lehtinen, John R. Zeller, and Lucille C. Geyser 
Lewis Research Center 

SUMMARY 

This paper describes a preliminary investigation into the 
use of modern control theory for the design of controls for a 
supersonic inlet. In particular, the task of controlling a 

n 

A lumped parameter, single input-single output inlet model 
is considered, where the disturbance is a white Gaussian airflow 
perturbation at the compressor face station. The measured 
variable is normal shock position, corrupted by additive Gaussian 
white measurement noise. A Kalman filter is used to generate 
the estimates of the state variables. The linear controller 
gains are found by solving a series of quadratic control problems 
(Riccati equation) using the quadratic equivalence principle. 
The variation of the performance index with noise and quadratic 
performance index weighting parameters is investigated, Mean 
square behavior of the control signal is presented to examine 
possible control saturation problems. 

INTRODUCTION 

For optimum performance of present-day supersonic aircraft, 
it is necessary to provide an efficient means for decelerating 
the air from supersonic to subsonic velocity before it enters 
the compressor of the turbojet engine. The most common device 
for accomplishing this is a variable geometry supersonic inlet 
as shown inFigure 1. The type shown is an axisymmetric mixed 
compression inlet to be used on future supersonic transports. 
In normal operation, air enters the inlet past a weak oblique 
shock wave and is compressed supersonically past the minimum area 
point (throat) until the terminal normal shock. After the normal 
shock, the air is further compressed subsonically until it reaches 
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the inlet of the turbojet engine (compressor face). The job of 
the inlet is to maximize the recovered pressure at the compressor 
face over a wide range of operating conditions and to maintain a 
stable flow pattern despite external disturbances. 

The flow configuration of 
this type of inlet is bi- 

condition just described; and 

having a strong external 
shock system, subsonic flow in 

- stable; the desired started - TURBOJET 
ENGINE a second unstarted condition 

~~ the initial convergent section, 
L C O ~ ~ ~ ~ ~ ~ ~ ~  poor pressure recovery, and 

- - - - 
NORMAL SHOCK sometimes oscillatory ELOW 

(buzz) . The desired started 
ENGINE TRANSIENTS condition becomes unstable 

and switches to unstart when 

throat approaches 1 or when 

moves upstream of the minimum 
flow area (throat) Such an 

UPSTREAM DISTURBANCES 
ATMOSPHERIC GUSTS 
ATMOSPHERIC TEMPERATURE CHANGES COMPRESSOR STALL 
AIRCRAFT SHOCK WAVES COMBUSTION NOISE 
AIRCRAFT MANEUVERS either the Mach number at 

Figure 1. - Schematic of supersonic axisymmetric inlet. the terminal normal shock 

unstart occurring in flight will not only interact with the 
engine, producing compressor stall and combustor flameout, but 
the increased nacelle drag will cause a sudden yawing of the air- 
craft. In addition, a started condition with the terminal 
normal shock too far downstream of the throat will give relatively 
poor pressure recovery and produce undesirable inlet flow dis- 
tortions at the engine face, 

Control is, therefore, required to maintain throat Mach 
number and shock position within acceptable limits, while main- 
taining efficient inlet operation. Basic control parameters are 
bypass doors and a translating inlet centerbody. Opening the by- 
pass doors allows air to be dumped overboard, causing the shock 
to move downstream away from the throat. The translating center- 
body varies the throat area, thereby varying the throat Mach 
number. A combination of these two modes is used to ensure 
stable operation in the face of upstream and downstream distur- 
bances. 

The inlet can encounter both random and deterministic 
disturbances in a typical flight environment. IYeterministic-type 
disturbances are those such as atmospheric pressure changes due 
to a shockowave from a passing aircraft, pilot-induced engine 
transients, aircraft maneuvers, and engine compressor stall. 
Disturbances which are random in nature are those Such as 
atmospheric gusts, atmospheric temperature changes, and combus- 
tion noise fed back from the engine. 
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Present designs (refs. I, 2)  are based on minimizing system 
response to deterministic disturbances such as ramp or sinusoida 
changes in upstream Mach number and/or engine air flow rate, 
Another approach is discussed by Barry (ref,3). Using a statis- 
tical model for atmospheric turbulence, he developed a method for 
predicting the expected number of unstarts per flight mile and 
compared inlet controls on the basis of their ability to minimize 
unstart frequency. 

The approach described in this paper is to formulate t 
inlet control problem as a linear stochastic optimal control 
problem using, as the performance index, the expected frequency 
of unstarts. This design method is direct in that it produces 
a control which minimizes a physically meaningful performance 
index rather than some intermediate quantity such as closed-loop 
frequency response or mean-square shock position, The nature of 
this performance index dictates unique characteristics for the 
optimum controller otherwise not required. 

A 

B 

D 

G (SI 
H 

N 

pC 

PA 

Q, 

Q 

R 

S 

t 

U 

SYMBOLS 

system matrix 

control matrix 

plant disturbance matrix 

inlet transfer function 

measurement matrix 

quadratic weighting matrix on state-control 

quadratic weighting matrix on control 

control weighting parameter 

quadratic weighting matrix on state 

spectral density of plant disturbance 

quadratic weighting matrix on state 

Laplace variable 

time 

control vector 
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V measurement noise vector 

W free parameter 

W plant disturbance vector 

x state vector 

Y output vector (shock position) 

2 Pricasu,er:n!cnt J ~ : C I - U L  (rr.-,asured shock position) 

a shock position tolerance 

6 (TI delta function 

x expected frequency of unstarts 
A .I equivalent quidratic performance index 

mean square shock position 

mean square shock velocity 

2 
Y 
2 

5 

P 5 

L time 

0 first variatio. of 

E 0 expected value of 

Superscripts: 

differentiation with respect to time 

T tranpose operation 

OPTIMAL CONTROL FORMULATION 

To avoid unstarts due to inlet downstream disturbances 
requires manipulation of bypass doors. Fast-acting doors have 
been used in our experimental programs in this regard. To avoid 
unstarts due to inlet upstream disturbances requires varying the 
throat area. For this function, a slow translating centerbody 
was used. In addition, the response of unstart to upstream 
disturbances is very fast. The combination of very fast system 
response and slow control capability makes active control of 
throat area to avoid unstarts due to upstream disturbances 
either very difficult to mechanize or very limited in effective- 
ness. For these reasons, our initial studies have concentrated 
on the optimum control of bypass doors in the presence of inlet 
downstream disturbances. 
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The i n l e t  c o n t r o l  problem 
input -s ingle  output  case shown 
performance of a repre-  
s e n t a t i v e  supersonic  i n l e t  
is  modeled by the  t r a n s f e r  
func t ion  shown i n  F igure  2 .  
The d is turbance  t o  t h e  in -  
l e t  w i s  modeled as w h i t e  
Gaussian no i se  wi th  a 
spectral  d e n s i t y  Q; w 
r ep resen t s  a random a i r  f l o w  
pe r tu rba t ion  a t  t h e  compres- 
sor face .  The ou tpu t  y 
(shock p o s i t i o n )  i s  measured 
through a noisy channel w i t h  
whi te  Gaussian measurement 
no i se  v having a s p e c t r a l  
d e n s i t y  R. 

considered h e r e i n  is  t h e  s i n g l e  
i n  F igure  2 ,  The dynamic 

W - COMPRESSOR FACE V MEASUREMENT I FLOW DISTURBANCE I NOISE 

ITION 
u BY 

DOOR FLOW I ) y  SHOCK POSITION 
INLET DYNAMICS 

EO. 01s 
G(s) y(s, r 

U(S) 

PLANT DISTURBANCE COVARIANCE 

MEASUREMENT NOISE COVARIANCE 
E W t )  wit + T)) = QMT) 

E(V(tJv(t + T)) = R&TI 

Figure 2. - Single-input single-output inlet control. 

The performance index which is  
lc. 

t o  be minimized i s  given by 

where 

X = expected frequency of u n s t a r t s  

G* = mean square va lue  of shock p o s i t i o n  

o? = mean square va lue  of shock v e l o c i t y  

Y 
k 

Y 

a = d i s t a n c e  between undis turbed shock positian and t h e  
i n l e t  t h r o a t ,  

Equation (1) i s  a classical  exceedance equat ion ( r e f .  4) 
t h a t  g ives  t h e  expected frequency w i t h  which the Gaussian random 
v a r i a b l e  y w i l l  exceed t h e  l e v e l  a .  The c o n t r o l  problem is  t o  
f i n d  a control. on u ,  given t h e  measurement z B  which w i l l  minimize 
A .  
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There are two major departures from the usual formulation 
of the optimum control problem: 

x-atic in the state variables, the performance index yA is not, 
Eq ( a ) ;  (2) The plant to Be controlled is basically of distrib- 
v ted  parameter form (e-**olS on Figure 2)- 

(1) While both G# and cr? are 

Linear Optimal Control Solution 

To make use of the well-known solution to the linear 
stwhiwtic control and estimation problem for quadratic perform- 
ance indices (for example, ref. 5 ) ,  a quadratic approximation to 
L h e  non-quadratic performance index of Eq, (1) was obtained. 

wrxcka. they term quadratic equivalence. 
r72, l i . . - c ;  -$ follows the technique employed by Skelton et a1 (ref. 6) 

The performance index of Eq. (1) can be expressed in qua- 
dratic:  form by first taking the variation of A and setting it 
equ3-al to aero, obtaining: 

Le following quadratic performance index can be obtained: 

s = ax I- Bu 3- Dw 

y = Hx 

z = Hx 9 V5 
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is the state 
output inlet 
given by: 

An arbitrary 

variable representation of the single input-sing4 
model of Figure 2 and the quadratic weights are 

T T  Q, = A H HA + WH 

T T  N = A H H B  

T T  Pc = B H HB + p; 

control weighting p: has been added. 

In terms of the system input u and shock position o u t p ~ ~ ~  
the quadratic problem to be solved is to make 

2 2 
E ( W ~  + p2 + phu ) = a minimum 

Variable parameters are the control weighting p:, and the .I 

parameter W. By quadratic equivalence, the non-quadratic 
can be solved by solving the quadratic problem, f o r  W equ& 
constant, described by Eqs. (4) through ( 8 )  with the s t i ~ u l s ~  
that at the optimum, Eq. (3 )  must be satisfied- The approach 
taken in this paper is to simply solve the quadratic prob 
various values of W and conduct a search for the optimum 
calculating X each time. The result is then a set of est 
and linear controller gains which minimize the non-quadratic 
performance index X. 

The distributed parameter .term in the plant model WZL 
described a third-order Pad& approximation as follows: 

-0 e 01s z e 

The state variable formulation of the plant w a s  derived, rep-?- 
e-*-Q1 s on Figure 2 with ~ q .  
a plant time delay corresponds to one having a plant 
in the right-half plane 

( 9 1 ~  The control problem in ~ z x v A f . a  

Control Computations 

The method used to solve the inlet control problem and tIb. 

computations required are outlined in Figure 3 .  Program inpu~.- 
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1) PLANT COEFFICIENTS A, B, D, AND H 
21 NOISE COVARIANCES QMT) AND R d k )  
3) QUADRATIC WEIGHTING W 
4 CONTROL WEIGHTING pz 
4) SHOCK POSITION TOLERANCE a 

are plant coefficient matrices 
A, B, D, and H, noise spectral 
densities Q and R, quadratic 
weight. W, control weight PA, 
and controlled variable tolerance 
a. 

The first step in the solu- 
tion is to compute the Kalman 
filter gains, which requires the 
steady-state solution of the 
Riccati equation. The steady- 
state solution is obtained by a 
straightforward numerical integra- 
tion. Then, fo r  a given value of 
W, the control quadratic weight- 
ing matrices Q,, N, and P, are 
calculated. Using these weights, 
the control problem is solved for 
the optimum feedback gain matrix, 
where again, a Riccati equation 
is solved. 

CONTROL PROBLEM 

Using the computed filter 
and feedback gains, the steady- 
state solution for the state 
covariance matrix is obtained, 
which is then used to obtain the 

n square values of the shock 
nd its derivative 

Finally, the per- 
ndex A is calculated, 

repeated. The search procedure 
could be automated by computing 

Figure 3. -Flow chart for control computations. W incremented, and the cycle 

W a t2 the  end of the cyclep based on the computed values of o2 Y 
present values of W. However, for the results obtained thus far, 
W has simply been incremented in a step-wise fashion in search 

and*?, and selecting a new guess for W based on past and 

RESULTS 

Shock Position Control to Minimize Unstarts 

A state variable model for  the inlet was obtained most 
conveniently in phase variable form. A sixth-order model was 
used, being’comprised of the thirdyorder denominator of G ( s )  
(Figure 2) and the third-order Pade approximation for the plant 
dead time given in Eq. (9) I) 

-330-  



The solution procedure outlined in Figure 3 was followed fo 
various combinations of control weighting, plant and measurement 
noise covariances and shock position tolerances to determine the 
relative influences these parameters have on the expected fre- 
quency of unstarts. Figure 4 shows some of the results obtained 
for a unity control weighting (ph = 1) and a plant to measure- 
ment noise ratio of 50(Q/R = 50). A ,  unstarts per second, is 
plotted as a function of for values of a2/Q which are con- 
sidered typical for the inlet being used. 

0. DENOTES MINIMUM 
QIR = 50 
p;: = 1.0 

U 
0 
t 
V 

!3 
8 
CT U 

100 101 lo2 103 lo4 105 106 107 108 
FREE PARAMETER, fl, SEC 

Figure 4. Expected frequency of unstarts versus free parameter 

There is a set of controller gains for each value of W 
which minimizes t e expected frequency of unstarts. This occurs 

begins cutting off to avoid large values of Cr?. 
& beyond the minimum point, the increase ins2 in Eq. (1) 
causes A to increase even though CJ; continues ?to decrease. This 
is a special optimum control characteristic resulting from using 
the performance index A .  Also, the effectiveness of control in 
preventing unstarts can be seen by comparing the open-loop values 
of X for the three curves shown with the corresponding minima. 
Because of the exponential term in the performance index, it is 
very sensitive to control. For a2/Q = 300, the open loop gives 
X = 5~10’3/sec, whereas optimum closed loop gives X = 1.7~10’~/ 
sec. 
3 . 3  minutes to 1.63 hours. Figure 4 also shows the sensitivity 
of h to shock position tolerance a. As a is made larger, the 

at m =  lo3 to LO Q rad/sec, This frequency is where the control 
At values of 

That is, mean time between unstarts, A - l ,  increased from 
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u n s t a r t  frequency decreases .  However, l a r g e  va lues  of a mean 
t h a t  the  shock is  pos i t i oned  closer t o  t h e  engine,  caus ing  an 
o v e r a l l  loss i n  e f f i c i e n c y  due t o  decreased i n l e t  p re s su re  
recovery _. 

This  f a c t  could have been used t o  i t e r a t i v e l y  change W i n  t h e  
c a l c u l a t i o n  procedure,  recomputing c o n t r o l l e r  g a i n s  u n t i l  a 
system was obta ined  f o r  which Eq, ( 3 )  w a s  s a t i s f i e d .  As i nd ica t ed  
before ,  t h i s  procedure w a s  n o t  followed, bu t  r a t h e r ,  A vs fi 
p l o t s  as  on Figure 4 w e r e  made t o  f i n d  the  minimum and t o  i n v e s t i -  
g a t e  t h e  behavior of t h e  performance index. 

I t  can also be noted t h a t  a t  a minima, W s a t i s f i e d  Eq, ( 3 ) .  

Addit ional  s o l u t i o n s  w e r e  ob ta ined  for d i f f e r e n t  l e v e l s  of  
measurement no i se ,  Figure 5 shows cases where measurement no i se  
l e v e l  is  r e l a t i v e l y  low (Q/R = 1 0 0 0 ) .  For comparison, t h e  d o t t e d  
curves show the cases where Q/R i s  50 for  t h e  same va lues  of t h e  
parameter a2/Q.  I t  i s  a p p a r e n t t h a t  c o n t r o l  does much better 
w i t h  low measurement noise .  For a /Q = 300  t h e  mean t i m e  between 
u n s t a r t s  i s  13-9 hours f o r  t h e  l o w  measurement no i se  case  as 
compared t o  1 . 6 3  hours f o r  high ineasurement noise .  The optimum 
m i n c r e a s e d  from 2000 t o  t h e  very high 2 0 , 0 0 0  rad/sec.  This 
emphasizes t h e  importance of f i n d i n g  improved shock p o s i t i o n  
sens ing  methods and low-noise t ransducers .  Figure 5 a l s o  shows 
t h a t  a system designed t o  be opt imal  for  one va lue  of measure- 
ment no i se  s p e c t r a l  d e n s i t y  w i l l  n o t  remain opt imal  i f  measurement 
noise  i n t e n s i t y  should change. Fo r tuna te ly ,  over t h e  range of 
cond i t ions  on Figure 5 ,  one f i x e d  va lue  of (about 2060 rad /sec)  
could be used. Some performance loss would o c c u r ,  bu t  on ly  where 
X i s  extremely low. 

2 

It i s  important  t o  know t h e  amount of c o n t r o l  e f f o r t  expended 
i n  ob ta in ing  opt imal  c o n t r o l ,  I t  may t u r n  o u t  t h a t  for  c e r t a i n  
noise  l e v e l s ,  t h e  c o n t r o l  e f f o r t  f o r  op t imal  c o n t r o l  i s  unreason- 
ab le .  Figure 6 i s  a p l o t  of mean square c o n t r o l  s i g n a l  normalized 
w i t h  r e s p e c t  t o  p l a n t  no i se ,  Two curves are shown, one f o r  low 
and one for high measurement no i se .  I t  can be seen t h a t  c o n t r o l  
e f f o r t  (mean square  u ,  08) i n c r e a s e s  with inc reas ing  W and a lso 
w i t h  i n c r e a s i n g  measurement no i se .  The optimum co t r o l  t h a t  mini- 

exceeds 
t h e  phys i ca l  l i m i t s  on t h e  c o n t r o l  v a r i a b l e ,  This cond i t ion  can 
be i d e n t i f i e d  by using t h e  curves of Figure 6 t o  o b t a i n  t h e  a$ 
r qu i r ed ,  knowing a t  what va lue  of W t h e  optimum h occurs .  I f  

t h e  problem reso lved .  I n  t h i s  case, the  minimum h would be 
higher  than  be fo re ,  bu t  t h e  l a r g e r  c o n t r o l  weighting would se rve  
t o  keep t h e  c o n t r o l  e f for t  t o  a reasonable  l e v e l ,  

m i z e s  h f o r  a given Q and R may g i v e  a vaLue f o r  a u . t h a t  s 

oU 5 i s  t o o  high,  t h e  c o n t r o l  weight ing p& would be increased  and 
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Figure 5. Expected frequency of unstarts versus free parameter for 
different measurement noise. 
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Figure 6. Normalized mean square control versus free parameter 
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Computing Procedures 

In solving the control, estimate, and mean square Riccati 
equations it was found that for the system in phase variable 
form, numerical problems were encountered if the problem were 
not time-scaled. After time-scaling, matrix coefficients were 
more similar in magnitude, greatly improving accuracy and speed 
of computation. 

Actually. to solve for the mean square values (state co- 
variance matrix), the same integration subroutine that was fused 
to solve the Riccati equations was used to integrate the linear- 
state covariance matrix differential equatian to steady state. 

that this method was quite slow due to the slow 
ome of the off-diagonal elements. Presentlyp 
equation is being solved as a linear matrix 
st partitioning the matricGs then for'ming a 
2 linear equations. For the problem case, 

n = 6, and the linear equation method proved two ordkrs of 
magnitude fas&.er t han  the integration method. 

CONCLUSIONS 

This paper has described formulating the problem of con- 
trolling a supersonic inlet as an optimal control problem. A 
physically me.aningfu1 non-quadratic performance index, the 

cy of unstarts, was us 
3le-output inlet contr 
&.ence by lving a s.er 
S .  '.The ine od provides 
3 see 4f Linear feedba 
c performance index. 
sing this method for control design, can be min- 

imized. The effects of plant and measurement noise and shock 
position tolerance were shown to have a large influence on the 
performance index. However, the free parameter W could be fixed 
at about 2000 rad/sec and still give almost optimum performance 
over a wide range of conditions. 

The theory used in this paper is valid for multivariable 
systems. Thus, control of both bypass doors and throat area, 
with downstream and upstream disturbances, can be included. 
Provisions can easily be made to allow coloring of both plant 
and measurement noise. The performance index can be expanded to 
allow for more than one mode of unstart. 
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CONTROL SYSTEM STUDIES 

By Richard J. Hermsen** 

FOR THERMIONIC REACTORS* 

and Henrik G. Gronroos*** 

SUMMARY 

In-core thermionic reactor concepts are of interest for space 
missions that require electrical power in the range of a few tens 
of kilowatts up to several megawatts. The physical principle 
involved--thermionic direct conversion of heat to electricity at 
net efficiencies up to 15 percent--offers potential advantages 
when compared to other nuclear powerplant concepts. However, the 
integration of the thermionic diode electrode structure with high- 
temperature nuclear fuel materials presents new design problems 
and new reactor physical constraints. Among the topics that must 
be investigated are those associated with the control system. 
This paper discusses the results of analytical and simulation 
studies of thermionic reactor control performed at the Jet Pro- 
pulsion Laboratory. 

INTRODUCTION 

Objectives 

The control system studies are motivated by the novel charac- 
ter of the thermionic reactor concept, and therefore a relative 
lack of knowledge of the dynamic behavior. Preceding the control 
investigations, extensive analytical and analog computer simula- 
tion studies of thermionic reactor powerplant open-loop dynamics 
and stability were undertaken (refs. lf2). Both high-order, non- 
linear and low-order, linear analytical models were developed. 
The results show that the inherent open-loop reactor response is 
not consistent with maintaining satisfactory operation over a 
range of electric loads. Subsequent controller design studies 
have relied on these data, and have concentrated on investigating 
the feasibility of constant output voltage control at the reactor 
terminals. The objectives of these studies may be summarized as 
follows: 

* This work presents the results of one phase of research carried 
out in the Propulsion Research and Advanced Concepts Section 
of the Jet Propulsion Laboratory, California Institute of 
Technology, under Contract NAS7-100, sponsored by the National 
Aeronautics and Space Administration. 

** Associate Professor, Electrical and Electronics Department, 
California State Polytechnic College, Pomona, California. 

***Senior Scientist, Jet Propulsion Laboratory, California Insti- 
tute of Technology. 
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1. 
2 .  

3 .  

4 .  

Define the control problem; 
Investigate the feasibility of constant output voltage 
control ; 
Investigate applicability of available analytical methods 
for control system design; 
Investigate the characteristics of developed controllers. 

The analytical studies performed to date represent the ini- 
tial phase, and have employed linear system equations. However, 
the linearly derived controller designs have been applied with 
good results to a non-linear powerplant model. This was done by 
analog computer simulation, and recently also in an experimental 
assembly containing liquid metal cooled thermionic diodes (ref.3). 
In the latter simulation studies only, the neutron kinetics and 
the controller are programmed on the computer; the rest of the 
system consists of actual physical elements. 

Results 

The results from applying two different design approaches 
are given in this paper. As indicated above, the objective was 
to obtain a controller for constant output voltage at the reactor 
terminals. The associated controller for the cesium reservoir 
loop has also been investigated. This controller maintains the 
cesium reservoir temperature near optimum and prevents the possi- 
bility of thermal runaway, i.e., thermionic burnout (refs 4 ,5 ) .  

In the first analytical approach the state variable feedba k 
technique is used (ref. 6). System states are fed back to obt ,d in 
a desired linear system transfer function. It is found that re- 
activity rate, reactivity, neutron density, and output voltage 
are the idportant feedback states. To constrain the reactivity 
rate to design specifications (determined by design and safety 
considerations), it is necessary to constrain the controller in- 
put signal. This constraint slows down the system response con- 
siderably. The linear system remains a stable system, which is 
shown by application of the Popov Criterion. If the reactivity 
rate itself is constrained, the system becomes unstable for su$- 
ficiently large perturbations. With no control signal constraint, 
loss of reactivity or reactivity-rate feedback causes instability. 

The above shortcomings of the results obtained with the state 
variable feedback method, and the fact that state constraints 
cannot readily be introduced into the analysis, prompted applica- 
tion of the analytical design method (ref. 7). A performance 
index minimizing the integral of the sum of the squared error and 
weighted square of the reactivity rate is selected. The analyti- 
cal design method allows introduction of constraints on the re- 
activity rate and also, in an approximate manner, allows con- 
sideration of response time, peak overshoot, and steady-state 
error. Only the voltage is used for controller feedback, 
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Comparison with the previous state variable feedback- results in- 
dicates that for the same perturbation the analytical design 
method gives smaller reactivity rates. To eliminate large reac- 
tivity and reactivity rates and yet maintain an acceptable re- 
sponse, a response time of 8 seconds is chosen for the final 
controller design. Analog computer simulation with linear and 
non-linear system models were performed to verify the analyticab 
results. 

Conclusions 

The results of the work performed to date indicate the fol- 

1. Constant output voltage control is feasible. However, 
depending on the system application some other specific 
programmed response could also be employed (ref. 8 ) .  

2. Existing controller hardware technology is sufficient to 
meet foreseeable controller performance specifications. 

3 .  A step change in electric load will cause a step change 
in the voltage at the reactor terminals, and therefore, 
also at the input to any power conditioner. To avoid 
this perturbation at the output of the power conditioner, 
it must be designed to maintain a constant voltage output 
for the duration of such a transient. 

lowing general conclusions. 

The next step in control system analysis should consider the 
minimum time response problem with reactivity rate and reactivity 
constraints. Also the effects of such factors as dead time and 
dead band should be incorporated. A further analytical develop- 
ment would be to consider the multiple-input/multiple-output prob- 
lem. A thermionic reactor powerplant has four independent inputs, 
namely, electric load, cesium reservoir heater power, coolant 
flow rate, and the reference voltage (or reactivity). The out- 
puts are voltage and current, cesium pressure, coolant temperature, 
and neutron density. The previous analyses have considered all 
inputs as disturbances, except the reference signal, and one of 
the design objectives has been to minimize the effect of such 
distuybances. 

In the following a brief description of the reference ther- 
mionic reactor powerplant is given. This is followed by a dis- 
cussion of the considerations that enter the control problem. 
Next the results of applying the state variable feedback technique 
are given. Following this the results obtained with the analyti- 
cal design method are described. 

References 9 and 10 give recent general reviews of thermionic 
reactor powerplant state-of-the-art and future prospects. 
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REFERENCE POWERPLANT 

Powerplant 

For the control system studies in this paper, a reference 
thermionic reactor powerplant is selected as illustrated by 
Figure 1. This is a low-power (50 to 100 kWe) fast reactor with 
fully enriched UC-fuel, and with five series-stacked (flashlight) 
diodes making up one converter assembly. The coolant is Li-7 in 
both loops, and the reactor is assumed to be controlled by drums 
in the reflector. The dc output high-current/low-voltage elec- 
trical power at the reactor terminals is fed to a power conditioner 
for transformation to high dc voltage. The objective is to in- 
vestigate possible control modes for the reactor and to determine 
the required characteristics of the controller. 

For the purpose of analytical modeling, the reference plant 
shown in Figure 1 is reduced as illustrated schematically in 
Figure 2. One of the diodes in a converter assembly is modeled 
by lumping the parameters. It is assumed that all diodes behave 
in the same manner in the core. The neutron kinetics is described 
by the point kinetics equations in the prompt jump approximation 
(ref. 6). The external coolant loops are also described by 
lumped parameter equations, and the electric load is purely re- 
sistive. A block diagram representation of the powerplant is 
shown in Figure 3 .  

In 19th-order, non-linear system of equations is selected as 
the basic high-order model and simulated on an analog computer. 
This analytical model has been used for open-loop transient and 
stabilityTstudies, the results of which are reported in references 
1 and 2. In general, for the anticipated temperature coefficients 
of reactivity, the system is open-loop stable and has an inherently 
slow response. 

Analytical Model 

The non-li I model is too complicated for effective use in 
an initial control system study. A reduced fourth order set of 
lineax. equations is derived based on the results of the analog 
computer ‘simulated high-order, non-linear, Open-16Op system 
(ref. 11). With the external reactivity as the input and after 
substitution of parametric values, the reduced set of equations 
are : 
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Figure 1.- Schematic of reference thermionic 
reactor powerplant 
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Figure 2.- Schematic of simulated thermionic 
reactor powerplant 
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k1 = - 0 . 0 0 1 6 4 ~ ~  - 0 . 4 ~ ~  - 0.00313~~ + 1 0 . 0 ~ ~  

k = -  l.7x2 + 319x3 + 1 . 6 6 ~ ~  2 

k3  = 0.00031~~ + 0.00035~~ 

- 0 . 1 2 3 ~ ~  - 0 . 0 0 0 3 4 ~ ~  + 0.0308~~ 

k4 = f 0 . 0 8 1 9 ~ ~  - 0.113X4 

In this system of equations, x1 is a measure of the change in 
precursor concentration, x is the variation in collector tempera- 
ture, x3 is the change in output voltage, and x is the variation 
in radiator temperature. 
change in neutron density (6n, proportional to variation in ther- 
mal power) through the equation 

2 

The variable x1 is refated to the 

6n = l o p  + 0 . 1 ~ ~  

where 

P = x5 total reactivity Pfbr 

P f b  is the internal feedback reactivity and x5 is the external 
reactivity. 

Expression (1) is written with the voltage change x as one 
of the state variables by elimination of the nuclear fue?-emitter 
temperature 812. The linearized relationships between the diode 
electrode temperatures and voltage and current 61 are 

x 3 = 0.00ii8e~~ - o . 0 0 0 2 0 ~ ~  + 2 . 1 1 6 ~ ~  ( 4  1 

61 = O.0196fjl2 - 0.0036~~ - 1326RL ( 5  1 

For the heat flow across the interelectrode gap, the relationship 
is 
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In Eqs. ( 4 )  through (6), the term arising from electric load 
perturbations, 6Rz, has been retained to illustrate how it enters 
the system. In the analysis, however, only single input-single 
output systems are considered and, therefore the BRL-terms are 
not included in expression (1). All inputs, except the reference 
voltage signal, are treated as system disturbances. 

Figure 4 shows a Bode plot for the linear fourth-order, open- 
loop model and an experimentally determined (for small perturba- 
tions) Bode plot for the 19th order, non-linear mode. The fourth- 
order, open-loop transfer function is 

- - 0.031 (s+l. 79 ) .(s+O 1) (s+O 033) 
(s+0.012 + j 0.016) (s+O1O12 - j 0.016) (s+l.85) (s4-0.066) 

THERMIONIC REACTOR CONTROL 

Current-Voltage Characteristics 

The unique feature of an in-core thermionic reactor is that 
the effect of electrical load perturbations is introduced directly 
and instantaneously into the reactor core. In conventional, non- 
boiling reactors the power is taken out via the coolant and the 
reactor tends to be inherently load-responsive due to a large 
overall negative ternperature coefficient of reactivity. After the 
initial transient, the temperature drop across the reactor adjusts 
itself without control action to the new thermal power demand. In 
a thermionic reactor the response to electric load perturbations 
is leading the coolant, and since over half of the energy trans- 
port in the interelectrode gap is due to electron cooling, the 
effect is pronounced. (The net conversion efficiency, however, 
is generally about 15 percent in hardware diodes.) 

Figure 5 shows calculated current-voltage curves for two 
cesium reservoir temperatures with the emitter temperature as a 
parameter and with the collector temperature held constant (ref. 
12). For the lower reservoir temperature there is a cross-over 
of the characteristics, and the heat balance curve can pass 
through a maximum for a given loadline (for a constant voltage 
line). The higher emitter temperature condition is not stable, 
however. The emitter temperature increases and cesium desorbs 
from the emitter surface. This phenomenon, called "thermionic 
burn-out", reflects the fact that the cross-over is due to inade- 
quate cesium pressure for the given thermal conditions. 
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FREQUENCY, Hz 

Figure 4.- Comparison of Bode plots for linear fourth 
order and non-linear open loop models 

2. SIMCON CODE I-V DATA 

1 .  CESIUM-RESERVOIR TEMPERATURE: 61 O O K  

2. SIMCON CODE I-V DATA 

. 3. W EMITTER; Mo COLLECTOR; 0.010-in. - 
INTERELECTRODE SPACING 

VOLTAGE, V VOLTAGE, V 

Figure 5.- Current density vs voltage characteristics at 
two cesium reservior temperatures 
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The cesium desorption point occurs at higher emitter temper- 
atures and heat fluxes as the cesium reservoir temperature increa- 
ses. If no reservoir temperature control were employed, the 
reservoir temperature would have to be set at higher than optimum 
at a noticeable loss  in conversion efficiency (1 to 3 points) to 
provide an adequate margin of safety (ref. 4). 

Method of Control 

The control philosophy adopted for a thermionic reactor de- 
pends on the powerplant application. Past studies have shown that 
open-loop operation is unsatisfactory. Aside from programmed load 
changes, random load perturbations arise from component failures 
and subsequent switching in of standby modules, and from internal 
open and short-circuiting of thermionic diodes. If the electric 
load perturbation is relatively small and load compensating action 
is taken by the power conditioners within a few seconds, there is 
no need for adjustment of the reactor power level during the 
transient. The thermal lag of the reactor system prevents large 
temperature perturbations, even for relatively large, but short- 
term load variations. The operating point will initially follow 
a constant emitter temperature line on the current-voltage charac- 
teristics. Therefore a dead band and a dead time should be built 
into the controller, the levels of which are essentially set by 
the specifications on the output and the time it takes for the 
emitter to change temperature by a set amount. A stepping motor 
provides discrete reactivity insertions with the stepping rate 
limited by thermal and safety constraints. The details of the 
safety requirements are not known at this time, however. 

For the purposes of the studies reported in this paper, dy- 
namic characteristics, such as dead time, dead band, and satura- 
tion, are not considered in the analysis, although their effects 
are studied by analog computer simulation methods. In the analy- 
sis the controller is assumed to give a continuous signal to a 
continuously active control element driving motor. The controller 
design is derived from linear equations, and the control objective 
is to maintain a constant output voltage at the reactor terminals. 

APPLICATION OF THE STATE VARIABLE FEEDBACK METHOD* 

The State-Variable Feedback Design Technique 

A linear system of differential equations may be described 
in matrix form by 

*This section is a summary of work reported in reference 11. 
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T 
Y = c x  

where x is  an n-dimensional s ta te  vector, A i s  a cons tan t  nxn 
s y s t e m m a t r i x ,  b i s  an n-dimensional c o n t r o l  vec to r ,  and u i s  t h e  
scalar c o n t r o l .  The s i n g l e  output  y i s  related t o  t h e  s t a t e  
v a r i a b l e s  through t h e  vec tor  c. The objective of s t a t e - v a r i a b l e  
feedback design i s  t 0  apply fgedback through cons tan t  ga in  and 
frequency-independent elements h i r  associated wi th  t h e i r  respec- 
t i v e  s ta te  v a r i a b l e s  x i ,  so t h a t  a d e s i r e d  system t r a n s f e r  func- 
t i o n  i s  r e a l i z e d  exac t ly .  A r ep resen ta t ion  i n  block diagram form 
i s  shown i n  F igure  6 .  The c o n t r o l  s i g n a l  i s  

T u = r + h x  - -  

i . e . ,  t h e  sum of t h e  re ference  inpu t  r and t h e  feedback s i g n a l s  
h i x i .  

I f  some s i g n i f i c a n t  s ta te  v a r i a b l e  i s  not  available f o r  
measurement, it may be generated by a frequency-dependent feed- 
back element, provided t h e  mathematical r e l a t i o n s h i p  t o  a measur- 
ab le  s t a t e  i s  known. In  p r a c t i c e ,  on ly  a f e w  of t h e  states are 
important f o r  t h e  feedback design,  t hus  s impl i fy ing  t h e  c o n t r o l l e r .  

A theorem due t o  Kalman ( r e f .  13) states t h a t  feeding back 
all states  through l i n e a r  constant-gain elements y i e l d s  an o p t i -  
m a l  system wi th  a q u a d r a t i c  performance index of t h e  form 

cn a 

P . I .  = (gTQx + uTPu) d t  - - -  
JO 

I n  Eq. ( l l) ,  Q must be a t  least  p o s i t i v e  semi-def ini te  and sym- 
m e t r i c ,  and P must be p o s i t i v e  d e f i n i t e  and symmetric. The s ta te  
v a r i a b l e  feedback method lends i t s e l f  e a s i l y  t o  d i g i t a l  computa- 
t i o n  ( r e f .  14). 

t e m  parameters are s p e c i f i e d ,  except  t h e  feedback 
c o e f f i c i e n t s ,  a set  of simultaneous l i n e a r  a l g e b r a i c  equat ions in 
h i  are formed by equat ing  t h e  c o e f f i c i e n t s  of powers of s i n  t h e  
denominator t o  l i k e  powers of s i n  t h e  denominator of t h e  desired 
system t r a n s f e r  func t ion  l y ( s ) / r ( s ) ] d .  T h e  one requirement i s  
t h a t  t h e  pole-zero excess  of t h e  desired t r a n s f e r  func t ion  must 
equal  t h a t  of t h e  given open-loop system t r a n s f e r  func t ion .  
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System with Non-linear Controller 

In a practical reactor controller, it is necessary to limit 
reactivity rate. It is important to ensure stability with this 
constraint; this can be achieved by constraining the control sig- 
nal u, and not the reactivity rate itself as is shown in the sec- 
tion on Analog Simulation Results below. 

A system with a non-linear element can be represented in 
block diagram form as shown in Figure 7 .  The equation N = f(a)/a 
is a non-linear gain element with input a and output u = f(rr). 
The forward-loop transfer function is G ( s )  I with a single pole at 
s = 0 and with other poles in the left-half of the s-plane. The 
system equations are: 

Popov's theory (ref. 6) gives a sufficient stability condition 
for the system of equations (Eq. 12). The Popov criterion ap- 
plied to the diagram in Figure 7 states that the system is abso- 
lutely stable for any gain dependent-time invariant, single- 
valued non-linearity lying in the sector 0 I f(a>/o <, k of the 
[a, f(a)] - plane, if the following inequality is satisfied, 

where Re denotes the real part of the function and q is a real 
number. If there is a pole at the origin, the stability sector 
does not include the a-axis, but it can be arbitrarily close to 
this axis. A geometric formulation is obtained by plotting a 
modified frequency function defined by 

The stability criterion is now 

X - q y + E > o , w 5 0  1 

The limiting condition is a straight line passing through the point 
- l/k with a slop l/q (the Popov line). The modified frequency 
function W(jw) must be to the right of this line. 
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BLOCK DIAGRAM OF SYSTEM WITH NONLINEAR ELEMENT 

0 
I( = Ax + bu 

u = f(u) 

u = h x  T 

THE POPOV CRITERION 

1 
Re(l + iqw) G ( j w )  H ( i w )  +z > O  eq 

w ( j w )  = ~e [ G ( j w ) H  eq ( i w ) ]  -qwlm [~( jw)~ , , ( iw) ]  

= x - q y  

X ' 9 Y + K  ' > o  

Figure 7.- Block diagram of system 
with non-linear element 
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Controller Design 

The reference thermionic reactor is controlled externally by 
actuators rotating drums in the reflector. The actuator transfer 
function is assumed to be 

2 G ( s )  = 
s2 + 2s + 2 m 

This represents a system with a rise time of about 2 seconds and 
with a 5 percent overshoot. 

The closed-loop response is taken to be the same as that of 
the controller, i.e., the desired system transfer function is 
chosen to be that of Eq. (16). Since the open-loop system has a 
pole-zero excess larger than 2, it is necessary to place the one 
extraneous pole so that its effect on the system dynamics is negli- 
gible. 

Written in state-variable form, the amplifier-actuator equa- 
tions are: 

2x5 - 2X6 + 2Rcu 

To obtain the desired response function (Eq. 18) three zeros must 
be cancelled with three poles and the remaining pole is placed so 
that its contribution to the system dynamics is negligible. The 
closed-loop transfer function is therefore 

The computer calculated values for the feedback elements hi 
and the controller gain Kc required to obtain the desired system 
transfer function are given below. 

hl = 2.92 x 

h2 = 1.53 x 10 

h3 = 0.939 voltage 

h4 = 8.03 x lom6 

precursor concentration 

collector temperature -5 

radiator temperature 
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h5 = 3.05 x 

h6 
Kc = 3250 gain constant 

control reactivity 

- -  - 1.54 x control reactivity rate 

Analog Simulation Results 

A multitude of analog computer simulation runs were made to 
evaluate the performance of the controller designed by the state 
variable feedback method. Both the linear powerplant model given 
by Eq. (1) and the non-linear model described in reference 1 were 
used. A few selected results are discussed below 

Figure 8 compares the response of the linear and non-linear 
systems to a + 0.035-volt step demand in voltage. For the linear 
system, the output voltage trajectory follows the desired transfer 
function. The higher order dynamics of the non-linear model 
manifests itself with a few oscillations before equilibrium is 
reached. The differences between the trajectories are minor, how- 
ever. Note the large reactivities and reactivity rates. 

Figure 9 compares response trajectories for a -0.02 St-cm 2 
step change in electric load. This is not, as mentioned earlier, 
a simple input disturbance, and there is a small output, voltage 
steady-state error. The curves in Figure 9 again show very large 
reactivities and reactivity rates. Also mote the "spike" in the 
output voltage, which must be eliminated by the power conditioning 
equipment. 

non-linear models in their response to loss  of a feedback element. 
Loss of reactivity feedback h5 causes an instability, and loss of 
reactivity rate h6 causes oscillations to occur. Loss of voltage 
feedback h3 causes the output voltage to increase to a new, much 
higher level. A limit on the control signal eliminates instabili- 
ties from loss  of h6. This is not true if the reactivity or re- 
activity rate are limited. Elimination of the feedbacks from 
collector temperature and radiator temperature, has no noticeable 
ef€ect on the response trajectories. 

There are no significant differences between the linear and 

The control signal u is constrained such that the reactivity 
rate does not exceed some set value, To investigate the effects 
of this on system stability, the Popov criterion described earlier 
is applied. Figure 10 is a plot of the modified frequency func- 
tion (Eq. 15) for the system. It is apparent from the figure that 
the Popov line can be placed arbitrarily close to the origin; 
therefore limiting u causes no stability problem. With the con- 
trol signal constrained, loss  of reactivity feedback h5 causes the 
system to oscillate with a small amplitude. The oscillations can 
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be made to disappear effectively by increasing the gain by a 
factor of 3. Figure 11 illustrates the response of the high-gain 
linear system to a +0.035-volt step in reference voltage when the 
control signal is constrained to limit the reactivity rate to 
20b/sec. 

APPLICATION OF THE ANALYTICAL DESIGN METHOD 

Preliminary Considerations 

Although the state variable feedback method does identify 
the important states and does give insight into the control prob- 
lem, the above noted shortcomings prompted the application of the 
analytical design method (ref. 7). This method allows incorpora- 
tion of constraints on a state, and also in an approximate manner 
incorporation of criteria for response time, peak overshoot, and 
steady state error. Furthermore, for simplified system models, 
hand calculations are feasible. 

Considering the inherently slow responding plant and recon- 
sidering system specifications, a response time of 8 seconds is 
deemed adequate. 

The analytical design method permits use of simplified models 
obtained directly from measured or calculated Bode plots of a more 
complete powerplant model. Thus the Bode plot of the high-order 
thermionic reactor powerplant model in Figure 4 is approximated 
by 

(19 1 v(s) - 3.61 (s/0.0755 + 1) G R ( s )  = - - 
P (SI [ (0.0377 ) * +  0.0377 s + 1](0*;14 + 1) 

Since this is a feasibility study, it is desirable to con- 
sider the thermionic reactor system independently of a specified 
control motor. A motor-tachometer is assumed with the transfer 
function 

P (SI 1 - =  vm(s) s (TS + 1) 

where 'I is sufficiently small to be neglected. 

The Analytical Design Method 

The basic block diagram of the system under study is shown 
in Figure 12. The objective is to find a compensating transfer 
function Gc(s) subject to the performance index 
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W r. 

P . I .  = I- [ e 2 ( t )  + k2 b 2  ( t ) ]  d t  

1 
0 

i .e . ,  t h e  t i m e  i n t e g r a l  over  t h e  sum of t h e  e r r o r  squared and t h e  
weighted r e a c t i v i t y  rate squared. The theory  i n  r e f e r e n c e  7 
d e r i v e s  t h e  opt imal  system t r a n s f e r  func t ion  Fo f o r  t h e  perform- 
ance index i n  Eq. ( 2 1 )  t o  be 

where ( Z f i ) +  denotes  t h e  term!.,  stemming from the  po le s  of Z f i  i n  
t h e  l e f t - h a l f  of t h e  s-plane.  

I n  Eq. ( 2 2 ) :  

and 

( a l l  po le s  and zeros  of the e n t i r e  t e r m  are 
i n  t h e  l e f t  h a l f  of t h e  s - p l a n e ) ,  

2 - 
Y = [l f k /GRCR: 

( a l l  p o l e s  and zeros  of t h e  e n t i r e  terh a r e  
i n  t he  r i g h t  ha l f  of t h e  s - p l a n e ) ,  

-t z = [VdVdl 

( a l l  p o l e s  and zeros  of t h e  e n t i r e  t e r m  a r e  
i n  t he  l e f t  h a l f  of t h e  s - p l a n e ) .  

Vd(S)  = vd(- s )  

ZR(s)  = G R ( -  S )  

Synthes is  of t h e  Series Compensation 

I n  t he  des ign  of t h e  thermionic reactor three broad c r i te r ia  
are of concern: 
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1. The steady-state error to a command change in voltage or 

2. The system must be absolutely stable. 
3 .  The transient response must satisfy specifications with 

to a load change should be less than the dead zone limits. 

respect to response time and peak overshoot. 
Limiting the integral of the squared error, e2(t) = [vd(t) - v(t)I2 
to less than a specified constant satisfies the above requirements. 
The constraint on the reactivity rate 6 is incorporated into the 
control system design by minimizing the inte ral of the square of 
the reactivity rate. The weighting factor k% in the performance 
index of Eq. (21) indicates the relative importance between the 
system error and reactivity rate input constraint. The procedure 
used here is to minimize the inteqral of the square of the re- 
activity rate subject 
squared as determined 
ment . 

For a step input 
[Eq. (22)J becomes: 

Substituting 
(24) gives: 

to the values of the integral of the error 
approximately by the response time require- 

the optimal closed-loop transfer function 

Eq. (19) for G R ( s )  into the product of Eqs. (23) and 

Y Y =  1 +  k2(-s  ) [( 0.0377 ’ )2 + 0.0377 

-s  )2 + 1.41 ( - s )  
( 0 . ” 3 4  + ‘)[(0.0377 0.0377 

S 
3*612 ( 0‘.0755 ’ 1)(01i755 -k ’) 

From Eq. (28) Y ( 0 )  = 1 and Eq. (27) reduces to 

The zeroes of Fo(s) are the poles of Y ( s )  and are obtained by 
inspection of Eq. (28). The poles of F o ( s )  are the zeroes of Y ( s )  
and are to be determined. These zeroes are found by inverting 
Eq. (28) and forming the root locus plot of the resulting denomi- 
nator in the (-s2)-plane. 
to determine the roots, the response time requirement ( 8  seconds) 
is used by applying the approximate rule 

Rather than selecting a value for k2 
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tR = r/d ( 3 0 )  

where tR is the time to 90  percent of fin 1 value, and d is the 
distance from the origin to the nearest root on the (-s2)-plane. 
Neglecting the dipoles the optimal closed-loop transfer function 
as determined from the root locus plot becomes 

1 
F o ( S )  = 2 

S + ' ) [ ( 0 . 3 9 2 )  S + 0.392 s + 11 ( 0 . 4 5 6  

The corresponding open-loop transfer function is 

Inserting GR(s) from Eq.  (19) and F o ( s )  from Eq.  (31) into Eq.  ( 3 2 )  
gives : 

Gc(s) = [ (0 .0377-  . 0.0377 2 + ' I [ o . L  + '1 (33) 

s ) *  + 1.41 

S S 
( 0 . 0 7 5 5  -k ' ) [ ( 0 . 5 9 8 )  + 0 .598  

Gc(s), as given by Eq.  (33 ) ,  is relatively complex but can be ap- 
proximated by 

r - 2  
+ 1  S 0 .0544  

b 2 r  - 
(34  1 

Analog Simulation Results 

The obtained compensator [Eq .  ( 3 3 ) ]  was programmed on an 
analog computer, together with the full non-linear model for the 
reference thermionic reactor powerplant. Figure 1 3  shows the 
response obtained with the analytical design method for a +0.035- 
volt stepo The approximate compensator [Eq.  (3411 was also pro- 
grammed and the results obtained are identical. Note the low 
values of the reactivity rate. The response trajectories obtained 
with the analytical design method cannot be compared directly with 
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those obtained with the state variable feedback method because of 
different response time criteria. For illustration the trajecto- 
ries that resulted from the state variable feedback analysis with 
a control signal constraint ( 6  < 10 $/set) are also indicated in 
Figure 13. 

Figure 14 shows the responses for a -0.02 Q-cm2 step change 
in electric load with and without a 10 $/set limiter. By apply- 
ing the Popov criterion [Eq. (15)] it is shown that no stability 
problems result from constraining the reactivity rate. 

1. 
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3 .  
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APPLICATION OF FLUIDICS TO NEW CONTROL COMPONENTS 

By Miles 0. Dustin, Vernon D. Gebben, and Robert E. Wallhagen 
Lewis Research Center 

W 
I 

SUMMARY 

The inherent tolerance for nuclear radiation makes fluidic 
devices candidates for nuclear rocket control systems. Also, 
they are being considered for supersonic jet engine inlet 
control because of their high temperature and vibration toler- 
ance. This paper describes three new control components being 
considered for these applications. 

A fluidic circuit to control a pneumatic stepping motor for 
nuclear rocket control drum actuation is discussed. The circuit 
concepts were first evaluated in a breadboard model utilizing 
commercial amplifiers to a great extent. A completely integrated 
circuit was then 'designed, built, and evaluated. The motor has 
a nutating gear driven by eight bellows. The nutating gear drives 
an output gear which advances 0.25 degree for each input pulse. 
The fluidic driving circuit is a ring-type counter which fur- 
nishes pressures to the bellows in response to input pressure 
pulses. 

An all-fluidic sensor is being developed for determining 
the position of the normal shock in the inlet of a supersonic 
jet engine. The sensor was evaluated in wind tunnel tests on a 
Mach-2.5 mixed compression inlet. The sensor uses fluid jet 
amplifiers to determine shock position from the shape of the 
wall static pressure prcfile. Both static and dynamic tests 
were performed in the wind tunnel. 

A new vortex valve configuration has been developed to 
prevent supersonic jet engine inlet unstarts by regulating 
bypass flow. The vortex valves are controlled by the pressure 
gradient across the normal shock. When the shock is downstream 
of the valve, a strong vortex is induced in the valve which 
blocks bypass flow. If the shock moves upstream of the valve, 
the pressure gradient is reduced, thereby reducing the vortex 
and permitting high bypass flow rate. The special vortex valve 
has a 10 to 1 throttling range and a high grain. These charac- 
teristics were obtained by the irregular shape of the periph- 
eral wall of the valve. 
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INTRODUCTION 

Fluid amplifiers have many inherent characteristics which 
make them appear well suited to certain aerospace applications. 
They can be made of radiation-resistant materials, and their 
operation appears to be inherently radiation-insensitive. They 
are, therefore, being considered for control circuits which must 
be located near the nuclear rocket engine. Since they can be 
made from materials that withstand high temperatures, and since 
they can be powered directly from the engine air, they also look 
attractive for jet engine control systems. Since there are no 
moving parts, their wear rate should be low and their reliabil- 
ity high. 

This report describes three control components which use 
fluidic devices. The first system was intended for use on a 
nuclear rocket engine, and the other two for supersonic jet 
engine inlet applications. 

PNEUMATIC STEPPING MOTOR ACTUATOR 

The nuclear rocket power level is controlled by rotating a 
number of drums located in the reactor shell. These drums are 
loaded with neutron-absorbing material. High pressure hydrogen 
is available for operation of the control drum actuators. 

A pneumatic stepping motor (ref. 1) designed for potential 
use as a control drum actuator is shown in Figure 1. The two 
basic parts of the stepping motor are an output gear, which is 
free to rotate only, and a nutating gear, which is free to 
nutate or wobble only. The nutating gear is actuated by eight I 

bellows located on the periphery of the gear. When four adjacent 
bellows are pressurized, the gear is tilted and forced into 
contact with the output gear. Sequencing the bellows pressur- 
ization pattern, as shown in Figure 2, causes the nutating gear 
to nutate. It is important to note here that during each step 
when a new bellows is pressurized the opposite bellows is 
depressurized. For example, to advance from the pulse 1 state 
to the pulse 2 state, E bellows are pressurized and the B 
bellows are depressurized. The output gear has 180 teeth and the 
nutating gear 181. This means that for each complete cycle of 
the nutating gear, the output gear must advance one tooth, or 
two degrees of rotation. Since there are eight bellows, each 
step increment of the bellows pressurization pattern causes the 
output gear to rotate 0.25 degree. 
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A digital fluidic circuit was developed to control the 
stepping motor actuator (ref, 2). The circuit was breadboarded 
with conventional fluidic components. After it was determined 
that the breadboard circuit could meet the system requirements, 
a complete integrated circuit was designed and built. The 
integrated circuit is described in reference 3 .  

The principal portion of the fluidic circuit is the count- 
ing circuit shown in Figure 3 .  This circuit controls the 
bellows pressurization pattern. The counting circuit stores the 
pattern and rotates it either forward or backward - in response to 
command pulses. The outputs are labeled A ,  A,to D, 5 and 
correspond to the actuator bellows positions indicated in Figure 
2.  
Likewise, the backward pulse enters at eight locations marked 
Tb. To advance the bellows pressurization pattern by one 
step, only one of the central bistable amplifiers should switch. 
The passive AND elements act as permissive elements that only 
allow the correct central bistable amplifier to switch. For 
example, assume that outputs, B, C ,  D, and are in the "on" 
condition when a forward command pulse enters the circuit. In 
Figure 3 the darker lines indicate those signals that are in the 
"on" condition. Amplifier B should be the only amplifier to 
switch, and it can switch only if amplifier A has already 
switched to its leg. The passive AND element number 11 will 
have its supply port pressurized, thus allowing the pulse to 
pass, and switch central bistable amplifier B. 

Forward command pulses enter at eight locations marked Tf. 

For proper operation, it is important that the input command 
pulses are less than 1 millisecond in duration. Delays marked 
T in Figure 3 allow the input pulses to be complete before the 
counting circuit is set for the next input pulse. 

Two pulse-conditioning circuits perfo$m the desired pulse 
shaping. One of these circuits, shown in Figure 4 ,  is required 
for the forward command pulses and one is required for the 
backward command pulses. Amplifier 1, which is an OR-NOR element, 
converts the command pulse to a push-pull signal of fixed 
amplitude. The pulse width is fixed by amplifier 3 ,  a bistable 
element. The pulse from amplifier 2 is applied Bimultaneously 
to an orifice feeding control port C 1  and to a millisecond delay _ _  _ _  
time which feeds control port C2. Thus, the pulse initially 
causes a pressure at control port C 1  which switches amplifier 3 
to its R2 leg. One millisecond later the pulse reaches control 
port C2 of amplifier 3 by way of the delay line. Amplifier 3 
is now switched back to its Rl leg, thus terminating the l-milli- 
second pulse. Amplifier 4 serves as a power amplifier to 
provide sufficient flow and pressure to feed the eight input 
ports of the counting circuit. 

I 

-368-  



la .. 
Start Pulse 1 Pulse 2 Pulse 3 

E E E 

’i A A A 
Pulse 4 Pulse 5 Pulse 6 Pulse 7 

Figure 2.- Sequencing of bellows pressurization 
pattern by forward-counting input pulses 

Dark lines Indicate signals in ’‘on” condition 

Figure 3 . -  Counting circuit of stepping 
motor actuator 

-369-  



sound speedof b , c  

Signal 
source 

Variable pulse width 0.001 seC& 

I 

I I 
I 
I 

1 Pulse- 
1 conditioning 

Timing pulse Long transmission line unit 

(a) Command pulse wave forms. 

Pulsewidth fixation --------- 

(b) Pulse-conditioning circuit. 

Figure 4.- Pulse-conditioning unit 

-370- 



Power amplifiers are required to boost the outputs of the 
counting circuit to a level where they can drive the nutating 
gear in the stepping motor. A supersonic amplifier developed 
for this purpose is described in reference 3 and is shown in 
Figure 5 .  

The integrated circuit consists of a stack of plates as 
shown in the schematic of Figure 6. One of these plates con- 
tains the two pulse-conditioning circuits; four plates contain 
the counting circuit; and separate plates each contain one of 
the four power amplifiers. Other plates in the stack contain 
interconnecting channels. 

The plates containing the pulse conditioning circuits and 
the counting circuit were fabricated from a photo-etched 
ceramic. The interconnecting manifolds and power amplifier 
plates were fabricated by milling passages into acrylic plastic 
plates. Figure 7 shows the complete stacked assembly bolted to 
the bellows distribution plate. This plate then mounts on the 
stepping motor back plate. 

The pulse-conditioning circuit plate is shown in Figure 8. 
Both forward and backward pulse-conditioning circuits are in the 
same plate. The amplifier and port identification symbols agree 
with those used in Figure 4. Note the long channel M which 
furnishes the l-millisecond delay required to fix the command 
pulse width. 

The performance of the integrated circuit equalled or 
surpassed that of the breadboard circuit. The maximum speed was 
300 steps per second and maximum torque 90 in.-lb (1000 cm-N) 

If the stepping motor is to be used in an analog control 
system, a conversion from an input pressure to pulses, the 
frequency of which is proportional to that input signal, is 
required. Reference 4 describes an analog-to-pulse-frequency 
converter which is intended to fulfill this function. The 
characteristics of the converter must be such that the frequency 
of the output pulses is proportional to the deviation of the 
input pressure from a null value as shown in Figure 9. When the 
input pressure is increased above the null value, the output 
pulse frequency increases an6 appears at the forward pulse 
output. As the input pressure decreases from the null value, 
the output frequency also increases but appears at the backward 
pulse output. The circuit saturates at a maximum frequency 
in either the forward or backward direction and remains at that 
maximum frequency for input pressures greater or less than 
their normal range. 
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The analog-to-pulse frequency converter is made up of 

1. Oscillator circuit 
three subcircuits as shown in Figure 10: 

2. Conditioning circuit 

3. Output selector circuit 

Oscillator Circuit 

The oscillator circuit is composed of three bistable 
amplifiers with R-C time lags in the feedback paths. Amplifier 
A-1 outputs are connected through resistances and volumes to the 
control ports of two other amplifiers, A-2 and A-3. One output 
of each amplifier A-2 and A-3 is then connected to the control 
ports of amplifier A-1. The input pressure P2 to the oscillator 
circuit is connected to both the remaining control ports of 
amplifiers A-2 and A-3. 

To follow the sequence of operation of the oscillator 
circuit, assume that the output of amplifier A-1  is switched to 
resistance R2. The pressure in volume C2 rises in a manner 
approximating a first-order time constant system. When the 
pressure in volume C2 is slightly higher than the oscillator 
input pressure P2, amplifier A-2 will switch to the control port 
of amplifier A-1. This will switch amplifier A-1 to resistance 
R3. As the pressure in volume C2 drops below the oscillator 
input pressure P2, amplifier A-2 will switch from the control 
port of amplifier A-1. However, since amplifier A-1 is bistable, 
its output will remain switched to R3. Similarly, the pressure 
in volume C3 rises until it is slightly higher than the oscillator 
input pressure P2, at which time amplifier A-2 switches to the 
control port of amplifier A-1. Amplifier A-1 then switches to R2. 
When the pressure in C3 drops below the oscillator input pressure 

, amplifier A-3 switches from the control port of amplifier A-1. 
is completes one cycle. 

As the input pressure P2 increases, more time is required 
for the volume pressures to exceed P2. This increased time 
decreases the pulse frequency. 
the input pressure P2 equals the maximum obtainable volume 
pressure. 

The frequerky becomes zero when 

Conditioning Circuit 

The conditioning circuit is required to provide an input to 
the oscillator circuit that is a maximum when PIN is at the null 
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value and decreases when the input pressure PIN to the converter 
either increases or decreases from the null value. The maximum 
conditioning-circuit output pressure corresponds to that 
oscillator circuit input pressure P2 which causes the pulse 
frequency to be zero. The minimum output pressure from the 
conditioning circuit corresponds to the oscillator circuit input 
pressure, which causes the pulse frequency of the oscillator 
circuit to be the desired maximum value. To provide flat satura- 
tion characteristics, the minimum conditioning-circuit output 
pressure must not fall below this value. 

The conditioning circuit consists of two proportional 
amplifiers. Amplifier A-4 is a center-output amplifier that is 
not available commercially. An additional flow source is 
provided through valve V-1. This source maintains the output 
pressure of amplifier A-4 at the desired minimum pressure. 
Valve V-2 is used to set the null pressure at the desired value. 

Output Selector Circuit 

The output selector circuit directs the oscillator output 
pulses to either the backward output port or the forward output 
port. If, as shown in Figure 9, the converter input pressure PIN 
is greater than the null pressure, the pulses appear at the 
forward pulse output port. If the input pressure PIN is less 
than the null pressure, the pulses appear at the backward pulse 
output port. 

Amplifier A-6 is a NOR-gate that serves to amplify the 
pulses produced by the oscillator circuit. The output of 
amplifier A-6 is applied to the supply port of bistable amplifier 
A-7. The pulses are directed toward either the forward pulse 
output port or the backward pulse output port, depending upon 
which control port pressure of amplifier A-7 is greater. 
Proportional amplifier A-8, which provides the control input 
pressures to amplifier A-7, serves to increase the switching sen- 
sitivity of the selector circuit. Valve V-3 is set so that 
amplifier A-7 switches when PIN equals the null pressure. 
NOR-gates A-9 and A-10 amplify the output pulse pressures. 

The output pulse frequency of the breadboard analog-to- 
pulse-frequency converter is plotted in Figure 11 as a function 
of input pressure PIN. 

SHOCK POSITION SENSOR 

Efficient mixed-compression inlets are of interest for 
supersonic cruise aircraft where high recoveries are required. 
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To achieve such i n l e t s ,  it i s  necessary t o  ope ra t e  with t h e  
shock loca ted  close t o  t h e  t h r o a t  as shown i n  Figure 1 2 .  With 
t h e  shock i n  t h i s  p o s i t i o n ,  s l i g h t  atmospheric d i s turbances  
o r  engine a i r  flow changes can cause t h e  shock t o  be r a p i d l y  
expel led  o u t  t h e  f r o n t  of  t h e  i n l e t .  A f a s t  ope ra t ing  i n l e t  
c o n t r o l  system i s  needed t o  prevent  t h i s  from happening. 

For high Mach number i n l e t s ,  e l e c t r o n i c  c o n t r o l  systems 
have been plagued wi th  problems a s soc ia t ed  with sensor f a i l u r e .  
F a i l u r e s  are l a r g e l y  due t o  high temperature and high v i b r a t i o n  
condi t ions .  I t  i s  thought t h a t  a jud ic ious  choice of  f l u i d i c  
senso r s ,  e l e c t r o n i c  c o n t r o l s ,  and hydraul ic  a c t u a t o r s  might be 
i d e a l ,  A f l u i d i c  sensor  can use t h e  flow i n  t h e  i n l e t  f o r  a 
power source; t hus ,  it can be made a completely se l f -conta ined  
sensor  loca ted  i n  t h e  s t r u c t u r e  of t h e  i n l e t  c o w l  o r  centerbody. 
The speed of response i s  adequate f o r  shock p o s i t i o n  con t ro l .  

The f l u i d i c  shock p o s i t i o n  sensor  presented  here  uses  t h e  
w a l l  s t a t i c  p res su re  g r a d i e n t  t o  determine shock p o s i t i o n .  
Figure 13 shows w a l l  s t a t i c  pressure  d i s t r i b u t i o n s  f o r  s e v e r a l  
d i f f e r e n t  shock p o s i t i o n s .  These d a t a  w e r e  taken from a 
Mach-2.5 supersonic  i n l e t  which was t e s t e d  i n  t h e  10- by 10- 
f o o t  supersonic  wind tunnel  a t  t h e  L e w i s  Research Center .  From 
t h e  f i g u r e  w e  can see t h a t  t h e  p o s i t i o n  of t h e  shock can be 
es t imated  by eye.  The shock i s  preceded by a n e u t r a l  o r  s l i g h t l y  
nega t ive  s lope  and followed by a s t e e p  p o s i t i v e  s lope.  Thus, f o r  
t h e  p re s su re  d i s t r i b u t i o n  represented  by t h e  symbol D i n  Figure 
13  t h e  shock would be between t a p s  B and C. For  t h e  p re s su re  
d i s t r i b u t i o n  represented  by t h e  symbol 0 , t h e  shock would be 
between t a p s  D and E ,  

The s e n s o r ’ s  l o g i c  diagram i s  shown i n  Figure 1 4 .  The 
sensor  uses  s i x  p re s su re  t a p s  i n  t h e  i n l e t  j u s t  downstream of t h e  
t h r o a t .  The f i r s t  s t a t e  of t h e  diagram i s  a row of comparators. 
The shock p o s i t i o n  i s  determined by comparing three ad jacent  
p re s su res  t o  determine i f  a minimum e x i s t s .  Each comparator has 
t w o  ou tputs .  The ou tpu t  turned “on” depends upon which of t h e  
t w o  i n p u t s  i s  l a r g e s t .  The second r o w  i s  composed of l o g i c a l  
AND elements.  Their  ou tpu t s  are on only when both of t h e i r  
i n p u t s  are on, which i s  t r u e  when t h e r e  i s  a minimum f o r  t h a t  
element ., 

The sensor  i s  b u i l t  so t h a t  a l l  ou tpu t s  upstream of t h e  
shock are o f f  and ou tpu t s  down stream of t h e  shock are on.  This 
i s  done so t h a t  a s tepwise p ropor t iona l  ou tput  s i g n a l  can be 
obta ined  by simply adding t h e  output  s i g n a l s .  This i s  done by 
ar ranging  t h e  l a s t  r o w ,  t h e  output  elements,  so t h a t  when any 
one element has an inpu t  s i g n a l ,  i t s  ou tpu t  i s  f ed  t o  t h e  next  
element upstream and t u r n s  it on, The heavy l i n e s  i n  Figure 14 
i n d i c a t e  t h e  s i g n a l s  t h a t  are a c t i v a t e d  when t h e  shock i s  
between C and D. 

-379- 



SHOCK /- 
PoslllaN ,' 

CONTROL SENSOR 

N 

5 
PI' 
z 
a 
Y) 

f 
Y 
I 

s 
Y) - - 

Figure 12.- Schematic of supersonic 
jet engine inlet 

6- 

_n 
5- 

P 
r' a 

4-.% 
5 

P 

c 
Y) - - 

3-  

2- 

Pressuretap A 
location I 

I I 
Probable 

shack padftion 

I 
E F 

I I , I I  I 
I 

Distance from spike tip, in. 

I I I I 
80 85 wl 95 

Distance from spike tip, crn 

Figure 13.- Typical wall static pressure distributions 
as function of shock position 

-380- 



Figure 14.- Block diagram of shock position sensor 
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A diagram of the fluidic sensor is shown in Figure 15. The 
comparator- units are made of OR-NOR elements in which the vents 
are used as one of the two inputs. The next row is made up of 
OR-NOR elements used as passive AND elements. There is an 
output only if both inputs are on. The output units are also 
OR-NOR elements, but are used in the usual manner. 

The fluidic sensor was run on two occasions in the Mach-2.5 
supersonic inlet. During the first tests the sensor performed 
reasonably well until the unit got contaminated by material from 
the tunnel, driers. A filter was added to the supply line and 
the tests were repeated. This time the sensor correctly indicated 
the profile minimums, but in some cases it read falsely because 
of false minimums. 

Another fluidic sensor is being built which indicates the 
shock position from the first positive slope of the pressure 
profile. The false minimums will be biased out by bleeding 
supply air into the sensor input lines. 

VORTEX VALVE SHOCK STABILIZATION 

Another program related to controlling the position of the 
normal shock with fluidic devices is a vortex valve shock 
stabilization program. This system uses a series of vortex 
valves positioned around the inlet. 

Figure 16 (a) shows a cutaway view of a typical vortex 
valve. The valve consists of a cylindrical cavity in which flow 
enters both radially and tangentially. Flow exists from the 
hole in the center. If flow enters only through the radial port, 
it goes directly to the exit hole. Then, if tangential flow is 
added, a swirl is introduced to the fluid. The resulting vortex 
produces a resistance to flow, reducing the flow from the outlet. 
Figure 16(b) shows the total flow through the valve plotted as a 
function of pressure ratio. If there is a small ra 
with respect to tangential pressure, a strong voztex is created 
with little total flow. A s  the radial pressure is increased, 
there is no increase in to;tal flow until the pressure ratio is 
about 0,6, Then there is a sharp increase in flow'hs radial 
pressure is increased still further. 

Figure 17 displays a schematic of the vortex valve stabiliza- 
tion system installed in an inlet. The radial port is connected 
to the inlet just downstream of the throat. The gential port 
is connected to the inlet well downstream of the shock. 
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The c e n t e r  graph shows t y p i c a l  p re s su re  p r o f i l e s  f o r  
va r ious  shock loca t ions .  The l e f t  graph shows t h e  v o r t e x  va lve  
flow as a func t ion  of p re s su re  r a t i o .  I t  should be noted t h a t  
t h e  c h a r a c t e r i s t i c s  are d i f f e r e n t  f r o m  those  of t h e  t y p i c a l  
vo r t ex  va lve  shown i n  Figure 16 .  Since t h e  r a t i o  of r a d i a l  
p re s su re  t o  t a n g e n t i a l  p re s su re  encountered i n  t h e  i n l e t  v a r i e s  
from about 0 .4  t o  0 . 6 ,  it was necessary t o  a l t e r  t h e  vo r t ex  va lve  
c h a r a c t e r i s t i c s  so t h a t  t h e  high flow ga in  region occurs  over 
t h e  same pres su re  r a t i o  range. The method used t o  a l t e r  t h e  
valve c h a r a c t e r i s t i c s  t o  match t h e  i n l e t  characteristics i s  
d iscussed  later. 

When t h e  shock i s  i n  a s t a b l e  l o c a t i o n  downstream of t h e  
r a d i a l  t a p ,  t h e  p re s su re  r a t i o  i s  low, the  va lve  is  vor tex ing  
and flow through the  va lve  i s  low. As t h e  shock moves upstream 
and passes  over t h e  r a d i a l  t a p ,  t h e r e  i s  an inc rease  i n  p re s su re  
r a t i o ,  r e s u l t i n g  i n  a weaker vo r t ex  and, t h e r e f o r e ,  more flow. 
I f  t h e  shock wave moves f u r t h e r  upstream, the  flow i n c r e a s e s  
s t i l l  f u r t h e r ,  t hus  bypassing more flow around t h e  engine,  
keeping t h e  shock i n  a s t a b l e  reg ion .  
shows t h e  inc rease  i n  f l o w  a s  the shock moves upstream. 

The r i g h t  hand graph 
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The modi f ica t ions  r equ i r ed  t o  a l t e r  t h e  vo r t ex  va lve  
o p e r a t i n g  c h a r a c t e r i s t i c s  a r e  shown i n  Figure 18.  I n  t h e  
t y p i c a l  vortex va lve  conf igu ra t ion  d iscussed  earlier,  t h e  r a d i a l  
p o r t s  are l o c a t e d  i n  l i n e  wi th  t h e  c e n t e r  ou tpu t  p o r t .  With no 
t a n g e n t i a l  f low t h e  radial flow is d i r e c t l y  o u t  t h e  output  p o r t .  
I n  t h e  modified vo r t ex  va lve  t h e  r a d i a l  p o r t s  are o 
r e s p e c t  t o  t h e  o u t l e t  p o r t .  Now, wi th  no t a n g e n t i a  
vo r t ex  i s  set  up i n  t h e  oppos i t e  d i r e c t i o n  t o  t h e  normal vo r t ex  
produced by t h e  t a n g e n t i a l  p o r t .  I n  e f f e c t ,  a b i a s  i s  c r e a t e d  
which moves t h e  o p e r a t i n g  reg ion  t o  l o w e r  p re s su re  r a t i o  va lues .  
Tt also i n c r e a s e s  t h e  ga in  of t h e  element.  

't 
.a 

MODIFIED 
V n R m  

TANGENTIAL 
Row 

Figure 18.- Modified vo r t ex  value t h a t  
matches i n l e t  c h a r a c t e r i s t i c s  
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MINIMUM ENERGY CONTROL OF A CLASS OF 
ELECTRICALLY DRIVEN VEHICLES 

By Yilmaz E. Sahinkaya 
Jet Propulsion Laboratory 

S UIIMARY 

This paper presents theoretical and experimental results 
obtained in the investigation of a minimum energy control pro- 
blem associated with a class of electrically driven vehicles. 
An.alytida1 results are obtained by making several justifiable 
approximations in the dynamical equations of the plant, the per- 
formance index of which is related to the minimization of system 
energy consumption for any required control action. 

The control problem of interest is simplified for practical 
reasons and solved by using Bellman's invariant imbedding tech- 
nique. The optimality of the resulting control law is compared 
with those of the bang-bang control law, which is the exact 
solution for the case of speed-setting control action, and the 
classical control laws under identical conditions. A stochastic 
optimization problem is then formulated and solved by using 
Bellman's dynamic programming technique. 

The resulting control law is mechanized for a particular 
vehicle configuration which is simulated in the laboratory. 
Silicon-controlled rectifiers are chosen over power transistors 
to control the motor armature current to determine a flexible 
minimum energy controller configuration which can be used for 
vehicles ranging from fractional to integral horse power ratings. 
A transistorized pulse-width modulator is utilized to control 
silicon-controlled rectifiers according to the control law. The 
theoretical and practical results clearly display a significant 
effort which is exercised in bridging the gap between theory and 
practice. 

INTRODUCTION 

In recent years, following the pioneering works of 
Pontryagin, Bellman, and Kalman, an intense amount of research 
has been carried out by many workers in the area of modern 
control theory. The optimization techniques of modern control 
theory, along with digital computers, provide a new approach for 
the design of automatic control systems. 

One of the most challenging tasks in the formulation of a 
practical problem in the context of optimal control theory is the 
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selection of an appropriate performance index. Even though an 
adequate mathematical description of the plant is available, the 
quality of the results obtained by the application of optimal 
control theory is dependent upon the selection of a meaningful 
performance index. 

This investigation treats the formulation and solution of 
minimum energy control problems associated with a class of elec- 
trically driven vehicles in the context of modern control theory 
and the mechanization of the resulting control law in the light 
of current engineering practice. The essential elements of the 
minimum energy control system resulting from the implementation 
of the control law are illustrated in Figure 1. 

Figure 1.- Essential elements of the minimum 
energy control system 

Developing a reasonably accurate mathematical model for 
this specific control system is a necessity before the theore- 
tical concepts of optimal control theory can be applied to 
synthesize an optimal controller. The following procedure has 
been used in the determination of the equations of the system 
to be controlled, i.e., plant. 

1. Obtain the expressions for the total kinetic, potential, 
and dissipation energies of the system which consists 
of several electrical and mechanical interacting com- 
ponents : 

Select the suitable generalized coordinates for the 
expressions obtained in Eq. (1) and use the auxiliary 
expressions for the generalized forces to write down 
the system equations according to Lagrange’s energy 
method . 

2. 
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The plant equations are determined to be: 

* 

where 

k,(t) 

x,(t) 

b angular acceleration of the electric motor 

2 angular velocity of the electric motor 
[rad/sec21 

[rad/sec ] 

k2 (t) 4 derivative of motor current [amps/sec ] 

A x2 (t) = motor current [amps] 

A v(t) = total disturbance torque as referred to motor 
[newton-meter] 

u (t> A control voltage [volts ] 
J 9 total system inertia as referred to motor [newton- 

4 total system damping coefficient as referred to 
meter/rad/sec2 3 

f 
motor [newton-me ter/rad/sec I 

motor torque constant [newton-meter/amps I kt 

motor back emf constant [volts/rad/sec 1 kb 

R 4 motor inductance [henries I 
A r = motor resistance [ohms I. 

In the derivation of the set of differential equations 
denoted by Eqs. (1) and (2 )  the following assumptions have been 
made : 
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1. The electric motor propuls ion  force i s  t r ansmi t t ed  t o  
v e h i c l e ' s  wheel through a speed-reducer and no s l i p p i n g  
t a k e s  p l a c e  between t h e  t i res  and t h e  su r face  of t e r r a i n ;  

2 .  The aerodynamic drag  fo rce  is n e g l i g i b l e ,  i .e . ,  low- 

3 .  The mechanical system parameters ,  J and f ,  and t h e  elec- 1 

speed opera t ion ;  

t r i c a l  system parameters ,  R and r r  are cons t an t s ;  

4 .  The motor ope ra t ion  i s  unsa tura ted .  

The system e lec t r ica l  energy consumption i s  s e l e c t e d  t o  be 
t h e  design c r i t e r i o n  or performance index f o r  t h i s  op t imiza t ion  
problem. T h e  system performance index i s  denoted by": 

m 

where 

A T = response t i m e .  

The in tegrand  i n  Eq.  ( 3 )  r e p r e s e n t s  t h e  e lectr i r  power f l o w  which 
can  f l o w  from a rechargeable  b a t t e r y  system i n t o  t h e  motor c i r -  
c u i t  o r  f r o m  t h e  motor c i r c u i t  i n t o  t h e  e lec t r ic  energy source over 
d i f f e r e n t  i n t e r v a l s  of t i m e  dur ing  t h e  c o n t r o l l i n g  process .  The 
set of boundary cond i t ions  t o  be s a t i s f i e d  by the  state v a r i a b l e s  
x l ( t )  and x 2 ( t )  f o r  t h e  three cases of c o n t r o l  a c t i o n  are given 
below: 

C a s e  1 - Speed-control. 

~ ~ ( 0 )  = xO1 = z1 , xl(T)  = al 

i s  chosen such t h a t  S1(T) = 0 a2 (4) 
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Case 2 - Speed-setting. 
X1(o) = Xol # al , xl(T) = a1 

is chosen such that S1(T) = 0 #2 

v(0-) = v(0) , v(T) = B 

v(t> = B I O < t < T  - - 
Case 3 - Speed-control and speed-setting. 

x l ( 0 )  = xol # al I x l ( T )  = al 

a2 is chosen such that Sl(T) = 0 

( 5 )  

In Eqs. (41, ( 5 1 ,  and (6), the conditions placed on v(t) 
indicate that the disturbance torque v(t) remains constant in 
0 < t < T. This means the vehicle is assumed to be traversing 
over a-portion of terrain, which has a constant slope angle with 
respect to Local horizontal, during the controlling interval 
(0,T) 

The control voltage u(t) is constrained by the inequality 

where 

U = battery voltage which is assumed to be constant in 
O < t < T .  - 

The statement of the control problem is as follows: Given 
the linear time-invariant system, i.e. , Eqs. (1) and ( 2 )  , the 
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performance index, i.e., Eq. ( 3 ) ,  an arbitrary response time T, 
an equality constraint on u(t), i,e., Eq. (7), determine u(t) 
which satisfies the boundary conditions on xl(t) and 
described by Eq. (4) for speed-control, . ( 5 ) ,  for s 
Eq. (6), for speed-control and speed-set ng and minim 
performance index. It is important to note that for t > T, it is 
required to maintain the vehicle speed constant at its terminal 
value, i.e., xl(T) = al, until a new disturbance or a new desired 
speed-setting is applied to the system. 

The exact solution of the basic optimization problem is ob- 
tained by using Pontryagin's Maximum Principle (ref. 1) together 
with necessary conditions. As shown in reference 2 ,  the solution 
yields a dual-mode control law which may consist of bang-bang 
and singular control actions during the controlling interval. 
The engineering realization Qf s u a  a controller is very complex 
and expensive. To circumvent this difficulty the following 
assumptions are made on the basic optimization problem: 

1. The armature inductance is neglected. 

2 .  The inequality constraint on U(t) as given by Eq, (7) 
is removed. 

These assumptions convert the basic optimization problem to 
an approximate optimization problem with a linear plant equation 
and a quadratic performance index as given below: 

Plant: 

where 

Performance Index: 

T 1  2 E = r [U (t) - kbU(t) x (t) ] dt 
0 

Boundary Conditions: 
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Case 1 - Speed-control. 
x ( 0 )  = a I x(t) = a 

Case 2 - Speed-setting. 
X I xtt) = a 
0 

x ( 0 )  = 

Case 3 - Speed-control and Speed-setting. 
x(0) = X , x(T) = a 

0 

From the observation of Eq.  (9), it is easy to see that the 
performance index has the same fundamental characteristic as that 
of Eq.  ( 3 ) ,  i.e., the integrand of each integral represents the 
electric power flow which is reversible. 

The solution of the resulting approximate optimization pro- 
blem is obtained as follows: 

Define the pre-Hamiltonian H: 
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Application of Pontryagin's Maximum Principle yields the 
following results: 

* 
It is seen from Eq. (14) that u (t) is a linear function of 

x(t) and X (t) . Since the plant equation is linear, the per- 
formance index is quadratic, u*(t) is unique, and therefore is 
the optimal solution for this approximate optimization problem. 

The canonic equations are then determined to be: 

4 J  'L 1 x[t) = -a x(t> - bX(t) - ( J I B  - aa 

where 

'L x(t) = x(t) - a 

B = v(t) 

2 

2J r 
b = (7) kt 

2 
kb 

?'C = 

b > O  

c s o  

Since the canonic equations are linear, Bellman's invariant- 
imbedding technique (ref. 3 )  can be used to determine the feed- 
back solution. Let z ( 1 7 , ~ )  be any particular initial condition 
on 2(t) for a process starting at time T with X(T) = n ( ~ )  and 
satisfying the boundary condition z(q,T) = 0. By referring to 
reference 3 ,  it is shown that ~ ( 1 7 , ~ )  satisfies the following 
first-order partial differential equation: 
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where 

Assume a solution of Eq. (18) in the form of 

Using Eq. (19) in Eq. (18) and collecting the coefficients 
of equal powers of Q(T) and equating them to zero yields: 

(20) 2 &(T) + cm (T) + 2 am(.r:) + b = 0 

(22) 1 
J + (cm(.c) + a) n(T) + acm(.O + aa + (-16 = O 

\ 

n(T) = 0 

where 

Eqs. (21) and (23) are obtained from Eq. (19). 

Eq. (20) with its boundary condition, i.e., Eq. (21), is a 
first-order, ordinary, non-linear differential equation of the 
Riccati type, the solution of which is given by 

' 1- (24) sinha (T-T) m(.r) = -b( 
a sinha (T-T) - fi cosha (T-T) 

where 

d = a2 - .bc 

Eq. (22), with its boundary condition, i.e., Eq. (231, is a 
first-order, time-varying, linear differential equation with a 
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cons tan t  f o r c i n g  t e r m ,  t h e  s o l u t i o n  of which i s  given by 

n(.c) = aJ-6 [' s i n h f i  (T-T) (a c o s h a  (T-T) - a s i n h a  ( T - T ) )  a 
- c o s h a  (T-r)+l + B 1 J (a c o s h f i  (T-T) - a s i n h a  (T-T) 

s i n h a  (T-T) - L c o s h a  (T-T) -b - 
J;j: 

From Eqs. (14), (19)  ( 2 4 ) ,  and (25)  t h e  fol lowing feedback 
c o n t r o l  s o l u t i o n  i s  obtained:  

kta +[l - , c o s h f i  ( T - t ) ]  [ k t n  2Jb 1) 
x ( t )  + - + 1;. 2Jb s i n h a  ( T - t )  2J2b 

* 
u (t) = - + -  

- coshf i  ( P - t ) ]  [ k:a -) +[ 1 s i n h a  ( T - t )  2 5  b f i  s i n h n  ( T - t )  
] - E - x't '] (26) 

where 

n ( ~ )  i s  replaced by X ( t )  and Z(T) i s  rep laced  by x ( t )  with- 
o u t  loss of g e n e r a l i t y .  I n  Eq. ( 2 6 )  a t  t = T ,  using L 'Hosp i t a l ' s  
r u l e ,  one f i n d s :  

I f ,  however, lim[ a - x ( t )  f 0 f o r  t 2 T u n t i l  a new d i s t u r -  
t + T  s i n h a '  ( T - t )  1 

bance o r  a new d e s i r e d  
then:  

peedL2etting i s  appl ied  t o  t h e  system, 

- 2Je2b k t ]  f3 ( 2 8 )  
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Substituting Eq. (28 )  into Eq. ( 8 )  and using definitions of a 
and b given before yields: 

If this requirement is met, the controller enters the steady- 
state phase of its operation. Therefore, it is clear that some 
means must be incorporated into the control system to turn the 
time-varying feedback gains on at t = 0 and to turn them off  at 
t = T. Note that in Eq. (26) : 

) z o o  1 lim ( 
t+T sinh (T-t) 

If, and only if, f i T  is sufficiently small, it seems reasonable 
to replace the optimal control law as given in Eq. ( 2 6 )  by a 
suboptimal control law of the following form: 

* 
2 Jb 

1 ] [a -xw] 
sinh a (T-t) 

As a result of this further simplification, the practical 
implementation of the control law is greatly simplified without 
significantly degrading the optimality of the system as will be 
shown later. 

* 
Substituting uso(t) for u(t) in Eq.. (8) yields! 

x(t) = x ( 0 )  [ cosh fi T+1l4 [cosh fi (T-t)-l]’ 
Cosh fi T-1 cash fi (T-t)+1 

f 
f a i l  -[cosh fi (T-t)-l]’ 

sinh J& T 
’ [[(c:sh 16 (T-t) + 11‘ [cosh fi ( 3 3 )  
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From Eq.  ( 3 3 )  it is clear t h a t :  

= x ( 0 )  1 t = O  ( 3 4 )  

x ( t )  l.t=T = a as requ i r ed  i n  any c o n t r o l  a c t i o n  (35) 

The s a l i e n t  f e a t u r e s  of  t h e  opt imal  and suboptimal c o n t r o l  
systems are obta ined  from appropr i a t e  computer s imula t ions  by 
using E q s .  ( 8 ) ,  (9), (26), and ( 3 2 ) .  Some of  t h e  r e s u l t s  are 
shown i n  F igures  2 ,  3 ,  and 4 .  The fol lowing remarks are made 
t o  supplement t h e  r e s u l t s :  

1. For t h e  case of speed-control ,  i . e . ,  F igures  2 and 3 :  

k ( t )  = 0 a t  t = - f o r  a l l  a ' s ,  B ' S ,  and T's.  

The optimal c o n t r o l  u ( t ) ,  hence t h e  opt imal  t r a j e c t o r y  x l t ) ,  i s  g r e a t l y  inf luenced  by t h e  choice  of T. For 
u ( t ) ,  E approximately changes by t h e  same f a c t o r  as 
t h e  response t i m e  T.  The suboptimal c o n t r o l  u g o ( t ) ,  
hence x ( t ) ,  i s  c o n s t a n t  fo r  any T. For  ' s m a l l ,  T ' s  t h e  
performance character is t ics  of opt imal  and suboptimal 
c o n t r o l  systems are almost i d e n t i c a l .  gure  2 shows 
t h a t  more energy i s  suppl ied f r o m  t h e  b t e r y  t o  t h e  
motor f o r  t h e  case of suboptimal system than  t h a t  of 
t h e  opt imal  system. Figure 3 shows t h a t  more energy 
i s  suppl ied  from the  motor t o  t h e  b a t t e r y  f o r  t h e  case 
of opt imal  system than  t h a t  of the  suboptimal system. 

T 
2 * 

2 .  For t h e  case of speed-se t t ing ,  i . e . ,  Figure 4 :  
* * 

u (t) , u s o ( t ) ,  and x ( t )  change l i n e a r l y  wi th  t i m e  
i n  0 < t < T f o r  s m a l l  T ' s .  N o t e ,  however, s m a l l  T 
m e a n s a  hrgh a c c e l e r a t i o n  requirement which, i n  t u r n ,  
demands a high c o n t r o l  vo l t age  u ( t ) ,  and f r o m  Eq. ( 9 )  
it i s  clear t h a t  t h e  c o n t r o l  energy consumption be- 
comes very l a r g e .  This  i s  because t h e  in t eg rand  i n  
Eq. ( 9 )  i s  dominated by u 2 ( t )  and t h e  i n t e g r a l  of t h i s  
q u a n t i t y  over ( 0 , T )  i s  extremely large eyen though T 
i s  s m a l l .  The c o n t r o l  energy consumption E becomes 
independent of  T for  l a r g e  T ' s .  This  i s  because 
energy saved by keeping t h e  c o n t r o l  vo l t age  a t  a l o w  
va lue  f o r  m o s t  p o r t i o n s  of ( O , T ) ,  i . e . ,  l o w  accelera- 
t i o n  i s  diminisbed by r e q u i r i n g  h igher  a c c e l e r a t i o n  
as t + T f o r  l a r g e  T ' s .  Therefore ,  t h e  n e t  g a i n  i n  
c o n t r o l  energy consumption f o r  T g r e a t e r  than  a cer- 
t a i n  va lue  i s  extremely n e g l i g i b l e .  
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t (secs 
0 . 0 1 5  

0.0 0.5 1.0 1 . 5  
,“ct 1 
and 
u * (t) 50.01 
so 
(volts ) - 

--- 
e-- 

= optimal 

= suboptimal 

optimal 

suboptimal 

0. 
0.0 0.5 1.0 1.5  t ( s e c s )  

wat t  - s ec onds watt-seconds 

1 

Figure 2.- Results for: a = 10.0 rad/sec, 
v(0-) = 0.0 newton-meter, 
B = 10.0 newton-meter, x ( 0 )  = 
10.0 rad/sec (speed-control) , 
u*(O) = 24.2 vol t s  
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u*(t 
and 

1.5 t (secs)  

= optimal 

= suboptimal 

- 
--- 

optimal 

--- = suboptimal 

Figure 3.- Results for: a = 10.0 rad/sec 
v(0-) = 0.0 newton-meter, 

= -10.0 newton-meter, 
x ( 0 )  = 10.0 rad/sec (speed control) I 
u*(O) = 24.2 volts 
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10.0 

8.0 

6.0 

4.0 

2.0 

- = optimal 

= suboptinal 

1 . 5  t (secs)  

= optimal 

40.0 

30.0 

20.0 I/ 
n L Y  / ’/ 
--/ 

10. Y r - -  
0.0 - I I 0 

0.0 0.5 1.0 1.5 t (secs 

Figure 4.- Results for: a = 10.0 rad/sec, 
v(0-) = 0.0 newton-meterF 
13 = 0.0 newton-meterF x ( 0 )  = 
-10.0 rad/sec (acceleration) 
u*(O-) = 0.0 volt 
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If it is required to decelerate the speed of the vehicle 
to a new desired setting, it has been determined, but not shown 
here that, a considerable amount of energy can be saved for small 
T’s. On the other hand for large T’s the energy which can be 
gained by keeping T small is lost by requiring very high acceler- 
ations as t + T for large T’s. 

The performance of minimum-energy ‘controllers, which are 
represented by Eqs. ( 2 6 )  and (321, are compared with the per- 
formances of the classical controllers of the following types 
under the assumption of zero armature inductance: 

1. A controller with a high-gain amplifier in the forward 
path, which continuously operates on the error signal 
to produce the required control signal which, in turn, 
matches the output speed with the desired speed within 
a permissible error is called a proportional-type 
speed-controller. 

2.  A controller with an integrating amplifier in the 
forward path, which continuously integrates the error 
signal to produce the required control signal which, 
in turn,matches the output speed with the desired 
speed exactly is called an integral-type speed- 
controller. 

The results are summarized in Figures 5 through 8. In view 
of these results it can be concluded that the performances of the 
minimum energy controllers show a marked superiority over the 
performance of classical controllers during the acceleration 
(and deceleration) of the vehicle. Figure 9 shows a comparison 
between the performance characteristics of the bang-bang con- 
troller and the minimum energy controllers applied to the plant 
described in Eqs. (1) and (2). Note that in reference (1) it is 
shown that the optimal control law consists of only the bang- 
bang control in ( 0 , T )  for the case of deceleration. 

The two interesting features of the approximate optimization 
problem, which is obtained from the basic optimization problem, 
are as follows: 

’r -XFKkf” i i i l -  na3;wsn 0 t i  := 4 - 0 I :I 

1. There is an infinite number of combinations between 
a and f3 and hence there is an infinite number of 
steady-state control voltages which must be specified 
by the bang-bang controller. The practical realiza- 
tion of such a controller is extremely complex and 
expensive. 
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Speed 
(rad/s ec ) 5.0,  

Cont r o 1 
Voltage 

(vo l t s  ) 

O . O I Z >  
0.0 T=0.2 t ( s e c s )  

minimum energy cont ro l le rs  
\ 
_e --1 L 

proportional-type / 
20.0F con t ro l l e r  

10.01 

0.01 I I - 
0.0 T=0.2 t ( s e c s )  

Figure 5.- Results for:  01 = 10.0 rad/sec, 
v(0-) = 0.0 newton-meter, 
$ = 10.0 newton-meter, K = 100.0 
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0.235 rad/sec minimum energy 

A J / ------ 10.0 - I 

/s t e Ay-s t a t  e ‘4\ proportional-type 
e r ro r  cont ro l le r  

Speed 
(rad/sec ) 

I 0 

0.0 T=0.2 secs. t ( s e c s )  

100.0 

75.0 

Voltage 50.0 
(volts ) 

proportional-type control ler  

Control 

minimum energy control lers  

25.0 

0.0 I I c 
0.0 T=0.2 sec6. t (secs) 

* 
Assuming control voltage is not saturated.  

Figure 6.- Resul ts  for:  a = 10 .0  rad/sec, 
2 v(a--) 0.0 newton-meter, 

f3 = 0.0 newton-meter, K = 100.0  
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Integral-type cont ro l le r  with 
d i f fe ren t  gains 

Speed 

(rad/sec ) 

0.0 0.5 1.0 1 .5  2.0 t ( s e c s )  

Cont r 01 
Voltage 

(vol t s )  

40.0 

30.0 

20.0 

10.0 

0.0 3 
0.0 0.5 1.0 1 . 5  2.0 t ( s e c s )  

Energy Consumption (wa 
T Classical  Optimal 

(see 1 Controller Controller 

286.38 

414.36 ( K = 1 0 )  I I 392.74 ( K = 5 )  

F igure  7.- Results for: a = 1 0  rad/sec 
13 = 10 .0  newton-meter 

Suboptimal 
Controller 

425.00 

f 
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Speed 
(rad/sec ) 

Control 

Voltage 

(volts) 

Integral-type cant ro l le r  f o r  aif'feren.1; 
amplifier gains 

Integral-type controi.ler f o r  d i f fe ren t  
amplifier gains 

0.0 1.0 2.0 3.0 t (secs)  

~, _.-""a-"__I-=.-- 

Figure 8.- Resu l t s  for: a = 10 rad/sec, 
f3 = 0.0 newton-meter 
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. = Control Law Given by 
Eq. (26) i s  Applied t o  
the  Exact Plant Eqs. 

- - - - - - = Apprax. Control Law 
Given by Eq. (32) 
is  Applied t o  the  Exact t Plant Eqs . 

60 

Control - Voltage 40 
(vol t s )  

20 

0 

I - 

- 

1 
I I I I I  5 

0 0.050 0.100 0.150 0.200 t (secs ) 

Exact Plant 
with Minimum 

I 344.42 I 343.85 I 
F igure 9.- Comparsion of bang-bang s o l u t i o n  w i t h  minimum-energy 

s o l u t i o n s  for: a = 1 0 . 0  rad/sec, B = 0.0  newton- 
m e t e r ,  and u = 4 5 . 0  v o l t s  
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2.  As shown in Figure 9, the performance characteristics 
of the minimum energy solutions of the approximate optimization 
problem are almost identical to those of bang-bang solution of 
the basic optimization problem. 

Therefore, removing the inequality constraint on u(t) and 
neglecting motor armature inductance simplify the analysis con- 
siderably and results in the determination of an economical and 
practical control system. 

THE STOCHASTIC OPTIMIZATION PROBLEM 

In the above analysis it has been assumed that the dis- 
turbance torque remains constant during the controlling interval 
(0,T). In reality, the terrain profile encountered by the 
vehicles varies in a random fashion. Therefore, the disturbance 
torque is best described by a stochastic process. Other random 
disturbances acting on the system, such as terrain irregulari- 
ties and wind gusts, are assumed to be negligible. The follow- 
ing stochastic optimization problem is originated from the 
approximate optimization problem for reasons of mathematical 
tractability and simplicity in the implementation of the control 
law: 

Plant: 

Jr Jr A1 (t) 

; I p  = 0 

where 
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A x2(t) = a stationary Gaussian, exponentially correlated- 
noise process having zero mean, variance a: and correlation 
time l / w o .  It can be shown that the x2 (t) process, known as 
Ornstein-Uhlenbeck process (refs. 4 - 6 ) ,  satisfies the Langevin 
equation given by Eq. ( 3 7 ) .  

A l s o ,  Sw(t) is a stationary Gaussian, white-noise process 
having zero mean and spectral density 2~ 0 2 

0 6 '  
A 

x3(t) = constant disturbance torque, i.e., x3 (t) E B in the 
deterministic optimization problem studied above. 

Performance Index: 

2 E = Fwxl IT) + IT 
0 

where 

T is fixed and u(t) is unconstrained. 
A 

Fw= weighting factor which is artificially introduced 
here to facilitate the use of Bellman's dynamic programing 
technique (ref. 7). 

The set of boundary conditions to be satisfied by the 
state vector 

x =  - for the three cases of control action are given below: 

Case 1. SDeed -Control . 
L # 

= Free x2(0) = 0 x2 (TI f 

-409- 



Case 2. Speed-setting. 

* 
u (t) = 

X2(O) = 0 I x2 (TI = Free 

[ ~ ]  (x,(t) + 03 

Case 3 .  Speed-control and Speed-setting. 

x2 ('0) = 0 ? x2 (TI = Free ( 4 2 )  

The solution of this stochastic optimization problem is 
obtained as follows: 

Define the optimal expected value function for this opti- 
mization by 

U 2 ( T )  -kbU(T) (Xl(T) + 

r 
S(tlx) = Min 

u(t) @t) 

where 

expectation operator. A 
E ( ' )  = 

Applying the standard procedure (refs. 7,8) to Eq. ( 4 3 )  yields: 

L 

( 4 4 )  
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where 

s (t,g = - a s (t ,x) 
x1 

a n d ' s  ( t ,E )  i s  obta ined  by so lv ing  t h e  fol lowing Bellman- 

Hamilton-Jacobi equat ion:  

st(t,z) - (5) (x , ( t )  + a12 - a ( x , ( t )  + a ) s  

*1 

(t,x_) 
x1 

- (-1s b 2  (t,g - ( ;7)X2( t )S  1 ( t ,E )  - ($x3( t )Sx  1 (t,$ (45) 

- (wg)x2(t)Sx ( t ,x>  + ( w  0 5 c ) S X 2 X 2  

x1 x1 1 

= 0 2 

2 

where 

wi th  t h e  boundary condi t ion :  

a ,  b,  and c are def ined  as before  and 

a s (t,g = --S(t,X) 
x2 ax2 

J 
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The s o l u t i o n  of Eq. (45) i s  obta ined  as fol lows:  

L e t :  

where 

A P ( t )  = a 3x3 symmetric mat r ix  

A 
c , >  = i n n e r  product  of two v e c t o r s  

A g = a r a w  vec to r  wi th  two components 

a h ( t )  = a s c a l a r  func t ion  

Determining st ( t ,x)  , S (t $1 , Sx ( t ,x) , ( t , x )  - from Eq. 

( 4 7 )  and s u b s t i t u t i n g  them i n t o  Eq.  ( 4 5 ) ,  c o l l e c t i n g  t h e  c o e f f i -  
c i e n t s  of equal  powers of x ' s  and equat ing  them t o  zero  y i e l d s  
t h e  fol lowing equat ions :  

x1 2 

P 2 2 ( T )  = 0 (55) 
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where 

( t ) ,  P ( t ) ,  P (t) and q l ( t )  can be determined i n  t h i s  
case by s o l v i n g  a n a l y t i c a l l y  E q s .  (481, (501, (52)  and (60)  and 
using t h e i r  corresponding boundary cond i t ions  r e s u l t s  i n :  

pll 1 2  1 3  

N o t e  t h a t  w i  = d does n o t  r e p r e s e n t  a s i n g u l a r i t y  i n  Eq. ( 7 0 )  

s i n c e  l i m  P12( t )  e x i s t s .  
w 0 + d  2 

s i n h a  ( T - t )  - c o s h f i  (T- t )  + - a f i  
91 (t) = 

(b s i n h d z  ( T - t )  

where 

d =  a2 - bc 

and the  ope ra t ion  l i m  Fw- has  been performed on the express ions  
obta ined  from t h e  s o l u t i o n s  of E q s .  ( 4 8 ) ,  (501, (52) and (60). 
S u b s t i t u t i n g  E q .  (68 )  i n t o  E q .  ( 4 4 )  y i e l d s :  

2Jb sinhv"X ( T - t )  

s i n h a  ( T - t )  s i n h a  (T- t )  

s i n h a  (T- t )  
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I n  Eq. (73) making t h e  fol lowing approximations: 

= - ( w o 2  - d )  

y i e l d s  t h e  folLowing suboptimal s o l u t i o n  f o r  t h e  stochastic con- 
t r o l  problem: 

1 
s i n h a  ( T - t )  

( 7 4 )  

The r e s u l t  given by Eq. ( 7 4 )  i s  important f o r  t h e  fol lowing 
reasons:  I n  p r a c t i c e  it i s  much easier t o  measure t h e  d i s t u r -  
bance torque v ( t )  which i s  t h e  sum of s t a t e  v a r i a b l e s  x , ( t )  and 
x3 (t) r a t h e r  than measuring them sepa ra t e ly .  Hence t h e  imple- 
mentation of t h e  c o n t r o l  l a w  given by Eq. ( 7 4 )  i s  s t r a i g h t -  
forward. The implementation of t h e  c o n t r o l  l a w  given by Eq. (73) 
cannot be accomplished un le s s  a Kalman f i l t e r  (ref.  9 )  i s  used t o  
estimate t h e  state vec to r  x from t h e  measurable states.  This  
fol lows from t h e  concept o’E t h e  sepa ra t ion  p r i n c i p l e  ( r e f .  1 0 )  
which allows t h e  e s t ima t ion  of t h e  state vec to r  x and t h e  com- 
p u t a t i o n  of t h e  c o n t r o l  l a w  t o  be per f  med independently 
(ref.  11). 

Several in t e re , s  

1. Speed var iance  which i s  def ined  by E[[x(t) - xd(t)]  4 
ng s a l i e n t  f e a t u r e s  Of t h e  3tochastic 

opt imal  c o n t r o l  s y s t  are obta ined  i n  re ferencg  2 .  I n  summary, 
it is  shown t h a t  

where 
A 

A 
x ( t )  = s t o c h a s t i c  speed 

xd (t) = d e t e r m i n i s t i c  speed 

J 
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becomes zero at t = T. Hence x(t) = a as desired. 

2.  The coptrol variance which is defined by 

where 
E {ru (t) - uZ(t)l 2) 

* 
u (t) stochastic control law 

* 
ud(t) deterministic control law 

is bounded at t = T. This is because in Eqs. (73) and 
(74) the error term [a - x(t)], which is a stochastic 
process, decreases to zero fast enough as * 

) = 00 so that u (t) is bounded at 1 
lim (sinJd (T-t) t+T 
t = T. It can be shown that if x2(t) is dssumed to be 
a stationary Gaussian white-noise with zero-mean, the 
control variance becomes unbounded at t = T. 

3. When the stochastic optimal and suboptimal control laws 
are applied to the exact plant equations given by 
E q s .  (1) and (2) using the appropriate Monte Carlo 
simulation technique (ref. 2) , the corresponding per- 
formance characteristics appear to be almost identical 
for certain T's. 

It is now clear that Eq. (74) represents the control law 
which is to be implemented. Substituting the values of a,b,c, 
and d previously defined yields the following equation: 

* 
u (t) = [kb + e] x(t) + $-)v(t) + 

kt 

r 1 1 *[a - x(t)] 

where 

* * 
u (t) E uso(t) without loss of generality. 

(75) 

The control law given by Eq. (75) is a linear combination of 
feedback signals from a speed sensor, i.e., a tacho-generator, a 
terrain slope measuring device with a bias signal for tire resis- 
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tance at zero speed, i.e., a pendulum-type device and a feed- 
forward signal from a throttle mechanism, i.e., a potentiometer. 

The functional relationship between the' terrain slope 
4(t) and the disturbance torque v(t) for a wheeled-vehicle with 
rubber tires is given by 

where 

w = total weight of the vehicle lb 1 V 

4(t) = slope angle of the terrain with respect to local 
horizontal [deg 1 

fl = tire resistance at zero speed [lb) 

= effective Yadius of the wheel-tire assembly [ft 1 rW 

kG = gear ratio 

c = conversion factor from ft-lb to newton-meter. F 

CONTROL LAW IMPLEMENTATION 

The control law given by Eq. (75 )  is mechanized in the 
laboratory and the resulting minimum energy control system block 
diagram is shown in Figure 10 where 

kl 4 tacho-generator voltage gain, 
k2 4 disturbance torque-measuring device voltage gain, 

1 6 .  - - .~ 

!! dc to dc SCR converter voltage gain. kA 

In the laboratory, the effects of terrain slope changes on the 
system performance is simulated by meana of a second permanent- 
magnet dc motor which is directly coupled to the drive motor 
shaft. The armature voltage of thist second motor is controlled 
by a rheostat. 

The prototype model is shown in Figure 11. The preliminary 
test results on the performance characteristics of the minimum- 
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energy controller, during the acceleration and speed-control 
actions show a very close relationship to theoretical results, 

Some further testing is needed to verify the same relation- 
ships during the regenerative braking action. Note that the 
results presented here are equally applicable to the minimum ' 
energy control of dc motors utilizing separate field excitations, 

CONCLUSIONS 

The primary aim of this investigation has been to demon- 
strate the application of theoretical concepts of modern control 
theory into a class of engineering problems. Any application of 
an electric motor as a prime mover with electricity as the basic 
energy source in variable speed drive systems creates a need for 
a controller linking the energy source to the motor for speed 
setting and speed-control actions. Such systems span the 
applications spectrum from large industrial complexes to small 
portable devices. 
several engineering institutions was made to extend them to 
electrically driven vehicles, such as electric cars, electric 
trains, elec4ric earth-moving vehicles, electric lift trucks, 
submerged vehicles, and the like. However, as is typical of such 
problems solved by classical techniques, the existing designs 
are motivated largely by experience and in no sense are the 
resulting systems optimal. The recent advances in optimal control 
theory and digital computers make it feasible to replace all the 
existing empirical design techniques by a scientifically 
motivated and mathematically sound design procedure. 

Recently an intensive effort initiated by 

The minimum energy controller, which is mechanized in the 
laboratory, is applicable to fractional as well as integral horse 
power drive systems, provided that the necessary design changes 
are made in the dc to dc SCR step-up and step-down converters. 
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A NEW FORMULATION FOR THE EPSILON METHOD APPLIED TO 
THE MINIMUM-TIME-TO-CLIMB PROBLEM 

By Lawrence W. Taylor, Jr., and Harriet J. Smith 
Flight Research Center 

I 

SUMMARY 

Balakrishnan's epsilon technique is used to compute minimum- 
time profiles for the F-104 airplane. This technique differs 
from the classical gradient method in that a quadratic penalty 
on the error in satisfying the equation of motion is included in 
the cost function to be minimized as a means of eliminating the 
requirement of satisfying the equations of motion. Although the 
number of unknown independent functions is increased to include 
the state variables, the evaluation of the gradient of the cost 
function is simplified, resulting in considerable computational 
savings, thereby making it appear feasible to use the epsilon 
method for real-time application. 

There is considerable freedom in selecting the variables to 
be used in the epsilon method. The formulation discussed in this 
paper uses range and altitude as the variables. These variables 
are approximated by a functional expansion with unspecified 
coefficients which are determined by means of Newton's method. 
Typically, 8 to 10 iterations are required for convergence. A 
comparison is made of a solution obtained using the epsilon 
technique with a solution using the gradient method. 

INTRODUCTION 

Developing practical methods of solution to optimal control 
problems has been a continuing challenge to the mathematician as 
well as the engineer. One particular problem that has received 
considerable attention is that of determining the control func- 
tion and corresponding airplane flight profile which minimizes 
the time in flying between specified flight *conditions. 
a variety of techniques has been developed to obtain solutions 
to such problems, there remains a need for faster solutions. 

Although 

Some of the methods that have been used in the past are the 
energy method (refs. 1, 2), dynamic programming (ref. 3 ) ,  and 
the gradient method (refs. 4-9). Both the energy method and 
dynamic programming have the advantage of being fast: however, 
these methods are only approximate in the sense that the state 
is usually reduced to a single variable. The gradient method, 
on the other hand, gives accurate results but requires 
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considerable computation time and storage. At NASA's Flight 
Research Center techniques that are fast enough to be used in 
real-time applications are being studied and developed. It was 
with this goal in mind that Balakrishnan's epsilon technique 
(ref. 10) was applied to the problem of computing optimum pro- 
files for airplanes. 

Balakrishnan (ref. 10) suggested adding a term to the cost 
function to be minimized, which penalizes departures from the 
equations of motion, and then treating the state as well as the 
control as unknown variables. The increase of unknown variables 
was claimed to be more than compensated for by the marked reduc- 
tion in the amount of computation necessary to evaluate the 
gradient involved by virtue of their independence. 

In reference 11 a detailed formulation of an application of 
the epsilon technique to the minimum-time-to-climb problem is 
presented. The numerical results for an F-4 airplane application 
using the epsilon method were compared with solutions obtained 
by a gradient technique and an energy method. Computation times 
were also presented and compared with those required by other 
methods of solution. 

In reference 12 the epsilon method was applied to the F-104 
airplane, and the approximate solution generated by the epsilon 
method was compared to an independently calculated profile for 
which the dynamic equations of motion were satisfied exactly but 
which used the control input of the epsilon solution. 

The formulation of the epsilon technique which has been used 
thus far has been restricted to problems of minimizing the time 
with no consideration given to either range or changing weight. 
In an effort to increase the versatility of the epsilon method, it 
has been reformulated to include range and the effects of changing 
weight. In addition, the new formulation has reduced the number 
of unknown functions from three to two in the interest of further 
reducing the computational time required for solution. 

This paper outlines the changes in the formulation, 
discusses the reasons for the changes, and presents comparisons 
with the gradient method and with flightt-reswlty: 2 iIin addition, 
the feasibility of using the epsilon method in a real-time 
flight-profile-optimization system is discussed. The F-104 
airplane is used for all of the examples. 
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SYMBOLS 

coefficient of functional expansion for range 

coefficient of functional expansion for altitude 

drag, lb 

thrust, lb 

functions used in functional expansion 

gravitational constant, ft/sec 

altitude, ft 

cost, sec 

lift, lb 

function, ifndex 

mass, slugs 

number of time points 

range, ft 

total time, sec 

time, sec 

velocity, ft/sec 

f light-path angle, deg (radians) 

increment 

weighting term in modified cost function 

2 

r- r J 4  - 
’ b-e&axatWnf;fakt%r* ’ ‘ . 

A ( * )  gradient of ( - )  

Subscripts: 

min minimum 

N final condition 
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0 nominal 

Supe r sc r ip t :  

T t r anspose  

A d o t  over  a symbol i n d i c a t e s  d i f f e r e n t i a t d m  w i t h  r e s p e c t  t o  
t i m e .  

DISCUSSION 

The problem t o  be considered may be b r i e f l y  stated as 
fol lows:  Given the  dynamic equat ions  of motion of an a i r p l a n e ,  

.. 
- * cos y - - m m s i n  y R =  

L .. - s i n  y+ - cos y - g m m h =  - - 

where 

L = mvi(+ mg s i n  y - - 

v = J 2  + i2 
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and where F - D is a function of h, V, and L, find the control 
input L(t) [or y(t>] and the state R(t), h(t) which minimize the 
cost function J, which, for the example considered, equals the 
time (J = T) required to pass from the initial conditions, 
V1, hl, yl, to the final conditions VN, hN, and yN (VN, hN, or yN 
may be left free depending on the result desired), subject to 
the constraint of satisfying the dynamic equations of motion. 

The gradient technique used the formulation of the problem 
as stated and evolved a solution using a recursive formula such 
as : 

= L(t)N + yALJ (t) N+1 

In the epsilon formulation, the cost is expanded to include a 
penalty for not satisfying the dynamic equations 

*' F -  L 
m cos y + - sin y )  dt 
- J = T + L L  & ( R -  m e 

sin y - 5 cos y + gI2dt F -  - 
m - m - 

and the constraint of satisfying the dynamic equations is 
removed. The unknown functions include the state as well as the 
control variables, which for the problem being considered might 
be altitude, velocity, and lift. However, there is considerable 
freedom in selecting what are to be the state and control 
variables. In the older epsilon formulation, altitude and 
veloctiy were used as state variables, but flight-patch angle 
was used as the control variable. In the newer formulation, the 
only variables used are range and altitude, and it is not clear 
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which, if either, should be considered the control variable. 
At the other extreme, it would be possible to have altitude, 
range, velocity, lift, and flight-path angle as state and 
control variables for the same problem. It would appear that 
the most efficient formulation is the one with the fewest 
number of variables as long as the epsilon formulation of the 
cost function was used. This point needs to be studied to be 
certain, however. 

The authors have chosen to represent the variables as 
functional expansions in the interest of providing an efficient 
and smooth representation. In the older formulation, linear 
functions were used to pass through the end conditions to which 
a summation of sine functions was added. The unknowns, then, 
were the coefficients of the functional expansions. In the 
newer formulation in terms of range and altitude, cubic functions 
are used to satisfy the end conditions to which are added func- 
tions which are products of sine functions. This is done in 
order to preserve the end conditions, which requires in this 
case functions, the derivatives of which are zero at the end 
points. 

The equations for range and altitude are: 
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where 

= sin T- t sin mT- t 
fm T T 

Because of the lack of success in using the gradient 
method of minimizing the epsilon form of the cost function, a 
modification of the Newton-Raphson method was used, and with 
considerable success. The modification consists of approximating 
the second gradient of the cost with respect to the unknown 
coefficients with the outer product of a first gradient. 
(Details are presented in references 11 and 12.) The result is 
that the considerable computation time and complexity of deter- 
mining the second gradient required by the Newton-Raphson method 
are avoided. 

RESULTS 

The evaluation of a minimum-time profile is shown in Figure 
1. The profile labeled initial is that which corresponds to the 
cubic functions used to satisfy the end conditions. It can be 
seen that after only three iterations the profile closely approxi- 
mates that of the final trajectory. This is one of the advan- 
tages of the epsilon method; that-is, it is not at all critical 
as to what initial profile is used. In using the gradient 
formulation, considerable effort is often required to obtain an 
initial profile that satisfies the end conditions and is 
sufficiently close to the optimum to insure convergence. 

Figure 2 shows how rapidly the cost or equation error and 
time converge to their final values. The exact number of 
iterations will vary somewhat, depending upon the end conditions 
and the nature of the optimum profile. An example involving a 
zoom climb might require 8 to 10 iterations. 

Because a functional expansion is used for each of the 
variables, one must investigate how many Eunetions-tare required 
for an adequate representation. Figure 3 shows how the final 
values of the equation error and time depend on the number of 
functions used. It is also useful to look at independent 
calculations which satisfy the dynamic equations exactly, but 
which use the resulting flight-path angle in deciding the 
number of functions required. Eight to ten functions are 
usually sufficient. 
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For the example being considered, the independently 
calculated profile in which the dynamic equations are satisfied 
exactly differed from the profile generated by the epsilon 
method at the terminal condition by 1 ft/sec and 1000 feet in 
velocity and altitude. When the comparison is that good, there 
is confidence in the validity of the results. 

Figure 4 makes a comparison between the results obtained 
using the gradient and the epsilon methods, Although the 
differences between the profiles would appear to be significant, 
independent calculations show the corresponding times to be 
within a fraction of a percent. This is even more surprising 
because different sources of data were used, This result is 
further evidence that the epsilon method as formulated in terms 
of range and altitude gives valid results, A further check was 
made on the aerodynamic data tables by making a comparison 
between the time corresponding to the computed profile and the 
time required for an actual flight. The error was 11 percent, 
which is not considered large in view of the departures from the 
standard temperatures of 50 C. 

It was stated at the beginning that interest at the 
Flight Research Center lies in developing a method that would 
enable optimum profiles to be computed in "real time.8: Figure 5 
shows how this might work if the solution times were on the 
order of those obtained using the SDS 9300 digital computer. It 
is assumed that at a Mach number of 0-7 and an altitude of 500 
feet the computer is instructed to compute a minimum-time profile 
to a Mach number of 2.0 and an altitude of 40,000 feet. Any 
terminal flight condition could have been chosen at this point. 
The airplane follows the profile given by the cubic functions 
which satisfy the end conditions until the first iteration has 
been generated. Nine seconds later the profile has been updated 
for the first time. This updated profile is then followed until 
there has been time for another update. Simultaneously, the 
fuel flow, air temperature, acceleration, and any other pertinent 
data could be used to enhance the accuracy of the aerodynamic, 
thrust, and atmospheric tables. In this way an optimum flight 
profile will be generated for an airplane having that particular 
performance and encountering that part lar atmosphe.re. Is 
this really feasible? The authors bel e it is. Although the 
SDS 9300 is considerably faster than available airborne computers, 
the solution times might prove to be comparable through the use 
of fixed-point arithmetic and through efficient programming. 
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CONCLUDING REMARKS 

The epsilon method as applied to the minimum-time-to-climb 
problem has been shown to give efficient and valid results, when 
compared to gradient results and actual flight. 

It appears to be feasible to incorporate the epsilon method 
into a real-time optimum-profile system which would enable 
optimum flight to arbitrary terminal conditions while compen- 
sating for nonstandard performance and atmospheric character- 
istics. 
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DETERMINATION OF OPTIMAL CONTROL 
USING IMBEDDING OF THE TERMINAL CONDITIONS 

By Raymond C. Montgomery 
Langley Research Center 

SUMMARY 

The utility of a method developed by the author to solve op- 
timal control problems is discussed with emphasis placed on the 
solutions of singular optimal control problems. The method in- 
volves imbedding the optimization problem of interest in a family 
of optimization problems which are parameterized by their terminal 
conditions. The solution to the optimization problem is obtained 
by collapsing the terminal conditions of the family of problems 
onto those of the original problem, while appropriately modifying 
the control function to account for the changing terminal condi- 
tions. The utility of this method is illustrated by obtaining 
the solution to an aerial attack problem where the attacking vehi- 
cle must maneuver subject to control limitations so as to place 
the enemy in a certain relative position for launching a missile 
in the shortest possible time. This is a singular control prob- 
lem, Thus, the usefulness of this method in determining the 
placement of singular subarc in optimal trajectories is pointed 
out. 

DISCUSSION 

It is the purpose of this paper to point out the utility of 
solving optimal control problems by means of imbedding the termi- 
nal conditions. This will be a brief description of the research 
accomplished in reference 1. 

In general, optimal control theory has been developed to en- 
able one to determine how to select the control of a process so 
that some quantity - called the index of performance - achieves 
an optimal (maximum or minimum) value during the eyolution of the 
process. It is assumed here that the control u influences the 
process through a set of ordinary differential equations - 
x = f(x,u) - indicated in Figure 1. Here the quantity x is a list 
of variables which define the "state" of the system and u is a 
list of variables which represent the "controls" of the process, 
It may be required that the controls u(t) transfer the state x(t) 
along a path that satisfies certain prespecified initial and ter- 
minal conditions. This is illustrated scbgmatically on the right 
side of Figure 1. The prespecified initial conditions and termi- 
nal conditions are indicated on the figure along with a possible 
trajectory x(t) which transfers x f r o m  the initial to the terminal 
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conditions. The problem is to make this transfer in such a way 
that the performance index is optimal. 

There are several tools  available for obtaining the solution 
to this problem - the calculus of variations, the maximum princi- 
ple, dynamic programming, and iterative methods such as steepest 
descent. I will discuss yet another method for obtaining solu- 
tions to optimal control problems - imbedding. This approach has 
distinct advantages which will be pointed out below- 

The basic idea underlying the use of imbedding to solve opti- 
mal control problems is schematically illustrated in Figure 2. 
The problem considered is to transfer optimally from the initial 
condition xo indicated at the top right side of the figure to the 
terminal condition indicated by 0 = of. To solve this problem by 
using imbedding, the original problem is considered as one of 
several optimization problems which are distinguished by their 
terminal conditions. One member of this family should have a 
known solution. For a time-optimal problem one member which has 

n- might b-e the member corresponding to the o = 0 
ions indicated at the top right of Figure 2. Neces- 

sary conditions which allow one to pass from one member of the 
family to another have been derived in reference 1. These results 
enable one to obtain the optimal solution for one member from a 
knowledge of the optimal solution of another member if their 
terminal conditions differ only slightly. Note that the state x 
is a function of time t and a parameter a which identifies the 
particular member of the family of terminal conditions for which 
the solution holds. 
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Figure 2.- Terminal imbedding concept 

The general structure of the solutions is illustrated in the 
lower left portion of Figure 2. The typical variation of a com- 
ponent of the state Xk is illustrated. The variable xk is defined 
over a region in t,o plane extending from the t = to line to the 
t = tf(0) line as indicated. In the region of the t,a plane be- 
tween the t = to line and the line S l ( a )  the state is depicted as 
being continuous in t and a with continuous slopes. The lines 
S l ( a )  and S a ( 5 )  represent the lines in t,5 space along which dis- 
continuities normally result from discontinuous control (bang-bang 
control, etc.), Their location in t,o space is not known a pricrria 
and must be determined. This is also true of the line tf(5). 
The determination of the nature of the t,o space is the most im- 
portant step in applying imbedding to optimal control problems. 

Three necessary conditions which allow determination of the 
nature of the t , o  space have been derived in reference 1. Two 
have been shown to be equivalent to the maximum principle for the 
imbedded set of problems. The third is a result of an assumption 
placed on the analysis that the field of solutions x(t,o) has a 
behavior illustrated in the lower left of Figure 2; that is, as- 
suming that the state and its slopes in t are continuous. This 
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third condition is of use in the construction of the field of 
optimal controls. 

Why should one resort to the use of imbedding to solve opti- 
mizgtion problems when other methods are available? The answer 
to this question lies in the utility of imbedding in solving 
singular control problems. Generally the solution to the given 
optimal control problem may include two types of subarcs. This 
is illustrated at the top of Figure 3: regular arcs - along which 
the conditions of the maximum principle provide the control to be 
used - and singular subarcs - along which conditions of the maxi- 
mum principle fail (without some extension) to define the control 
to be used. A procedure for determining the control to be used 
along a singular arc was presented by Johnson (ref, 2 )  using the 
maximum principle. The basic difficulty is however not in finding 
the control to be used over the singular arcs but in piecing to- 
gether regular and singular arcs in such a way that the perfor- 
mance index is optimized and the initial and terminal conditions 
are satisfied. 

GIII Ai2 X0 

S,b I 

Figure 3 . -  Solution to singular control 
via imbedding 

The way in which imbedding theory resolves the problem of 
piecing together singular and regular arcs to determine the solu- 
tion to singular optimal control problems is illustrated in the 
lower portion of Figure 3 .  For a problem that the t,a plane of 
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Figure 3 corresponds to the necessary conditions indicate that 
for values of (5 between CT = 0 and (5 = a 1  no singular arc is con- 
tained in the solution, 
sider the possibility of including a singular arc in the problem. 
It is possible at each value of (5 greater than 01 to compute two 
distinct families of slopes dSl/do and dtf/da one of which as- 
sumes that it is discontinued. By direct comparison of the per- 
formance index associated with each assumption one may determine 
whether or not the singular arc should be continued. For this 
example for values of (5 between (51 and a2 the singular arc was 
retained. At (5 = (52 the singular arc was left, which created a 
curve S 2 ( a )  separating the regular and the singular regions. 

At (5 = (51 it becomes necessary to con- 

To illustrate the concepts above, the theory has been applied 
to an aerial attack problem whose basic features are illustrated 
in Figure 4. An aircraft A attacks a target T with maneuvers 
restricted to the horizontal plane, The mathematical model of the 
attacking aircraft involves a square law drag term and there is 
used a forward speed control. The turning acceleration of the 
vehicle is another control., The drag characteristics of the ve- 
hicle were taken from the F105-D airplane at 910 ft/sec airspeed 
and 15,000-ft altitude. The maximum speed was 1500 ft/sec and the 
minimum was 500 ft/sec. Turning acceleration was limited to 6 g. 
The target vehicle was assumed to be moving at 1000 ft/sec along 
the xA axis and to be nonmaneuvering. The attacker’s weapons sys-  
tem is a bomb which can be launched from the attacker’s position. 

Figure 4,- Geometry of aerial attack 
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The bomb explodes a distance R = 3000 ft directly in front of the 
attacker's position with a lethal radius of rf = 100 ft. 
problem considered here was to maneuver the aircraft in such a 
way that the attacker places the target within the lethal radius 
of the bomb in the shortest possible time. 

The 

To solve this problem by using imbedding, one must first 
select a family of terminal conditions - one of which has a known 
solution and one of which is the terminal condition of the origi- 
nal problem statement. For the aerial attack problem the family 
of terminal conditions selected were terminal conditions corres- 
ponding to bombs of different radii. For G = 0 the bomb's lethal 
radius was taken to be large enough to kill the enemy instantly. 
For G = 1 the bomb's lethal radius was that of the original prob- 
lem statement - 100 ft. Figure 5 is a graph illustrating the 
solutions to this problem obtained for a specific set of initial 
conditions. Note that the interminal positions of the problem 
are plotted for different values of the imbedding parameter G -  At 
(J = 0 the terminal conditions and initial conditions are the same, 
since the enemy is killed instantly. This requires a large bomb 
of approximately 11,000 ft lethal radius. For smaller bombs ( c r > O )  
the terminal conditions vary as indicated. For large bombs ( a < o l )  

Attacker terminal positions 

Target terminal positions 

0 2 4 6 8 IO 12 14 
Terminal position of attacker, tq and target XT in ftx 

f 

Figure 5.- The family of solutions via imbedding 
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only one maneuver i s  requ i r ed  - a hard r i g h t  t u r n  a t  f u l l  acceler- 
a t i o n .  However f o r  smaller bombs, corresponding t o  va lues  of 
(I > 01, t w o  types  of maneuvers are requ i r ed  - a hard r i g h t  t u r n  a t  
f u l l  a c c e l e r a t i o n  followed by a s t r a i g h t  l i n e  i n t e r c e p t i o n  course  
a t  f u l l  a c c e l e r a t i o n ,  which i s  a s i n g u l a r  subarc.  For  0 = .98 t h e  
a p p r o p r i a t e  f l i g h t  p a t h  i s  ind ica t ed  on t h e  f i g u r e .  The l e t h a l  
r a d i u s  of t h e  bomb is  also i l l u s t r a t e d .  N o t e  t h a t  a t  t h e  i n s t a n t  
t h a t  t h e  a t t a c k e r  reaches  t h e  s o l i d  curve  t h e  t a r g e t  i s  maneuvered 
i n t o  t h e  l e t h a l  r a d i u s  of t h e  bomb. The s o l u t i o n  t o  t h e  o r i g i n a l  
problem (rf = 1 0 0  f t )  i s  obtained f o r  0 = 1, 

The c h a r a c t e r  of  t h e  t , a  p lane  f o r  t h i s  problem i s  i l l u s t r a -  
t e d  i n  F igure  6.  Note t h a t  t h e r e  w e r e  t w o  zones i n  t h e  t , a  p lane  
f o r  t h i s  problem, The zone corresponding t o  u = -1 (corresponding 
t o  a 6 g t u r n )  i s  a r e g u l a r  subarc zone, whereas t h e  zone co r re s -  
ponding t o  u = 0 (corresponding t o  a s t r a i g h t  course)  i s  a singu- 
l a r  subarc  zone. These a r e  separa ted  by t h e  l i n e  S l ( o ) ,  which 
i n i t i a t e s  a t  a va lue  of a = 01 i nd ica t ed  on Figure 5. A t  o = 1 
t h e  s o l u t i o n  f o r  t u r n i n g  a c c e l e r a t i o n  obtained by imbedding is  
i n d i c a t e d  on t h e  r i g h t  side of Figure 6 .  This  i n d i c a t e s  a hard 
r i g h t  t u r n  a t  6 g f o r  a t i m e  S l ( 1 )  and a s t r a i g h t  l i n e  course 
from t i m e  Sl(1) t o  t i m e  tf (1) . 

.. .. I 
--  --. 

u = - I  

= V, 
x 

W - Q  1 1 I I I 
0 4 8 12 16 

- 4  

TIME, SEC. 

I 

I 

Figure 6.-  A e r i a l  a t t a c k  s o l u t i o n  i n  t , o  plane 

I n  summary, necessary cond i t ions  have been der ived i n  r e f e r -  
ence 1 t h a t  a l low t h e  a p p l i c a t i o n  of imbedding t o  s i n g u l a r  opt imal  
control problems. The i r  a p p l i c a t i o n  has  been i l l u s t r a t e d  by an 
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example of an aerial attack problem which is a singular control 
problem. In terms of future analytic studies regarding the use 
of imbedding to solve control problems, I intend to apply these 
concepts to the theory of differential games. 
useful in studying singular optimal control problems, 1 feel that 
it has promise in differential games which are plagued with a host 
of singular control situations. 

Since it has been 
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STABILITY OF CONSTANT GAIN SYSTEMS 
WITH VECTOR FEEDBACK 

George L. von Pragenau 
Marshall Space Flight Center 

SUMMARY 

Multivariable feedback systems can be divided into two 
classes: one where all loops can be opened with a single node, 
and the other where this is impossible. The stability of the 
latter, denoted here as vector feedback, is analyzed for the 
class of constant gain (linear and time-invariant) systems. 

The state space, the controllability, and the observability 
concepts are discussed in connection with the proposed stability 
analysis which permits drastic dimensional reductions for a 
vector feedback problem. Any constant gain system's stability 
can thus be analyzed in the frequency domain with a single 
Nyquist plot. The analysis considers the total system with all 
loops closed, a disturbance vector as input, and the feedback 
vector as output. All constant gain systems are shown to be de- 
composable into stable subsystems where the degree of the decompo- 
sition determines the dimensions. The maximum decomposition 
results in the state-space approach which is the limit case. 

The method is demonstrated with the stability analysis of the 
pogo phenomenon, an oscillatory interaction between the propulsion 
and the structure of a space vehicle. This problem, with eigen- 
values over a hundred, was drastically but rigorously reduced to a 
stability analysis of a 4x4 matrix which finally was evaluated 
with one Nyquist plot over a frequency range from 2 to 30 Hz where 
resonances occurred at an average density of one resonance per 
1 Hz frequency interval. 

INTRODUCTION 

Vector feedback is defined here as a multivariable feedback 
loop which cannot be opened with a single node. Such systems are 
not necessarily built by design, but can be encountered as out- 
grown secondary effects as exemplified by the pogo phenomenon on 
our large liquid propellant rockets. There, the propulsion's 
main function is to propel the rocket: however, longitudinal 
vibrations can be sufficiently amplified by structural resonances 
such that propellant pressures may result in appreciable thrust 
oscillations which, in turn, could keep the vibrations going in a 
regenerative fashion. This occurred with the Atlas, Thor, Titan, 
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and Saturn V space vehicles (refs. 1-10). The Saturn V case was 
also complicated by an independent motion of two thrust groups 
such that it became impossible to open all loops with one node. 
The first and second stages each have a cluster of five engines 
in which the center engine is one thrust group and the four out- 
board engines are the other. These cases can be classified as a 
pogo phenomenon with vector feedback (ref. 11). More details are 
discussed later when the proposed stability analysis technique is 
demonstrated. . 

The complexity of vector feedback often prevents rigor from 
penetrating the maze of applications even though we have progressed 
in the area of multivariable constant gain systems. 
major contributions are the state-space approach (refs. 12-22) and 
Ralman's controllability and observability (C&O) concept (ref. 23). 
The C&O brought the black box approach (input/output representa- 
tion of a system) into the proper perspective, but it was not 
designed to produce stability criteria. 

Two of the 

The state-space approach has advanced modern control theory; 
at least the constant gain systems seem to be understood. However, 
the state-space formulation has not developed into a practical 
design tool in most engineering areas and the frequency domain 
methods are still very much in use. This situation evolved from 
difficulties in fully understanding the problem area and the tempt- 
ing fact that frequency domain methods work very efficiently. 
Many authors (refs. 24-28) explored the frequency domain methods 
for the stability analysis of multivariable systems with partial 
success. The results range from relatively limited applications 
to many confusing possibilities without producing a generally ap- 
plicable and simple technique. Recent papers by Chen (refs. 29-30) 
give a rigorous treatment of controllable and observable multivari- 
able feedback systems where stability is evaluated with one Nyquist 
plot of a determinant and the least common denominator of all. 
minors of a transfer function matrix. The controllability and 
observability requirement makes the method less suitable for multi- 
variable systems which are of relatively high order. 

The method outlined here attempts to avoid the difficulties 
of other techniques and takes full advantage of a building block 
approach where the blocks are stable subsystems. The method takes 
into account the theoretical foundation of the state-space and 
the C&O concepts and gives a simple proof based on the following 
strategy: 

1. All constant gain systems decompose into stable subsystems. 
2. The total system is analyzed with all loops closed, a 

disturbance vector as input, and a feedback vector as 
output. 

3 .  Matrix operations are available preserving the stability 
o f  subsystems, while permitting any desirable decomposition. 
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4 .  

5 .  

A,B,C 

cI r C o  

C&O 

D 

DI DO 

The stability of all looping connections are described by 
the system’s determinant which is preferably evaluated 
with one Nyquist plot. 
All non-controllable and non-observable subsystems are 
stable. 

NOMENCLATURE 

constant state space matrices 

4x4 matrices relating interface forces to propellant 
forces. for the inboard engine, and outboard engine 
group, respectively 

controllability and observability 

1x2 disturbance force row vector 

disturbance force at inboard and outboard engine group, 
respectively 

Dik,Di,Dk denominator polynomials 

*S 

E 

f 

G 

4~ , g ~  
I 

K 

K~ I K~ 

KS 

LOX 

m 

dashpot constant of simplified pogo model 

thrust gain constant of simplified pogo model 

disturbance force on simplified pogo model 

2x1 thrust gain matrix, G 
outboard 

for inboard, and Go for I 

thrust gain for f u e l  and lox side, respectively 

identify matrix 

2x2 cavitation stiffness matrix, KI for inboard, and KO 
for outboard 

cavitation stif$neŝ s’ o 
inlet, respectively 

, . A  

Gump inlet and lox p d p  

2x2 nominal cavitation stiffness matrix for eigenvalue 
model 

cavitation stiffness on. simplified pogo -nodel 

liquid oxygen oxidizer 

structural mass of simplified pogo model 
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lox mass of simplified pogo model 

generalized mass of pogo model for structure and 
propellant 

ms 

mi 

Nik,Ni,NK numerator polynomials 

P 1x2 propellant force variation vector 

propellant force variation of fuel side, on inboard, 
pF1'pFo and on outboard, respectively 

propellant force variation on lox side, on inboard, and 
pL1'pLo on outboard, respectively 

propellant force variation in simplified model pS 

Q 2x2 engine flow matrix, 8, for inboard, and Qo for 
outboard 

flow matrix element from fuel force to fuel flow and to 
'FF"FL lox flow, respectively 

flow matrix element from lox force to fuel flow and to 
'LF"LL lox flow, respectively 

R invertible system matrix in SMF 

S system matrix in S W  

SMF stable matrix form 

S Laplace operator 

T transformation matrix 

thrust force variation on simplified pogo model TS 

U input (row vector or scalar) 

U input in Laplace transform 

V similar matrix 

Y state (row vector) 

Y (0) initial state 

Y state in Laplace transform 
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"FI 
=Y -Y 

'FItYFO 

FI I 

"FO 
- 
-'FO-'O 

yI'yo 

AYLI 

-yLI-yI 

yLI f yLo 

AYLO 

- 

- 
-yLo-yo 

z 

Z 

ai 

'i 

,-I 

A 

i 

si 

w 

The 

inboard fuel mode vector difference 

fuel mode column vector upstream of inboard and out- 
board cavitation stiffness, respectively (one component 
per resonance) 

outboard fuel mode vector difference 

inboard and outboard engine mode column vector, 
respectively (one component per resonance) 

inboard lox  mode vector difference 

lox mode column vector upstream of inboard and outboard 
cavitation stiffness, respectively (one component per 
resonance) 

, 

outboard lox mode vector difference 

outboard (row vector or scalar) 

output in Laplace transform 

integrated impulse value 

eigenvalues 

diagonal matrix of eigenvalues 

diagonalized matrix of pogo model for structure and 
propellant 

resonance of pogo model in radians 

critical damping of pogo resonances 

STATE SPACE 

state-space representation is recalled here to illustrate 
certain points and steps taken in the following sections. The 
dynamic behavior of any constant gain system can be described by 
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a first-order vector differential equation with constant coeffi- 
cient matrices. This paper uses variables in row vector form 
which transposes matrices of other common notations. The row 
vector format was selected because it best resembles mappings and 
flow diagrams. 

3 = yA + uB 

z = yc. ( 2 )  

The solution of Eq. (1) is: 

y(0) exp [At] + exp [A(t - T ) ]  dT = y. ( 3 )  

The state-space formulation [Eqs. (1) and ( 2 ) l  assumes that 
there exists a state vector y which completely describes the in- 
terior state of a system, an assertion which is often not easily 
verified unless the internal structure of the system is known. 
The input u and the output z are, in general, only partially re- 
lated to the state vector y; consequently, input and output mea- 
surements do not always represent the state y or the total system. 
This question is directly related to the controllability and ob- 
servability concept. 

The matrices A, B, and C are constant; the exponential 
matrix functions exp [At] and exp [A (t-T) 3 are time-dependent and 
are denoted as state transition matrices [Eq. ( 3 ) l .  The stability 
depends on the transition matrix which must be evaluated, e.g., 
by obtaining the eigenvalues of the matrix A(IA-XII = 0). 
matrix A can then be presented by a similarity transformation 
TJT-’ which also transforms the transition matrix 
exp [At] = T{exp[Jt] IT-’ where J is the Jordan canonical form. 
The function exp [Jt] is now readily reduced to a matrix with ex- 
ponential functions exp (Xit) (and/or their derivatives) as ele- 
ments. Stability prevails if all eigenvalues Xi have negative 
real parts, meaning that the state y approaches zero from any 
initial state y ( 0 )  when time grows unlimited and when the input 
u is zero lEq. ( 3 ) ] .  

The 

Thus, the state-space method led directly to a stability 
criterion without leaving the time domain; and we wonder if an 
earlier adoption centuries ago would not have severely curtailed 
the popularity of differential operators. However, eigenvalues 
are relatively difficult to obtain for large order systems, es- 
pecially when we deal with the non-conservative type; therefore, 
it appears worthwhile to explore other avenues such as the fre- 
quency domain approach. 
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We now turn to the Laplace transform of Eqs. ( 2 )  and ( 3 ) :  

YC = z. (5 1 

The transformed variables are U, Y, and Z ;  input U and output 
2 are vectors or scalars and state Y is a vector. The initial 
state y ( 0 )  and the input U are mapped by the matrix [sI-A]-l into 
the state Y which again is mapped into the output 2 (Figures 1 
and 2 ) .  

y ( 0 )  

U 

I 
S Y C  
(II 

F i g u r e  1 . -  S t a t e - s p a c e  f l o w  diagram w i t h  v e c t o r  f eedback  
by Y ;  U a n d  Z a r e  t h e  i n p u t  and t h e  o u t p u t  
v e c t o r s ,  r e s p e c t i v e l y .  

Figure 1 results from the Laplace transform of Eq. (1). 
Note that the state-space case is a typical vector feedback situa- 
tion. Another flow diagram results from Eqs. (4) and (5) where 
the loop is eliminated by a matrix inversion. 

The simplicity of the input-output concept is appealing but 
this should not detract our attention from the controllability 
and observability concept which requires that the state is also 
considered. To investigate stability, the matrix inverse is ar- 
ranged in the form of the classical adjoint. 

[SI - A]-’ = adj[sI - Al/]sI - AI. (6 1 

All zeros are distributed among the elements of the adjoint, 
while all poles are collected in the determinant. Pole-zero 
cancellations are possible. 

I 
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Figure 2.- Sta te -space  flow d i a g r a m  f o r  a t h i rd -o rde r  
system ( i n p u t  a n d  o u t p u t  a r e  s c a l a r s  h e r e ) .  

If we ignore the time domain's result and wish to discuss 
stability in the frequency domain only, then we become immediately 
involved in the details of pole-zero cancellations. First, we 
state that stability is certain if all roots of the determinant 
are stable, but the necessity is still in question. First note 
that the order of the determinant is at least one order higher 
than the order of the adjoint, thus preventing a complete can- 
cellation. Second, the elements vary and cancellations will 
change and different poles will become effective for each element. 

Great precision is obtained by analyzing the row vector 
y(O)adj[sI-A] where A is assumed to represent a system in the 
phase space. The matrix A is then a companion matrix (Frobenius 
matrix) which results in an adjoint where each element within any 
column has roots that differ from element to element. Any initial 
state y ( 0 )  combines these elements in a linear fashion and thus 
produces any desirable zeros for the components of the vector 
y(O)adj[sI-A]. Consequently, cancellations become a special case 
that require certain initial states. But stability should hold 
for any initial state (or input) and we conclude that the roots 
of the determinant IsI-AI are not only sufficient but also neees- 
sary for representing the poles of the total system. 

Both representations of the state-space approach were pre- 
sented in preparation for the steps shown in the following 
sections; e.g., the interpretation of the matrix Cs1-AI-l is simi- 
lar except that the elements will have poles added. 
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CONTROLLABILITY AND OBSERVABILITY 

we1 
its 

1 
The controllability and observability concept {CstO) poses a 

.-defined question about obtaining insight into a system from 
outside, The controllability permits us to stimulate all 

states of a system through its inputs and the observability 
guarantees that all states can be obtained from output data, 
More details on definitions can be found in the literature (refs, 
13,17,18). 

If we assume that matrix A of Eq, (1) is a diagonal matrix 
A, then the C&O results in the simple mathematical statement that 
the columns of B and the rows of C must match with the dimensions 
of the state vector y. The C&O criterion for non-diagonal matrices 
A is more complicated, but the simple case is sufficient to illus- 
trate the role that the C&O plays in relation to the stability 
problem. 

For example, it sounds very contradictory to talk about the 
"controllability and observability" of an unstable system. How- 
ever, the C&O concept permits such situations because it does not 
restrict the A matrix. This matrix has the eignevalues at its 
diagonal, and unstable eigenvalues are not ruled out. The C&O of 
unstable systems means only that the unstable system can be kept 
under "control" with a suitable input which, in turn, requires an 
output that "observes" all states such that any runaway can be 
detected and properly counteracted. This, however, is not a 
stability criterion; it is a classification criterion that selects 
from the class of unstable systems the candidate systems which can 
be stabilized by adding an external feedback device. Optimum 
control enthusiasts occasionally seem to overlook this fact. 

If we consider systems solely composed of stable subsystems, 
then the C&O concept is of no consequence below the subsystem's 
level. Gilbert (ref. 31) has shown the partitioning of a system 
into four subsystems which are: 

1. Uncontrollable and unobservable (isolated); 
2 .  Uncontrollable but observable (partially connected); 
3 .  Controllable but unobservable (partially connected); and 

If those four subsystems are stable, then the total system 
will be stable because isolation (1) and partial connections (2 
and 3 )  obviously will not affect the overall stability, In cases 
where the stability of the four subsystems is not clear, further 
decomposition into stable subsystems could be performed €or a 
stability analysis. The introduction of stability at the sub- 
system level permits the elimination of the non-C&O partsl thus 
reducing dimensions and concentrating on stability-sensitive 
parts 

4. Controllable and observable. , y <  , r t  '; 
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STABLE MATRICES 

The assumption that a system consists of stable subsyskems 
is not only practical from the engineering standpoint but also 
proper for general applications. Most subsystems, such as elastic 
structures, electrical filters, or hydraulic components, are 
stable. If the stability status should be unclear or if a sub- 
system should be unstable because of some regenerative features, 
then a further decomposition will always lead to stable sub- 
systems or a.t the worst to "drift components,'' which are defined 
here ES co.mpax;eni:I. with ~ d l : ~ J - ~ s  -?t the origin as it occurs when 
some of the eigenvalues of h e  m a t x i %  A are zero. 

The state-space approach is reached when the decomposition 
is carried all the way to the 4ements of a system where redundant 
elements are lumped together. However, the state-space method 
should be considered only as a last resort; the dimensions could 
be prohibitive. In other words, it is more economical to use 
stable subsyoterns as builc"i.ng blocks for a stability analysis 
whenever possible. The fczllowing strategy is recommended: 

1. Divide the total system into stable subsystems; 
2. Discard the non-C&O part at each stable subsystem level; 
3.  Keep the order of the subsystems as high as stability 

4. Represent the subsystem at the scalar level by stable 

5. Collect these trancfer functions in mat-ix formats. 

Having followed this outline, we obtain vector input-output 

permits ; 

transfer functions; and 

relations (Figure 3 )  : 

which can be reduced to US = Z .  (8 1 

The initial conditions in Eq. (7) are neglected because their 
influence diminishes with time since we have only stable subsystems. 
The matrix S is defined as stable if all the roots of the denomi- 
nators Dik are stable. 
least one Dik is unstable. 

The matrix is therefore unstable if at 
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Y 

F i g u r e  3 . -  F l o w  d i a g r a m  o f  a t h r e e - d i m e n s i o n a l  system S 
m a p p i n g  t h e  i n p u t  U i n t o  t h e  o u t p u t  Z .  

If we take as input an array of impulses U = [ara2,..ak...Ir 
then the components of the output vector Zi become linear eombi- 
nations of the columns of S: 

- a N ./D = Ni/Di k ki ki zi - 
k 

The factors of the common denominator Di = lIDki generally 
k 

Will not cancel with the numerator since the elements Nki/Dki are 
all different and are linearly combined by the ai's in an arbitrary 
way. Therefore, the stability within the system S is completely 
described by denominators of each element. 

STABLE OPERATIONS 

The decomposition into stable subsystems is based on several 
matrix operations which preserve the property of stable matrices.. 
The operations are simple algebraic relations but are discussed 
because of their importance. If C denotes the set of stable sys-  
tems and { S t  SI, S2)  C C ,  then the following theorems apply: 

1. Addition SI +- S 2 E Z  
2 .  Matrix product S S2 EZ 
3 .  Adjoint adjSEC 
4. Determinant IS] €1. 

Only additions or multiplications, or both, are applied to 
form new matrix elements. The common denominator of any new 
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element is the product of stable denominators of previous elements 
and therefore the new elements must be stable again. 

The roots of the newly formed numerators are of no consequence 
here; we observe only that when stable they could cancel some of 
the roots of the denominator (a very unlikely coincidence). When 
unstable they could not cancel any roots of the denominator be- 
cause the denominator is stable. In any case, the numerators do 
not contribute to the stability property of the stable operations. 

MATRIX INVERSION 

To obtain analytical maneuverability, we must add one more 
operation: the matrix inversion. This operation does not belong 
to the category given in the previous section because it could 
produce instability. The inverse is presented similar to the 
state-space approach by the adjoint: 

The adjoint and the determinant are stable, as shown previ- 
ously; however, the stability of the inverse of the determinant 
must be investigated, e.g., by a Nyquist plot about the origin. 
Since the poles of IS] are stable, the encirclements equal the 

er of unstable zeros (refs. 3 2 , 3 3 ) .  Stable zeros of I S 1  en- 
sure the stability of S-l .  This is definitely a sufficient con- 
dition, but the necessity is still in question because of possible 
cancellations between the zeros of adjS and IS!. 

However, the cancellations can be prevented by rearranging 
the system S with a similarity transformation and by considering 
an impulse array as input. First a system is described where 
input U' is mapped by the system S-I into an output 2 ' : 

Then the input and the output are equally transformed by a 
constant non-singular matrix T: 

UT = U', ZT = Z' { 1 2 )  

Substituting this into Eq. (11) yields: 
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and we find a similar system V 

Note that the determinants are alike (lVl = IS1 analogous to a 
similarity transformation); however, the adjoints are different, 
The transformation T can be used, at least, to fill out one 
column of adjV with elements of different zeros if adjS does not 
already satisfy this condition. 

Let us assume one column of adjV having obtained the struc- 
ture 

Then, we take an impulse array as input 

u = [a, ,  a2' . . O  

and form the product 

The k'th output component is now 

The component Zk indicates whether a cancellation between the 
zeros of Nk and I S 1  1s possible. First, we di.rcard Dk which is 
the common denominator of Eq. (18). All the roots of Dk must be 
stable as initially assumed. Also, the pples of 12S41 must be9 
stable (see "'Stable Operations"), But the roots of Nk can be 
freely chosen by Eq. (18) where different polynomials NikiIIDlkIai 
(ai means i excluded) are linearly combined by any impulse ampli- 
tude ai selected. Therefore, it is always possible to find some 
U [Eq. (17)] which prevents cancellation of the roots of Nk and 
the zeros of IS 1. 

of test impulses at the input, we must conclude that the zeros of 
IS] are not only sufficient but also necessary for a stability 
criterion of a system S"l where the subsystems or elements are 
stable 

1 

Since stability should not depend on a particular distribution 
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The necessary and sufficient stability conditions fo r  matrix 
inversions are S E E  and Re{s:(S(s)l = 0 )  < 0. 

STABLE MATRIX FORM 

It is always possible to arrange a constant gain system into 
a stable matrix form (SMF). The SMF has matrices with stable 
transfer function elements permitting or resulting from stable 
operations as outlined previously. A crucial operation is the 
matrix inversion which represents the stability effect of feed- 
back and of series (or parallel) connections, depending on the 
involved system components which can be either unilateral or bi- 
lateral. Necessary and sufficient conditions are: (1) the de- 
composition of constant gain systems into SMF, and ( 2 )  the inclu- 
sion of any feedback parts into the stability analysis by a matrix 
inversion. 

Before we delve further into details, some remarks on the 
state-space approach are in order. The state space requires a 
complete knowledge of the system. Measurements of the input and 
the output will only reconstruct the C&Q part, Sooner or later 
e end up with the assumption that our knowledge is complete. If 
our assumptions are wrongl then we will be in for some surprises: 
e.g., the system burns up because an unknown system part was un- 
stable. If we have a second chance, then this new experience will 
guide us in improving our  analysis; however! thoroughness in 
analysis is recommended because it is usually less costly. 

For the proposed SMF method, a complete knowledge of the sys- 
tem is also necessary. The SMF results in fewer dimensions than 
the state-space. Actually the reductions are tremendous but there 
is a trade-in: for the dimensional reduction, we must accept com- 
plicated transfer functions as matrix elements. The part of the 
system requiring stability investigation must be represented by 
the SMF, and the consequences of wrong assumptions are the same 
as for the state space. The SMF lends itself to stabilizing a 
system in parts (ref. 3 4 )  e 

Any constant gain system with stable subsystems can be 
Laplace-transformed and presented in the following stable matrix 
form: 

US = ZR (20 )  

The initial conditions are neglected because stable sub- 
systems will eventually dampen out any transience of the initial 
state. The row vectors U and Z are the assumed input and output, 
respectively; S is one system part and R is the other. If the 
equations are properly arranged, then matrix R can be inverted 
and Z can be expressed explicitly: 
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Stability can be found by evaluating the zeros of the 
determinant R. However, it is possible that the inputs and out- 
puts are unintentionally mixed which could result in a singular 
matrix R, Then we must convert the system by partitioning the 
variables and matrices according to input (index I) and output 
(index 2 ) .  

From this, a non-singular matrix is obtained on the right. 

sll s12 - s 2 1  -s22 r'l zd i ] = z21[R21 ~2~ ( 2 3 )  

-R1l -R12 

However, having succeeded in producing a non-singular matrix 
R on the right does not mean that U is an input. An input must 
fit the physical environment; the causality question is involved 
here and must be observed especially when we consider disturbance 
vectors as an input. Therefore, some interpretation is required 
before we accept a vector as an input. Similar considerations 
apply to the output. Pior example, if we consider the stability 
of a body, then it is understood that an external force is the 
input (disturbance) and that the output of interest is the dis- 
placement. Often an exchange of inputs and outputs stabilizes 
unstable systems and vice versa. This situation can also be in- 
terpreted such that the choice of variables implies certain bound- 
ary conditions. I i l  I L  

POGO PHENOMENON 

The stability analysis is now applied to the pogo phenomenon 
which w a s  experienced within the past 10 years on practically all 
large liquid propellant rockets: the Atlas, Thor, Titan, and 
finally the Saturn V. The rockets usually oscillated with their 
ends moving against each other, like a youngster does on a pogo 
stick. The comparison led to the term "pogo effect." Falling in 
this category are, for example, the pressure regulator feedback 
on the Atlas and the propulsion-to-structure feedback on the Thor, 
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Titan, first stage of the Saturn V, and more recently a so-called 
mini pogo on the second stage of the Saturn V involving only the 
center engine area, 

The analysis demonstrated permits a survey of the stability 
status in a wide frequency range, but is restricted to a constant 
gain model which cannot reproduce the limit cycle effect observed 
in flight. Most likely, the limit cycle was caused by a tuning/ 
detuning of time variable resonances (predominant on the first 
flight stage, S-IC), a non-linear loop gain which decreases at 
higher amplitudes (well-pronounced on the second stage, S-11) , 
or possibly both, In most cases, the pogo oscillations had a 
football-shaped envelope, building up slowly like a slightly un- 
stable linear system before damping out. 

Before plunging into the complexity of the problem, it is 
very instructive to study the simple model shown in Figure 4 .  
This model consists of the essential ingredients of the pogo phe- 
nomenon: propellant mass, cavitation stiffness at the engine's 
pump inlet, orifice effect of pump inlet, vehicle mass, and the 
thrust's sensitivity to propellant pressure at the pump's inlet. 

The pogo loop can best be described through the involved 
components, starting with a small thrust change Ts which forces 
the vehicle and propellant masses to accelerate. The accelerated 
propellant mass, here the liquid oxygen in the tank, exerts a 
pressure force onto the cavitation stiffness Ks which transmits 
it to the pump's inlet. This pressure affects the propellant's 
flow which feeds the combustion in the rocket motor; thus, the 
thrust changes with pressure. Then the whole process starts again 
in a feedback fashion. 

The propulsion system's sensitivity is simply described by a 
constant gain E which relates the propellant force Ps and thrust 
Ts by PsE = TSo Actually, all variables represent small variatiolas 
about a quiescent point. Also an external disturbance force f at 
the thrust point is introduced, A closed loop equation results: 

f P =  * m m 
m 1 + - - E + s- + s2 - S  

DS KS S 

This equation gives the response of the propellant force Ps 
to a disturbance f. It results that the constant 1 + m- - E must 
be positive for stability; ieeer gain E is limited by the stability 
criterion 

mS 

m 
mS 

E < 1 + - .  
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The engine's gain should not be too high: in fact, it should 
be less than one if the mass ratio of vehicle structure to liquid 
oxygen is assumed to be negligible. A l l  Saturn V vehicles have an 
E gain above one, leading to a potential pogo stability problem. 
However, it must be emphasized that this analysis is overly sim- 
plified and is given for illustration purposes only. A reduction 
of the gain E below one would be ideal, but for practical reasons 
stability was attained by placing a helium accumulator near the 
lox pump inlets where it attenuated propellant pressure oscilla- 
tions (ref. 5). The pogo oscillations were succes-sfully elimina- 
ted for the first flight stage of the Saturn V vehicles beginning 
with the first moon flight, the AS-503 .  

Actual derivation details of the pogo model can be found in 
a recent publication (ref. 11): this discussion is restricted 
primarily to the vector feedback problem. 

POGO WITH VECTOR FEEDBACK 

The pogo loops of the Saturn V's first and second stages 
(S-IC and S-11) are a case of multivariable feedback in which the 
feedback variable is not a scalar but a vector. The feedback is 
given by a matrix with plenty of crosscoupling as shown in Figure 
5. The elements of the matrix are transfer functions which are 
more complicated than the single s operator in the diagonal ele- 
ments of a state transition matrix [ E q ,  (6)l. 

The linearity and the time invariance of the used model per- 
mitted the inclusion of many resonances ( 3 0 )  which are relatively 
dense in the pogo case (1 resonance/l H z ) .  The approach appears 
to be well justified to predict stability because the unstable 
buildup of actual pogo oscillations resemble oscillations of 
slightly unstable linear systems and because the vehicle resonances 
change rather slowly during flight. The non-linearities are as- 
sumed monotonic without any abrupt changes as in the case of bang- 
bang control systems. 

Lack of knowledge in treating matrix feedback cases has often 
led to simplifications which caused doubt about the validity of 
the analysis. For example, Nyquist plots are sometimes obtained 
by opening one loop only while other loops remain closed. The in- 
terpretation of the stability margins then becomes obscured, 
mainly because of the unpredictable influence of the closed loops 
in the "open loop system." The stability status of the closed 
loops must then be analyzed by additional Nyquist plots or root- 
finding routines, thus producing several stability margins which 
cannot be combined into a single term. Variation of parameters 
can help to find the stability limit, but this method still does 
not preclude a possible pole-zero cancellation if only one open- 
loop plot is evaluated. 

-460- 



A 

I 

I 

F i g u r e  5.- Pogo l o o p  f l o w  d i a g r a m  w i t h  e i g h t  v e h i c l e  r e s o n a n c e s .  

, . .. ' , <  , A I -  

1 

-461- 



The stable matrix form (SMF) is used here to analyze the pogo 
stability of the Saturn V's first stage S-IC. We have essentially 
two thrust groups moving relatively independent because of suffi- 
cient flexibility within the thrust frame. One thrust group is 
the inboard engine; the other is the sum of four outboard engines. 
This is a typical case of vector feedback as described in SMF by 
the equation: 

Q~+K;' o o 
0 0  0 0-1 
0 0  QI+KI 

DS = PR. (26 1 

+ 

with 

R =  

The closed-loop concept is applied with the disturbance vec- 
tor D as input and the feedback vector P as output. S and R are 
matrices according to the rules of the SMF. The input vector is 
D = [DoDI] where Do is an external force on all outboard engines 
together, and DI is an external force on the inboard engine. 
These engine points do not coincide with vibration nodes and 
therefore permit an excitation of all longitudinal vibration 
modes. External force inputs are proper because boundary condi- 
tions are thus preserved. The output vector is P = [PLOPFOPLIPFI] 
where the indexed P i s  are propellant pressure forces for lox with 
index L, fuel with index F, outboard with index 0, and inboard 

S are stable matrices as defined below: index I. R and 

00 0 CI GI 
00  0 1 '-I[ AY LO AY FO AY LI AY FI ] 

The Q's are 2x2 matrices of the rocket engine's pump flow 
versus pressure forces, The index rules are the same as for the 
pressure force vector P. The elements q are stable transfer func- 
tions, thus satisfying the SMF requirement. The q's are maximally 
second/fourth order quotients: 
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Q = ~ [  ~ L L  ~ L F  1 .  
S 

~ F L  ~ F F  

The R ' s  are 2x2 matrices of the cavitation stiffnesses: 

A nominal cavitation matrix is defined as KN: 

The CIS are 2x2 matrices coupling pressure forces to structu- 
ral forces: 

The G ' s  are 2x1 matrices relating propellant pressure forces 
to thrust. The elements g are stable transfer functions which are 

maximally second/third otder quotients: G = [ ~ ~ ]  . ( 3 3 )  

The AY's are longitudinal mode shapes with the same index 
rules as for the pressure vector P; e.g., LO means outboard lox 
fluid displac nt versus the outboard engine, 0 refers to the 
outboard engi Only. Each AY is actually a column vector, one 
component per longitudinal resonance; A Y '  is the transpose. The 
same holds for the Y ' s .  

The 52-l is a diagonal matrix of stable second-order systems 
which represents 30 longitudinal resonances with the generalized 
masses mi, criteria1 damping <ir and circular frequency Wi: 
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0 
- 

1 
2 
"1 

1 
2 0 

(s2 + s2G2w2 + w2)m2 

1 
2 0 0 

(s2 + s2r3w3 + u3)m3 

L 

0 

0 

(34) 

In reviewing our E q s .  ( 2 9 ) - ( 3 4 ) ,  we find building block 
matrices with only stable elements. These matrices are then com- 
bined by stable operations in Eqs. (27) and (28), thus represent- 
ing a true SMF structure. The final step in the inversion of R: 

D S adjR/lR] = P ( 3 5  1 

Note that R is a 4x4 matrix and that the matrices of Eq. (27) 
are from, left to right: 4x4, 4x6, 6x30, 30x30, and 30x4. 

Now a Nyquist plot about the origin from the determinant IR1 
is computed.* The number of the clockwise encirclements equals 
the number of unstable zeros of IRI. 

Two examples are given for the first flight stages of two 
Saturn V vehicles at 120 seconds of flight time: the AS-502 which 
is linearly unstable at 5 Hz and the AS-504 which is stabilized 
by a helium accumulator at the lox pump inlets of the outboard 
engines (Figures 6 and 7). The "a" figures are the nominal cases, 
while the "b" figures show the p l o t s  for half of the lox pump/ 
thrust gain (gL/2) which is one of the most sensitive parameters. 
Such variations are used to find the gain margin; e.g., by linear 
extrapolation we find that the 5-Hz range is approximately 5 dB un- 
stable for AS-502, while the same frequency range becomes 6 dB 
stable for AS-504. The accuracy of the margin prediction can be 
increased by plotting new gain cases in an iterative fashion. 
Thus we can find margins with any degree of precision, while the 
plots always indicate exactly whether the system is stable or un- 
stable. 

*The programming effort of Mr. W. F. Crumbley of MSFC's Compu- 
tation Laboratory is gratefully acknowledged. 
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180 

F i g u r e  6 a . -  S a t u r n  V f i r s t  f l i g h t  s t a g e  o f  A S - 5 0 2  m i s s i o n  a t  
1 2 0 - s e c o n d  f l i g h t  t ime.  
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180- 

210 

F i g u r e  6b.- S a t u r n  V f i r s t  f l i g h t  s t a g e  o f  A S - 5 0 2  m i s s i o n  w i t h  
o n e - h a l f  l o x  pump t h r u s t  g a i n .  
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180. 

F i g u r e  7 a . -  S a t u r n  V f i r s t  f l i g h t  s t a t e  o f  A S - 5 0 4  m i s s i o n  a t  
1 2 0 - s e c o n d  f l i g h t  t ime.  
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0 

F i g u r e  7b.- S a t u r n  V f i r s t  f l i g h t  s t a g e  o f  A S - 5 0 4  m i s s i o n  w i t h  
o n e - h a l f  o f  l o x  p u r n p / t h r u s t  g a i n .  
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One may imagine a -1 point at the plot's origin, but note 
that the loop gain is not a simple factor, merely one parameter 
or several dependent parameters which are buried in a loop-type 
transfer function. 

CONCLUSION 

All constant gain systems can be described by the stable 
matrix form. Stable operations always permit unlimited decompo- 
sitions such that stable subsystems are obtained. The approach 
resembles in many respects the state-space form which is actually 
reached when the decomposition is carried down to the essential 
elements of a system. The dimensional satrings are appreciable 
when compared with the state space which appears now as the last 
resort for a stable structure. The decomposition into stable 
subsystems rids the system of the non-controllable and non- 
observable parts at the subsystem's level. 

The method is generally applicable to the stability analysis 
of vector feedback which is represented by a matrix inversion that 
leads to the evaluation of a determinant by a Nyquist plot about 
the origin. Necessary and sufficient conditions are readily 
derived fo r  this method which is also well suited for the analy- 
sis of large-order systems as exemplified by the stability analy- 
sis of the pogo phenomenon of the Saturn V's first stage where 
eigenvalues numbered over a hundred. 
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SYNTHESIS OF FINITE SETTLING TIME DISCRETE SYSTEMS 

By James A, Gatlin 
Goddard Space Flight Center 

SUMMARY 

This paper presents a new finite settling time (FST) control 
law which has the form 

n 

where 

Uk = control level, kT<t<(k + 1 ) T ,  - 

Bi (k) = output error sampled at t = (k + i/n)T, 

i = 1,2;-- rn. 

k = 0,1,2,-*- 
bo (k) bi (k) = controller coefficients, 

The paper demonstrates the performance and the flexibility of this 
dual-rate, sampled-data law as applied to the class of error driven, 
feedback control systems illustrated in Figure 1. The performance 
is superior to that obtained by using the FST control law for dis- 
crete systems discussed by Kalman and Bertram (ref. 1) and Lindorff 
(ref. 2 ) .  Their procedure is based upon the availability of all 
the state variables and a plant with a ratipnal transfer function, 
and the design obtained suffers from high wise sensitivity and 
restricted dynamic range due to plant satuaation. 

Figure 1.- A dual rate sampled data system 
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The new control law serially accumulates n-weighted, plant 
output error samples - Oi(k), i = 1, 
interval. Each sample is separated by T/n seconds with the first 
sample taken at t = kT + (T/n). At the end of the k-th interval - 
that is, at t = (k + l)T - the construction of a new control level 
is completed. Then retaining only the value of the previous con- 
trol level, bo(k)Uk, the control law construction cycle repeats. 

The synthesis method involves selection of the coefficients 
bi(k), i = 1, e . n such that the system is brought to a stable 
null equilibrium in m + 1 control level updates where m is the 
order of the plant. Also when bi(k) = bi - that is, the value of 
bi is constant for k control law construction cycles - the 
synthesis method minimizes 

ern - during each T-second 

n 

F = 1 (bi)2 
i=l 

in order to minimize input noise transmission. 

A hybrid analog/digital simulation is performed in order to 
illustrate the practical aspects of this type of finite settling 
time design. 

FORMULATION OF THE PROBLEM 

The differential equation describing the plant response can 
be written as 

x ( 0 )  = xo 

where G is a mxm matrix, x ( t )  is the plant m-state vector, xo 
defines the plant initial state, and g is the driving vector which 
for this single input u(t) has all elements ero except the last 
which is the control gain constant R ,  Equation ( 2 )  has the 
solution 

x(t) = Q(t) x* 4- Q(t) Q f - r )  gu(.C> t3.C ( 3 )  

where @(t) = eGt is the plant transition matrix. Letting 

I R = I, 2, e (4) 
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and 

Eq. ( 3 )  yields the state vector at the error sample times during 
the k-th interval as 

RT/n 

Selecting the first element of x(t) to be the plant output 
variable 8 yields the output samples 

where (I: is the first row of the matrix @ and 

h (g) = 
@(-T) g dT (7 )  

In what follows @(RT/n) will be written as @(A) and @? (RT/n)h(RT/n) , a scalar depending only on R, will be repre- 
sented by a (R) .  For R = 112,. ..,n Eq. (6) produces 

[ * .  .ek(n)] I n-vector 

[ a ( 1 )  ... a(n)], n-vector 
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reduces Eq. (8 )  to 

yk = vx (0) + a Uk k 

Likewise Eq. (1) can be expressed in vector notation as 

T = b u  + b y k  k+ 1 O k  -U 

where bT = [ bl (k) . e .bn(k) . Combining Eqs .  (10) and (J1) yields I 
T T 

-U k+l = b Vxk(0) + (bo + b a) uk 

In Eq. (12) the output samples, ei(k), have been replaced by a 
function of the state of the plant at the beginning of the k-th 
control interval, Xk(O), and control level, Uk, applied during 
the interval. Let c, an m vector, be defined as 

cT = bTV 

or 

T c = V b  

so that Eq. (12) also has the form 

T = c Xk(0) + COUk k+l -U 

T where co = bo + b a. 

The control 
weighting vector 

b = [VT]-lc 

vector c o ,  cT can be synthesized from the 
bT as follows. For n = m 

f 

bo = bo - bTa 
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and for n>m + 1, bo can be left as a free parameter so that 

Thus for n = m+l 

b(bo) = H-lCm+l 

and for n>m+l, the solution of Eq. (16) that also minimizes 

n 
2 C bi F =  

i=l 

is 

bopT (bo) = HT [HH’] ‘m+l 

For either Eq. (17) or (19) co may be arbitrarily selected or 
selected so that F is also minimized with respect to co. 

Minimization of the noise content factor, F, results in the 
minimum noise transmission through the controller since for white 
noise input, 

a 2 b i  U = F 

2 2 where oV is the variance of the control level sequence and oe is 
the variance of the output sample sequence. 

In this section the equivalence between Eqs. (1) and (14) 
has been developed. In the following section the unique values 
of cof cT required for FST response will be determined. 
values of bo, bT used in Eq. (1) are not unique but depend on the 
number and the format of the error samples. Equations (15) (171, 
and (19) can be used to determine the values of b,,bT required to 
construct any given (m + 1) control vector cof cT. 

The 
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DETERNINATION OF co AND cT FOR FST RESPON 

The change in the state of the plant during the k-th interval 
is given by Eq. (5 )  with R = n: 

Equations (14) and (21) can be combined to yield 

where 
r 

The matrix A is the controller plus plant, closed-loop, state 
transition matrix. To obtain FST response in (m + 1) steps for 
any set of initial conditions, the parameters cor cT must be 
chosen so that 

(24) Am+l = - 0. 

Direct solution of Eq. (24) is quite tedious; but from the Caley- 
Hamilton theorem, Eq. (24) is satisfied if A, an (m + 1) x (m + 1) 
matrix, has all its eigenvalues zero. The cannonical form of 
such a matrix has zeros everywhere except the diagonal above the 
main diagonal which contains unity elements. Equation (24) is 
satisfied if $ 

rn 
i 1 a.z = o m+l + IZI-AJ = z 

1 (25) 
i=O 

has 

a = 0, i = 0, I,**- fm i 
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There are (m + 1) equations involved in Eq. (25) and (m + 1) 
controller parameters C,,cT. In general, expansion of Eq. ( 2 5 )  
about the last row of IzI-AI followed by the conditions of Eq. (26) 
yields 

c = Trace @(n) ( 2 7 )  0 

The matrix Q and the vector q are systematically obtained from A 
as illustrated below for a third order matrix: 

I c2 2 + co 

= o  

Expanding about the last row yields 

0 = (a2a12 - ala22 + a z c 41 
+ (ala21 - a 2 a 11 + a2z)c 2 

+ 
+ 2 )(z + co) 

+ (a11a22 - a12a21 - (all 
(29) 

and setting al = 0 ,  a. = 0 22 Setting a2 = 0 produces co = all + a 
yields 

~2.12 - a 1 a 22 ) (ala21 - a2all 1 
and 

2 
co - (ana22 - a12a21) 

q =  (30) 

1- ( alla22 - a12a21) co j 
-479- 



I DESIGN EXAMPLE 

Consider t h e  system of F igure  1 w i t h  m = 2 ,  a1 = 0 ,  and 
a2 = a. Given t h e  parameters  K, a ,  T ,  and n>2, t h e  c o n t r o l l e r  
parameters bobT are t o  be chosen t o  y i e l d  FS5 t r a n s i e n t  response 
and a minimum no i se  con ten t  fac tor ,  F. 

The f i c t i t i o u s  c o n t r o l l e r  parameters cO,cT, i l l u s t r a t e d  i n  
F igure  2 ,  are obta ined  f i rs t .  L e t t i n g  b = e-aT r e s u l t s  i n  

and 

K h ( n )  = - a 

w i t h  

R Q ( n ) h ( n )  = a 

1 1-b/a 

b 

(1 + aT-b-')/a] 

1 (b-' - 1) 

1 ( a T  + b - l ) / a  

(1 - b)  

F igure  2 .  - An FST system w i t h  d i rect  s ta te  v a r i a b l e  feedback 
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As defined in Eq. (23), the matrix A is 

1 1-5 -c2 1 

and using Eq. (30) yields 
aT 

(1 - b)KT2 
3 1 - b - aTb 

(1-b) KT 

0 I - c  

( 2 4 )  

with co = 1 + b. It is sometimes useful to set c1 = 1; that is, 
to use unity static position feedback. This allows the FST loop 
gain to be expressed as 

and reduces the expression for c2 to 

3 1 - b - aTb 
(1 - b) a c =  2 

For n = 2 Eq. (15) yields the weighting parameters bo! b l r  b 2  from 
the calculated fictitious controller parameters c o ,  c1'  c2. Using 

VT 

a 

1 

0.5 1 - b  
a 

1 

1 - b  
a 

+ boo5 - 

+ b - 1  
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c o n s i d e r  t h e  case f o r  aT Q 0- Since  e - X  l -x+x2 /2 ! -~3 /3 !+-=- ,  
t h e  g e n e r a l  e x p r e s s i o n s  reduce t o  

R 0 T2 = aT/(aT - $ ( a T ) 2  - k o a - ) +  1 

a T  - - ( a T ) 2  + * e a  - a T  + 3 ( a T ) 2 -  = - -  

1 (38) 
2 ) -+ 

aT  - - ( a T ) 2  + 0 . -  

wi th  co = 2. Equat ion (15)  now is  

1 

wi th  co = 2 .  Equat ion (15)  now is  

1 
b =  

and 

11-1 

b o = 2 -  [ -  3 

: l  5T/2 ]=r-:] 
(39)  

For n = 2 t h e  noise  c o n t e n t  f a c t o r  i s  

F = ( 4 ) 2  + ( 3 ) 2  = 25 ( 4 0 )  

Now consider’  t h e  use  of n = 3.  The f i c t i t i o u s  c o n t r o l l e r  para-  
K T ~  = 1, are meters, f o r  

- - 
‘m+l 

and as  d e f i n e d  i n  Eq. (16), 

1 

2T/3 3T/3 

11/18 4/18 9/18] 
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Equation (17 )  y i e l d s  

bl = 9 - 9b0 

b2 = - 9 + 18b0 
/ 

31 
4 (43) 9 b ~  

- b3 - - -  

r e s u l t i n g  i n ( b o ) o p T  = 0.5185, FMIN = 15.5, and 

bOPT - - [":"::I 
3.083 

(45) 

A unique f e a t u r e  of t h e  g e n e r a l  c o n t r o l  l a w  expressed by 
(1) is  t h e  i n c o r p o r a t i o n  of memory of t h e  p rev ious  c o n t r o l  Eq. 

level. 
of F = 146. 
FST c o n t r o l  l a w  i s  one of i t s  most a t t r a c t i v e  f e a t u r e s .  

If bo = 0 i s  used, FST response  i s  obta ined  a t  t h e  expense 
The l o w  n o i s e  t r ansmiss ion  f e a t u r e  of t h e  d i s c l o s e d  

For  n>m + 1 t h e  ma t r ix  H is  (m + 1) x n. Equation (19) 
y i e l d s ,  f o r  n = 4, 

- 1 - -  
bOPT 4 

11 - 32 bo 

-21 + 32 bo 

-15 + 32 bo 

29 - 32 bo 

wi th  (bo)opT = 0.5938 and FMIN = 11.5. 
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For n>m + 1 it i s  s o m e t i m e s  i m p r a c t i c a l  t o  use  n d i s t i n c t  
c o e f f i c i e n t s .  Using on ly  f o u r ,  Eq. (1) t a k e s  t h e  f o r m  

= b u + bl 1 e i (k )  + b2 k + l  O k  -U 

i=l i=n/4+1 i=n/2+1 

With t h e  error samples t h u s  gmuped i n  4 sets of  n/4 samples, t h e  
m a t r i x  H i s  

, 

n n n n 
7 x- 4 4 

H = ~ n 3 ~  T 32 32 32 

- 

3 n + 4 T  5 n + 4 ,  7 n +  4 ,  

2 2 2 n2 + 6n + 8 7n + 18n + 8 19n + 30n + 8 37n + 42n + 
384n 384n 384n 384n 

and fo r  l a r g e  n, H becomes 

H = (:)lT/8 3T/8 5T/8 

L1/96 7/96 19 /96  37/96] 

r e s u l t i n g  i n  

("Ib 4 OPT 

( 4 9 )  

(50 )  
.i 

wi th  (b,)gpT = 0.8333 and FMIN = (13.05) (4 /n) .  
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As n+m Eqs. ( 4 7 )  and ( 4 9 )  become 

T/4 T/2 
B(k, t) dt + b2 k+l -U 

3T/4 T 
0 ( k ,  t) dt + b4 B(k,  t) dt + b3 i / 2  

and 

H = ( a )  1 T/8 3T/8 5T/8 7T/8 1 (52) 

L1/96 7/96 19/96 37/96] 

with (T/4) boPT = (n/4) bOpT. The calculation of FMIM, however, 
must now include the description of the noise source power spec- 
trum. As an example, consider a band-limited noise generator with 
uniform power density, 

passed through a linear, low-pass filter with the Laplace trans- 
fer function 

The resulting noise source is described by the variance 

j- 
2 5 G ( s ) G ( - s )  ds = ( G i / f o )  

2 4 De = - 2v 
,jm 

and the auto-correlation function, 

(55) 
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For samples t aken  every  T/n<l/h seconds,  it i s  no longe r  approp- 
r i a t e  t o  assume s t a t i s t i ca l  independence of t h e  samples; however, 
i f  t h e  n o i s e  sou rce  is i n t e g r a t e d  f o r  T/4>1/X seconds,  samples 
taken  every  T/4 seconds can be assumed independent  w i th  

n 

2 

3 
4 

32 
128 
512 

which y i e l d s  
-I 

(bo)OPT 

0.3750 
0.5185 
0 (. 5938 
0.8022 
0.8255 
0.8314 

O; - T 
- 4 x  - 

2 
e 5 

and 

o r  

F = [ ($ b4)’ + ($ b3)2 + ($ b2)’ + (  i bl)2]/(p)(i)2 (59) 

Therefore  a s  f o r  Eq. (501, FMIN = (13.05) ( 4 / h T ) .  

The preceding  cases show how F i s  reduced f o r  n>m; i n  
summary Table  I* i s  g iven .  

TABLE I 

I I 00 0.8333 

5.000 
3.937 
3.391 
1.267 
0.637 
0.319 
0.160 

AT/n 

1 0 2 4  

683 
512 

64 
16 

4 
0 

* f o r  n o i s e  wi th  RNN = e - h T , h T  = 2048. 
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SYSTEM PERFORMANCE 

Construction of an FST system to control a second order 
plant was accomplished by using hybrid simulation. The continu- 
ous plant, G (s )  = K/S2, was modeled on the analog computer, and 
digital computation generated the control law of Eq. (1) and the 
output error 

e = eo - eR (60) 

where 8 
functioa that changes every T seconds. 

is the plant output and eR is a staircase reference 

The control law update interval, T, is 11 seconds of which 
10 seconds is used f o r  output sampling and 1 second for the com- 
putational and conversion delays; that is Eq. (1) has the form 

n/4 n/ 2 3n/4 
= b u + bl 1 gi(k) + b2 1 ei(k) + b3 1 8i(k) k+ 1 O k  -U 

i=l i=n/4+1 i=n/2+1 

n ll/AT 

i=3n/4+1 i=n 

with b5 = 0 and 

n = (T - T~),/AT = E 10 

Output error sampling periods, AT, of 10/512, 18/128, and 10/32 
seconds are provided; and an option that allows the plant output 
to be integrated for 10/4 seconds on the analog computer and 
sampled every 10/4 seconds is included. 

(52) becomes 

-- ~ 1 c-I"I --- - - -,A _^__^___119___ 

Since the data sampling interval is now only (T - Td), Eq. :::I= (t) 
CO-bo 



and l e t t i n g  d = Td/(T-Td), Eq. (63) reduces  t o  

c1 1 1 1 

11/96 7/96 19/96 37/9 

bl 

b3 -.1 b4 

(64  1 

A s  shown i n  r e f e r e n c e  3,  t h e  re la t ive s t a b i l i t y  as desc r ibed  
by t h e  root locus  p l o t  (see F igure  3) depends only  on t h e  p l a n t  
g a i n ,  K ,  and t h e  v a l u e  of bo. I f  bo i s  kep t  a t  t h e  va lue  of 
( b o ) o p t  f o r  d = 0 ,  t h e  a d d i t i o n  o f  t h e  d e l a y  a f f e c t s  on ly  t h e  
va lue  of F .  The i n v e r s e  of Eq. ( 6 4 )  y i e l d s  

r-2.150' 

1-0.550 

L 2.650 

4- 

f o r  bo = 0.8333. For d = 1/10 

(f) b = 

-1 .490  

-1.610 

0.190 

3.910 - 

4- 

1 

( y )  d2 (65)  

( 6 6 )  

wi th  F = (20 .13)  (4/n) which corresponds t o  an increase i n  F of 
54 p e r c e n t .  1 E ' *  

As developed p rev ious ly  - see Eqs. (35) and (38) - t h e  FST 
loop g a i n  r e q u i r e s  a p l a n t  c o n s t a n t ,  KO, such t h a t  

1 1 -  - -  1 v o l t s  
= 7 = (1112 1 2 1  2 
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Figure 3 . -  FST root locus for bo = 0.8333 

If K # KO, a non-finite but rapidly convergent sequence will 
characterize the transient response. Figuce 4 presents this 
effect for an initial condition response, 8 0  # 0, 80 = 0; and 
Figures 5, 6, 7 show this effect when the controller is tracking 
an input "staircase" sinusoid. 

TIME- TIME- TIME- 

(l0)B 

(1OO)U 

(a) K=0.8K0 (b) K=K, 

/ i / . ! . .  

',, :,: : ., . . * 
. _ : : .  . .  - 

7 . .  . .  
~ 

i- 

(c) K = l . l K ,  

Figure 4.-  Initial rate transient response 

The coefficient set of Eq. (66) is exact for n-tw and is a 
good approximate set for large "n". 
the approximation for n = 32, n = 128, and n = 512; and Figure 9 
compares the sampling format for finite and infinite "no. 

Figure 8 shows the effect of 
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The steady-state performance when output noise is present 
shows, in Figure 10, the reduction of the controller noise sensi- 
tivity as the error sampling rate is increased. The runs in 
Figure 10 correspond to the values of n = 32, 128, 512, and 03 

given in Table I of the preceding section. Figure 11 presents a 
transient response with noise present for n = 512. 

TIME- . 

QR 225 

0 

(250)U 

**( 10) 

225 

+_25 

k 25 

TIME- - 

IPR 225 

+25 

**(5x103)U 225 

+25 

*R ECO R DER SATU RAT I o N ** e=e R-eo 
Figure 5.- Tracking response 

for K = 0.8 IC9 Figure 

*RECORDER SATURATION 
**TO SHOW QUANTIZING 

NOISE. 

6 .i- TEacking, 
response 
K = Kg 

for 
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TIME- 

22 

225 

F i g u r e  7.- Tracking response 
for  K = 1.1 KO 

*RECORDER SATU RATIO 

TIME- 

(1o)e 

(1OO)U 

TIME- 

(a) n=32 (b) n-128 2 

F i g u r e  8.  The effect 
of t h e  
large n 
assumption 



TIME- 

8 

(10)8 

Figure 9.- Error sampling 
format 

e 

** 
N+S F 

*+ 
N+S 

*RECORDER CHANNEL 
GAIN=ZERO 

** @N+S=( noise-@) 
Figure 10.- Steady state 

performance 
with noise 

igure 11.- Transient performance 
with noise 

** 
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CONCLUSIONS 

This paper has extended the work done in reference 3 so that 
the dual-rate FST control law can be applied to n-th order single- 
input, single-output systems. Also one means of handling compu- 
tation and conversion delays, additional noise analysis, and ad- 
ditional hybrid simulation work is documented. 

The general control law formulation given in Eq. (1) allows 
for the controller coefficients bo(k), bi(k) to be a function of 
the control interval index, k. In the design example presented 
in this paper, the coefficients required are constant. The need 
for varying coefficients arises when the matrix A (see Eq. (23)) 
has elements that change from control interval to control interval. 
This requires that the control vector co, cT also be a function 
of "k" if A is to approach an FST matrix as its elements approach 
a constant value. This approach has been used to apply the FST 
control law to pulse-width-modulation control of a second order 
plant. The elements of A can also change because of changes in 
the equilibrium position of a non-linear plant. Thus using the 
non-linear model, the coefficients bo(k), bi(k) can be adjusted 
to "track the operating point" and maintain FST response about 
the operating point. 

In summary the key features of the new FST control law are: 

1. 

2. 

3 .  

4. 

5. 

6 .  

The dual error sampling/control level update rates 
allow the error sampling rate to be chosen to meet 
noise sensitivity requirements and the control update 
rate chosen to avoid plant saturation. 
The memory of the previous control level greatly 
reduces the need for the controller coefficients to 
produce derived error rate information. 

Only the output state need be directly sensed; all the 
state variables appear combined in the generated con- 
trol level, but their isolation is not required. 
The control technique possesses null stability and 
reasonable tolerance to err.ors in the plant model. 
The finite memory of the control law allows the con- 
troller weighting coefficients to be readily changed 
during each control interval. 
A multiplicity of error samples taken while the control 
level remains constant provides a source of data for 
plant and disturbance on-line modeling. 
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DESIGN AND PERFORMANCE OF HEART ASSIST 
OR ARTIFICIAL HEART CONTROL SYSTEMS 

By John A. Webb, Jr., and Vernon D. Gebben 
Lewis Research Center 

SUMMARY 

The factors leading to the design of a controlled driving 
system for either a heart assist pump or artificial heart are 
discussed. The system provides square pressure waveform to 
drive a pneumatic-type blood pump. 

For ass,ist usage the system uses an R-wave detector circuit 
that can detect the R-wave of the electrocardiogram in the 
presence of electrical disturbances. This circuit provides a 
signal useful for synchronizing an assist pump with the natural 
heart. It synchronizes a square wave circuit, the ouput of which 
is converted into square waveforms of pneumatic pressure suitable 
for driving both assist device and artificial heart. 

The pressure levels of the driving waveforms are controlled 
by means of feedback channels to maintain physiological regula- 
tion of the artificial heart's output flow. 

A more compact system that could achieve similar regulatory 
characteristics is also discussed. 

INTRODUCTION 

Engineering equipment has been used with increasing success 
to assist the human circulatory system. The human heart is a 
muscular pump consisting of two main pumping chambers, each with 
two check valves. The right heart pumps carbon dioxide-laden 
blood from the body to the lungs at a nominal pressure of 15 mm 
Hg gage (0.2 N/cm2 gage). 
from the lungs to the body circulation at a ndminal pressure of 
100 mm Hg gage (1.3 N/cm2 gage). The nominal mechanical output 
power of the heart is about 1.0 watt, but this can increase by a 
factor of 4 or 6 during exercise. 

The left heart pumps oxygenated blood 

Electrical and mechanical devices have successfully proven 
their value to the heart patient. The electronic pacemaker has 
been developed to excite the heart muscle cyclically when its 
nervous interconnection becomes ineffective. The heart lung 
machine can perform the pumping and oxygenation function of the 
heart and lungs tepporarily during an operation. 
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In the past decade researchers have been attempting to 
develop small, light-weight pumps for temporarily assisting or 
permanently replacing the pumping function of the heart. A 
cooperative program of artificial heart research has developed 
between NASA-Lewis and the Cleveland Clinic. This work has been 
sponsored under NASA's Technology Utilization program. An early 
suggestion made by NASA engineers was to utilize compressed air 
as an energy transmission medium for the artificial heart. The 
pneumatic heart designs subsequently developed by the Cleveland 
Clinic showed considerable promise as compared to their earlier 
electric motor or electric solenoid-driven pumps. As a result, 
the mainstream of artificial heart and heart assist development 
efforts have used the pneumatic pumps. 

A number of control system designs have been developed at 
NASA-Lewis that rely primarily on throttling of pressure from a 
vacuum and a pressure source to drive the artificial hearts. 
Some of the earlier control system designs have employed instan- 
taneous servocontrol of the output pressure waveforms. This has 
resulted in a design of maximum flexibility for doing artificial 
heart research (ref. 1). Experience gained in the use of these 
systems has indicated that the quasi-steady-state regulation of 
the heart over a number of heartbeats is relatively more impor- 
tant than instantaneous waveform control (ref. 2). Elimination 
of the instantaneous waveform control feature would produce a 
significant reduction in the complexity and cost of such a 
control system. 

Consequently, the design now receiving attention utilizes 
appropriately synchronized square waves of output pressure with 
the levels of pressure and vacuum under feedback control. This 
system utilizes industrial pneumatic control components. A 
single-channel version can be used for heart assist applications, 
while a two-channel version is required for total heart replace- 
ment. * 

CARDIAC ASSIST PUMP DRIVING SYSTEM 

The basic block diagram of the unit as used for an assist 
pump is shown in Figure 1. The electrocardiogram is fed into an 
R-wave detector which filters noise with a high degree of 
reliability and produces an output pulse for each R-wave of the 

*Webb, John A., Jr. ;  and Gebben, Vernon D.: Design and Perform- 
ance of a Heart Assist or Artificial Heart Control System 
Using Industrial Pneumatic Components. Proposed NASA 
Technical Memorandum. 
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incoming e lec t rocard iogram.  The programmer i s  a p u l s e  c i r c u i t  
which has  a square  o u t p u t  p u l s e  t h a t  i s  delayed f r o m  t h e  R-wave 
and has  an a d j u s t a b l e  s y s t o l i c  o r  e j e c t i o n  d u r a t i o n .  The square  
p u l s e  o u t p u t  of  t h e  programmer i s  converted t o  pneumatic p r e s s u r e  
for s y s t o l e  and vacuum for  d i a s t o l e  by means of t h e  pneumatic 
swi tch ing  va lve .  The vacuum and p r e s s u r e  s u p p l i e s  are manually 
a d j u s t e d  t o  obt.ain opt imal  f i l l i n g  and e j e c t i o n  pressures .  a t  t h e  
Pump 

Figure  2 i s  a block diagram of t h e  R-wave d e t e c t o r  c i r c u i t  
designed a t  L e w i s  Research Center  (ref. 3 ) .  The c i r c u i t  
p rocesses  t h e  EKG i n  a sequence o f  o p e r a t i o n s  which e s s e n t i a l l y  
e l i m i n a t e  a l l  components f r o m  t h e  i n p u t  s i g n a l  excep t  t h e  R- 
wave. The f i r s t  block re jects  s i g n a l s  t h a t  occur  e q u a l l y  a t  t h e  
t w o  i n p u t  l e a d s  and a t t e n u a t e s  t h e  l o w -  and high-frequency 
components. The second block re jects  low-amplitude s i g n a l s .  
Amplitudes t h a t  exceed t h e  set  l e v e l  are converted i n t o  p u l s e s  
wi th  d u r a t i o n s  r e l a t e d  t o  t h e  d u r a t i o n s  of t h e  o r i g i n a l  waves. 
These p u l s e s  occur  a t  p o i n t  D i n  t h i s  f i g u r e .  The t h i r d  block 
rejects shor t -du ra t ion  p u l s e s .  S ince  m o s t  muscle d i s t u r b a n c e s  
produce s i g n a l s  whose waves are shorter  than  t h e  normal R-wave, 
t h i s  c i r c u i t  has  an excep t iona l  a b i l i t y  t o  s e p a r a t e  t h e  R-wave 
f r o m  t h e  i n t e r f e r e n c e s .  R e s u l t s  wi th  and wi thout  t h i s  t h i r d  
block are shown i n  F igure  3 .  

These d a t a  w e r e  recorded dur ing  a 2-minute per iod .  T h e  
upper trace i s  the  EKG. The f i rs t  p a r t  w a s  recorded while  
f l e x i n g  t h e  hand t o  t e n s e  the  muscles under t h e  r i g h t  a r m  
e l e c t r o d e .  There w a s  a s h o r t  pe r iod  of i n a c t i v i t y  be fo re  t h e  
muscles w e r e  t ensed  again.  The  middle trace i s  t h e  r e s u l t  one 
gets  when t h e  pulse-width d i s c r i m i n a t o r  i s  no t  used. The 
bottom trace is  t h e  o u t p u t  s i g n a l  from t h e  complete c i r c u i t .  
I n t e r f e r e n c e s  t h a t  overwhelmed t h e  EKG g e n e r a l l y  caused t h e  
c i r c u i t  t o  s k i p  c y c l e s ,  which i s  t h e  p r e f e r r e d  type  of malfunct ion.  
When used wi th  s p e c i a l  low-noise e l e c t r o d e s ,  t h e  c i r c u i t  should 
be a c c e p t a b l e  f o r  c l i n i c a l  a p p l i c a t i o n s .  

I 

The c i r c u i t  has  been used i n  h e a r t - a s s i s t  experiments  
conducted a t  S t .  Vincent Char i ty  Hosp i t a l  and Cleveland C l i n i c .  
P lans  are being made t o  use  t h e  c i r c u i t  i n  research equipment 
a t  t h e  Baylor Un ive r s i ty  and t h e  Un ive r s i ty  of Utah Medical 
Schools.  

F igure  4 i s  a block diagram of t h e  programmer. T h e  R-wave 
synchroniza t ion  s i g n a l  i s  used t o  d r i v e  a t r i g g e r  i n  t h e  program- 
m e r .  The ou tpu t  of  t h e  t r i g g e r  can be counted t o  a l low f o r  
p u l s i n g  on a l t e r n a t e  h e a r t b e a t s  o r  one beat i n  f o u r .  T h i s  i s  
thought  t o  have t h e  advantage of  prevent ing  ch ron ic  dependence 
of t h e  n a t u r a l  h e a r t  on t h e  assist dev ice .  The d e l a y  block 
d e l a y s  s y s t o l e  of  t h e  assist pump from t h e  R-wave. This  allows 
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F igure  2.- Block diagram of cardiac 
R-wave d e t e c t o r  

I :  

Figure  

1 S E C  I N T E R V A L S  

3 . -  Comparison of c i r c u i t s  wi th  and 
wi thou t  t h e  p u l s e  w i d t h  d i s c i m i n a t o r  
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t h e  assist  pump t o  be ope ra t ed  on n a t u r a l  h e a r t  s v s t o l e  or  du r ing  
n a t u r a l  h e a r t  d i a s t o l e  which i s  c a l l e d  coun te rpu l sa t ion .  The 
d u r a t i o n  block allows adjustment  of  s y s t o l i c  du ra t ion .  The 
synchroniza t ion  loss d e t e c t o r  w i l l  d e t e c t  a loss of  t h e  incoming 
s i g n a l  and w i l l  swi tch  t h e  u n i t  t o  a f r e e  running gene ra to r  t o  
main ta in  pumping. When t h i s  occurs  an alarm i s  sounded t o  inform 
t h e  o p e r a t o r  of  t h e  s i g n a l  loss. 

The pneumatic swi tch ing  va lve  shown schemat ica l ly  i n  F igure  
5 takes  t h e  e l ec t r i ca l  square  wave ou tpu t  of t h e  p r o g r a m e r  and 
conve r t s  i t  t o  pneumatic pu l se s .  The torque  motor a l t e r n a t e l y  
caps t h e  c o n t r o l  p o r t s  of  a f l u i d  a m ? l i f i e r ,  swi tch ing  i t s  o u t -  
pu t  j e t  from R 1  t o  R 2 .  This  swi tches  t h e  s ~ o o l  valve.  The 
o u t p u t  of  t h i s  va lve  i s  then  switched between t h e  p r e s s u r e  and 
vacuum supply.  Th i s  p u l s a t i l e  ou tpu t  p r e s s u r e  d r i v e s  t h e  
a r t i f i c i a l  v e n t r i c l e ,  

APTIFICIAL HEART-DRIVING SYSTE!!'I 

This  sane d r i v i n g  s y s t e n  can be used f o r  a t o t a l  r ep lace -  
ment h e a r t .  O f  cou r se ,  t h e  Ii-wave d e t e c t o r  would n o t  be needed, 
and t h e  ?rogrammer V70Uld be switched t o  i t s  own a d j u s t a b l e  
frequency p u l s e  gene ra to r .  An a d d i t i o n a l  spool va lve  d r i v e n  by 
t h e  same f l u i d  a m p l i f i e r  used f o r  t h e  pneumatic switching va lve  
w i l l  add t h e  second d r i v i n g  p res su re .  This  s e p a r a t e  Dressure i s  
needed t o  provide  a lower p re s su re  t o  t h e  r i g h t  v e n t r i c l e ,  
whi le  t h e  o r i g i n a l  spool va lve  s u p p l i e s  t h e  l e f t  v e n t r i c l e .  The 
s y s t o l i c  p r e s s u r e  and d i a s t o l i c  vacuum f o r  each v e n t k i c l e  now 
must  be a d j u s t e d  t o  make t h e  a r t i f i c i a l  v e n t r i c l e ' s  outDut f l o w  
a func t ion  of a t r i a l  p re s su re .  I t  i s  be l i eved  t h a t  t h i s  
s e n s i t i v i t y  i s  e s s e n t i a l  t o  main ta in  proper  c a r d i a c  r e g u l a t i o n .  

F igure  6 g i v e s  a p l o t  of v e n t r i c u l a r  ou tpu t  flow a g a i n s t  
venous r e t u r n  p re s su re  f o r  t h e  l e f t  and r i g h t  chambers of  t h e  
n a t u r a l  h e a r t  ( r e f .  4 ) .  I t  i s  noted t h a t  t h e  o u t p u t  flow r a t e  
in .creases  a s  t h e  venous r e t u r n  p re s su re  i s  increased .  This  i s  
one of  t h e  mechanisms by which t h e  flow rate  of  blood responds t o  
body needs.  I t  i s  a l s o  r e spons ib l e  f o r  a s s u r i n g  equa l  long-term 
blood flow ra tes  f o r  l e f t  and r i g h t  h e a r t s  and, t h e r e f o r e ,  a 
balance of blood volume between t h e  systemic and pulmonary 
c i r c u l a t i o n s .  I n  t h e  n a t u r a l  h e a r t  s imple hydrau l i c s  i s  thought  
t o  be r e s p o n s i b l e  f o r  t h i s  c h a r a c t e r i s t i c .  S e n s i t i v i t i e s  of 5 
R/min p e r  1 mm Hg ( 1 . 3 ~ 1 0 ' ~ N / c m 2 )  and 1 k/min per 1 m H g  
( 1 . 3 ~ 1 0 - ~  N / c m 2 )  must be achieved by t h e  r i g h t  and l e f t  v e n t r i c l e s  
of  t h e  a r t i f i c i a l  h e a r t ,  r e s p e c t i v e l y .  Due t o  t h e  high resistance 
of t h e  a r t i f i c i a l  v a l v e s ,  t h i s  s e n s i t i v i t y  cannot  be reproduced 
h y d r a u l i c a l l y  ( r e f .  5 ) .  I t  i s  p o s s i b l e ,  however, t o  c l o s e  an 
e l e c t r o n i c  feedback loop t o  a f f e c t  d i a s t o l i c  vacuum so  t h a t  t h e  
a r t i f i c i a l  h e a r t ' s  s t r o k e  volume can be made t o  respond p rope r ly  
t o  changes i n  upstream p r e s s u r e  ( r e f . 2 ) .  
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Figure  4. -  Programmer block diagram 
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Figure  5.- Pneumatic swi tch ing  va lve  diagram 

VENTRICULAR 
OUTPUT 
FLOW, 

LlTERSlMlN 
5 c 
O.A L 

Figure  6.-  N o r m a l  v e n t r i c u l a r  ou tpu t  ve r sus  a t r i a l  
p r e s s u r e  f o r  r i g h t  and l e f t  v e n t r i c l e s  
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By means of a pressure transducer, as shown in Figure 7, 
the atrial pressure of each ventricle is fed back to control 
the vacuum used during diastole. This will regulate the end 
diastolic fill volume. To do this, the pressure signal is 
averaged with a low pass filter and used as an input signal to 
an industrial process controller. This controller has an adjust- 
able set point and gain. It drives an electro-pneumatic trans- 
ducer which has an output pressure proportional to the input 
current from the controller. Since we are controlling diastolic 
vacuum, the electro-pneumatic transducer's output pressure must 
be biased to vacuum. The output of the electro-pneumatic trans- 
ducer is used as the vacuum supply to the spool valve in the 
pneumatic switching valve. 

If the pressure supply is held constant, the sac will 
collapse during low flow requirements, since the vacuum has 
decreased and the pressure is excessive. This collapse will 
cause increased hemolysis in the pump and must be prevented. 
To avoid this problem, the pressure must be controlled to main- 
tain the sac volume at some mid-operating position. This is 
accomplished by using a switch in the ventricle that closes at 
some mid-position of sac travel. The ventricular volume and 
switch voltage are plotted in Figure 8 against time to illustrate 
the way in which the switch indicates excessive or insufficient 
driving pressure. 

By measuring the "on time" of the switch and feeding it 
back to an industrial controller and electro-pneumatic transducer, 
the pressure can be adjusted to keep the sac stroking in mid- 
position as shown in Figure 9. 

Figure 10 shows an assembled driving system for one ventricle. 
The R-wave detector, the programer, and pneumatic switching 
valve are the basic bypass components. The industrial controllers 
are on the panel face with the programmer. Shown next to the 
pneumatic switching valve is a model of an artificial heart used 
for testing. The electro-pneumatic transducers and related 
equipment are mounted in the drawer at the bottom of the console. 

In vitro, results were obtained b pumping against a fixed 
water head of 140 mm Hg gage (1.9 N/cm Y gage) at a pulse rate of 
74 beats/min and systolic duration of 250 msec. By plotting 
the average output flow of the ventricle against the atrial 
pressure, the effect of varying vacuum controller gain can be 
seen in Figure 11. A s  an indication of atrial pressure sensitiv- 
ity, the curve from Figure 6 is included for the left ventricle. 
This shows that normal operation can easily be simulated using 
this type of control. 
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Figure  8.- V e n t r i c u l a r  volume d e t e c t i o n  
us ing  swi tch  
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Figure 9 . -  Block diagram of v e n t r i c u l a r  p o s i t i o n  
feedback c o n t r o l  c i r c u i t  
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and a r t i f i c i a l  hear t  
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FLOW CONTROLLED DRIVING SYSTEM 

The artificial heart control system just discussed relies 
on a pressure transducer for the desired feedback signal. Since 
the slope of the curves in Figure 6 are extremely steep, varia- 
tions or drift of 0.5 mm Hg (6.7~10’~ N/cm2) in the transducer 
can cause a very large change in the cardiac output. One method 
presently being developed to avoid this problem is to control 
the heart by measuring the air flow and controlling the cardiac 
cycle time as shown in Figure 12. 

When air flow to the heart becomes zero, the blood displace- 
ment into or out of the heart stops. This indicates that the 
pumping period (systole) or the filling period (diastole) has 
been completed. The pressure in the air line determines the 
next operation. For example, at the end of systole when the 
blood volume in the pump is maximum, the air flow is zero and 
the pressure is maximum. The sac is then switched to exhaust, 
which starts the diastolic period. At the end of diastole, the 
combination of zero flow and minimum pressure in the line 
provides the proper conditions for switching back to systole. 

The cycle rate in this control system depends on the 
venous and arterial blood pressures. Fast pulse occurs when the 
venous pressure is high, which fills the pump more quickly; or 
when the arterial pressure is low, which allows the pump to 
discharge more quickly. 

components are external to the body and the blood pressures. 
Pressure transducers and limit switches are not installed inside 
the body. A second Bdvdntage is that the blood pressures are 
limited to the supply and exhaust pressures. Limits result 
because the air flow stops whenever the blood pressure exceeds 
the driving pressure or becomes less than exhaust pressure. 
When the flow stops, the period switches. 

This control pethod has the advantage that all the control 

The simplest form of this system would drive the heart with 
a constant supply and a constant exhaust pressure. More 
elaborate schemes might include pressure amplitudes that vary 
within the cycle to provide faster flows at the beginning of 
each period. Also, the amplitude of the driving pressure could 
be varied as a function of the diastolic time. For example, as 
the pump rate increased from 50 to 150 pulses/min, the driving 
pressure could be scheduled to increase from 120 to 180 mm Hg 
gage (1.6 to 2.4 N/cm2 gage). 
depend on the basic physiological requirements of the body. 

The amount of complexity will 
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Figure  11.- L e f t  v e n t r i c u l a r  o u t p u t  flow 
a s  a func t ion  of  a t r i a l  p r e s s u r e  
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Figure  12,- Flow c o n t r o l l e d  d r i v i n g  system 
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CONCLUDING REMARKS 

The assist and total replacement artificial heart driving 
system provides the medical researcher with a flexible tool for 
studying various types of feedback control to obtain physiolo- 
gical performance from the artificial heart. The system prevents 
sac collapse, while maintaining the cardiac output regulation 
dictated by venous return pressure. 

A flow-controlled driving system can be used- to obtain a 
simple system that also can maintain cardiac output by means of 
venous return. This system has the disadvantage of being 
inflexible, since the regulatory characteristics o€ the driving 
system are dependent on the physical properties of the pump. 
This may be an advantage from the patient's standpoint, but as a 
research tool inflexibility limits its scope of usefulness. It 
does, however, have the advcntages of simplicity, small size, 
and the absence of internal instrumentation. 

The design of an artificial heart system muse contain 
control which is adequate to sustain life. It is known that 
cardiac output flow is a result of complex physiological inter- 
actions between central nervous, endocrine, and vascular systems 
which are not completely understood. All these effects seem to 
regulate cardiac output through return (inlet) pressure and 
heart rate. Artificial heart output regulated by inlet pressure 
(as in this report) has been adequate on short-term animal 
experiments. Future experiments and long-term survivals may 
dictate the need for more complex control and dynamics considera- 
tions. 
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