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Preface

Beginning with Volume XX, the Deep Spave Network Progress Report changed from
the Technical Report 32- series to the Progress Report 42- series. The volume number
continues the sequence of the preceding issues, Thus, Progress Report 42.20 is the
twentieth volume ol the Deep Space Network series, and is an uninterrupted follow-on to
Technical Report 32.1520, Volume XIX.

This report presents DSN progress in flight project support, tracking and data
acquisition (TDA) research and technology, network engineering, hardware and software
implementation, and operations. Each issue presents material in some, but not all, of the
following categories in the order indicated.

Description of the DSN

Mission Support
Ongoing Planetary/Interplanetary Flight Projects
Advanced Flight Projects

Radio Astronomy
Special Projects

Supporting Research and Technology
Tracking and Ground-Based Navigation
Communications—Spacecraft/Ground
Station Contro] and Operations Technology
Network Control and Data Processing

Network and Facility Engineering and Implementation
Network
Network Operations Control Center
Ground Communications
Deep Space Stations
Quality Assurance

Operations
Network Operations
Network Operations Control Center
Ground Communications
Deep Space Stations

Program Planning
TDA Planning

In each issue, the part entitled “Description of the DSN” describes the functions and
facilities of the DSN and may report the current configuration of one of the five DSN
systerus (Tracking, Telemetry, Command, Monitor & Control, and Test & Training).

The work described in this report series is either performed or managed by the
Tracking and Data Acquisition organization of JPL for NASA.
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Network Functions and Facilities

N. A, Renzetti
Office of Tracking ond Data Acquisition

The objectives, functions, and organization of the Deep Space Network are
summarized; deep space station, ground communication, and network operations control

capabilities are described,

The Deep Space Network was established by the National
Acronautics and Space Administration (NASA) Office of
Space Tracking and Data Systems and is under the system
management and techmeal direction of the Jet Propulsion
Laboratory (JPL). The network is designed for two-way
communications with unmanned spacecraft traveling approxi-
mately 16,000 km (10,000 miles) from Earth to the farthest
planets and to the edge of our solar system. It has provided
tracking and data acquisition support for the following NASA
deep space exploration projects: Ranger, Surveyor, Mariner
Venus 1962, Mariner Mars 1964, Mariner Venus 1967, Mariner
Mars 1969, Mariner Mars 1971, and Mariner Venus-Mercury
1973, for which JPL has been responsible for the project
management, the development of the spacecraft, and the
conduet of mission operations; Lunar Orbiter, for which the
Langley Research Center carried out the project management,
spacecraft development, and conduet of mission operations;
Pioneer, for which Ames Rescarch Center cairied out the
project management, spacecraft development, and conduet of
mission operations; and Apollo, for which the Lyndon B.
Johnson Space Center was the project center and the Deep
Space Network supplemented the Manned Space Flight Net-
work, which was managed by the Goddard Space Flight
Center. The network is currently providing tracking and data
acquisition support for Helios, a joint U.S./West German
project: Viking, for which Langley Research Center provides
the project management, the Lander spacecraft, and conducts

mission operations, and for which JPL provides the Orbiter
spacecraft; Voyager, for which JPL provides project manage-
ment, spacecraft development, and conduct of mission
operations; and Pioneer Venus, for which the Ames Research
Center provides project management, spacecraft development,
and conduet of mission operations, The network is adding new
capability to meet the requirements of the Jupiter Orbiter
Probe Mission, for which JPL provides the project manage-
ment, spacecraft development and conduct of mission
operations,

The Deep Space Network (DSN) is one of two NASA
networks, The other, the Spaceflight Tracking and Data
Network (STDN), is under the system management and
technical direction of the Goddard Space Flight Center
(GSFC). Its function is to support manned and unmanned
Earth-orbiting satellites, The Deep Space Network supports
lunar, planetary, and interplanetary flight projects,

From its inception, NASA has had the objective of
conducting scientific investigations throughout the solar sys-
tem. 1t was recognized that in order to meet this objective,
significant supporting research and advanced technology devel-
opment must be conducted in order to provide deep space
telecommunications for science data return in a cost effective
manner. Therefore, the Network is continually evolved to keep
pace with the state of the art of telecommunications and data
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handhng Tt was also recopnized ealy that close coordimation
would be needed between the requuements ol the thpht
projects for data return and the capabilitien needed m e
Network, This vlose collubornition wins ettected by the appoint-
ment of o Tracking and Data Systems Menager as part ot the
thpht project team rom the initiation ot the project to the
emd of the mission. By this process, regiurements  were
identitied early enough to provide tunding and aimplementa-
tion 1 time tor use by the ight project in its flight phase.

As ot July 1972, NASA undertook a change in the mtertive
between the Network and the tight projects, Prior to that
time, since 1 Janwry 1904, in addition to consisting of the
Deep Space Stations and  the Ground  Communications
Faeility, the Network had also included the mission control
amd eomputing faetlities and provided the equipmen:  the
mission support areas for the conduct of mission op.ar i,
The latter facilities were housed in @ building a1 IPL known as
the Spiace Flhight Operations Facility (SFOF). The interlice
change was to accommodate a hardware interfice between the
support of the network operations control functions snd those
ol the mission control and computing funetions, This 1esulted
i the flight projects assuming the cognizance of the lirge
general-purpose digital computers which were used for buth
network processing and misston data processing. They ulso
assumed cognizance of all of the equipment in the flight
aperations tacility for display and communications necessary
for the conduet of mission operations. The Network thes
undertonk the development of hardware and computer soit-
ware necessury to do its network operations control and
monitor funetions in separate computers. A characteristic of
the new interfuce is that the Network provides direet data fTow
1o and from the stations: pamely, metrie data, scienve wnd
engipeering telemeny, and such network monitor data as are
useful to the flight praject, This is done via appropriute ground
communiciation  equipment o mission  operations  centers,
wherever they may be,

The principal deliverables to the users of the Network are
carried out by data system configurations as follows:

e The DSN Tracking System generates radio metrie data,
i.e.. angles, one- and two-way doppler and range, and
transmits raw data to Mission Control,

o The DSN Telemetry System receives. decodes, records,
and retransmits engineering and scientific data generated
in the spacecrall to Mission Control,

e The DSN Command System accepts spacecraft com-
mands from Mission Control and transmits the com-
mands via the Ground Communication Facility to a
Deep Space Station. The commands are then radisted to
the spaceeraft in order to initiate spacecraft functions in
Mlight.

o [he DAN Radio Science Svstem penenstes radio seience
dati, b the frequency anphitude of spacecalt
transiitted signals attected by pussage through mediy
sueh as the solar corena, planetiny atmospheres. and
planetary nings, and  transnuts this adata to Mission
Control,

The data system configanictons supportng testing, tuuning,
and network operations contred functions are as tollows:

® ‘The DAN Monitor und Control System instruments,
transmits, records, and displays those parameters of the
DSN necessiury to verity contipuration and validate the
Network. 1t provides the mwaols necessary for Network
Operations personnel to control and monitor the Neto
work and intertuce with tlight projeet mission control
personnel.

e The DSN Test and Training System generates and
controls simulated duta to support development, test,
tratning and Taolt isolation within the DSN. It partivi-
pates in mission simulation with Hight projeets.

The capabilities needed to carry out the above functions
have evolved in three technical areas:

(1) The Deep Space Stations, which are distributed sround
Farth and which, prior to 1964, formed part of the
Deep Space Instrumentation Facility. The technology
involved in equipping these stations is strongly related
to the state of the art of telecommunications and
flight-ground design considerations, and is almost com-
pletely multimission in character.

(2y The Ground Communications Facility provides the
saapability required for the transmission, reception, and
monitoring of EFarth-based. point-to-point communica-
tions between the stations and the Network Operations
Control Center at JPL, Pasadens, and to the JPL Mis-
sion Qperations Centers. Four communications dis»
ciplines we provided: teletype, voice, high-speed, and
wideband, The Ground Communications Facility uses
the capabifities provided by common casriers through-
out the world, engineered into an integrated system by
Goddard Space Flight Center, and controlled from the
communications Center located in the Space Flight
Operations Facility (Building 230) at JPL.

The Network Operations Control Center is the funetional
entity for centralized operational control of the Network and
interfaces with the users, It has two separable functional
elements; namely, Network Operations Control und Network
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DSN Test and Training System, Mark ill-77

H. C. Thorman
TDA Engineering Offico

Implementation of the DSN Test and Training Svstem, Mark 11I-77, throughout the
network is nearing completion, The Maik [IL77 system is configured to support DSM
testing and training Jor the Pioneer-Venus 1978 mission and all on-going, in«js.vh
missions. DSN Test and Training Svstem capabilities include functions performed in the
Deep Space Stations, Ground Communications Facility, and Network Operations Conirol

Center.

l. System Definition

A. General

The DSN Test and Training Systewn is a multiple-mission
system which supports Network-wide testing and training by
inserting test signais and data into subsystems of the Deep
Space Stations (DSS), the Ground Communications Facility
(GCF), and the Network Operations Control Center (NOCC).
The system includes capabilities for:

(1) On-site testing of the DSS portion of each DSN system,

(2) Local testing of the NOCC portion of each DSN
system,

{3) End-to-end testing of each DSN system, including DSS,
GCF, and NOCC functions.

Figure 1 describes the functions, elements, and interfaces of
the system. This article updates the system description pub-
lished in Ref. 1.

B. Key Characteristics

Design goal key characteristics of the DSN Test and Train-
ing System are:

(1) Capability te function without alteration of DSN oper-

ational configuration.

(2) Utilization of mission-independent equipment for DSN
testing and training functions,

(3) Capability to exercise NOCC, GCF, and DSS simulta-

neously, for end-to-end testing of each DSN system,
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(4) Capability to supply test data to all DSN systems
simultaneously,

(5) Capability to load Network with combination of actual
and simulated data streams.

(6) Accommodation of flight-project-supplied simulation
data via GCF,

(7) Accommodation of other data sources, as follows:

(a) Spacecraft test data via JPL Compailbility Test
Area (CTA2D).

(b) Spacecraft prelaunch data via Merritt Island,
Florida, Spacecraft Compatibility-Monitor Station
(STDN (MIL 71)).

C. System Usage

Major testing and training activities supported by the DSN
Test and Training System are summarized below:

(1) Prepass and pretest calibrations, readiness verifications,
and fault isolation,

(2) DSN implementation activities and performance testing
of DSN systems, DSS subsystems, and NOCC sub-
systems,

(3) DSN operational verification tests to prepare for mis-
sion support. :

(4) Flight project ground data system tests and mission
simulations.

Il. Mark 1ll-77 System Implementation
A. Status

A functional block diagram showing the data-flow and
signal-flow paths of the DSN Test and Training System, Mark
[11-77, is shown in Fig. 2. Implementation of the Mark I1I-77
system throughout the network will have been completed
when DSS 11 returns to operation in the latter part of March,
1978,

Upgrading of the DSS portions of this system has been a
part of the DSN Mark I1I Data Subsystems (MDS) implementa-
tion project, which began in 1976.

B. Mission Set

The Mark HI-77 configuration of the DSN Test and Train-
ing System includes all elements of the system required for
support related to the following mission set:

(1) Viking Orbiters 1 and 2 and Viking Landers 1 and 2
(extended mission).

(2) Pioneers 6 through 9,

(3) Pioneers 10 and 11,

(4) Helios 1 and 2. * : ‘ .
(5) Voyagers | and 2 (including planetary encounters).

(6) Pioneer-Venus 1978 (PV '78) Orbiter and Multiprobe,

C. New Capabillities

The following modifications and additions upgraded the
system to the Mark 111-77 configuration:

(1) Modification of the DSS Simulation Conversion Asse.n-
bly (SCA) to provide capability for short-constraint-
length convolutional coding of simulated Voyager telem-
etry data and long-constraint-length convolutional
coding of simulated PV '78 telemetry data, as described
in Ref. 2,

Additional program software for the XDS-910 Simula-
tion Processor Assembly (SPA), to control new SCA
equipment, to generate simulated Voyager and Pioneer-
Venus telemetry data patterns, and to convert project-
supplied data from GCF high-speed and wideband data
blocks into serial data streams, as described in Ref. 2.

@

(3) New program software to perform the System Perfor-
mance Test (SPT) functions of on-site closed-loop per-
formance testing and validation of the Tracking, Telem-
etry, Command, and Monitor and Control Systems.

(4) Configuring of the GCF Communications Monitor and
Formatter (CMF) backup minicomputer to provide
interfaces required for the SPT functions.

(5) Implementation of the Network Control Test and
Training Subsystem in the Network Operations Control
Center (Block III).

(6) Implementation of special test and training equipment
in the Receiver-Exciter Subsystem at DSS 14 and 43,
to generate four carriers simulating the expected dopp-
ler profile and sequence characteristics of the carriers
to be received from the Pioneer-Venus atmospheric
entry probes. The design of this simulator is described
in Ref. 3.

lil. Deep Space Station Functions

A. DSS Test and Training Subsystem

The functions of the DSS Test and Training Subsystem and
the re) ted interfaces are shown in Fig. 3.

(1) Telemetry simulation and conversion. The telemetry
simulation and conversion functions are performed by

»



the Simulation Processor Assembly and the Simulation
Conversion Assembly, as diagrammed In Fig, 4, Digital
and analog capabilities are itemized in Tables 1 and 2,
respectively.

(2) System performance test functions. The system perfor-
mance test functions are performed by the SPT Soft-
ware Assembly, as diagrammed in Fig, 5.

B. Recelver-Exciter Subsystem

The Receiver-Exciter Subsystem provides the following test
and rraining functions:

(1) Generation of simuiated S-band and X-band downlink
carriers,

(2) Modulation of telemetry subcarriers from the SCA
onto simulated carriers,

(3) Variable attenuation of simulated downlink carrier
signal level under control of the SPA.

(4) Translation of S-band exciter uplink frequencies to
S-band and X-band downlink frequencies, for Tracking
System calibrations and performance testing,

(5) Generation of simulated Pioneer-Venus entry probe
carriers at DSS 14 and 43.

C. Antenna Microwave Subsystem

The Antenna Microwave Subsystem provides the following
test and training functions:

(1) Routing of simulated downlink carriers to masers and/
or receivers,

(2) Mixing of simulated S-band downlink carriers.

D. Transmitter Subsystem

The Transmitter Subsystem includes provision for feeding
the transmitter output into a dummy load to support Com-
mand System and Tracking System test operations.

E. Frequency and Timing Subsystem

The Frequency and Timing Subsystem provides the follow-
ing support functions to the DSS Test and Training Sub-
system:

(1) Time code and reference frequencies.

(2) Generation and distribution of a simulated time signal
which can be substituted for the true GMT input to the
various DSS subsystems. This capability is provided for
realistic mission simulations in support of flight project
testing and training activities.

IV. Ground Communications
Facllity Functions

The DSN Test and Training System utilizes the Ground
Communications Facility Subsystems for communicating data
and information between the Network Operations Control
Center (NOCC) or any Mission Operations Center (MOC) and
the Deep Space Stations,

A. High-Speed Data Subsystem
The High-Speed Data Subsystem provides the following:

(1) Transmission of text messages, control messages, low-
to medium-rate simulated telemetry data, and simu-
lated command data to any DSS from the NOCC or
from any MOC.

(2) On-site loop-back of test data for systems performance
testing and readiness verifications in the DSS.

B. Wideband Data Subsystem
The Wideband Data Subsystem provides the following:

(1) Transmission of simulated high-rate telemetry data to
the 64-m subnet (DSSs 14, 43, and 63), the Compati-
bility Test Area (CTA 21), in Pasadena, California, and
STDN (MIL 71) at Merritt Island, Florida, from the
NOCC or from any MOC having wideband capability,

(2) Onssite loop-back of test data for telemetry system
performance testing and readiness verification in those
Deep Space Stations which have wideband capability.

C. Teletype and Voice Subsystems

The Teletype and Voice Subsystems provide communica-
tion of information for purposes of test coordination and
monitoring of the DSN Test and Training System status.

V. Network Operations Control Center
Functions

A. NOCC Test and Training Subsystem

Functions and interfaces of the NOCC Test and Training
Subsystem are shown in Fig. 6. Subsystem data flow is dia-
grammed in Fig. 7. Test and training capabilities presently
implemented in the Network Operations Control Center are as
follows:

(1) Selection of stored data blocks and output to the DSS
for system readiness verification.

(2) Offline generation of recordings of high-speed data
blocks for testing of the real-time monitors in the



NOCC Tracking, Telemetry, Command, and Monitor 8. DSN Test and Training System Control Console

Subsystems. A DSN Test and Training System Control Console in ihe

Network Data Processing Area provides keyboard, card reader,
(3) Output of text and control messages to the DSS for  =.agnetic tape unit, volatile display, and charscter printer for
remote configuration and control of the SPA and SCA  operation of the Test and Training System separate from the

in support of DSN Operational Verification Tests. operations of the other DSN Systems,
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Table 1. DSS Test and Training Subsystem digital telemstry simuiation capabllities

Capability

26-meter DSS, MIL 71

P T T

64-meter DSS, CTA 21

Maximum number of simultaneous real-time data
streams

Bi-orthogonal (32, 6) comma-fre: block coding

Short-constraint-length convolutional coding
(k=7, r=1/2 or 1/3)

Long-constraint-length convolutipnal coding
(k=32, 1=1/2)

Variable rate control

Selection of discrete rates

2 channels

Viking, 2 channels

Other missions, none
Mariner Jupiter-Saturn, rate = 1/2,
2 channels

Future missions, rate = 1/3,
1 channel

Helios, 1 channel

Pioneer 10/11, 2 channels
Pioneer Venus, 2 channels

1 bps to 600 ksps on

1 channel

| bps to 190 ksps on | additional
chaanel

8-1/3, 33-1/3 bps on each of
2 channels (for Viking)

Viking extended mission, 4 channels

Other missions, 3 channels

Viking, 3 channels

Other missions, none

Mariner Jupiter-Saturn, rate = 1/2,
3 channels

Future missions, rate = 1/3,
2 channels

Helios, 1 channel

Pioneer 10/11, 2 channels
Pioncer Venus, 3 channels

1 bps to 600 ksps on

2 chamnels

1 bps to 190 ksps on 1 additional

channel

8-1/3, 33-1/3 bps on each of
3 channels (for Viking)

Table 2. DSS Test and Training Subsystem analoy telemetry simulation capabilities

Capability

26-meter DSS, MIL 71

64-meter DSS, CTA 21

Data and subcarrier signal conditioning, phase-
shift keyed modulation

Subcarrier frequency output

Modulation-index angle control

Subcarrier mixing and downlink carrier
biphase modulation

Downlink carrier signal level

2 subcarriers

512 Hz to 1.25 MHz, 1/4-Hz
resolution

Controllable from 0 to 89 deg on
each subcarrier

Single or dual subcarriers onto each
of 2 S-band test carriers or |
S-band and 1 X-band

Attenuation of 0 to 40 dB on each
test carrier output

Viking extended mirsion, 4 subcarriers
Other missions, 3 subcarriers

512 Hz to 1.25 MHz, 1/4-Hz
resolution

Controllable from 0 to 89 deg on cach
subcarrier

Single or dual subcarriers onto each of
3 test carriers or 2 S-band and
1 X-band

Attenuation of 0 to 40 dB on cach
test carrier output
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SYSTEM
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CONTROL
SYSTEM

OPERATIONS INTERFACES

TELEMETRY SYSTEM
TEST RESPONSES
DOWNLINK TEST CARRIERS
CARRIER LEVEL CONTROL
TELEMETRY TEST SUBCARRIERS
MODULATION INDEX CONTROL
SIMULATED TELEMETRY DATA
REFERENCE FOR BIT ERRORS
BLOCK TO SERIAL CONVERSION
SINMULATION TIME  ~
PERFORMANCE TEST INPUTS

A
COMMAND CONFIGURATION
STANDARDS & LIMITS
COMMAND SYSTEM TEST
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SIMULATED COMMANDS TO DSS
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SIMULATION TIME
PERFORMANCE TEST INPUTS
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MONITOR & CONTROL SYSTEM>

" TEST RESPONSES
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< PERFORMANCE TEST INPUTS
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FUNCTIONS:

® PROVIDE CAPABILITIES FOR DSN TEST CONFIGURATIONS
® PROVIDE TEST INPUTS TO DSS AND NOCC SUBSYSTEMS

® VALIDATE DSN SYSTEMS PERFORMANCE

® ACCOMMODATE PROJECT 'SIMULATION DATA

LOCATIONS OF SYSTEM ELEMENTS

® DEEP SPACE STATIONS
e DSS TEST & TRAINING SUBSYSTEM
® RECEIVER-EXCITER SUBSYSTEM
® ANTENNA MICROWAVE SUBSYSTEM
® TRANSMITTER SUBSYSTEM
® FREQUENCY & TIMING SUBSYSTEM

® GROUND COMMUNICATIONS FACILITY

@ NETWORK OPERATIONS CONTROL CENTER
® NOCC TEST & TRAINING SUBSYSTEM

® DSN TEST & TRAINING SYSTEM CONTROL CONSOLE

A

SUPPORT REQUESTS

TEST SEQUENCES A DSN

OPERATIONS

TEST & TRAINING SYSTEM
STATUS

-t/
A |
SIMULATED TELEMETRY DATA
SIMULATED COMMANDS

SIMULATED RADIO METRIC DATA

SIMULATION CONTROL
PARAMETERS

MISSION
OPERATIONS

¥ TEST & TRAINING SYSTEM
STATUS

TEST MONITORING

I
DSN SYSTEM INTERFACE
M i

TRACKING STANDARDS &
LTS
TRACKING PREDICTS

TRACKING SYSTEM TEST

RESPONSES 2
¥ UPLINK-TO-DOWNLINK DSN
TRANSLATION
TRACKING
DOPPLER SIMULATION
SYSTEM

SIMULATED RADIO METRIC
DATA TO NOCC

PERFORMANCE TEST INPUTS

RANGING DELAY
CALIBRATION

Fig. 1. DSN Test and Training System functions and interfaces
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DSS SUBSYSTEM INTERFACES

GCF SUBSYSTEM INTERFACES

A
TELEMETRY SUBCARRIERS
RECEIVER- WITH SIMULATED DATA
EXCITER COMPUTER CONTROL OF
CARRIER ATTENUATION
\ |
A
DIGITAL STREAMS FOR BIT
TELEMETRY < AND WORD ERROR RATES
A ]
TRACKING
. TEST RESPONSES AND DATA
TELEMETRY, ‘
COMMAND, 14
MONITOR TEST STANDARDS & LIMITS

\r

TELEMETRY SIMULATION AND CONVERS ION
FUNCTIONS:

® SIMULATE AND CONTROL DIGITAL TELEMETRY
DATA STREAMS

® GENERATE SUBCARRIERS AND CONTROL SIGNAL
CONDITIONING

® CONTROL CARRIER SIGNAL LEVEL

SYSTEM PERFORMANCE TEST FUNCTIONS:
® GENERATE TEST DATA BLOCKS

® VALIDATE DSS PERFORMANCE BY COMPARISON OF
RESPONSE VERSUS STiMuL!

® QUTPUT DISPLAYS AND PRINTOUTS OF
TEST RESULTS

A

SCA TEXT MESSAGES

SCA CONTROL MESSAGES

SIMULATED TELEMETRY
FROM NOCC/MOC

| §

¥ SCA STATUS AND ALARMS
TO NOCC/MOC

)

|

v

SIMULATED TELEMETRY
FROM NOCC/M0C

A |

TEST COORDINATION BY
ROCC/MOC

A

¥ 1EST STATUS TO
NOCC/MOC

A

TEST RESPONSES FROM
DSS SUBSYSTEMS

¥ TEST STMULI TO DSS
SUBSYSTEMS

A |

GCF TEST STIMULI
FROM NODPT

¥ GCF TEST RESPONSES
10 NDPT

Fig. 3. DSS Test and Training Subsystem functions and intesfaces
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DSS INTERFACES

DIGITAL TELEMETRY SIMULATION

SCA CONTROL

® DATA STREAM GENERATION

® BLOCK CODING

® CONVOLUTIONAL CODING

® DATA RATE GENERATION AND
CONTROL

® CONVERSION QOF DATA FROM
BUFFERS TO SERIAL STREAMS

o SELECTION OF MANUAL OR
COMPUTER CONTROL BY
FUNCTION

o EXECUTION OF INSTRUCTIONS

FROM LOCAL KEYBOARD

o EXECUTION OF INSTRUCTIONS

RECEIVED VIA HSD MESSAGES

o GENERATION OF STATUS

INFORMATION

® PRINTOUT OF STATUS AND
ALARMS

o PRINTOUT OF TEXT MESSAGES

FROM HSD

GCF INTERFACES

TEXT MRSSAGES,
CONTROL
MESSAGES,
SIMULATED
LOW=- TO
MEDIUM-RATE

TELEMETRY

HIC?H-SPEED

SCA STATUS ?Sgs:kys'rem

ANALOG TELEMETRY SIMULATION

HSD AND WBD INPUT AND OUTPUT

TEST CARRIER
SIGNAL LEVEL
CONTROL 1O
SIMULATION
VARIABLE
ATTENUATOR
ANTENNA ASSEMBLICS
MICROWAVE
SUBSYSTEM
MULTIPLE
SUBCARRIERS WITH
DATA TO TEST
EXCITER AND,TEST
E E
RECEIVER~ RA S
EXCITER * I MSLATOR
SUBSYSTEM
DATA REFERENCE
STREAMS FOR BER,
CER, WER TO
SYMBOL SYN-
CHRONIZER
TELEMETRY | ASSEMBLIES
SUBSYSTEM
REFERENCE
FREQUENCY FREQUENCIES
AND TIMING
SUBSYSTEM
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8IPHASE MODULATION OF DATA
TO SUBCARRIERS

SUBCARRIER FREQUENCY
GENERATION

MODULATION-INDEX CONTROL
SUBCARRIER MIXING
CARRIER SIGNAL LEVEL CONTROL)

o DETECTION AND PROCESSING

OF HSD AND WBD BLOCKS

® EXTRACTION AND ROUTING OF

DATA TO BUFFERS

o EXTRACTION AND ROUTING OF

CONTROL AIND TEXT MESSAGES

o QUTPUT OF STATUS

INFORMATION VA HSD BLOCKS

SIMULATED

HIGH=RATE

TELEMETRY WIDEBAND

Fig. 4. Telemetry simulation and conversion functions and data flow

DATA
SUBSYSTEM

ORIGINAL PAGE I§
OF POOR QUALITY]




DSS INTERFACES TEST INPUTS GCF INTERFACES
R M TEST INPUTS AND RESPONSES VIA GCF HSD
ANTENNA DSS MONITOR | DI HIGH=SPEED
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AND
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TO AND FROM | &
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10 TPA Lo‘w_ ® 5CA CONTROL ® VERIFY TELEMETRY DATA
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FROM TPA
TELEMETRY <
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Fig. 5. System performance test functions and data flow
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SUBSYSTEM INTERFACES
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SUBSYSTEMS

DSS
SUBSYSTEMS
VIA GCF HSD
AND WBD

NOCcC
ANALYSIS
PROCESSOR
VIA GCF
AND DSS

OPERATIONS INTERFACES

STANDARDS & LIMITS
MESSAGES FOR NETWORK
SYSTEMS

TRACKING PREDICTS

TELEMETRY, COMMAND AND

4 v
SIMULATED RADIO METRIC,
MONITOR & CONTROL DATA

'y
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SIMULATED TELEMETRY DATA

A
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FUNCTIGNS:

® GENERATE AND CONTROL SIMULATED DATA TO
SUPPORTY DEVELOPMENTY, TEST, TRAINING, AND
FAULT ISOLATION

® DSS AND SPACECRAFT DATA STREAMS T0
EXERCISE NOCC SUBIYSTEMS

® NOCC AND SPACECRAFT DATA STREAMS TO
EXERCISE DSS AND GCF SUBSYSTEMS

® PARTICIPATE 1N MISSION SHIULATION WITH PROJECT

® PROVIDE CONTROL OF DSK TEST & TRAINING SYSTER!

CONTRGL PARAMETERS DSNTEST &
TRAINING
DISPLAY AND CONTROL SYSTEM
RESPONSE CONTROL AREA
SUPPORT REQUESTS DSN
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TEST COGRDINATION
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Y OPERATIONS
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Fig. 6. NOCC Test and Training Subsystem functions and interfaces




® CARD READER PRINTS AND
CONTROLS ® §;O TYPEWRITER DISPLAYS

® KEYBOARD WITH VOLATILE DISPLAYS
® LINE PRINTER

00600, 0000,

SIMULATION DATA

INTERVAL TIMING AND GMT FORMATTING
® TRACKING }gsh\?“:‘%
o TELEMETRY A
ra_shes A FPa DATA lNPUT AdLdA NI OUTPUT A.ND
HIGH-3PEED DATA 8 LOMMAND DISFLAY HIGH=3PEED DATA
® MONITOR -

| o scaconrmoL
PRERFCORDED

( 2 DATA INPUT ._Gm WIDEBAND DATA
CONTROLS.
TIME CONTROL
CONFIGURATION SELECTIONS
DATA MODIFICATION INITIALIZATION

AND T&T DATA
DATA STREAM SELECTIONS gﬁcovsfw FILE

E

DATA INPUT CONTROL
5CA CONFIGURATION CONTROL
OUTPUT SELECTION
DISPLAY SELECTIOM

OREEEEEO

Fig. 7. NOCC Test and Training Subsyatorh data flow

18




4

DSN Progress Report 42-44

N78-24215

January and February 1978

Voyager Support

R. Morris
DSN Oporations Ssection

This is a first in a series of Deep Space Network reports on Tracking and Data
Acquisition support for Project Voyager. This report covers the Network's pre-launch
preparations and flight support through 31 December 1977,

I. introduction

This is the first in a series of articles which will cover Deep
Space Network operational support for Project Voyager. The
purpose is to summarize tracking and data acquisition activ-
ities and the Network’s performance in meeting commitments
throughout the mission, Significant new capabilities were im-
plemented for Voyager as part of the DSN Mark III 1977 Data
Subsystem Implementation Project (MDS),! Consequently,
network pre-launch test and training activities were extensive
as described herein. Also, since this is the initial article, a brief
mission--spacecraft description is provided for reference. Addi-
tional information on the mission is provided in Ref, 1.

. General Mission Description

The objectives of the Voyager Project are to conduct ex-
ploratory investigations of the Jupiter and Saturn planetary
systems, and the interplanetary medium between Earth and
Saturn, This will be accomplished by two spacecrafts launched
in 1977 on flyby trajectories that will employ Jupiter’s gravita-

“The MDS Project has been described in numerous, previous Progress
Report Articles.
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tional assist to reach Saturn, Although not a formal objective,
the Voyager mission design will not preclude one spacecraft
from using a Saturn gravity assist to go on to a Uranus flyby.

A. Mission Design

The primary science objectives are to conduci comparative
studies of the planetory systems of Jupiter and Saturn, includ-
ing their environment, atmosphere, surface, and body charac-
teristics, Also, objectives include the investigation of one or
more satellites of each planet, the nature of Saturn’s rings, and
the interplanetary and interstellar media throughout the cruise
phase of the mission,

Science instruments which have been selected for the
Voyager mission are as follows: imaging television cameras:
infrared interferometer, spectrometer. and radiometer; ultra-
violet spectrometer, plasma wave analyzer, magnetometers,
low-energy charged particle detectors, cosmic ray detectors,
plasma detector, planctary radio astronomy receivers, photo-
polarimeter, and the spacecraft radio frequency communica-
tions link for celestial mechanics and radio science investiga-
tions,

The interplanctary cruise activities will gather data on the
fields and particles environments of the Solar System as the




mission modules move away from the sun. In addition, the
pointing and stabilization capability of the mission modules
vill allow detailed observations of targets of opportunity that
include comets, asteroids, stars, etc., that have not been
possible on previous outer planet missions,

The second launched mission module (Voyager 1) will
arrive first at Jupliter with closest approach on March §, 1979,
at about § Jupiter radii, The encounter geomeiry is illustrated
in Figures | and 2. The second arriving mission module
(Voyager 2) will have closest approach at Jupiter on July 9,
1979, at about 10 Jupiter radii. The encounter geometry is
illustrated in Figures I and 3. Although the critical period for
each encounter is measured in terms of a few days, the total
encounter period of each mission module is approximately
fou: months long. Planetary remote observations will be taken
during this period and will provide many repeated cycles of
total planetary mapping in the visual, ultraviolet and infrared
wavelengths, At the same time, the fields and particles experi-
ments will increase their activily to investigate the total planet-
satellite environment. The first mission module will arrive at
Saturn in late 1980, with the second arriving some nine
months later as illustrated in Figures 4 and 5, respectively.
Again, multiple satelli‘z encounters are planned. The first
mission module will also be targeted to occult the Rings of
Saturn,

If the first mission module achieves its scientific objectives
for the Saturn system, and if the second arriving mission
module is operating satisfactorily. a decision could be made in
carly 1981 to target the second mistion module for a Saturn
aim point permitting zi encounter with Uranus in 1986.
Otherwise, the second mission module would be targeted to
optimize Saturn-related science, including a close flyby of
Titan prior to Saturn encounter. In either case, planetary
observations of the Saturn system would last for about four
months for each mission module,

By designing the mission modules to assure nominal opera-
tion out to Saturn, they are quite likely to continue to operate
well beyond encounte: with that planet. Following the Saturn
flyby, both mission modules escape the Solar System with a
heliocentric velocity of approximately 3 AU per year. Since
departure is in the general direction of the Solar Apex, the
spacecraft may return data (as a part of an extended mission)
from the boundary petween the solar wind und the interstellar
medium, If an Uranus option is exercised for the second
arriving mission module at Saturn, observations of the Uranus
system would occur in 1986 over a time period from about
three months before to one month after Urunus encounter.
General design of the Uranus encounter phase observations
would be similar to that at Jupiter and Saturn, except for the
reduced data rates from a distance of 20 AU,

B. Earth-To-Jupiter Mission Phases

While Voyager flies on toward Jupiter, work continues on
Earth for the planctary and satellite encounters to come,
Figure 6 shows the planned Earth-to-Jupiter phases for both
missions; dates and times given are for Voyager 1, launched
September 5, 1977.

The early cruise phase lasted from post-launch to about 95
days into the flight. One trajectory correction maneuver
(TCM) and a *clean-up” TCM were executed during the early
cruise phase.

The cruise phase officially began when the high-gain an-
tenna was turned toward Earth to remain in that position for
most of the mission. The antenna must point toward Earth for
communications. During the long cruise phase, nearly a year,
one TCM is planned. In December 1978, during the last three
days of the cruise phase, the near encounter test (NET) will be
performed, The NET will be an actual performance cf the
activities scheduled for the period of closest approach to
Jupiter,

Eighty days and approximately 80 million kilometers (50
million miles) from the Giant Planet, the Jupiter observatory
phase will begin, about January 5, 1979. Following a quiet
period over the holidays, periodic imaging with the narrow-
angle camera will begin later in January, 1979, A third TCM is
planned during this period. In early February 1979, a four-day
movie sequence will record 10 revolutions of the planet,
photographing the entire disk.

Following the movie phase will be the far encounter phases,
as the spacecraft zeroes in on the planet, closing to 30 million
kilometers (18.6 million miles) at 30 days out. The far encoun-
ter phases, -from early February to early March, 1979, will
provide unique observation opportunities for the four largest
satellites — Lo, Europa, Ganymede and Callisto — and a cross-
ing of the bow shock of the Jovian magnetosphere, of great
interest to all of the fields and particles instruments, One TCM
is planned during the far encounter phase,

For Voyager 1, near encounter will be a 39-hour period
packed with close-range measurements by the spacecraft’s 11
science experiments. On the outbound leg, five Jovian
satellites — Amalthea, lo, Europa, Ganymede, and Callisto —
will also receive close-range scrutiny by the various science
instruments, Passing 280,000 kilometers (174,000 miles) from
the visible surface of Jupiter, Voyager 1 will then whip around
the backside of the planet, passing out of view of the Earth for
a brief two hours.

The post encounter phases, from the end of near encounter
to about 35 days later, will continue observations as the planet
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is lett behind, Using the gravity of Jupiter to slingshot it on {ts
wiy, Voyager 1 will flash onward toward the ringed planet
Saturn, about 800 million kilometers (500 million miles) and
19 months distant. Voyager | will study Saturn from August
through December 1980, Voyager 2 follows Voyager |
through the same phases described except vhat a longer cruise
to Jupiter and Saturn is involved for near-encounters on 9 July
79 and 27 Aug 1981 respectively.

ill. Spacecraft Description

The Voyager Spacecraft embodies the Mission Module
(MM) and the Propulsion Module (PM). The PM provides the
final injection velocity on the desired flight path, The MM
electronic and inertial reference components are used for PM
control. The PM was separated from the MM after injection
into the planetary transfer trajectory, The Mission Module is a
three-axis stubilized craft based on previous Marin2r and Vik-
ing Orbiter designs and experience, with modifications to
satisfy the specific Voyager Mission requirements on long-
range communications, precision navigation, solar-independent
power, and sclence instrunientation support.

The current spacecraft configuration is shown in Figure 7.
The 3.66 meter (12 feet) diameter high gain antenna (HGA)
provides S- and X-band communication, The X-band antenna
dichroic subreflector structure serves as a mounting platform
for the low gain antenna (LGA) and the HGA S-Band focal
point feed. The bi-stable Sun sensors in conjunction with the
Canopus tracker (mounted on the electronic compartment)
provides the celestial reference for three-axis stabilized atti-
tude control of the Mission Module. Hydrazine thrusters
mounted on the MM provide both reaction-control torque for
MM stabilization and thrust for Trajectory Correction Maneu-
vers (TCMs),

IV. DSN Operational Test and Training

For pre-launch, launch, and carly-mission support, the DSN
committed readiness of Network Stations as follows:
(1) CTA-21 for spacecraft-network compatibility tests and
DSN development, (2) STDN MIL-71 for spacecraft-network
compatibility verifications and near-earth launch support,
(3) one 26 meter subnet of three stations: DSS 12 (Goldstone
CA), DSS 44 (Australia), and DSS 62 (Spain) for cruise sup-
port, and (4) one 64 meter station, DSS 14, for periodic high-
rate data- acquisition and S-X band radio metric data genera-
tion. Most of the Voyager compabilities required were pro-
vided through the DSN Mark III °77 Data Subsystem (MDS)
Implementation Project per the schedule shown in Fig, 8.
Mission-dependent network tests and training activities follow-
ing the MDS implementation were key factors in achieving
DSN operational readiness prior to Voyager launch.
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The training problem associated with the MDS conversions
were two-fold. First, the DSN was supplied with new hardware
and software and second, Voyager procedures and configura-
tions were new. The first problem was to famillarize DSN
personnel with the new MDS cquipment and associated soft-
ware procedures.

DSN testing for Voyager centered on the prime 26 meter
DSN stations to be used for launch and cruise; DSS-12, DSS
44, and DSS 62, DSS-12 was the first of these to receive the
MDS update Operational Verification Tests (OVTs) were
started immediately after all SPT’s were completed. This being
the first Goldstone Complex station to be converted to MDS,
it was used as the testbed for all complex MDS training. The
objectives of the Voyager mission-dependent training was to:

(1) Familiarize the station and NOCT personnel with the
Mark 111 Data System pertaining to the support of the
Voyager mission,

(2) To provide experience with the MDS equipment and
Voyager configurations and operational procedures.

(3) To ensure that all network operational personnel were
adequately trained to support all Voyager mission
activities.

Problems experienced at DSS-12 were numerous, Growing
pains of new hardware, new software, and operational person-
nel unfamiliarity with both, plagueq the first few Operational
Verification Tests (OVT’s), Approximately 30 percent of the
OVT’s performed at station 12 produced more problems than
training benefit, (A total of 10 OVT’s were run with DSS-12.)
It was not until half of these tests were completed before
results of the raining could be seen. This was not altogether
unexypiected, and the problems experienced with station 12 led
to identiiying, documenting, and eventual corrections of hard-
ware configurations, software and procedures. Further DSN
tests with CTA-2! and MIL-71 also contributed to this effort.

By the time DSS-62 DSN testing (OVT’s) were begun new
CMD, TLM, and CMF software versions (Ver. A) were at the
station. Test results began to improve. All OVT's performed
with D8S-62 were successful. Minor problems which did occur,
were usually corrected before the next test,

Software reliability and operational procedures continued
to improve by the time DSh-44 testing began. Only one of
nine OVT’s at DSS-44 was unsuccessful, and it was due to
equipment outage, With the highly successful completion of
DSS-44 testing the 26 meter subnet required for Voyager
launch phase and early cruise was ready for support.

Because of the Voyager launch trajectory DSS-12 was
selected as the initial acquisition station (this was the first time



a Goldstone station has been used for initial acquisition).
Special Initial Acquisition OVT's were run to familiarize station
personnel with Initial Acquisition procedures. These tests went
very smoothly. Several tests using a GEOS satellite (fast mov-
ing) were conducted by DSS-12 to practice Initial Acquisition
procedures and acquire much needed experience.

As the MDS schedule shows, there was little time to achieve
DSS 14 operational readiness prior to launch, However, Viking
support requirements dictated the downtime schedule, and
Voyager had to live with the limited test and training risks.

The first test with DSS-14 was on 27 June 77. The test
failed due to station air conditioning problems and a NDPA
software failure. Approximately one-half of the DSS-14 OVT’s
experienced major difficulties; mostly hardware in nature.
Problems with DSS-14 continued into the first MOS* tests, As
the MOS and special testing continued the problems at DSS-14
decreased but never diminished altogether. Because DSS-14
would play an imporiant role on the initial pass over Gold-
stone, special tests were designed to further test the equipment
and provide additional training to station personnel, By the
first Operational Readiness Test (ORT) DSS-14's performance
had vastly improved. The ORT was & success with only minor
problems, Three Science and Mission Plans Leaving Earth
Region (SAMPLER) OVT's were conducted with DSS-14
which provided additional training. (SAMPLER was cancelled
by project before launch.)

In the last three weeks before launch of Voyager 2 several
MOS tests were conducted, with the spacecraft (at Cape
Canaveral) providing the TLM data. Although several stations
were involved in these tests, MIL-71 was engaged in all of
them. For the most part, MIL-71’s performance was outstand-
ing.

ORT number 2 was conducted on 14/15 August, 1977,
Stations participating in this test were MIL-71, DSS-11, -12,
-14. Both DSS-12 and -14 experienced some equipment and
operations anomalies, however it was felt that they could be
correcte] before launch,

Since DSS-44 had not been active on Voyager in about two
months, an OVT was performed on 17 August to insure per-
sonnel proficiency. The station’s performance was excellent,

Station Configuration Verification Tests (CVT) were con-
ducted with MIL-71, DSS-11, -12,-14, -44, and -62 on 17, 18,
19 August 1977. With these CVT’s the stations were placed
under configuration control for Voyager 2 launch. (Table 1
gives a summary of all prelaunch tests conducted.)

*Mission Operational System.

Voyager 2 launch occurred on 20 August 1977 at the
launch window opening,

Between Veyager 2 launch and Voyager | launch (5
September) the recertification of DSS-14 was ensured by per-
forming a CVT on 4 September, DSS's-12, 44, 62 had been
tracking the Voyager 2 spacecraft daily, so their configuration
was still validated, The second CVT at DSS-14 was very
successful and the station was placed under configuration
control for the Voyager 1 launch,

The fust conjoint Deep Space Station (42/43) was taken
down in July 1977 for the Mark 111 Data system conversion.
The 42/43 combined system test was conducted on 24
September 1977, signaling the end of System Performance
Testing (SPT’s) and the start of the 2 month DSN testing
phase.

Being a conjoint station, DSS-42/43 presented further prob-
lems in that one CMF is used to transmit data from both
stations simultancously. Although it is a minor change to the
basic 64/26m MDS configuration we did not fully understand
the impact to operations or what to expect in the way of
interaction,

At the request of DSS-42/43 management a new testing
technique was used. The first day was scheduled for on-site
training, followed by Viking Operational Verification Testing
(16 hours per day) completing the first week. Viking was
selected because it was a project the operational personnel
would be familiar with rather than starting with a new project
(like Voyager or Pioneer Venus).

The first Voyager OVT was conducted on | October 1977.
This OVT was very successful and set the pattern for the rest
of the DSN testing at DSS 42/43, Two OVT’s per crew were
conducted during the month of October. All but one OVT was
very successful. Station operational personnel were highly
motivated and their performance for the most part was ex-
celleni, On the 31st of October the station was placed on
operational status for Voyager support.

The Spanish complex at DSS-61/63 was converted to the
MDS system during the period of 15 Oct. through December
1977. DSN Operational testing started in early January, 1978,
Again, a minimum of two OVT’s were conducted with cach
operational crew. Simulation Conversion Assembly (SCA) and
comm equipment problems plagued the first half of testing,
After these problems were cleared the remaining tests were
smooth. The station became operational on 31 January 1978.

Deep Space Station 11, the last of the network to be
converted, was taken down on schedule (mid January) and is
not covered by this report.
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V. Spacecraft Operations
A. Prelaunch Activities

Three spacecraft were built for the Voyager Mission, one
(VGR77-1) was designated the Proof Test Model (PTM) and
subjected to extensive testing in simuiated deep space condi-
tions to test the spacecraft design, construction, and dura-
bility. VGR77-2 and VGR77-3 were designated flight space-
craft and subjected to less arduous testing to save them for
flight conditions,

Failures in the Attitude and Articulation Control Sub-
system (AACS) and Flight Data Subsystem (FDS) on the VGR
772 spacecraft, planned to be launched first on August 20,
1977, resulted in a decision to interchange the two flight
spacecraft. The VGR77-3 spacecraft was redesignated Voyager
2 and launched first.

The decision to switch the flight spacecraft necessitated
switching of the Radioisotope Thermoelectric Generators
(RTG’s) as well, Since the first launch trajectory includes the
option to extend the mission to Uranus, a distance of 19
Astronomical Units (AUs) from the sun, the higher power
output RTG’s previously installed on VGR77-2 were removed
and reinstalled on VGR77-3.

B. Voyager 2 Operations

Voyager 2, aboard a Titan HIE/centaur launch vehicle,
lifted off launch complex 41, Air Force Eastern Test Rarge
(AFETR), Cape Canaveral, Florida at 14:29:45 GMT, August
20, 1977. The time was less than 5 minutes into the faunch
window on the first day of a 30 day launch period. The
countdown progressed smoothly except for a brief un-
scheduled hold at launch minus five minutes to determine the
open/closed status of a launch vehicle valve. Minutes after
launch, however, several problems were noted.

These problems included a suspected gyro failure, incom-
plete data transmission, and uncertainty as to the deployment
of the science plutform boom. The gyro failure and data
transmission problems cleared. The boom supporting the
science platform was to be released and deployed about 53
minutes into the flight, but initial data gave no confirmation
that the boom was extended and locked. (When the boom is
within 0.05 degrees of normal deployment, a microswitch on
the folding boom opens.) Confirmation of the microswitch
position was not received.

On August 26 the spacecraft was programmed to execute a
pitch turn and simultaneously jettison the dust cover on the
infrared interferometer spectrometer (IDIS) in hopes that
enough jolt would be provided to open the boom hinge and

20

slow the locking pin to drop into position, However, the
sequence was aborted by the spacecraft before the events
could take place. (The spacecraft is programmed to think such
a maneuver is an emergency and will safe itself, aborting the
maneuver,) It is still not certain that the science boom abourd
Voyager 2 is latched, but Zata indicates that the hinge is only
fractions of a degree away from being locked and should
present no problems in maneuvering the scan platform.

The boom is stiff enough to prevent wobbling when the
scan platform, perched at its tip, is maneuvered, and should
stiffen further as the spacecraft travels farther from the sun
into the colder regions of deep space,

Shortly after separation of the spacecraft booster motor
from the bus the spacecraft experienced what was later to be
known as *“a bump in the night” — an erratic gyration of the
spacecraft. It was first thought that the spacecraft’s separated
rocket motor was possibly traveling alongside and “bumping”
the spacecraft, But after sifting through puzzling launch data
recorded by Voyager 2, the controllers concluded that the
gyrations were caused by the spacecraft’s attitude stabilizing
system. The system stabilized itself and is now in stable
condition,

By September 1, Voyager 2 was in interplanetary cruise and
on September 2 was “put to bed” to allow flight controllers to
concentrate on the launch activities of Voyager 1. The com-
puter program was placed in a “housckeeping” sequence de-
signed to automate the craft until September 20. In this
condition various measurements were taken during this period,
and tape recorded aboard the spacecraft for later playback to
earth, All but one of the science instruments had been turned
on and were functioning normally.

On September 23, Voyager 2 experienced a failure in the
Flight Data Subsystem (FDS) circuitry which resulted in the
loss of 15 enginecring measurements sent to earth. An effort
to reset the FDS tree switch was performed on October 10th,
but was unsuccessful, The problem is now considered a
permanent hardware failure and “work around” alternatives
are being used.

This failure affects 1S separate engineering measurements,
an internal FDS measurement and four redundant measure-
ments. Voyager 2's first trajectory correction maneuver (TCM)
was performed on October 11, achieving the desired correction
to within one percent.

In anticipation of experiencing a similar thruster plume
impingement to that observed on Voyager 1’s first TCM (later
in this article), an overburn and pitch turn adjustments were
factored into the Voyager 2 sequence,



This TCM slightly adjusted the aiming point for the Jovian
satellite Ganymede, Voyager 2’s closest approach to Gany-
mede is now planned for about 60,000 kilometers (37,000
miles) rather than 55,000 kilometers (34,000 miles) on July 9,
1979,

On October 31, Voyager 2 was commanded to acquire the
star Deneb as a celestial reference point. Deneb lies on the
opposite side of the spacecraft from Canopus (the normal
celestial reference). Acquiring Deneb effectively required turn-
ing the spacecraft upside down, This was done to minimize the
ceffects of the solar pressure which was contributing to the
frequent attitude control thruster firings to steady the ship
and also to allow an carlier pointing of the high gain antenna
to the Earth. Voyager 2 stayed on Deneb until 29 November
1977, when Canopus was again returned to as celestial
reference,

Voyager 2 was put through some sequence verification tests
December 5, 7, and 8, performing flawlessly. Then on Decem-
ber 27, 28 the spacecraft performed a cruise science maneuver,
This maneuver allows calibration of several instruments by
turning the spacecraft to look at the entire sky. The scan
platform instruments are able to map the sky us the spacecraft
rolls, und the ultraviolet spectrometer and photopolarimeter
make their observations against the total sky background. The
magneiometer and plasma instr vient also obtain calibration
data.

The cruise science maneuver consists of rolling the space-
craft in one direction for about S hours (10 yaw turns) and
rolling it about the roll axis for about 12 hours (26 roll turns).
The last roll turn was finished 20 seconds earlier than the
computer expected, activating a “safing sequence” aboard the
spacecraft, The result of this anomaly included loss of approxi-
mately 4 out of 20 hours of the cruise science mancuver data
and loss of a subsequent slew to observe Mars.

A degradation of the S-band radio solid-state amplifier in
the high power mode has been noted. The amplifier has been
switched to the lower power mode and is being monitored,
The radio system has built-in redundancy, using both solid
state amplifier and a traveling wave tube amplifier,

On 2 February 1978, at 1104 GMT, while being tracked by
DSS-44 the spacecraft downlink was lost. This was near the
end of DSS-44’s view period, When DSS-62 failed to acquire
the downlink a spacecraflt emergency was declared at 1407
GMT and DSS-63 was released by the Viking project to answer
the Voyager emergency. Preliminary evaluation of the situa-
tion was that the spacecraft had lost Canopus lock. During the
end of the DSS-44 view period the stations’ data was marginal
due to low elevation angle and high data rate. A Canopus

sensor alarm occurred that was masked by the marginal data,
(The alarm may have been caused by a dust particle passing
through the Canopus sensor's view.) This set a flag in the
spacecraft’s computer indicating that a timer had been set
counting down 6 hours, by which time the flight team could
determine if the sensor was still on Canopus. But the space-
craft flight team had begun their unmanned period with
DSS-44 end of track, The timer ran down and the computer
“safed” the spacecraft by switching to low gain antenna, This
dropped the downlink by 29dB (below TLM threshold). The
spacecraft team was called in and, after studying the problem,
commanded the spacecraft back to HGA, acquired Canopus
and reset the Canopus sensor cone angle to center Canopus in
the tracker. After a computer readout was performed, con-
firming normal configuration, the spacecraft emergency was
terminated at 2125 GMT, same day,

Voyager 2 continues in cruise mode.

C. Voyager 1

Due to the problems experienced with Voyager 2's science
boom it was decided to de-encapsulate Voyager 1 (VGR77-2)
on 20 August for inspzction of the science boom, and installa-
tion of stiffer coil springs to assure proper hoom deployment
and locking,

Engincers had conducted several tests on the mechanical
configuration of the VGR77-1 (PTM) science boom, including
torque tests on the microswitch and stiffness test of the boom.

The Centaur shroud was placed over the spacecraft on
August 29, and post-encapsulation electrical test was con-
ducted in preparation for mating to the launch vehicle. Move-
ment to the launch pad occurred on 31 August 1977,

Voyager 1, aboard a Titan HI E/Centaur launch vehicle,
lifted off launch complex 41 at the Air Force Enstern Test
Range (AFETR), at 12:56:01 GMT, September 5, 1977, six-
teen days after its twin, The launch countdown went smoothly
with no unscheduled holds.

None of the attitude control problems encountered during
the launch of Voyager 2 were experienced. A switch to the
secondary thruster system was noted during the magnetometer
boom deployment; a reset to initial conditions was com-
manded about 12 hours after launch.

Voyager 1, due to the alignment of the planets at the time
of lavnch, will fly a faster trajectory relative to the Sun and
will arrive at Jupiter 4 months ahead of Voyager 2. The
Jupiter observation phase will begin the Ist week in January,
1979. The spacecraft will travel a total of 998 million kilom-
eters (620 million miles) to Jupiter, its first destination.
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Voyager | completed its first trajectory correction maneu-
ver (TCM) in two parts on September 11 and 13, An analysis
of the TCM data indicated a 20 percent under-velocity result-
ing from each part of the maneuver. The suspected cause was
impingement of the thruster exhaust on the spacecraft struc-
tural support struts, The ungained velocity was planned to be
compensated for during the next scheduled TCM. The maneu-
ver was considered successful and included calibration
sequences of the dual frequency communications links and the
high-gain antenna S- and X-bands. During these sequences, the
3.7 meter (12-foot) diameter high-gain antenna dish was
pointed towards Earth and the S-band and X-band radio links
were calibrated over DSS-14 at the Goldstone complex near
Barstow, California.

These periodic flight path adjustments are necessary to
assume precise arrival times of the spacecraft at their objec-
tives, maximizing science data return. As a result of the trajec-
tory adjustment, Voyager 1 will arrive (closest approach) at
Jupiter March §, 1979, studying the interactive region between
Jupiter and its satellite 10,

The spacecraft began its Earth-Jupiter cruise phase on
September 15, 1977, having completed all planned near-Earth
activities,

A recorded Earth-Moon video and optical navigation data
sequence was conducted on September I8, in which dramatic
pictures of the Earth and moon were recorded from the
spacecraft 11.66 million kilometers (7.25 million miles) from
Earth. The video playbacks of these pictures were conducted
on 7 and 10 October 1977.

The second trajectory correction maneuver was executed
on October 29, 1977. The maneuver was successful, with
pointing accuracies and undervelocity resulting during the first
trajectory maneuver on September 11 and 13 being accounted
for in the sequence.

On December 13, Voyager 1 conducted a fairly extensive
mapping of the Orion nebula with the ultraviolet spectrometer
(UVS) and photopolarimeter (PPS) instruments,

Voyaget 1, on December 15, 1977, earned its title when it
took uver the lead from Voyager 2 and is now farther away
from Earth and Sun,

Presently Voyager 1 is in Earth-Jupiter cruise with ail
subsystems and experiments in good working condition.
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VI. Tracking and Data Acquisition

From the moment of launch, the Voyager spacecrafts have
been under alternating surveillunce by a world-wide tracking
and data system which includes elements of the NASA/JPL
Deep Space Network, the Air Force Eastern Test Range
(AFETR), and the NASA Spaceflight Tracking and Data Net-
work (STDN).

A. Near-Earth Launch Support

The Near-Earth coverage, from launch through the propul-
sion module burn which boosted the spacecrafts into the
Jupiter-bound trajectories, was accomplished by the near-
Earth facilities. These consist of the AFETR stations down-
range elements of the STDN, ARIA (Advanced Range Instru-
mented Aircraft), and a tracking communications ship at sea,
the USNS Vanguard.

For the first launch, Voyager 2, coverage, data acquisition,
and real-time acquisition were excellent, Resources proved to
be in the right place at the right time to preclude unplanned
data outages. The near-Earth non-real-time data return plan
was executed resulting in practically all near-Earth data avail-
able to project.

The Voyager 1 launch support on 5 September went very
smoothly. The near-Earth facilities again turned in an excellent
performance retrieving the data in a timely manner to the
Voyager project.

B. Deep Space Network (DSN) Support

Tracking and data acquisition communications with the
Voyager spacecrafts from injection into the Jupiter trajec-
tories, about one hour after launch, until the end of the
mission is conducted by the Deep Space Network (DSN),

Initial acquisition of both Voyager spacecraft was con-
ducted by DSS-12, with backup being provided by DSS-11 and
DSS-14. Both initial acquisitions went according to plans,

On the first launch (Voyager 2), DSS-14 was prime for the
7.2 kb/s telemetry data, which occurred shortly after initial
acquisition. Due to an operations procedural error in fre-
quency predictions sent to the station, DSS-14 was 25 minutes
late acquiring the spacecraft signal. There would have been a
loss of data if MILA/MIL-7] had not acquired the 7.2 kb/s
data on time and made it available to the Voyager Project.

MILA/MIL-7! again came to the rescue, when at 1638Z
(same day) the spacecraft failed to acquire the Sun, and went
into the failure recovery mode-switching data rates from 7.2
kb/s to 40 bps. MILA/MIL-71 immediately detected this



change, locked up on the data and alerted the network. All
stations responded quickly and data outage was negligible,

Upon launch of Voyager 1, DSS-11 scquired the spacecraft
about 2 minutes before DSS-14 and DSS-12. Since DSS-11°s
(not a MDS station) data was record only, the project chose to
process DSS-14's telemetry as prime from Goldstone, Telem-
etry from DSS-14 continued without problems until LOS.
DSS-12 experienced some difficulty reacquiring the spacecraft
downlink after going two-way. The difficulty was caused by a
12 Hz filter failure,

Both spacecraft are presently in the cruise phase of their
Earth-Jupiter trajectories. This phase was planned to be rela-
tively quiet and routine, broken by an occacional spacecraft
maneuver or special calibration procedure. !'owever, support
activities have been anything but routine. Spacecraft anomalies
have dictated real time commands, speclal maneuvers culibra-
tion sequences and tests not originally planned for the cruise
phase. The DSN has responded in real time to satisfy all
project requirements where resources have allowed. Addition-
ally, special tests and procedures to support these tests and
calibration sequences were developed and implemented as
required,

C. Weilheim Tracking Support

The Voyager and Helios Projects decided to take advantage
of an alignment of their respective spacecraft and the Earth
which during the period between Oct. 15 and late Dec.,
1977, provided unique data on solar related field and particle
phenomena. To augment data acquisition in this interval, the
Weilheim 30 meter tracking station under the direction of the
German Space Operations Center (GSOC) tracked the Voyager
spacecrafts. In order for the Weilheim station to track the
Voyager spacecrafts, the DSN provided tracking predicts (state
vectors) and a Communications decoder for interfacing with
the NASCOMM high speed data lines. Several successful tests
were run and, as a result, the first live track of the Voyager
spacecraft by the Weilheim station was during the week of
Oct. 17.

Weilheim continued to gather the Voyager spuacecraft data
until 31 December 1977 when support was terminated; the
period of radial alignment having passed. A spiral alignment of
the two spacecraft will occur in April 1978 and Weilheim is
again expected to track Voyager.

VII. DSN Performance
A. Tracking

The Voyager 2 launch and near-Earth phases were marked
by spacecraft and data acquisition anomalies resulting in a less

than smooth beginning for the Voyager 2 mission. DSN track-
ing procedures, conservatively designed to encompass launch
contingencies, contributed to the successful completion of this
phase of the Voyager mission, The launch of the Voyager |
spacecraft proceeded very smoothly, with none of the prob-
lems of predict generation, station reception or spacecraft
anomalies, as experienced with the earlier launch,

The unique geometry (zero declination) which will exist at
Saturn encounter for both Voyager spacecraft will make im-
possible the determination of spacecraft declination by Dopp-
ler fitting techniques, An alternate method of determining
declination requires that range data be taken nearly simulta-
neously from stations at widely separated latitudes and trian-
gulating to solve for the declination angle. This method, Near
Simultaneous Ranging (NSP), requires very accurate range
measurements and delay calibration data be furnished to the
spacecraft navigator and the radio scientists, The acquisition of
NSR data also requires that the up and down link signals
remain phase coherent during station transfers. Since this s
not possible using the standard DSN transfer technique, a new
transfer technique which enables two stations to maintain the
necessary phase coherence during transfers was devised and
implemented during NSR passes, occurring approximately
every 14 days.

B. Command

Du¢ to spacecraft anomalies and additional instrument cali-
bration requirements, more spacecraft commands have been
sent to date than originally planned prior to launch. A total of
11,255 commands to Voyager 1 and 12,977 commands to
Voyager 2 were transmitted by the end of December 1977,
During the cruise mission phase a command load was planned
about once a month: however, actual activities have been close
to weekly plus real-time commanding to meet real-time
situations.

Several command anomalies have occurred since launch,
Two of the most significant failures were software related and
were eventually corrected with a new Command Processor
Assembly (CPA) software version (DMC-5084-OP-C). These
were 1) loss of response from a stations CPA, because the CPA
Temporary Operational Data Record (TODR) would write
past its partitioned space, destroying a portion of the CPA
program, and 2) random inability to access either CPA, caused
by a software anomaly in the CPA timing,

C. Telemetry

All critical mission activities such as TCM’s, celestial refer-
ence changes, cruise science maneuvers, special calibrations,
spacecraft emergencies, etc. require accurate telemetry link
predictions to guarantee any measure of success. The telecom-
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munications links have been accurately predicted in most all
instances by both the DSN and project spacecraft and tele-
comm teams. These have greatly influenced the successful
support provided by the DSN in all such critical mission
phases,

S-band link residuals through December 1977 show that
downlink AGC values for both spacecraft are near nominal

while symbol Signal-to-Noise Ratios (SNR) are about +2dB.
X-band performance for Voyager 2 is also within 0,54B of
predicts,

Intermediate Data Records (IDR’s) have been provided on
each pass, The DSN commitment of at least 96 percent has
been exceeded, usually averaging approximately 99.6 percent
of all data received.
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Table 1. Summary of prelaunch VGR test activitles
(16 Nov. 76 through 19 Aug. 77)
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DFT = Data flow test

OVT = Operational verification test

PDT = Performance demonstration test

CVT = Configuration verification test
MEIVT = MCCC external interface verification test
DEIVT = DSN external interface verification test

GDS = Ground data system test

MOS = Mission operation systems test

ORT = Operational readiness test
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NOTE: PLANET POSITION SHOWN
AT LAUNCH

9/5/71 (JST)
-1 8/120/77 (J5X)

‘.\ 15X TRAJECTORY TIME
\ INCREMENT = 3 MONTHS
\ URANUS
\OPTION
\

\ 1/30/86 (JSX)
a JST = VOYAGER 1
N JSK = VOYAGER 2

Fig. 1. Trajectories JST and JSX




EARTH OCCULTATION LAUNCH DATE = 9/5/71
SUN OCCULTATION JUPITER ARRIVAL DATE = 71919

\ #mtmtey MISSION MODULE TRAJECTORY
=== SATELLITE CLOSEST APPROACH

CALLISTO 240, 000
GANYMEDE 50, 000 KM
EUROPA 190, 000 KM

AVTALTHEA 530,000 KM

EUROPA
(P = 3,55 DAYS)

QANYMEDE
(A= 7.16 DAYS)

2 HR
10 CALLISTO
(P = 1.77 DAYS) /(P 16,69
DAYS)
VIEW NORMAL TO
JUPITER EQUATOR
JST = VOYAGER 1
Fig. 2. JST Jupiter encounter at 4.9R
ORIGINAL PAGE ] ‘
' ORIGINAL PAGE IS

OOR QUALITY!
orF OF POOR QUALITY
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EARTH OCCULTATION LAUNCH DATE - 8/20/77

/—\ .
‘, SUN OCCULTAT!ON JUPITER AR&:{AL DATE - 7/9/19

4=~=+=+ MISSION MODULE TRAJECTORY
e SATELLITE CLOSEST APPROACH

CALLISTO 240,000 KM
GANYMEDE 50,000 KM
EUROPA 190, 000 KM
AMALTHEA 550,000 KM

» EUROPA
(P = 3,55 DAYS)

GANYMEDE
(P=17.16 DAYS)

CALLISTO
(P = 16,69
DAYS)

10
(P« 1.77 DAYS)

VIEW NORMAL TO
JUPITER EQUATOR

Fig. 3. Voyager 2 Jupiter encounter at 10R,



LAUNCH DATE = 9/5/77
SATURN ARRIVAL DATE - 11/12/80

bt=b=d M1 SSION MODULE TRAJECTORY
emmemee SATELLITE CLOSEST APPROACH

15, 000 KM
P 46, 000 KM
NIMAS 96, 000 KM
ENCELADUS 218,000 KM
DIONE 148, 000 KM

RHEA

(P » 15,95 DAYS)

SUN DIONE
0cC (P = 2,74 DAYS)

ZONE

(P = 1,89 DAYS)

ENCELADUS
(P = 1,37 DAYS)

(P = 0,94 DAYS)

VIEW NORMAL TO
SATURN EQUATOR

Flg. 4. Voyager 1 Saturn encounter at 3.3Rg
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LAUNCH DATE = 812077
SATURN ARRIVAL DATE - 8/27/81

P=t=t=4 MI SSION MODULE TRAJECTORY
ownmees SATELLITE CLOSEST APPROACH

353, 000 KM

TITA
253,000 KM ENCELADUS .
o [P = 137 DAYS) (P » 15.95 DAYS)
93, 000 KM
3, 000 KM
196, 000 KM —
PERIAPSIS f Ay
DIONE ',.‘,/,fm . TETHYS
(P - 2.7140Avs){_L 440 P « 1.89 DAYS)
Sl | ’ \ ( .
EARTH | S
0CC ' \‘b
ZONE v
ZONE

VIEW NORMAL TO
SATURN EQUATOR

Fig. 5. Voyager Saturn encounter at 2.7Rg
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TCM1A
10/29/77

TRAJECTORY CORRECTI
MANEUVER (TCM)1
9/11-13/77

ON

RUISE

EAR\—Y c /

e

EARTH

= LAUNCH(L)
/ 9/5/77

DATES ARE FOR VOYAGER 1

J ~ 1 day

Fig. 6. Voyager 1 mission phases, Earth to Jupiter
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HIGH — GAIN
DIRECTIONAL COSMIC RAY

ANTENNA WIDE ANGLE TV
NARROW ANGLE TV

TV ELECTRONICS

ULTRAVIOLET
SPECTROMETER

MAGNETOMETER (1 OF 4}

EXTENDABLE BOOM

INFRARED

PHOTOPOLARIMETER

LOW ENERGY
CHARGED PARTICLES

THRUSTERS (16)

ELECTRONIC
COMPARTMENTS
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ASTRONOMY AND
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SCIENCE INSTRUMENT
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PROPULSION
FIUEL TANK

PLANETARY RADIO
ASTRONOMY AND
PLASMA WAVE ANTENNA

RADIOISOTOPE
THERMOELECTRIC
GENERATORS (3)

Fig. 7. Voyager spacecraft configuration
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DSN Progress Repon 42-44

N78-24216

January and February 1978

Viking Extended Mission Support

T.W. Howe

Deep Space Network Operations Section

This report covers the period from 1 November through 31 December 1977. It reports
on DSN support of Viking spacecraft activities during the period and continues reporting
on the DSN Discrepancy Reporting System, Viking Command support and Tracking
support. It also continues the reports on the status of Viking DSN Mark 11l Data
Subsystem Implementation Project (MDS) related testing.

I. Viking Operations

A. Status

The two Viking Orbiters continued to make detailed photo
maps of Mars during this reporting period. In addition they
measured the temperature and water vapor content of the
Martian atmosphere. Cloud patterns were checked to see how
weather and storms develop. The Orbiters continue to act as
relay stations for Viking Lander data transmission,

Spring equinox occurred in the northern hemisphere of
Mars during early November. The frost seen earlier in Lander
photos has disappeared and the polar hood clouds were break-
ing up. A record gust of wind of 122 km/h was recorded by
Lander 2. The Landers continued to take soil samples for
analysis,

The received signal level continued to improve by 0.5 dBm
per week because of the shortening distance between Mars and
Earth, December telecommunication links had improved to a
point 10 dB stronger than levels recorded one year earlier. The
December performance is summarized as follows:
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Orbiter link quantity (high-gain antenna) Dec. 1976  Dec. 1977
Uplink AGC, 64-meter, 20 kw, ~-109dBm -99 dBm
no modulation

Downlink AGC, 64-meter, -143 dBm ~-133 dBm
single subcarrier

X-band downlink AGC, 64-meter -153dBm -143 dBm

B. Spacecraft Problems

The Viking project declared a spacecraft emergency on
November 1, when Orbiter 2 indicated a leaking yaw-axis atti-
tude control jet. The Deep Space Station in Spain (DSS 62)
was brought up to fill a tracking gap between DSS 43 (Austra-
lia) and DSS 11 (Goldstone). The lezk was stopped by sending
commands to perform a yaw turn and clear the leaky valve and
then the Reaction Control Assembly (RCA) was commanded
off. :

Viking Orbiter 1 (VO-1) showed a small roll axis gas leak on
November 18. DSS 62 was released early by the Voyager pro-
ject so that data could be obtained to check the gas leak. When
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data came into lock, telemetry indicated that the leak had
cleared itself. Monitoring continued for the next two days and
performance was normal. It was thought that this particular
gas leak was caused by a particle which cleared itself.

On November 25, VO-1 again showed a possible gas leak in
the yaw-axis, DSS 62 was obtained to monitor the data,
Analysis determined that the leak indications were not caused
by a microleak but were due to a strong and variable gravity
gradient torque experienced near periapsis, with Arcturus as
the reference star. The effect was later confirmed using a
computer model.

A problem first noticed during the interplanetary cruise
phase of the mission was noted again in mid-October and
continued sporadically throughout this reporting period. The
Viking Orbitr highrate data content interferes with the low-
rate signal-to-noise ratio. When either Orbiter is in the dual
subcarrier mode at a data rate of 8 kbps or 16 kbps the
33.333 bps low-rate SNR is seen to fluctuate by several dB.
The effect is most notable during an all zeros data condition.
Sidebands of the high-rate channel occur near the 24-kHz
low-rate subcarrier and in some cases are strong enough to
cause the stations Subcarrier Demodular Assembly to lose
lock.

C. Maneuvers

There were no propulsive maneuvers during this reporting
period. Nonpropulsive maneuvers continued to occur on both
Orbiters in order to take pictures and to support the Bistatic
Radar experiment.

D. Radio Science

Radio Science activities and experimentation continued
during November and December. There were 7 Near Simulta-
neous Lander/Orbiter Ranging passes during the period. Grav-
ity Field experiment data taking occurred nearly every day
during the period.

Occultation data was collected during the period except
during the times in which there was no DSN coverage, a
Bistatic Radar pass, Viking Lander Ranging, or a spacecraft
roll maneuver.

Viking Orbiter 2 occultations began on November 19 and
will continue through January of 1978,

Differential VLBI coverage occurred on 7 days during the
period. The Owens Valley Radio Observatory and the Hay-
stack Observatory in Massachusetts supported this experiment
using Viking Orbiter 1 data.

Two new Radio Science experiments began during this
reporting period, The Gravity Wave Experiment, using DSS’s
14 and 43 and Orbiters 1 and 2, was.conducted on 12, 14, 23,
and 29 December,

This experiment requires six hours of closed-loop two-way,
S/X-band doppler, taken at a sample rate of one sample per
second, It also requires simultaneous two station tracking with
two and three way S/X doppler for one hour taken at the one
sample per second rate.

The second new experiment which began during this period
was Bistatic Radar (BSR). The Bistatic Radar experiment
requires the Viking Orbiter high-gain antenna to be pointed at
the Martian surface. The transmitted signal is reflected off the
surface of Mars and seceived and recorded on the occultation
open-loop receivers and analog recorders at DSS 14 and/or 43,

There are two types of observations, During a “Specular
Reflection” pass the Orbiter high-gain antenna pointing is
maintained for an angle of incidence equal to the angle of
reflection towards Earth. The reflection point scans the sur-
face of Mars because of orbital motion. Figure 1 illustrates the
geometry of a Specular Reflection pass. Of primary interest
during these BSR passes are the northern, middle, and polar
latitudes of Mars, which cannot be studied from Earth,

For *“Fixed Target” passes, the high-gain antenna is poinied
at a fixed location on Mars. Figure 2 shows a Fixed Target
pass. This type of BSR pass will investigate the equatorial
region of Mars to develop information on known sites of
interest.

Table | lists potential Bistatic Radar targets.

Figure 3 shows the station configuration for this experi-
ment. The reflected signal contains information about Martian
surface roughness and electrical properties. Similar experi-
ments have been conducted using earth based transmitters for
radar studies of Mars. Bistatic Radar passes took place
beginning November 8. A total of 16 passes were used during
this reporting period.

Stations have been able to muaintain some closed loop
receiver lock during Bistatic Radar passes. This is believed to
be lock on a sidelobe of the Orbiter high-gain antenna. Al-
though the received signal level is relatively weak, at times it
increased to the point at which telemetry lock was achieved.

E. Spacecraft Tests

Routine: spacecraft testing continued during November and
December,. Orbiter Command Detector Unit (CDU) signal-to-
noise rati® estimator (SNORE) tests were conducted on an
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average of two per week. High-gain antenna calibrations were
also performed.

Effective December 7, the routine CDU SNORE checks
wers cancelled, Stations were having difficulties setting low
output transmitter power levels with the provided calibration
time. Without accurate settings, the SNORE test results were
questionable. Future tests will be scheduled periodically and
appropriate precalibration time provided to insure valid output
power levels.

il. Network Support

Table 2 shows the Viking Extended Mission (VEM) Track-
ing Support for 1977. Noticeable during this period is the fact
that December produced more tracking passes than November
but had less tracking hours. This resulted from shorter passes
throughout the network.

Table 3 gives the total number of commands transmitted by
the DSN for the Viking project during 1977, The monthly
total number of commands has declined since the record
amount transmitted during September of this year. Fewer
commands were sent in November than any other month of
1977.

Table 4 identifies the DSN VEM Discrepancy Reports gen-
erated during the period and 1977. The total number of open
discrepancy reports has been on the increase since September.

A. Operational Use of Ampex FR-2000A Recorders

Ampex FR-2000A analog recorders were installed at each
of the 64-meter DSN stations under engineering change order
75.291 early in 1976. These machines were used for playback
of baseband analog data previously recorded on FR-1400 type
of recorders.

Data was available from either Subcarrier Demodular
Assembly (SDA) detected data output or from receiver
baseband.

Following the MDS implementation, SDAs at 64-meter
stations were reduced from six to four and of these four, only
two detected data outputs were recorded on analog tape. This
coupled with the requirement to record the third RF carrier
when more than two spacecrafts were being tracked caused
more reliance on baseband recovery.

By September 1977, the analog baseband record and replay

capability had deteriorated below acceptable operational levels
of performance and impacted the quality of operational
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Viking support, Attempts at corrective action did not improve
the overall situation.

The Viking Tracking and Data Acquisition Manager estab-
lished a task team on September 16, 1977 to coordinate the
work necessary to reestablish analog baseband record and
replay as a dependable operational capability.

The task team determined that reliable analog record and
replay could be accomplished by:

(1) Recording and
recorders,

replaying data on the FR-2000A

(2) Changing track assignments to cffect better replay
characteristics by reducing interference between adja-
cent tracks (see Tables 5 and 6).

(3) Recording baseband data only.

The conditions underwhich this capability could be made
available for operational use are as follows:

(1) A 5-minute gap in recording every 30 minutes was
required to change tapes since only one FR-2000A
recorder had been implemented at each 64-meter
station,

(2) An additional 30 minutes of prepass preparation time
was required to set up the tape machines.

(3) Analog recordings would only be made if the minimum
specified signal-to-noise ratios were met.

(4) A failure of the prime recorder would result in a loss of
analog data since no backup existed.

Successful demonstrations of the analog baseband record
and replay capability were run with DSS 14 on November 18,
and with DSS 43 on November 25. DSS 63 was down for the
MDS reconfiguration and no demonstrations were possible
with this station.

The Viking Project Manager approved this new plan on
November 22 with the single qualification that the project
might choose the time at which the recording gaps would
occur so as to minimize the loss of critical data,

The FR-2000A recorders were authorized for use for all
project support on December 2, 1977, The Network Opera-
tions Plans for each project were revised to show the new
analog recorder configuration.




lil. DSN Mark lll Data Subsystem Implemen-
tation MDS Testing and Status

Except for DSSs 11, 61, and 63, all stations had completed
the MDS implementation and testing prior to this reporting

period. DSS 61/63 was released from tracking support on
15 October 1977 to begin it's implementaticn phase. The

‘testing phase is scheduled to begin on 1 January 1978, DSS 11

will begin the MDS upgrade on 15 January 1978,
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Table 1. Potential Bistatic-Radar targets

Target Prior radar inferences Other information Questions

A Chryse Basin Above average diclectric constant  Large number of surface rocks; Basin Characteristics
and roughness Viking 1 site Are surface rocks detectable?

B Utopia No data Large number of surface rocks; Are surface rocks detectable?

Viking 2 site
C Apollinares-Memnonia Variable echoes, generally weak; Low plains with little relief; Nature of high angle scattering
C site area high diffuse-to-specular ratio surface features subdued

H Hellas No data Southern basin; few features Busin Characteristics?

Pl Plateau Strong, sharp echoes; average Massive (recent?) flows; low Scattering function in very specular
dielectric constant; unusually crater counts region?
smooth

Po  Polar regions No data Ice forms, terracing, sculpturing Polar characteristics?

T Tharsis Weak, diffuse echoes Volcanic ridge and flanks Nature of weak scattering?

S Soviet landing sites No data Cratered uplands; basin Possible clues to mission failures

SM  Syrtis Major Strong echoes; smooth surface Wind-blown surface; variable albedo Basin characteristics?
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Table 2. VEM tracking support 1077

Jan Feb Mar Apr Maj Jun Jul Aug Sept Oct Nov Dec ’;‘g;’n’,l
DSS
Tracks?
h
1 23 22 10 17 18 40 44 42 26 40 35 42 379
135 142 100 118 228 289 322 343 210 408 310 320 2925
12 4 1 . 24 17 1 1 1 49
umj| 6 176 119 4 1 A - — - 324
14 52 59 5G 20 - _ 10 16 28 43 41 45 364
341 392 368 176 46 12¢ 363 329 358 2354 2753
42 21 25 58 17 17 14 10 __ _ 14 18 20 214
247 226 453 138 162 112 69 100 116 126 1749
43 68 62 |63 60 57 3 _ 1 24 36 48 450
721 627 603 521 486 238 01 141 214 196 3748
44 . |7 1 _ |16 26 6 12 . _ 68
7 4 99 166 22 51 349
61 35 29 12 40 54 51 37 35 8 22 _ i 353
261 227 72 317 461 475 337 322 345 203 3020
62 2 4 9 3 2 _ _ Rk 5 9 37
- 7 22 55 14 7 23 28 36 192
63 38 28 66 15 23 15 40 64 57 15 _ _ 361
327 202 52§ 78 186 136 399 590 590 136 3169
Total 241 228 207 206 212 180 189 184 156 173 135 164 2275
2043 1829 1547 1665 1691 1509 151}._L 1554 1531 1391 1026 932 18229

3Number of tracks represent the summation of all Viking spacecra’t tracked. Track time, in hours, represents scheduled station support,
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Table 3. Number of commands transmitted in Viking Extended

Misslon during 1977
Jan Feb Mar Apr May Jun Jul Aug Sept Oct Nov Dec ,:.QOZZ'
DSS
CMDS

i1 1,521 1,394 1,027 117 811 -0- | 795 2,028 3,687 3,064 4,746 19,191
12 0. -0- -0- 1,314 721 -0- -0- -0- -0- -0- -0- -0- 2,035
14 769 1,404 1,206 274 -0- Q- 74 108 2,704 2,108 1.134 1,589 11,370
42 2,072 953 1,778 8 1,886 k 1,619 -0- 0- -0- 18 1,250 -0- 9,589
43 919 | 2,523 0. 2,004 | 1,447 972 | 1,190 -0- -0 456 656 491 | 10,748
44 -0- -0- 2 1 -0- -0- -0- 5 19 2 -0- -0- 29
61 605 1,116 1,328 1,925 1,922 3,838 4,257 5,589 5,256 1,371 -0- -0- 27,207
T 62 -0- Q- 1 1,991 -0- 496 -0- -01 Q- Q- 14 s 2,507
63 793 472 2,039 381 675 383 2,579 2,318 1,610 847 -0 -0- 12,099
Total 6,681 7.862 7,381 8,105 7,462 7,308 8,101 8,815 11,617 8,489 6,118 6,831 94,770
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Tabls 4. DSN VEM discrepancy reports

Jan Feb Mar Apr May Jun Jul Aug Sept Oct Nov Dec
DSS .
08
cb
1 4 3 4 } 2 2 2 1 1 I 2 1
0 4 6 3 3 6 7 7 ] 3 2 4
12 4 0 0 5 7 0 0 0 0 0 0 |
0 0 0 2 5 7 0 0 0 0 0 0
14 14 11 4 3 2 0 6 4 5 10 14 7
2 19 3 9 2 2 2 18 14 24 13 16
42 0 2 0 0 0 0 0 0 0 1 3 3
1 3 7 2 0 0 0 0 0 0 2 3
43 10 1! 0 9 8 2 1 0 0 0 3 il
13 10 12 1t 17 14 6 | 0 5 7 14
44 0 0 0 0 0 0 1 1 0 0 0 0
0 0 2 | 0 0 0 4 1 0 0 0
61 1 1 0 0 1 0 1 0 0 0 0 0
9 6 3 1 2 6 4 7 4 4 0 0
62 0 0 1 2 0 ¢ 0 0 0 2 0 2
0 8 2 1 2 1 0 0 0 0 2 0
63 t 7 1 0 4 3 4 9 8 4 | 0
4 3 18 6 4 12 4 - 17 7 5 1
4 3 2 4 7 10 8 5 7 10 13 13
:C
Others 3 o | 10 7 12 3| -6 | 9| sl s | 2 13
Total 38 38 12 24 31 17 23 20 21 28 36 39
0 32 62 93 43 47 1 39 63 45 58 52 { 51
30 = Number remaining open at end of month,
be = Number closed during month,
¢Other = DSN, NDPA, NOCA, GCF.




Table 5. FR-1400 analog recorder configuration showing
high-density track assignmsnts lsading to Interference

between adjacent channsls®
Data
Track IRIG VCO center
channel Function frequency kHz

1 5 RCVR 1 DAGC 1.30
6 RCVR 2 DAGC 1.70
7 RCVR 3 DAGC 2.30
8 RCVR 4 DAGC 3.00
A Volce 22.00
‘ C CMA | 40,00
2 18 CMA 2 70.00
. 19 NASA time 93.00
% 2 RCVR 3 baseband Direct
;: 3 RCVR 1 baseband Direct
':j 4 RCVR 4 baseband Direct
f 5 RCVR 2 baseband Direct
6 Speedlock Direct

(100 kHz)
SDA 2 output 525.00
7 Speedlock Direct

(100 kHz)
SDA 1 output 13.50

Table 6. FR-2000 analog recorder configuration showing
reallocation of track assignments to reduce adjacent track

Interference®
Datz
Track IRIG VCO center
channel Function ‘requency kHz
! 19 NASA time 93.00
2 RCVR 3 baseband Direct
3 RCVR 1 baseband Direct
4 Speedlock (100 kHz) Direct
5 Speedlock (100 kHz) Direct
6 RCVR 4 bascband Direct
7 RCVR 2 baseband Direct

8Tape speed to be 1.52 m/s (60 in./s),

BTape speed to be 1.52 m/s (60 in./s),
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DSN Prograss Report 42-44

N78-2421%7

January and February 1978

Pioneer Mission Support

T. P. Adamski
DSN Operations Section

This article reports on activities within the Deep Space Network in support of the
Pioneer Project’s in-flight spacecraft during the period August 1877 through January
1978. The amount of tracking coverage provided by the Networ! and a summary of
operational testing of the Mark Il Data Subsystems at DSSs 42/43 and 61/63 are

presented.

. Pioneers 6, 7, 8,and 9

As indicated by Table 1, coverage of these spacecraft has
decreased from the levels of the last reporting period (Ref. 1),
A total of 26 tracks were conducted during August, primarily
for the acquisition of radio meiric data to be used for trajec-
tory updating. In the following months, coverage was minimal
due principally to increased Network loading in support of
higher priority users, Tracks in the months subsequent to
August were used primarily to verify Mark IIl Data Subsystem
(MDS) performance at the Deep Space Stations.

All of these spacecraft celebrated launch anniversaries dur-
ing this reporting period. Pioneer 7 was eleven years old on 17
August, Pioneer 9 was nine years old on 8 November, Pioneer
8 was ten years old on 13 December, and Pioneer 6 was twelve
years old on 16 December. In general, all four spacecraft have
continued operating normally. The principal exception was
Pioneer 8 which experienced a severe degradation in one of its
sun sensors. The extent of the degradation will not be known
until the spacecraft reaches perihelion when the sensor may be

able to detect the sun. .
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The degraded sensor provided the spacecraft roll reference
and sun pulse. Without the sun pulse, most scientific data are
useless as the instruments have no pointing information with
which to correlate their measurements. As a consequence, all
instruments have been powered down; the plasma analyzer will
be turned on whenever the spacecraft is tracked since data
may be recovered from this instrument even in the absence of
the sun pulse.

. Pioneers 10 and 11

Pioneer 10 continues to operate satisfactorily. The space-
craft is now aimost 15 astronomical units (AU) from the earth
and the round trip light time is over four hours. Tracking
coverage has remained fairly constant since the last report,
Coverage by the 26-metre stations has declined sharply as the
spacecraft is approaching threshold for those facilities. Track-
ing coverage for the last six months is tabulated in Table 1 and
coverage for the last twelve months is shown graphically in
Fig. 1.



Pioneer 11 is also operating normally. Earth-spacecraft
range is now approximately 5.5 AU and the round-trip light
time is over one and one-half hours. Tracking coverage is
shown in Table 1 and Fig. 2 for the past six months and tielve
months, respectively.

On 3 August, the spacecraft passed through its fourth
superiotr conjunction at a minimum earth-Sun-probe angle of
9705 (approximately 33.3 Rg). Nosignificant telemetry degra-
dation was cbserved at this great an angular separation, Some
increase in Doppler noise was experienced, as shown in Fig. 3,
but this enhancement was somev:hat less than that expected.

The plasaia analyzer on Pioneer 11, which ceased operation
in April 1975, began to output data again on 4 December.
Since that date, the instrument has responded to ground
commands and appears to be fully operational. This experi-
ment should provide much valuable data during the Saturn
encounter in September 1979,

A Saturn targeting maneuver, scheduled for late January,
has been delayed until mid-year in order to decrease the
amount the spacecraft must be tumed off earth-pointing.
Current plans are for Saturn periapsis to occur outside the
visible rings, but an option remains for a passage between the
planet and its rings.

ill. Mark lil Data Subsystems Support
of Pioneer

Since the previous report, Mark III Data Subsystem (MDS)
verification testing for Pioneers 6 through 11 has been com-
pleted at DSSs 42/43 and 61/63. A total of nine demonstra-
tion tracks of the Pioneer spacecraft were conducted at DSS
42/43 between the date the station was returned to service (26
September) and the date of configuration control application
(18 October), DSS 61/63 participated in 21 Pioneer demon-
stration passes during the period 3 January (return to service)
and 31 January (configuration control application).

No significant, MDS-related anomalies were experienced
throughout either period of verification testing. The majority
of the minor anomalies encountered were related to operator
training and familiarization, These problems decreased as oper-
ations personnel became more proficient and more knowledge-
able of the new systems.

DSS 11 is currently undergoing upgrading to an MDS con-
figuration. Verification testing of this station will begin in
March and will follow the same pattern of demonstration
passes as was used for the other stations of the Network. A
future article will report on this testing.

Reference

1. Adamski, T. P., “Pioneer Mission Support,” in The Deep Space Network Progress
Report 42-41, pp. 33-38, Jet Propulsion Laboratory, Pasadena, Calif., October 15,

1977.
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Table 1. Pioneer tracking coverage

‘Tracking
Month Spacecraft S,t;.‘ tion Tracks Time
ype hr:min
August Pioneer 6 26 m 6 36:00
Pioneer 7 26m 12 69:56
Pioneer 9 26m 8 42:41
Pioneer 10 26 m | 4:35
4 m 27 195:07
Pioneer 11 26m 85 527:38
64 m 1 6:28
September Pioneer 10 26m 2 11:12
64 m 29 225:50
Pioneer 11 26m 50 396:56
64 m 2 14:00
October Pioneer 7 26m 4 18:21
Pioneer 8 64 m 1 3:37
Pioneer 10 26m 1 4:35
64 m 33 237:37
Pioneer 11 26m 49 315:51
64 m 8 59:01
November Pioneer 10 64 m 37 265:57
Pioneer 11 26 m 47 364:06
64 m 2 16:03
December Pioneer 10 26m 1 0:50
64 m 40 267:53
Pioneer 11 26 m 36 289:09
64 m S 28:33
January Pioncer 6 26m 1 7:40
Pioneer 8 64 m 1 6:18
Pioneer 9 26m 1 5:34
Pioneer 10 64 m 32 223:58
Pioneer 11 26 m 50 341:38
64 m 2 11:11
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Helios Mission Support

P. S. Goodwin
TDA Mission Support Office

W. N, Jensen and G, M. Rockwell
DSN Operations Section

This article reports on activities of the DSN Network Operations Organization in
support of the Helios Project from 15 December 1977 through 15 February 1978,

I. Introduction

This article is the twentieth in a continuing series of reports
that discuss Deep Space Network support of Helios Mission
Operations. Included in this article is information on Mark III
Data Subsystems (MDS) testing at the conjoint Deep Space
Station 61/63 (Madrid, Spain) and other mission-related
activities,

Il. Mission Operations and Status

The Helios-1 spacecraft experienced an anomaly over DSS
43 (Canberra, Australia) on January 2, 1978, DSS 43 lost the
downlink, and at first the station suspected a maser problem
but after investigating this possibility all station systems
checked normal. DSS 44 (Honeysuckle Creek, Australia) was
then asked to track the spacecraft, but no signal was observed.
The spacecraft was then blind-commanded to its original con-
figuration and carrier lock was achieved on DSS 43’s receiver,
but no telemetry data lock was obtained. Additional com-
mands were transmitted to configure the spacecraft to 512 bits
per second (bps) coded telemetry in Format 4. At 04:34
UTC, DSS 43 reported data lock. The reason for the anomaly
was subsequently traced to a spacecraft regulator switch caus-

50

ing a power drop, which knocked the high-gain antenna off
point resulting in a loss of downlink signal. Later, the data rate
was changed to 256 uvps to improve the signal-to-noise ratio
(SNR).

On January 24, 1978, at 04:16 UTC, Helios-2 passed
through its sixth aphelion with no scheduled ground station
support. Last support prior to aphelion was over DSS 12
(Goldstone, California), which had LOS at 21:08 UTC on 23
January. The next support after aphelion was over DSS 67
(Germany). The spacecraft was in a medium power mode and
only Experiments E-5A, E-5C and E-8 were on.

On January 15, 1978, DSS 42 (Canberra, Australia) lost
Helios-2’s downlink due to lunar occultation. Because the
predicts did not show this event occurring, 1.4 hours of data
were lost which could have been stored on board the space-
craft for future recovery. As a result, the appropriate parties
have been notified and hopefully this type of oversight will
not occur in the future,

A special Helios-2 de-spin maneuver over DSS 42 was con-
ducted on January 16, 1978. Two attempts were required
because the spacecraft’s power regulator No. 1 switched on the
first attempt, causing a maneuver abort,
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On Janwary 27, 1978, the Helios-2 spacecraft pessed
through its fourth aphelion. Giound station coverage was
provided by DSS 42 (Canberra, Australia), The spacecraft was
configured in medium power mode with all experiments on,
except for E-3 and E-9. Overall coverage of both Helios-1 and
Helios-2 for this perind is listed in Table 1.

. Special Activities

A. DSN Mark Iil Data Subsystems (MDS) Update

As reported earlier (Ref. 1), DSS 61/63 (Madrid, Spain)
began MDS implementation on October 16, 1977, The Com-
plex began its test and training phase on January 1, 1978, The
Helios training consisted of demonstration tracks being con-
ducted with DSS 61 (the 26-meter side) and DSS 63 (the
64-meter side). The first demonstration track was successfully
performed on January 14, 1978. A total of six demonstration
tracks were performed with DSS 61/63 with no major
difficulty.

The DSS 61/63 Complex was placed under configuration
control to support all flight projects on January 31, 1978,

On January 15, 1978, DSS {1 (Goldstone, California) was
deactivated for MDS implementation. This Is the last DSN
facility to undergo modification and will complete the net.
work's MDS upgrade. The MDS configuration for DSS 11 is
shown in Figure 1, A report on DSS 11 will appear in che next
article,

B. Support of On-Board and Ground Experimesnts

In the last article, it was hoped that some results of the
Experiment 12 (Faraday Rotation) data analysis would be
available for this article, but this is not the case. As of this
time, no data have been released for publication. As was stated
before, due to the large amount of data collected, processing is
taking longer than expected. As soon as results become avail-
able, they will be summarized in the next sequential article.

Reference

I, Goodwin, P. S., Rockwell, G. M., “Helios Mission Support™, in The Deep Space
Network Progress Report 42-43, pp. 2446, Jet Propulsion Laboratory, Pasadena,

California, December 15, 1977.
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Table 1. Hellos Tracking Coverage

Number
Month Spacecraft S’;‘a;l:n of ’(Fl;x:)cukrisngh;!i:‘n;
p Tracks ' )

Helios } 26 Meter 56 185:14

December 64 Metor 2 60:43
Helios 2 26 Meter 26 191:31

64 Meter 0 0:00

rciros 1 26 Meter 45 332:52

January 64 Meter 2 11:56
Helios 2 26 Meter 42 312:37

64 Meter 7 51;30

ORIGINAL PAGR
OF POOR QUALIFY



€s

STAR

SWITCH
CONTROLLER
1 (S5C)

LINEAR 26~METER
POLARIZER ANTENNA MDA PPR
@ UWV =t TXR = EXC |w=—a»i CMA | l@=s»] CPA I
PPR PPR
t TWMI-}—-. ACVR p—={ SDA 1 [ 55A 1 fa—] TPA L
5 PPR ?
wl 3 (PLAYBACK)
2l <«
2| = DOPPLER
wl w EXTRACTOR
of o {
Zl 2 L ;—EXCITER
ANGLES ol MDA |e
y ANGLE t
ANTENNA DRIVE
MECHANICAL | APS DIs
MANUAL 3
INPUTS SMC
(RA/DEC)

/A\ spu AT DSS 11

Fig. 1. Standard Hellos configuration for DSS 11

RCVR, EXC, APS, etal.

CONTROL

PRINTER/
PLOTTER

MF 1
c g~ JPL

HOST

DST

CMF, CPA, MDA,
TPA CCNTROL

BRI N D e 0 e prrn—— = w;_:w‘ i



DSN Progress Report 42-44

N78-24219

January and February 1978

An Alternate Technique for Near-Sun Ranging

J. W, Layland
Communications Systems Research Section

Measurement of the round-trip propagation time to a spacecraft when the signal path
passes close by the sun Is a severe challenge because of the high noise and time-varying
signal delay encountered, Scintillation in the solar corona widens the spectrum of the
received carrier signal so that it can not be efficiently tracked by the conventional phase
locked receivers of the DSN, A substantial improvement in performance can be achieved
by matching the processing bandwidth to the dynamical conditions of the near-Sun signal
path, This processing can be performed off-line with software after the signal is ops.. ‘oop
digitized and recorded. This article gives a detailed description and estimates the perfor-

mance of such a system.

I. Introduction

Measurement of round-trip propagation time to a spacecraft
when the signal path passes close by the Sun is interesting for
the physics that it measures and for the challenge it represents
to communications, Zygielbaum (Ref, 1) has recently de-
scribed the techniques that are currently being used success-
fully to make such measurements. In the light of his review, it
is incumbent upon us to ask if there are any alternate tech-
niques which can improve the quality of results, The answer
appears to be a substantial yes when we match our processing
bandwidths and probing waveforms precisely to the dynamical
conditions of the near-Sun signal path,

Il. The Receiver Structure

Figure | is a rough block diagram showing the geometry
and the real-time portions of the near-Sun ranging system. The
transmitter portion is identical to that of our current ranging
systems with the possible exception of the range-code band-
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widths, which will be discussed later, The receiver portion is
based upon that of our current ranging systems, but some
operations are deferred to nonreal-time by sampling and re-
cording after the signal bandwidth is reduced to that of tie
spectral spreading caused by the near-Sun environment. Some
items of equipment are needed which are not part of the
current R&D ranging system (MU-II) or the Operational Rang-
ing System. The more significant of these are indicated in
Figure 1,

The receiver Local Oscillator (LO) is Ariven by a pro-
grammed oscillator, or (optionally) by a freguency tracking
loop to place the middle of the received carrier spectrum
essentially at the middle of IF passband. The LO frequency
should be stable enough and precise enough that the band-
width of the carrier signal at IF (as measured from the IF
passband center) is indistinguishable from the bandwidth of
the RF carrier as received, This cannot be accomplished by a
conventional phase locked loop which must have a bandwidth
comparable to the spectral spread in the received carrier.
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Extraction of the carrier reference phase for coherent detec-
tion of the range-code sidebands can be performed in a near-
optimal manner from the recorded quadrature samples of the
carrier signal,

The receiver coder is not rate-sided by the estimate of its
doppler frequency in reas time, so that once synchronized with
the transmitter, it remains so throughout the tracking opera-
tion. The range-code doppler should in all cases be much less
than the spread-carrier bandwidth, so that correction for the
range-code doppler can be applied without loss to the recorded
quadrature samples of the detected range code.

We expect two principal benefits with the nonreal-time
processing: (1) the carrier phase reference for the /P sample
can be extracted from an optimally weighted sum of the jtP
carrier samples for all j in the range i ~ kK €j <{ + k, where the
weighting values, and the memory-limit & depend upon the
autocorrelation function (hence bandwidth) of the received
carrier phase. Since this carrier reference is constructed using
the j*h samples for j > i, as well as for j <i, there is potentially
a 3-dB improvement in the SNR of this phase reference rela-
tive to an ideally matched phase-locked loop which must
depend only upon sigaal received prior to the sample of
interest, i.e., forj <ionly. In addition, the nonreal-time phase
reference need not suffer the 1-dB limiter suppression factor
present in the DSN tracking loops, While such small factors
would not be important if the phase-reference had high SNR,
they add directly to data SNR when the phase reference has
below unity SNR.

(2) The phase of the range coders can be completely
accounted for throughout the tracking pass. This means that if
it is necessary, data from the entire pass can be accumulated to
provide one range acquisition, rather than depending upon a
complete short acquisition falling witliin favorable signal con-
ditions. DRVID can be obtained by postprocessing whenever
the signal is strong enough for the doppler data to be valid,
and strong enough for the received range code phase to be
tracked as a function of time.

Without the rate-aiding of the range coders from doppler
data, the bandwidth of the range code used need only be set
low enough to accommodate changes in group dGelay which
result from charged particle density changes. Were rate-aiding
by doppler to be used, the allowed range code bandwidth
would be reduced by 1/2 to accommodate changes in the
difference between group delay and phase delay.

ill. Nonreal-Time Processing

The equations which follow describe the nonreal-time pro-
cessing. Let the signal as received at the antenna be r(¢):

r(®) = n(t) + asin {w . [t - n())

1)
+mCos (W, - 1) +¢,)+ ¢c}

In Equation (1), n(r) is additive noise, a is signal amplitude,
w, is carrier frequency, n(¢) is the time-varying phase delay, m
is the range-code modulation index, w,, is the range-code
frequency, 1'(?) is the time varying group delay, and ¢,, and
¢,, are arbitrary phase-shifts on modulation and carrier, Let the
code-reference waveforms be unit power sinusoids: vz
{sinfcos } (@,,); and let the carrier-reference waveforms be
unit power sinusoids: V2 {sin/cos } (¢ t). With no code rate-
aiding, @, will differ from w,, primarily by the doppler on
Wy W should differ from w, by the error in predicting
(tracking) carrier doppler.

Only the difference-frequency terms of the cross products
between r(t) and the reference signals will be considered
because sum-frequency terms are filtered out in processing.
The low-frequency terms which appear integrated at points a
and b of Figure 1 are

| 1)
Vg-—cos (m) {ZZ‘S}([(O‘. -]t wn) +g)t {n:s(t)}

03]

The low-frequency terms which appear integrated at points ¢
through f of Figure 1 are

sin

7sin (m) & {°°S}([wm - @, )t w,n0+4,)

sin

. {noc(t)} o {nsc(t)}
n, (r) (1)
The factor £ is the amplitude of the sine-wave fundamental of
a squarewave. If n(¢) can be assumed to be white and Gaussian
with spectral dens:.’ NV, the six noise terms in Equations (2)
and (3) are also white, Gaussian, and independent, with den-

sity N,. By earlier assumption, the bandwidths of the signal
terms in Equations (2) and (3) are the same as the bandwidth

X {“"s} (o, - 0] t- 00 +8) G
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of the spread-carrier, These signals are integrated (or low-pass
filtered) suitably for that bandwidth and then sampled and
recorded for final processing later,

If the one-sided half-power bandwidth of the carrier spec-
trum is 120 Hz, we should be able to recover virtually all of
the signal power by filtering each of the six signals to 250 Hz
and sampling at 500 Hz. Since these signals are composed
predominantly of Gaussian noise, quantization to 8 bits for
each sample is more than adequate, This yields a recording rate
of about 25 kb/s, so that a standard 730-m (2400-ft) reel of
magnetic tape could record in excess of an hour of data, This
record rate could probably be cut by a factor of four, through
coarser quantization or narrow filtering, with only minor
degradation,

For simplicity of exposition in what follows, the sampled
signals will be assumed to be Nyquist-rate samples of both
noise and signal processes. Modifications necessary to account
for the actual spectrum of the carrier are straight-forward and
not discussed. Let ¥, = [w, -~ @.] 4 - w.n (1) + ¢, be the
carrier phase at time t,, W,,.; = [, = @] ;= W, (1) + 0,
be the range-code phase at time ¢;,, and denote the various
noises at time f; by n,;= n,(t,) where x ranges over the
various nojse subscripts in Equations (2) and (3). The sequence
{V,,, } contains the desired range information. The sequence
{¥,;} contains little or no useful information L. cause of the
fluctuations in n(f). The six samples at time ¢; (subscript i
assuined) are

= Vgrcos (m) sin (\Ilc) tn

Bys = Tgcos (m) cos (¥ ) + n,
B, = %sm (m) £ cos (¥,,)cos (¥ )+ n,,

@)

Q

B.s =7 sin (m) £ cos (¥, )sin (¥ ) + n,

N

B, =%sin (m) & sin (¥, cos ) +n,

B, =7 sin (m) & sin (¥,,) sin (V) +
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Information about the sequence (W 0,} can be conveniently
destroyed by taking cross products of the gs.

‘30, = pcc ’ BU + acl ' ﬁ“_,
(%)
B.,l =ﬁ.ﬂ.‘ * 613 + p.” * ﬂlc
Taking expected values,
(0’ V= E sin (m) cos (m) cos (¥, )
(6)

<5;> =;a:/‘? & sin (n) cos (m) sin (¥ )

and if V denotes {n2 ) for any of the noise terms,

2
Variance {8,}=2+ V2 + V" & y £ sin® (m) cos® (¥,)

2
+ V'—;— cos? (m)
)
2
Variance {B;} =224V -%—E’ sin? (m) sin? r,)

(!2 2
+V "5 cos (m)

The B, B; cross products are accumulated for as long as
the variations in ¥, will permit in order to estimate the range
information which is in ¥,,. The amplitude SNR of 8, is

a cos (m) asin (m)
' VIV N/Y4

(a cos (m))* . (a sin (m) §)?
/ 2+ 2250 2

Ecos (V)

cos?® (¥ m)

(8)

while that for p is similar, If the carrier signal is strong
relative to the noise, and the modulation index m is small,
then p, converges to
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' [+

=1
Pe =0V

sin (m) + £+ cos (¥, ) if acos (m) > N2

©)

This result is identical to the comparable result for coherent
detection when a strong carrier is tracked by a phase locked
loop, If the total signal is weak relative to the noise, then p!, is
approximately

' a 2 .
P, =~ (2\/7) » cos (m) * sin (M)

ckrcos(¥,) ifa<<\VV

(10

When a conventional phase locked loop tracks W (t), the
loop SNR, R, should be given by

2 .2
R =na cos® (m)

L T2 an

Where 7 is a correction factor for the relative bandwidths of
the tracking loop and the samples to be recorded (cf. Eq. (4)).
By the bandwidth assumptions, n < I. The information on cos
(¥,,,) is now contained in 8, which has expected value

<5M>~% sin (m) £ cos (¥,) [’l(RL)/IO(RL)] (12)

The modified Bessel functions /,(*) derive from the tracking
ertor of a first-order phase locked loop following W _(¢). The
weak-signal asymptote for the amplitude SNR of 8, is:

3
~ a . . i . 3 2
Pec (2 NIz ) n e sin(m) £+ cos® (m)

(13)
scos (¥,) ifa <<V

which may be very much less than p, for small a. The
nonreal-time processing should thus perform much better than
real-time coherent detection when the signal is weak, and at
least as well when the carrier signal is strong.

IV. Ranging Link Design

Using the receiver structure described above, ranging link
design is completed by specifying the bandwidth within which
the signal must be measured to ensure reliable operation, and
from this and the spectral broadening information, the band-
width of the range code itself. Data from previous solar con-
junctions will be used as a guide,

The three primary degradativi: t+i s are shown approxi-
mated in Figure 2 as a function of » - R/R,, the distance
from the Sun of the signal ray path at its closest approach,
given in units of the solar radius. The approximations shown
are slight over-estimates to actual data for p > 1.7. They are of
dubious value for p < 1,7 where no data was found,

The receiver system temperature increases drastically as the
antenna beam approaches the Sun’s disk. Rockwell (Ref. 2)
developed an approximation to the system temperature in-
crease caused by close approach to the Sun which is

T,

SUN ~ S.6exp {16.3/(o+ 1)}

when written in terms of p. His approximation is conveniently
overestimated by

~1.5 -4
! ~ . -.-P—- . .—B
Tgyy =~ 20 (10) +3 (10)

This form is convenient for graphic display and “calculation”
since it is representable as the sum of straight line segments on
a loglog plot. In Figure 2, the asymptotes are shown for
Tgun in dB degradation relative to a nominal system tempera-
ture of 20 K.

(14)

Spectral spreading data has been presented by Woo
(Ref. 3). This data is for one-way transmission at S-band with
a variety of spacecraft, and a variety of p. The carrier spectrum
is spread by scintillation into an almost Gaussian shape. The
half-power bandwidth of this spread carrier is slightly over-
estimated by the function

- 1.5 - 3.5
B=~2 (IO) +0.25 (10)

This form is again chosen for graphic convenience. In Fig-
ure 2, B is shown in dB refative to 1 Hz.

(15)

Angular broadening of the ray-path from the Helios I space-
craft was inferred by Woo (Ref. 3) at p = 1.7. Assume that this
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measurement is consistent with prior determinations at much
larger p, at a similar “quiet” Sun condition, Then the factor by
which the beam cross-section of the DSN 64-m antenna is
exceeded is approximately

Beam Overspread = 10> X p~ % + 1 (16)

when a ‘moderate’ solar activity is assumed. The S-band signal
power loss due to this beam spreading is shown in dB in
Figure 2.

Amplitude scintillations can also cause severe short-term
degradation, However, most available literature seems to imply
that the overall long-term effect can be almost negligible, so it
is tentatively ignored here.

For the ranging link calculations, the bandwidths of the
spread spectrum of the range code is proportional to that of
the carrier on which it resides, but reduced by the ratio of the
range code frequency to the carrier frequency. For two-way
S-band transmission, the spectral spreading should be V2 times
that for one-way S-band transmission.

For two-way S-band up/X-band down transmission, the
spectral broadening takes place almost entirely on the S-band
uplink. The received X-band carrier bandwidth will be 11/3
times that of the one-way S-bund link as a result of the
multiplication to the S-band frequency in the transponder.
The range-code bandwidth will be essentially the same as for
the one-way S-band link. The angular beam-spreading loss,
which pertains to the down-link only, is reduced for X-band to
(3/11)? times its S-band value,

An example link calculation has been carried out using
power assumptions pertinent to the recent past Viking solar
superior conjunction. Then, the undegraded down-link carrier
power was approximately - 143 dBm, and the ranging sideband
power was approximately - 153 dBm. These ranging sidebands
consist mostly of a turned-around copy of the uplink range
code whenever the S-band uplink is suitably strong relative “7
thermal noise at the spacecraft. Using these parameters, and a
“strong uplink”™ assumption, the ranging link SNR is as shown
in Figure 3 as a function of p for a two-way S-band link. Only
the straight line asymptotes are shown, The ranging sideband
power-to-noise density ratic (P,/N,) is shown in dB-Hz. When
the solar impact parameter p is moderately large (p > 10), this
ratio is approximately the same as it is far from the Sun. As p
decreases below 10, the increased system temperature and
beam-spreading losses cause severe degradation. The carrier
sample SNR (P,/Ny*Ws) is shown in dB. The sample band-
width is the two-way counterpart of the half-power bandwidth
displayed in Figure 2, so that there is a 3-dB direct signal
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power loss incurred. As p decreases, the increase in sample
bandwidth joins with increased system temperature and beam
spreading losses to degrade the SNR as shown, The detected
PN, is that to be obtained through the quasi-coherent
scheme described above, as represented by Eq. (8).

A ranging measurement SNR of +20 dB can be achieved at
p = 1.85 by filtering this measurement to 10~2 Hz if signifi-
cant power is not to be lost, From Figure 2, the half-power
bandwidth of the S-band (2.3 X 10% Hz) carrier at p= .85 is
19.5 dB-Hz one-way (21 dB-Hz two-way). This spectral spread
on a range code of 105 Hz or less will fit within a 10~2 Hz
measurement bandwidth. For an S-band uplink/X-band down-
link, the ranging link is as shown in Figure 4, as a function of
p. This link appears to be operable at a somewhat smaller value
of p than the two-way S-band link because the carrier band-
width expansion due to frequency multiplication to X-band is
more than counterbalanced by the lessened degradation of the
X-band downlink.

The value of p for which ranging appears to become un-
workable is in the vicinity of 1.8 to 1.9 with the assumptions
used. The actual value will vary from this depending upon the
activity level of the Sun, and the validity of the various
assumptions and approximations. In particular, the assumed
“strong” uplink is probably also degrading as p decreases, and
this degradation would be reflected in a reduced P /N, in the
downlink. This effect needs to be examined, but should not
dramatically change the threshold value for p.

For conventional phase locked loop carrier tracking and
coherent detection, and the assumptions of Figure 3 and Fig-
ure 4, the value of p for which ranging appears to become
unworkable is in the vicinity of 2.0 for both S/S and S§/X
ranging links. In fact, the closest range point achieved to date
was at p = 2.0 (< SEP=0.55°) using the conventional DSN
receiving equipment in conjunction with the Mu-il ranging
system (Ref. 1).

V. Signaling Strategy

In practice, only a part of the ranging signal energy can be
placed into the highest {requency code fo be used. The
remainder must be transmitted as lower frzquency tones in
order to resolve ambiguities in the measured range ‘to at least
the a priori uncertainty in that measurement, Suppose that
overall one half of the signal energy is to be allocated to the
highest frequency code for which spectral spreading is within
the measurement bandwidth, and the other half allocated to




resolving ambiguities. This can be achieved conveniently in a
sequential component system by dividing time into equal-
length segments, e.g. 30 sec, and using every other segment for
the high frequency code component, A signal received in
several segments can be combined together as allowed by
spectral spreading of that code component, and as needed
from SNR considerations.

The remaining segments should be allocated to lower fre-
quency range code components such that the entire measure-
ment strategy is robust in the face of larger-than-expected
variations in the plasma delay, and such that the a priori
ambiguities can be resolved reliably. Let C'; denote the highest
frequency code component, and let C, be assigned to all
even-numbered time segments. Two feasible signalling strate-
gies for the odd-numbered segments are as shown in Table I,
under the assumption that ambiguity can be resolved with
only five code components. Note that at no time is a code
“chopped” by a higher frequency code. The linear strategy is
analogous to an acquisition as performed by current ranging
systems, while the logarithmic strategy should be somewhat
more tolerant of unexpected delay variations.

VIi. Discussion

From the information in the preceding sections, it is clear
that we can improve the performance of near-Sun ranging
operations by quasi-optimal dete-tion techniques that are pos-
sible with nonreal-time processing. This improvement would at
least manifest itself by an increase in the reliability with which
range data is obtained when the spacecraft signal passes to
within a few solar radii of the Sun. Optimistically, we may be
able to reduce the value of R at which ranging is accomplished
to about 1.8 solar radii.

As dual-frequency range is a measure of the total charged
particle content in the signal path, and the concurrent doppler
or spectral spreading data provide a measure of the variations
in that charged particle content, we will be testing very close
to the Sun the often used assumption that the total charged
particle content of the solar corona is directly proportional to
its variation, Furthermore, since the data acquisition process
“just runs” without the hectic scheduling activity normally
assocjated with near-Sun ranging, the amount of operational
trauma associated with solar-superior conjunction experiments
should be greatly reduced.
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Tabte 1. Signalling strategies

Time segment No, 1 3 5 7 9 11 13 1§

Linear strategy ¢, ¢ C, C -+ + REPEAT -+

Logarithmic strategy C, C; C, €, C, €, C, C;-+*
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In very long baseline interferometry (VLBI) applications, the measurements of
geophysicallastrometric quantities and clock synchronization are degraded by unknown
and unstable phase effects due to instrumentation. Most of these phase effects can be
removed through the use of a tone generator that injects near the front of the
instrumentation a set of tones derived from the station frequency standard. When
properly used, such a calibration technique will not only remove post-injection
instrumental phase instabilities, but will also allow absolute calibration of interferometer
phase so that clock synchronization is possible. As implied, these advantages of the tone
generator pertain only to instrumental effects after the injection point, This report
presents a nonrelativistic mathematical model to describe the calibration signal, its
processing, and its use in removing instrumental effects from interferometer phase.

I. Introduction

In very long baseline interferometry (VLBI) measurements,
the measured delays are corrupted by unknown and unstable
phase shifts due to instrumentation. Such phase effects can
degrade the accuracy of geophysical measurements and com-
plicate measurements of clock synchronization. Most of these
instrumental effects in VLBI measurements can be removed
through the use of a phase calibrator. The commonly used
approach, pioneered by A. E. E. Rogers (Ref. 1), is to inject at
a point near the front of the instrumentation a calibration
signal consisting of a set of tones, equally spaced in frequency
and derived from the station frequency standard. When
properly used, such a calibration technique will not only
correct for system phase instabilities, but will also allow
absolute calibration of interferometer phase so that clock
synchronization is possible. Phase calibration hardware, suit-
able for use in the Deep Space Network, is currently being

developed at the Jet Propulsion Laboratory in Division 33
(R. L. Sydnor’s group).

It should be noted that the aforementioned advantages of
phase calibration pertain only to instrumental effects after the
calibrator injection point and that other measures must be
taken to account for instrumental effects before that point.
This report will ignore the important issue of calibration
before the injection point.

As implied above and indicated in the text, the goal of
phase calibration is to remove from the phase all instrumental
effects after the injection point so that the measured values of
deiay and delay rate are left in their ideal form: a sum of
geometric delay and clock offset terms. (For simplicity,
transmission media terms will be ignored). In this report, a
nonrelativistic model is developed to describe the tone signal,
its processing, and its use in removing instrumental effects.
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The sections dealing with phase anaiysis are similar to an
analysis by Fanselow (Ref. 2), but are more detailed, Further,
material has been added that deals with clock modeling, tone
amplitude, and tone SNR.,

The sections in this report have been organized as follows:
Section Il models the calibrator signal including power level,
clipping, tone-stopping, and stopped-tone SNR. Section Il
presents fundamental definitions in clock modeling. Section
IV develops a detailed model for the amplitude and phase of
the calibrator signal in terms of basic instrumental effects,
Section V presents a heuristic derivation of interferometer
phase in terms of basic instrumental effects, Section VI
demonstrates formally how the calibration process removes
instrumental effects from interferometer phase. Section VI
summarizes areas where work remains to be done.

Il. Phase Calibrator Signal

This swction treats the phase calibrator signal and includes
an analysis of: (a) tone power (b) the effect of bilevel clipping
on the recorded signal (c)tone stopping (d)stopped-tone
SNR, Since it is not necessary for these topics, this section will
not decompose tone phase and amplitude into more funda-
mental quantities but will treat each of them as a single
variable, Section IV will deal with the more complicated
problem of expressing tone amplitude and phase in terms of
contributing instrumental factors.

The phase calibrator injects near the front of the instrumen-
tation an equally spaced set of tones that have all been derived
from the same frequency standard. The phases of these tones
are expected to be stable at the 10-picosecond level and
calibrated absolutely to the nanosecond level. Each channel
bandpass will probably contain more than one tone, but
determination of the optimum number will require a thorough
study of bandpass characteristics, a task outside the scope of
this report. The calibrator signal will be injected into the
system at a low power level and thus imbedded in the radio
source data, The Mark 11 system digitally records the signal in
a bilevel mode at 4 Mbits/sec. Each tone will be extracted at
the correlator by mixing the bit stream digitally with a
frequency that closely approximates the baseband frequency
for that tone.

The analog baseband signal (before clipping) can be
represented in the form

V() = S(t) + /T, W(1) )
= Z A, cos¢ (Nt VT, W) )
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where the calibrator signal (S) has been decomposed in the
second equation into its constituent tones, As implied above,
the baseband phase (¢,,) of each tone will be essentially linear
in time. We have normalized the noise term W, which contains
both system noise and radio source noise, to unity [i.c., <W?>
= 1}, The factor T, is the (average) system temperature
coniributed by W,

Total power of the signal will be given by
T 2
Pa<V>—2ZA"+1; 3)
n

If we specify total calibrator power relative to total noise
power, we can express the tone amplitude in terms of T, That
is, if the ratio of total calibrator power to total noise power is
€, then the ratio (SNR) of tone amplitude to rms noise voltage
becomes

Ze
“VN, @)

E]S

where N, is the number of tones in the passband, and A is the
(virtually constant) tone amplitude within the passband. (It is
unnecessary for our purposes to resolve the minor ambivalence
involving tones on the bandpass edges.) We currently plan to
keep the total calibrator power low — say, 2% of the system
noise. Thus, if there are 3 tones in the passband, the SNR for a
tone becomes

2 X002

A
VT, 3

0.12 (5)

(For thy sake of numerical example, we will assume a nominal
system wiihh 2 2% power level and 3 tones/passband. It is
outside the scope of this work to determine optimum values
for these porameters.) It is worth noting here that this
“single-sample” SNR is lyrge coninated to typical intercon-
tinental cross-correlation amplitudes, which are usually in the
range 0.001 to 0.04, The tone SNR in Eq. 4 will be modified
slightly below when two-level sampling is taken into account
and will increase when many bits are collected in the
tone-stopping process,




The maximum value of the total tone signal S will ocuur
whenever all tones are in phase and is given by

S

max

JT \f”" ©

This maximum value occurs, of course, every time a calibrator
pulse (sce Section IV) reaches the recorder and equals about
0.35 for the example above, (The pulse width at baseband is
approximately equal to inverse of the system bandwidth when
a number of tones are in the passband.)

We are now_prepared to analyze tone-stopping in the
correlator, Let Vk be the recorded signal at time 7., where the
tilde denotes bilevel sampling. For a given station the
correlator will counter-rotate (tone-stop) a given tone as
follows

N
|
.m = N—kz le exp ”iwnk ™

where ,,, is the model phase for the nth tone at time ¢,.. (In
this report, we will not take into account the fact that the
Mark 1! correlator uses a trilevel quantized model for the
stopping sinusoids. Such trilevel quantization has only two
minor effects: a slight decrease in SNR and a change in
stopped-fringe (or tone) amplitude. In tone analysis, these
changes are not significant in most applications. However, if
absolute calibration of tone amplitude is desired, this
amplitude effect must be considered. Overall phase is not
affected by such quantization.)

We will now calculate the expectation value of the stopped
tone given in Eq. 7. Unlike interferometric cross-correlation
where both the signal and noise are random, the tone signal is
deterministic and the “noise” W(¢) is random (see Eq. 1). The
expectation of Eq. 7 becomes

Ny

<r!>l> exp (=i y,,) (8

The expectation for a single sample point Vk can easily be
calculated as follows:

<P> = f Q()P(V)dV ©

- -]

where

gW)=+1,¥V>0
=-1, V<0

and where the probability distribution of ¥ (about §)is given
by

PV)=

v A (10)

The tone signal S is defined in Eq, 1, This integral can be
shown to equal

<¥> ff oxp (-22/2) dz
L s s,

Jrlomslen) o] o

n\/'i‘:

if one neglects higher order terms. As indicated above, the
maximum of S//T, in our nominal systein will be about 0.35
so that the maximum of the cubic term will be of the order of
2% relative to the first term (before tone stopping). This cubic
term can be represented as a sum of three-tone beat notes.
During tone-stopping, a given three-tone beat note will clearly
be reduced to an nsignificant level provided it possesses a
different frequency than the original tone frequencies, If this
last condition is not satisfied, a given offending three-tone beat
note in a system with A/\/T—: =0.12 would fractionally
contribute in amplitude:

an

(13)

A 2
1 1 n
— £ 0.0003 (14)
8§ 6 (~/T' ’)

or 0.03% to the tone under consideration. Although this is not
much by itself, many equally spaced tones can generate many
three-tone beat notes equal to a given original tone frequency.

(1]
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Thus the combined effect might be non-negligible when there
are many tones in the passband. This problem will desesve
more thorough study if many tones are ever used,

Based on Eq. 13 and the decomposition of § in Eq. 2, the
stopped tone in Eq. 8 thus becomes

<Vp> = exp lie, - ¥,)1  (15)

\/"\/"

if we assume the other tones sum to negligible levels, The
phase difference ¢, - ¥,,, presumed to be nearly constant, is
the phase difference at the middle of the sum interval, (We will
assume stopped-tone frequency is negligibly small. If it is not,
there are straightforward, simple ways to overcome the
difficulty).

The noise on the 'stopped tone due to system noise can be
calculated as follows:

2
0} = <(V,’; - <V;;>) > (16)

where VR is the real part of the stopped tone in Eq. 7. Using
Eq. 7, one obtains

(17)

- <'l>lk> <?’JQ>] cos ¥, cos ¥, o

These expectation values can be evaluated to obtain

| 2
O?, ~'§'/V'- [l +—1;T;R(T)008277V"T ] (18)
0

where R(7) is the bitstream autocorrelation function, and v, is
the baseband frequency of the n*h tone. The derivation of this
expression assumes that interbit correlations of system noise
are small. The first term represents the noise that would be
present if there were no correlation between bits, The second
term accounts for small correlations between bits and will be
of the order of 10% or less, but the exact size depends on the
shape of the bandpass, the sample rate relative to bandwidth,
and the value of the baseband tone frequency v,,. Note that, if

]

the small second term is neglected, the tone noise is the same
for all tones,

We can now calculate the stopped tone SNR using Eqs. 4,
15, and 18, The SNR will be defined as the maximum
amplitude (modulus) of the stopped tone divided by the rms
nolse:

NG \/7‘: o, (19)

SNR = — (20)

where we have neglected the small interbit-correlation term in
Eq. 18, In analogy with fringe phase calculations, the system
noise error in the calibration phase will be

a¢=SNR” (SNR>>1) @y

The following example will help illustrate the size of the
system noise error in the phase calibrator corrections, As
assumed above, suppose we have a 2% total power level for the
calibrator signal with 3 tones across the passband. When 4
seconds of MKII data (record rate =4 Mbs) are reduced for a
given tone, we obtain from Eq. 20

L /2X.02X4X4X10°

=~ 1 2
SNR 3 260 (22)

The associated phase error will be

0y wa-ga-md = 0.0006 cycle (23)

This phase error would be the system noise error in the
phase from one tone. When fringe phuse is calibrated, a
number of tones (N, ) in the passband will probably be used,
in which case the system noise error in the overall phase would
be

(/] N
¢ \/N“ 2N e N, “




For our numerical example, the overall phase error becomes

01 % 0.00035 cycle (25)

if all 3 tones are used, For a 40-MHz spanned bandwidth in a
bandwidth-synthesis delay measurement, the corresponding
delay error will be

\ff X 0.00035 cycle 0.36 cin
0= 30 MHz = 0.012 nsec = a— (26)

The factor of /2 is a result of the combination of two
channels in the BWS process.

lil. Clock Mode!

Before proceeding to detailed calibrator analysis, it is
advisable to specify some rather trivial time-keeping terms that
are a potential source of confusion if left undefined, First, we
will define the following symbols:

¢ = true (universal) time

station (universal) time (station clock)

-~
i

true oscillator frequency (in terms of true time)

€
"

nominal oscillator frequency (e.g., S MHz)

€
n

The phase ¢, of the station oscillator is the quantity that
physically exists and is measured for the purpose of timekeep-
ing. By definition, the oscillator phase at the selected clock
reference point will be given in terms of true time and
frequency by

¢, = w, (t-1) Q@7

where ¢, is a reference time. By design, clock synchronization
will be referred to this point.

When the phase ¢, of the station oscillator is measured at

this point, station time can be operationally defined and
determined by

1= ¢o/ We (28)

We assume here that ¢, is zero when ¢, is zero. This is possible
since a particular zero crossing can be defined to be UT =0,

If the nominal frequency Is related to the true frequency by
Wy = w, +Aw, (29)

then station time Is related to true time by

=147, (30)

where the clock error 7, for that station Is given by

ch
T, ™ -—ch (t-t)-1,

&1}

Usually the difference between w,, and w,, is small, less than a
partin 1014,

The following analysis will use some simple time relations
that should be explicitly specified. Let 1, represent the time
marked ofi’ on the tape by the bits at station j and let Ty
represent the cabic delays, etc., from the clock to the sampler.
Then bit tithe is related to station time by

o =ty Ty (32)
und, based on Eq, 30, to true time by

Toy =1y ¥ Ty (33)
where

rb, = Tci - 'rr/ (34)

{We should note here that we have simplistically assumed that
the timing signal for the sampler originates at the clock
reference point discussed above. The fact that this will not
necessarily be the case is not important as far as phase
calibration is concerned. A separate point of origin for the
sampler timing signal would simply result in a different value
for timing signal delay 7,. As we shall see, 7,, whatever its
origin or value, is removed in phase calibration,)

IV. Detailed Model for Tone Amplitude
and Phase

In this section, calibrator phase is broken down in
terms of the'various effects that enter the calibrator signal in
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transit from the clock through the instrumentation and then
through the data reduction procedure. Since the analysis will
be based on an “ideal” model for the system, extra effort
might be required to account for some deviations from ideal
behavior. It is beyond the scope of this report to assess all
complications — as we shall see, even the analysis of the ideal
system is fairly involved.

The analysis that follows develops the mode! for the
calibrutor signal in the following sequence: it models effects
on the signal {a) from the clock to the injection point, (b)
from the injection point to the recorder and (c) through the
data reduction procedure. The simplified block diagram of the
instrumentation shown in Fig. 1 will be useful in tracing the
signal through the instrumentation.

First, for step (a), the phasc »f the signal at the clock
reference point (i.e. the output of the cable stabilizer in Fig, 1)
wili be given in terms of true time and nominal frequency by

¢, =w,(t+T,) (35)

as indicated by Egs. 28 and 30. We have chosen to represent
calibration phase in this way since a) the clock error 7, is
explicitly shown b) true time ¢ is a scale common to toth
stations, and ¢) tone frequencies will be calculated by the
correlator operator on the basis of the nominal frequency w,.

he clock signal will experience a cable delay (7,) so that its
phase entering the tone generator will be given by

b, =w(t+7,-7,) (36)

he “ideal” tone generator will detect the zero crossiiigs of the
input signal and convert the positive-going zero crossing into
rectangular pulses as schematically indicated in Fig. 2. We
currently plan to make the width ('rp) of the output pulses
equal to about 20 psec. Different (slower than w, =5 MHz)
repetition rates will be obtained by blanking pulses. For
example, by passing every 10th pulse, the pulse repetition rate
would be 500 kHz. The passed repetition rate will be denoted
by w),. As indicated below, the tone frequencies will be the
harmonics of th fundamental repetition rate wp-

In practice, there will be deviations from the ideal
waveforms shown in Fig. 2, deviations such as delays, phase
shifts and an amplitude distortion, arising in both the tone
generator and connecting eclements. For example, we have
assumed that a zero crossing is at the center of a rectangular
pulse. In practice, this is not necessarily precisely the case but
can be accounted for. Further, the pulse shapes will not be
perfect rectangles. This report will not consider such devia-
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tions bu¢ will note that most of these effects can be formally
included by making a complex Fourier expansion rather than
the cosine expunsion presented below. However, we will note
here that z constant deviation from rectangularity will cause
clock synchronization measurements to be biased by a
constant error that is less than the pulse width. Further, a
constant deviation will cause no error in geophysical/
astrometric measurements.

The ideal calibrator signal in Fig. 2 can be Fourier
decomposed to give

S =C¢C i Fp(wn)cos fw, (t+7,-1)] 37

n=1

where, for simplicity, we have neglected a constant term that
is of no importance due to subsequent filtering. The tone
frequency w, is a multiple (n1wp) of the nominal pulse rate
wp. The function F, is the Fourier transform of an individual

p
rectanguler pulse and is given by

- sin w'rp/2 )
FP (w) = wrp/2 (38)

Note that the phase of the Fourier components is consistent
with the placement of the positive-going zero crossings at the
rectangle centers. With a pulsc width of 20 psec, the tone
amplitude at X-band (8.4 GHz) will fall off to about

(w,7,/2)

~ (39
c 0.95

Fp(wx)zl-

or a loss of about 5% relative to the maximum amplitude at
lower frequoncies. The amplitude change across the passband
at S- or X-band will be even smaller. For example, if the
passband is 100 MHz, the amplitude change will be about
0.1% across the band at X-band. Thus, changes in tone
amplitude across the passband due to pulse shape appear to be
negligible.

We are now prepared to model effects on calibrator phase
in transit from the injection point to the recorder and then
through the tone-stopping process. As indicated in Eq. 37, the
tone phase at the injection pnint will be given by

¢, =w,(tt1,-7,) (40)




We have not explicitly represented the small delays from the
input »f the tone generator to the injection point since these
can be included in 7,,,

After injection, the signal at station / passes through va "“us
filters and is heterodyned to baseband under the combmned
effect of various mixing signals. The phase effects of all of the
intervening components can be divided into three major
categories. First, the overall effect of the mixing signals can be
described as one total mixing signal, to be represented by
Wy, 4yt by where wy,; is the total mixing frequency and ¢,;
ascounts for a constant phase term as well as vardations in
mixing phase that are nonlinear in time, All group delays,
including effective group delays through filters, will be repre-
sented by one total delay 7,,. All phase shifts (except those
from group delays) will be represented by one total shift by
Given these definitions, the tone phase at baseband will be
equal to the injection phase (Eq.40) combined with these
three terms:

¢nl(’bl) = wn(’] + Tt]) - whl ’i b ¢hi - wu le - ¢li(wn)

@n

where

Ty =Ty Ty (42)

tj cf

and where ¢, is the true time corresponding to bit time Iyje
Fig. | schematically shows these modifications to calibrator
phase on a step-by-step basis as the signal progresses through
the instrumentation from clock to recorder, For clarity,
however, the block diagram has been simplified to involve only
one element of a given type and token phase shifts and group
delays. Nevertheless, Eq. 41 is quite general if the variables are
properly defined to account for lumped effects of all the
clements in an actual system. At the correlator the operator
will use a best estimate for the bascband frequency of cach
calibrator tone to separately **fringe-stop" each tone in a given
bitstream. That is, in effect, the correlator will subtract from
the phase of the #*# tone the phase

lJlnl = (wn - w;xi) tbl (43)

= (w, -~ W, PIGREN /) (44)

where wy,; is the best (nominal) astimate for the heterodyne
frequency and ¢, is bit time (Eq. 33) at station j.

The stopped calibrator phase (Eq. 15) at station j becomes
Aqbl((“’n) = (ﬁ", b ‘bn/ “45)

= 0)"(7# - Tbl) - w" Tl/ - ¢’/(w") - A¢'ll
(40)

where the “stopped” heterodyne phase is given by
. [
Ay = Wy ¥ by = Wy by @7

This puts the stopped-tone phase in the form we want,
expressed in detail in terms of contributing effects due to
instrumentation and data reduction.

V. Interferometer Phase

This section derives a theoretical expression for interferom-
eter phase that includes most of the terms that enter VLBI
measurements. However, since a full treatment of interferom-
etry theory would exceed the scope of this report, we will
only present a heuristic derivation based on a deterministic
analog model for a single frequency component. As in the case
of the calibrator signal, one can use the schematic block
diagram in Fig. 1 as an aid in understanding the instrumental
effects described below.

When the following sections deal with some instrumental
terms, the same symbol will be used to denote the difference
between siations as was used to denote the single station effect
[e.g. 7. and 7,]. Consideration of the context of the equation
should prevent confusion in interpretation.

Let the radio signal received at the calibrator injection
point at station i be given by

V,= cos(wt + 6) (48)

where ¢ is true time and w is the radio frequency. The
corresponding phase at station j will be delayed by a geometric
delay r;, (referenced to the tone injection points) and will be
given by

V, & cosfw(r - T;) +0] (49)
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As in the case of the calibration signals (Eq.41), the
instrumentation will contribute various phase terms in bringing
these two signals to baseband:

Vyccosler +0 - w,, 1 - ¢y, - wry - g1 (50)

Ve cosfw(t = 1)+ 0= w, 1= ¢~ wrp = ¢, (51)

These signals are then sampled and recorded on magnetic tape

at cach station on the basis of the recorder timing (i.c. bit
time). When the tapes are brought together for processing, the

correlator will offset the signal at station j by a mndel delay
7,, and then multiply the two signals together to obtain

Vi(r,) Vi(’bf tr1, )= (52)
cos [w('rgﬂ'b tr,-7,)t¢ +480, tw

hi T

where

Ao, =W, 4 +¢hl.— Wyt b (53)
TR Ty (54)

=0y by (5%)

T, = l/=rbl.- Thi (56)

and where ¢, is the true time corresponding to bit time r,,, at
station k (see Eq. 33). The relation for #, - ¢, depends on the
corrciator-enforced assumption that nominal bit times are
correct (i.e. £,; = 1,;). In this expression, we have only
retained the difference-phase term in the cosine product rule
since the sum-phase term will possess a high frequency and will
average to negligible levels in subsequent time averaging. We
should note that the reason for offsetting by 7, in the above
product is not obvious in the deterministic single-frequency
derivation described here. A more general derivation would
show (e.g. Ref. 3) that when the signals are derived from a
random breadband process, they must be aligned in time to
produce a correlated output.
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After multiplication, the correlator will digitally hetero-
dyne (counter-rotate or fringe-stop) the product signal
(fringes) and thereby subtract o model phase given by

¢m h/ b w;:llbl+wlli m (57)

The stopped signal will thus possess very low f{requency
(<50 mHz) and can be averaged over relatively large time
intervals (0.1 - 1.0 sec). These stopped and averaged fringes
will be given by

/ . .
Z ’ l('bi) '/(’bj + Tm ) cos ¢m
t

(58)
« cos [w(r;, ATyt -1, )00, A9, ]

where

A¢h = Aq)h/' B A¢)hl

and where we have assumed the sum-phase term averages to
zero. Phase-tracking is then used to extract the fringe phase,
given by

[wf w(T tr, b7, tT - "')+¢I+A¢ (59)

where we have now represented the geometric delay in the
customary fashion, 7/ = 7 + T, This redefines the geometric
delay in terms of arrival times at the intersection of axes
(i.e. 7,) and udds a compensating term (7,) to account for the
difference in pathlength for the radiowave in its actual
propagation to the tone injection point and its theoretical
propagation to the intersection of axes,

VI. Calibration of interferometer Phase

This section demonstrates how the tone phase can be used
to remove post-injection instrumental effects from the phase
measured by the interferometer. As suggested in Fig. |, the
essence of phase calibration with tones is that all of these
instrumental terms (except for 7,) enter the tone phase in the
same way that they enter the radio phase since both signals
pass simultancously through the same instrumentation and are
simultancously recorded by the same recorders. Thus, by
subtracting the tone phase from interferometer phase, we can
remove these instrumental terms.




Phase calibration will be applied as follows, For each
station, tone phase is extracted from the stopped tones given
by Eq. 15 (for example, by computing the inverse tangent of
the ratio of real and imaginary parts). If we difference the
measured tone phase between stations, we obtain

8,(w) = Ag(w) - Ap(w) (60)

which, according to Eq. 46, is given theoretically by

pw)=w(r, +7,-1)+¢ + ag, 61
where
T, = T’i Ty,

We have assumed here that the calibration phase at a given
frequency w can be obtained by interpolation (or some other
process) from the measured phases of the tones. Further, we
neglect small doppler-shift effects, which produce frequency
shifts of the order of a hundredth of a bandwidth but can be
accounted for. When this calibration phase is subtracted from
the {ringe phase (Eq. 59), we obtain

Vw) =¥, 9, ©2)

which is given theoretically by

V(w)= wr tr, tr, -7, -7.) (63)

where we have used Eq.42 to show explicitly the clock-
synchronization offset 7, and the cable delay 7,,. We have now
obtained a measurement of interferometer phase that is free of
the instrumental terms calibrated by tone phase,

Once the interferometer phase has been corrected with tone
phase. one can readily obtain the delay by the bandwidth
synthesis (BWS) technique of taking the difference between
the phases at frequencies w, and w,:

V(w,) - dw,)

T = — (64)
BWS w, - w,
which is given theoretically by
! = - -
TBWS N Tg + Te + Ta Tu Tm (65)

Station calibration will provide measurements of the cable
delay 7, and intersection-of-axis delay 7, so that they can be
removed. The model delay 7,, is very accurately known, of
course, and can be removed exactly. Thus, we finally obtain
the desired quantity —a measured delay containing only
geometric delay and clock offset;

- ! - -
Tpws = Taws ™ T4 + T + T (66)

which is given theoretically by

Taws =Tyt 7,

(67

The clock offset 7, is the only remaining instrumental term.
This term represents the synchronization offset between
station clocks (rc/-fc,) and pertains to the clock reference
points, established by the definition and removal of the cable
delays, 7,,.

(We should note here that the aforementioned DSN
calibrator system will have the capability of compensating
on-site for the cable delay up to the tone generator by
applying a calibrated advance to the phase leaving the cabl-
stabilizer. In this case, 7, in earlier equations would be equai
to the small delay through the tone generator up to the
injection point.)

As indicated previously, certain conditions must be met for
this calibration analysis to be valid. First, the model for the
heterodyne phase must be identical in the model phases used
for fringe-stopping and tone-stopping. The calibrator signal
must possess a low fractional power level. Tone frequencies
must be chosen to handle phase variations across each channel
passband, if such variations are present at a significant level.

In the calibration process described above, a subtle point
has been neglected. Only the fractional part (in cycles) of both
the interferometer phase and tone phase can be determined
when phase is extracted after counter-rotation. The integer-
cycle part of phase can not be determined by this process
alone. Thus, when tone phase is subtracted from inter-
ferometer phase, the subtraction actually denotes removal of
the fractional part of instrumental phase. We can ignore all
integer cycle errors at this point since we realize that there are
integer cycle ambiguities due to delay modeling that must be
resolved later in the BWS process. The BWS process only
requires as input precise values for the fractional part oi phase,
free of unwanted instrumental phase (fractional part). The
integer-cycle part (due to 7, and 7,) is then added in a
recursive process to be described in a later report. The output
is a delay measurement free of post-injection instrumental
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effects. It is a peculiarity of this technique that, even though
delay and interferometer phase can be ultimately calibrated
absolutely with regard to instrumental effects, instrumental
phase, including integer cycles, is never absolutely measured.

Vil. Remaining Work

Some important issues related to system calibration remain
to be considered. For lack of adequate information concerning

system characteristics (e.g., phase ripple and variability), thi
report has made no effort to assess the accuracy with whicl
system calibrations can be carried out. This is obviously
crucial question that should be addressed as soon as possible
Such 1 accuracy analysis would have to consider the approxi
mations, if any, that are imposed by practical consideration
during implementation and will be intimately connected with
the determination of the optimum number of tones and power
level.
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Movre than 320 passes of Viking S-X Doppler data have been used to investigate
columnar content fluctuations in the solar wind from 19 August, 1976 to 28 February,
1977. These data are used to estimate the power spectrum and radial dependence
of solar wind density fluctuations, It is found that: (1) the electron density fluctuations
decline with heliocentric distance as r=1-8 £ 0.1 (2) the power spectrum depends on
fluctuation frequency as v=2-5 * 0-2, These results are used to predict range change as a
Sfunction of time scale and sun-earth-probe angle. Changes of interest for advanced

navigation techniques are found to be likely.

I. Introduction

There is continuing interest in the errors introduced into
radio metric tracking by the solar wind (SW) plasma. In order
to estimate these errors a large amount of Viking S-X Doppler
data measuring the change in electron columnar content has
been analyzed. Because the density fluctuations (DF) are of a
random nature the analysis has been done in terms of the
power spectrum and the changes in spectral amplitude with
heliocentric distance extracted.

A long term goal for the DSN is a predictive model of radio
metric data quality. This analysis is a major first step in
building that model as it provides the large-scale radial and
time variations of the SW plasma. It remains to compare the
residuals from these large-scale models to solar surface and
other SW data to develop the detailed predictive model.

A preliminary report of the present analysis (but with only
half the amount of data) was given in Ref. 1. The major

differences between the findings there are (1) a revision of the
spectral index from ~3.0 to ~-2.5; and (2) a deletion of the
discussion of sunspot cycle effects. It has become clear that a
longer time base of measurements will be needed to discuss
sunspot cycle effects.

The data coverage for this analysis is described in Sec-
tion [I. The analysis procedures are outlined in Section I1II.
Section IV gives the results and discusses the implications for
radio metric data.

ll. Data Coverage

The data coverage for this analysis is shown in Table 1. The
data are given in the groups in which they were'uve.raged to
determine the radial dependence of the power spectrum. The
dates are in the format YYMMDDHH (year, month, day, hour
at beginning of pass). Superior conjunction was taken to be
1976 November 25,00 hours.
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All of the passes used in this analysis were at least 5 hours
long and contained at least 275 points. Thus, some gaps were
allowed, but none exceeding 1 hour, Most of the data were
I-minute samples, but stretches of 10-second data occur in
some passes. The net average sample spacings ranged from
about 55 to 65 seconds. Individual passes lasted up to 12
hours. Near and after conjunction 10-second and some 1 sec-
ond data were obtained in large amounts, Ten second data
from 8 to 15 December 1976 have been included in this
analysis by averaging the data to 30-second sample times and
then treating the data to give the same spectral resolution as
the 60 second passes. The 10 and 1 second data have been
examined and show that the power spectrum continues
smoothly to higher frequencies.

The coverage of one or both spacecraft is often continuous.
When the doppler data overlap, it is possible to continue the
record by continuing to add the change in columnar content at
each step. Records up to 32 hours (typically 15-20 hours) have
been constructed in this way. The spectra from these longer
records have been averaged in the same way as the results
presented here. These data show that the power spectium also
continues smoothly to lower frequencies.

Altogether more than 320 passes of S-X Doppler data
(2 3000 hrs) have been analyzed. These data span 95 days
around superior conjunction and cover the range of heliocen-
tric distances of closest approach of 0.031 to 0.487 AU. Con-
tinuous data records up to 32 hr and sample rates as fast as
1 per sec allow highly reliable estimates of the power spectrum
in the frequency range 1 X 1074 to 2 X 10! Hz.

lli. Data Anaiysis

In order to investigate the columnar content changes under
a wide range of conditions, it is necessary to have an objective
measure of these changes. The power spectra of the data
provide such a measure. The spectra give the mean squared
fluctuation per unit frequency interval in a range of frequen-
cies. Thus, given the power density at some frequency, Py ;(v),
the expected change in the columnar content on a time scale
t, = 1vis

Al(t)) = Py (p)*) 112 (M
where for rapidly falling spectra at low frequencies we have
approximated the frequency interval Av (spectral resolution)
by v.

The frequencies over which one can obtain reliable esti-

mates of the spectrum from discretely sampled records of
limited length are 1/4 At = v > 10/T, where At is the sample
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rate, and T is the length of the record. For most of the data
used here 3 X 1079 Hz & 14 4 X 1073 Hz, corresponding to
times scales of 4 minutes £ ¢, & | hour. The longer records
produced by tying passes together permit the investigation of
time scales of up to 3 hours, while 10-second data extend the
time scale down to 49 seconds (v~ 2 X 102 Hz), and 1-sec
data to 4 sec (v ~ 2 X 10~} Hz).

For some purposes (near-simultaneous ranging or the error
of making uplink calibrations using a downlink-only measure-
ment) the change of the columnar content on various time
scales is of most interest. In other cases (two-station tracking
or single stationi tracking of two separated spacecraft) the
change of the SW density on various cale sizes is more impor-
tant. The latter can be obtained from the former if the SW
velocity is known. A typical SW velocity is 350-450 km s™!.
Since our data have no direct measurement of the velocity,
scale sizes inferred using 400 km s~! could be in error by up
to 50 percent sir e the range of velocities is ~300-700 km s~ !,
The results here are in terms of frequency.

The results below were obtained through the following
steps:

(1) The columnar content change records from each pass
were' autocorrelated to 60 lags (~1 hour). The 10 sec-
ond data were summed to ~30-second intervals and
autocorrelated to 80 lags (~40 minutes).

(2) The cosine transform of the autocorrelation, smoothed
with the Hanning window, was used to give the power
spectrum,

(3) The individual power spectra were averaged in groups
of 5 to 12. The data were grouped by the distance of
the ray path’s closest approach to the sun, Q. The
lowest value of all the averaged points was subtracted
to remove the noise.

(4) The slopes of the averaged spectra were obtained by
hand, A number of estimates were made for each
spectrum to determine the possible range. It is typically
*0.2. Account was taken of the fact that the spectral
estimation program overestimates the power at low
frequencies by a factor of' 2 to 4.

None of the data have been corrected for the change in
ionospheric columnar content. This change is generally 1.5
meters over a pass and so is much less (510 percent) than the
observed changes, except for some pusses in August and Sep-
tember. Neglect of this correction is not thought to signifi-




cantly affect any of the final results. Care was taken, especially
for data taken very near the sun, to insure that slipped cycles
were not addad to the columnar content change. Apparent
columnar content changes greater than 2m/min were never
allowed and in most cases tighter limits were imposed.

In addition to the power spectrum analysis, the individual
and long records were examined for rms variation about the
mean, peak-to-peak change, maximum rate of change, and
character (slope, single or multiple “*humps,” and time scale of
significant change) of the change. The numerical indices are all
closely related to the power speetrum. The character of the
change allows some investigation of changes on longer time
scales than can be done formally with the power spectrum,

IV. Resuits and Discussion

From the general character of the columnar content
changes, especially those seen on the long (tied) passes, one
can see that the power spectra extend to low enough frequen-
cies to pick up most of the important changes. Occasionally,
there are slopes or “humps” with time scales of 8-12 hours,
but these occur only about once per month. At the fastest
sample rates, the character of the columnar content is very
similar, though of reduced amplitude. Thus, the data from the
power spectra provide a fairly complete and realistic descrip-
tion of the columnar content changes for time scales from 2
seconds to several hours,

The spectral index range for each averaged spectrum is
given in the last column of Table 1. The indices were estimated
by hand on plots of the averaged spectra. The average and
standard deviation of the upper and lower estimates are respec-
tively 8, = 2.63 £ 0.18,8, =240 £0.16. The value f=25 %
0.2 will be adopted for the spectral index of columnar content
fluctuations. It is in good agreement with Ref.2 and 3 and
other recent work on SWDF. Examination of averaged spectra
of data records in which passes were tied together to give total
record lengths of 20-30 hr show that this spectral index is
maintained down to » == 1 X 10~% Hz. As discussed above the
spectral estimation program overestimates the power at low
frequencies. This effect is important, (approximately a factor
of 2) at 3 X 10~% Hz for single pass records. Thus, for reliable
results the scaling law v~2:5 should only be applied to P(F2 =
6 X 1074 Hz) data in Table 1.

Data sampled at once per second and once pei 10 sec were
used to investigate the high frequency portion of the spec-
trum. It was found that at the highest frequencies, 1 X 10-2
v 2 X 10-1, the spectrum flattened somewhat to 2.1 g
2.3. Below v = | X 1072 Hz the spectral index remained at 8
= 2.5, Three sets of 1 sec. data (of 6 obtained) showed

discrete spectral features at frequencies of about 1.5 X 10~!
Hz. The periodic (period 2 7 sec) disturbances lasted for about
1 hour in each case. The spectral amplitude indicates columnar
content changes of about 9 X 10?2 ¢m~2 = 8 X 10~4 m(!) of
one-way S-band range change. The explanation of the features
has not been found.

In Fig. 1, the averaged power density 3 X 10~*Hz is plotted
against Q, the distance of the ray path’s closest approach to
the sun. The line through the points has slope 2.6. Note that
the Mariner points generally lie above the Viking points, The
points at large 0 may be biased upward by the ionosphere,
These data overestimate the true spectral amplitude by a
factor of 2.

To investigate the radial dependence more quantitatively, a
computer program was used to find the RMS deviation about a
series of models characterized by a radial exponent, v and an
ellipticity e. The ellipticity was included because the solar
corona is known to be reduced near the poles at sunspot cycle
minimum. The model used was

PO = pO (0.1 AUYR*27)(1 + ¢ sin (Lat))?

scaled obs

)

where Q is the distance of closest approach (column § of Table
1) and Lat is the heliographic latitude of the point of closest
approach (column 6 of Table 1). The parameters which pro-
duce the smallest RMS of the scaled spectral estimates about
their average were ¥ =~0.2 + 0.1 and € = 0.6 + 0.6. The data
show no strong preference for any value of €, but do clearly
show that v is less than 0.

A decline of the spectral amplitudes of Q2 implies (for
an approximately constant radial SW velocity) that SWDF
decline as &n o p~1:820.1 This result is also found in an
analysis of Doppler Noise data (Ref. 3 and 4). It implies that
the relative density cha:uges become larger with radius, (since n
declines at least as fast as »~2), although this conclusion may
be modified somewhat by including the acceleration of the SW
near (r ~ 3 to 30 R, = 0.015 to 0.15 AU) the sun.

The data in Table | are well-summarized by the function

Q -2.6+0.1
= 30
P(,Q) =(4.0 £ 2.0)X 10 (O.IAU)
-2.5£0.2
(3—)(”10_4 ) cm™4Hz™! 3)



where Q is the distance of the ray path's closest approach to
the sun, and » is the frequency of the fluctuations in the
columnar content, for 1 X 1079 gvg 1 X 1072 Hz, 003 Q
£ 0.5 AU, By using Fq. (1), one may easily deduce the rms
change in columnar content from Eq. (3). The result in one-
way meters of S-band range change is

7 \0.75

Q -1,3
al,, (r.Q) 3(0,039 & 0'019) ETKU 10 sec

“)
where 7= 1/v is the time scale of changes.

Values of this expression for several values of 7 and Q are
given in Table 2. The distance scales ¢ in Table 2 are obtained
by multiplying 7 by a typical SW velocity of 400 km s~!

The range changes In Toble 2 could be significant for
advanced navigation techniques. As the data of Table 1 and
Fig. 1 show, the amplituda of the power spectrum is hignly
varfable, Values 2 to 3 times those in Table 2 are possible on
occasion (once per week to onge per month). Furthermore,
peak-to-peak changes between adjucent samples are = 34/,
Thus, overall changes between data points separated in time or
from ray paths separated in space could be 3 to 10 times the
values in Table 2. At SEP angles of 15° one might expect
differences of 1.0 to 3.7 m on alternate range points separated
by 15 min and of 0.03 to 0.1 m in VLBI data on a single
source.

The differences expected in AVLBI will be ~ /2 greater
than those for VLBI of a single source independent of the
sepuration of the two sources in the sky because of the small
error between the two ray paths to each source. The error
introduced into alternate ranging could be significant, while
the SW is virtually eliminated as an error source by AVLBI.
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Table 1. Averaged spectra of Viking S-X doppier data®

. Yo. Q Avg  Avg Obs Obs Days from Sup. Conjunction P(F1), Scaled for P(F2), Scaled for &
First Date Llast Date AVE SC (0.1AU) Lat p) * P(F2) ® F’;rst ulist ! Avg bd(hl) Radial + Lat  Radiai Radial + Lat ®
76062116, Te0820%10, 10, 30, 3,370 3.0 .1376¢30 128029 <95.33 <00,33 <=02.83 _4096030 3688030 37876290 3320020 2.55-2.65
75082708, 76090100, 11, 30, 3.590 3.8 .78Re29 _T10e28 <89.87 =85.00 87,33 _20aae30 1886030 1002020 1082029 2.7 -2.
76090117, 76090016, 10, 30, 4.300 3.8 .108¢30 ,180e29 88,29 <79,33 =81,81 _3c37¢30 3315030 3902029 303029 2.5 -2.7
756090708, 76091016, 6. 30, «.070 8,1 182030 115629 78,87 =75.33 <7700 _2780¢30 253330  .2235629 205229 2.5 -2.7
76090916, 76091522, 12, 27, 3.830 @.3 .690029 ,6a9¢28 76,33 <=70.08 =73.21 _1159e30 107138 1000020 1008029 2.3 -2.6
76091700, 76092121. 11, 27, 3.500 4.8 .84a6e30 .452e29 <069.00 <64.12 <00,50 .0035e30  ,5627¢30 6110020  .S783e20 2.3 -2.55
76101808, 76102721, 8, 30, 1 090 &.2 .229¢3¢ 323030 o37_.07 <=28.13 32,00 _5390¢30 .S5108e30 _7015e29 732629 2.5 -2.75
75102091, 76103111, ®, 27, 3.490 6.2 136031 .103e30 <35,58 <28,58 <=30.08 _237¢e30 227830  _1795e20 3172629 2.3 -2.7
7611010C, 76111320, 9. 30, .90 5.8 ,530e31  .S506030 =28,00 <=11.17 <=17,58 _3252030 .3071e30 3070020 2009420 2. -l.6
76110121, 76110723, 7, 27, ;070 $.9  .00%31  .638e30 =23.12 <=17.12 =20,12 _e704e38  .aS78e30 5022029  ,a790e28 2.35-2.6%
76112619, 70120220, T, 20, _ 280 -22.9 .113¢33 12732 1,79 7.83 &,81 _3780e30 5288030  .8218e29 5806629 2.25-2.35
:ueoeoo. 76121522, 8, 20, 608 12,1  .187¢32 67730 13,60 20,92 16.96 ,0027¢30 ,1002¢31  ,35%4¢20  ,3953e20 2.6 -2.8
5123519, 77010533, ©. 30. :.910 ~10.2 LI1S3e31 21830 36,79 a&1.12 36,96 4839030 5002038  _6708e2¢ 7122429 2.6 -2.8%
77010816, 77010901, 5. 30. 2,000 *10.0 .226031 .205¢30 80,67 45,08 82,85 37130  .87e9e38  _7593e29 795829 2.6 -3.0
7310518, 770108035, S. 27, 2.co0 =10.0 ,57036 .800029 G1.75 &e.12 62,96 2161030 2208030 3833020 3178e29 2.3 -2.
77011100, 77031205, S. 27, 2,280 =9_.7 «857¢30 +515020 7,00 &8.21 av.60 2211030 «2380030 «2891¢20 «2592029 2.8 22,7
77011218, TV011515, 5. 30, 2,300 9.0 12130 112029 €875 SI.75 50,25 0358029  _ee80e2¢  _SAES5e28 6109028 I.35-1.%
T7011823, 77012014, S, 30, 2,620 =92 « 357030 «311029 Sa,% S9,.58 $5,77 281130 <2079e30 «2100020 2.3 -2.45
77013122, 77020818, A, 27, 3,330 <8,0 ,138e3] 282029 7,92 75.75 71,83 1000031 _1610e31  .3386e2¢ 2.35-2.6
77021518, 77022315, 8, 27, 3,870 <6.8 03030 51829 82,75 90,63 86,09 1085031 ,1058e31 ,8021.2¢ 2.3 -2.3
77022200, 770226838, T. 27, 3_070 <«6.3 135030 278420 B8€ g9 95,75 92,37 2028030 2530030 508320 520929 2.1 -2.:

a) Fl-me"Kz

b) F2 =6 x 104112

62

“The scaled spectral estimates have been scaled by (Q/0.1 AU)2-6 andjor (1 + 0.6 sin{Lat)}2 and then divided by the aversge of these factors
{19.46 and 1.19) for the whole data set.
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Table 2. Alm, (7, Q) in One-way S-baid meters.
¢ = 7 x 400 km/ssc

7(sec)= | 3000 1000 100 30 10 3
Rkm)= | 1,276 4¥S  4t4 a4 483 1 94)
O(AU)  SEP Al (M)
05 291686 300 .535 217 0952 0386
10 §71279 122 217 L0881 .0386 0157
18 8.6 | 1.64 J21 .128 L0520 .0228 0092
200 1151113 496 0883 0358 .0157 0064
25 14.5] .846 371 0660 .0268 .0117 .0048
30 1750 668,293 0521 .0211 .0093 .0038
40  23.6| 459 2001 ,0358 .0145 .0064 .0026
50 30.0] .344  .151 .0268 .0109 ,0048 .0019
oF
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A technique is described for measurement of time delay through a feed horn. The
technique consists of measuring the time delay between the input and output ports of
two identical homs separated by a known airpath distance. Ground multipath signals,
which normally produce errors in this type of measurement, were identified and
eliminated by using a time domain technique. Experimental results at 2113 MHz showed

good agreement with calculated values.

I. Introduction

Ground station delays for 64-m antenna Deep Space Sta-
tions (DSS) are currently being calibrated by the Translator
Method. As described in References 1 and 2, the major portion
of the ground station delay is measured Curing pre- and post-
track calibrations by this method. The remaining (smaller)
portion of station delay is calculated and assumed to be time
and frequency invariant. One of the more difficult com-
ponents for which delays are calculated is 2 complex feed horn
assembly. The current feed homn assembly used in the S-Band
Polarization Diversity (SPD) Cone used on 64-m antennas
consists of orthomode transducers, quarter wave plates, mode
generator, and a corrugated homn. Calculated delay values for
these components have been reported in Reference 3. The
monopulse feed homn assembly used in DSN 26-m antenna
systems is even more complex and no simple method is cur-
rently known to the authors for calculating delays of mono-
pulse feeds. The current use of dish-mounted zero delay de-
vices (Ref. 1) for ranging has made it unnecessary to determine

the delay of the monopulse feed. However, it may become
important to determine 26-m antenna monopulse feed horn
delays in the near future for such projects as the VLBI Time
Sync Experiment and VLBI Validation Project.

This article presents a method which can be used to experi-
mentally determine the delay through a feed horn assembly.
The technique was used on simple standard gain horns, but can
be extended to complex feeds.

Il. Test Setup

The method to be described is very similar to the antenna
gain measurement method discussed by Silver (Ref.4) and
Beatty (Ref.5). The method consists of using an antenna
range where two horns (or antennas) are separated by a known
physical distance R as shown in Fig. 1. Figure 2 shows the
actual test setup on the antenna range located on the South
End of the JPL Mesa Facility. The standard gain horns are



mounted on two antenna towers, one of which is rotatable and
can be moved axially on a rail in the direction of the main
beam. The second tower is stationary but permits a mounted
hom to be adjusted in a vertical direction. Both horns were
mounted at a height of 5.55-m above the ground and I-m
above the top of the roof of Mesa Building 212. The horns
being tested are Scientific Atlanta Model (12-1.7) pyramidal
horns, The homs were separated at distances varying from
1524 cm (5 ft) to 16764 cm (55 ft) in 1524 cm (5 ft)
increments, The smallest and largest separation distances cor-
respond to 1.6D?/\ and 17.5D? /A, respectively, where D Is the
widest opening of the horn equal to 36.88 cm (14.52 inch)
and A is the free space wavelength of the test frequency of
2113 MHz.

The basic instrument used to measure delay was a Scientific
Atlanta Fault Locator Model 1691 shown in Fig.3. This
instrument was developed to be portable for field use and is
normally used as a high resolution time domain reflectometer
to locate discontinuities (faults) in microwave antenna trans-
mission lines. For the results of this article, this instrument
was temporarily modified to measure transmission time delay.
The absolute accuracy of the modified instrument is estimated
to be better than *2 ns and the resolution is about 0.2 ns, The
main advantage of this instrument is in its time domain logic
whereby the time delay of the primary (desired) signal can be
isolated and measured separately from the effects of other
undesired signals such as from ground multipath.

Figure 4 shows typicai X-Y recording of this instrument for
horn separation distances of 152.4 cm (5 ft) and »04.8 cm (10
ft).* The recordings show only primary signals because multi-
path signals were at least 35 dB down from the main signal
amplitude in the particular test setup used. The basic measure-
ment technique is described as follows. As indicated by the
block diagram of the test set-up shown in Fig. 1, measure-
ment of the time delay is made of the total system which
includes the delays of the two horns, airpath, cables, amplifier
and the Fault Locator instrument. Then a reference measure-
ment is taken by disconnecting the cables at the input and
output of the coax-to-waveguide transitions and then connect-
ing the cables together with a coaxial adapter or pad inserted
between them. Subtraction of this reference measurement
from the test measurement values results in the delays of only
the two horns plus waveguide transitions plus airpath. After
further subtraction of (1) the airpath delays, (2) the delays of
the waveguide-to-coax transitions, and (3) making a small cor-
rection for coaxial adapters used, then one arrives at the delays
of the two homs only If the two horns are identical, the delay
of a single horn is obtained by dividing the result by 2.

*The use of the Fault Locator in a transmission mode rather than the
reflectometer mode required that the indicated instrument readings be
multiplied by 2 as shown in the table in Fig. 4.

The airpath delays are easily calculable from precise meas-
urements of the physical separation distance R between the
horn apertures using a plumb bob and a steel tape measure,
The delays of the two waveguide transitions are determined by
measuring them separately t the same test frequency by use
of a network analyzer,

Iil. Test Results

Table 1 shows test results of measurements made at 2113
MHz. It can be seen that the horn delay measured at the
largest separation 17.5D2/) does not differ from the measured
vaige at the smallest separation 1.6D2/A by more than 041 ns.
At very close distz.aces, multiple reflections between horns
cannot be isolated by the Fault Locator. Figure 5 shows the
theoretical calculated delay for a single horn at 2113 MHz.
This caiculated delay of 1.39 ns is based on the theoretical
group velocities in the constant and tapered section of the
horn at 2113 MHz. It can be seen that the calculated and
measured delays in Table 1 ar¢ in agreement to within 0.3 ns,

The entire set of measurements was again repeated with
absorbers placed on the ground midway between the horns at
each separation distance. A slight (but non-significant) im-
provement in agreement was obtained between theoretical and
measured values. It was concluded that absorbers would not
generally be needed for most test setups.

Although the Fault Locator instrument is not intended to be
used for accurate gain measurements, relative amplitude data
accurate to *0.5 dB is simultaneously available and can be
used to provide a good cross check on the experimental setup.
Amplitude data obtained from recordings such as the one
shown in Fig. 4, were used to calculate horn gain. For the
various separation distances shown in Table 1, the measured
hom gains agreed to within 1 dB of the theoretical value of
15.95 dB at 2113 MHz.

IV. Conclusions and Future Application

A technique has been presented for the measurement of
time delays of a feed hom. The technique presented in this
article involves the measurement of the time delay of a
pyramidal standard gain horn. This technique can be extended
to make measurements of corrugated standard gain horns,
spacecraft antennas, and most non-dispersive types of complex
feed assemblies used in the DSN. Two identical feeds are not
required if the delay of a simpler horn of the same polarization
has already been determined.

The measurement technique is not necessarily restricted to

the use of a Fault Locator (such as described in this article)
provided that it is already known that the antenna range is free
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from multipath errors. In such a case, a network analyzer can
be used and possibly give more accurate time delay measure-
ments over frequency intervals (spanned bandwidths) of about
20 to 40 MHz, However ir most cases, the sources of ground
multipath and multiple reflection are generally not known and

special time consuming techniques must be employed to
minimize or identify their effects, The Fuult Locator time
domain instrument provides a simple method for quickly
identifying and making a direct measurement of the time delay
of only the desired primary signal to accuracies of about £1 ns,
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Yable 1. Scientific-Atlanta Mods) 12-1.7 Standard Galn Horn
Delay measurement resuits at 2.113 GHz

Horn separation O @ @ @ @

Waveguide
Airpath Net transition Two  Single
RA  delay  measured pair horn horn
R, R, D" 15, dely®  delay, delay,® delay,
ft cm ns ns ns ns ns

55 16764 17.5 5592 60,39 1.44 303 182
50 1524.0 159 S50.84 §5.11 1,44 283 142
45 13716 143 4575 50.02 1,44 283 142
40 1219.2 12.8 40.67 44,73 1.44 262 131
35 10668 11.2 35.58 3945 1.44 243 122
30 9144 96 3050 34.97 1.44 3.03  L.s2
25 762.0 8.0 2542 29.48 1.44 262 131
20 6096 64 2033 24.40 1.44 263 132
IS 4572 4.8 1525 19.11 1.44 242 1.2
10 3048 32 1017 14,03 1,44 242 121
5 1524 16 508 8.74 144 222 L1

3Net delay results from subtracting Fault Locator reference reading
from test reading in units of feet and converting the result into trans-
mission delay in units of nanoseconds,

YDelay of two horns = column @) data — (column @) + column )
data),
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Fig. 2. Test Setup at JPL Antenna Range Facility. Horns are 152.4 cm (5 ft) apart
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Fig. 3. Scientific Atlanta Fault Locator Model 1691 and Recorder
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RELATIVE AMPLITUDE, d8
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NOTE: SINCE THE FAULT LOCATOR
READS OUT IN UNIT OF FT, INSTRUMENT | TRANSMISSION | DIFFERENTIAL
IT IS NOT MEANINGFUL TO READING, ft | DISTANCE, ft | DISTANCE, ft
CONVERT X AXIS VALUES TO
METERS 110.3 220,6 0.0
114,6 229.2 8.6
117.2 234 .4 13.8 -
| | |
50 100 150 200 250

INSTRUMENT READING X, ft

Fig. 4. Sample recording of transmission distance measurument using Fauit Locator
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Fig. 5. Calculated time delay of standard gain pyramidal horn
(Scientific Atlanta Model 12-1.7) at 2113 MHz

89



DSN Progress Repont 42-44

N78-242283

January and Fobruary 1978

An Analysis of Alternate Symbol Inversion for Improved
Symbol Synchronization in Convolutionally
Coded Systems

L. D, Baumert and R, J. McEliece
Communications Systems Rescarch Section

H. van Tilborg
Technological University, Eindhoven, The Netherlands

In the current N (SA Planetary Program Flight/Ground Data System Standard, it s
proposed that alternate symbols of the output of a convelutional encoder be inverted in
order to guaranitee the symbol synchronizer a certain richness of symbol transition.

In this paper we analyze this technique, in particular we characterize those convolu-
tional codes with the property that even if alternate symbols are inverted, arbitrarily long
transition free symbol streams may occur. For codes which do not exhibit this patho-
logical behavior, we give an upper bound on the largest possible transition-free run.

I. Introduction

Many modern digital communication systems derive symbol
synchronization from the data itself rather than from a sepa-
rate synchronization channel, A common type of symbol
synchronizer, and one that has become a NASA standard, is
one that includes a clock whose phase and frequency are
governed by timing estimates derived from the received data,
The performance of this kind of symbol synchronizer depends
in part on the *richness” of symbol transitions in the received
data, An unusuaily long sequence of all 0’s or all I’s, for
example, could cause the local clock to lose synchronization,
and so also data, temporarily.

If the data were uncoded, one possible method of increas-
ing the transition density would perhaps be to add the se-
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quence **+ 10101010 - -+ to the data stream, i.c., by inverting
dlternate symbols, The new data stream would then contain a
long transition-free string only if the original data stream
contained a long alf{zrnating string. Presumably a long alternat-
ing string is less likely than a long constant string, and so this
method would probably have the desired effect.

If the data is encoded prior to transmission, one could again
try to increase the transition density by inverting alternate
symbols, and indeed this symbol inversion is now part of
NASA’s data system standards (Ref.3). And whereas for
uncoded data one can only assert that symbol inversion will
tend to increase the transition density, for convolutionally
encoded data a much stronger statement can be made: Pro-
vided the code does not suffer from a certain improbable
property, there is an absolute upper bound one can place on



the length of the largest possible transition-free symbol run
from the encoder, independent of the data being encoded, For
example, the NASA standard rate 1/2 constraint length 7 has
maximum run 14; the rate 1/3, constraint length 7 has maxi-
mum run 12,

In this paper we shall glve a general approach to the
problem of finding the Jargest possible encoded output of the
form + <+ 10101010+ > « from any convolutional code. In Sec-
tion 2 we will classify all codes which admit an infinite run of
this type; in Section 3 we will give an upper bound on the
largest runs for codes which do not admit an Infinite run; In
Section 4 we work some specific examples; and in the Appen-
dix we collect some known results about convolutional codes
which we need to derive our results,

Finally, a word gbout notation Is needed, The convolu-
tional encoders of concern operate on binary sequences of the
form

a=(a agap )

which, theoretically at least, extend Infinitely in both direc-
tions, The index refers to discrete time intervals. In practice,
however, each sequence **starts” at some finite time; i.c., there
is an index s such that ¢ <s implies a, = 0. The codewords
produced by the encoder are of the same type; indeed some
are also of finite length (a, =0 for £ > m). Using x as a place
holder it is sometimes convenient to write

o ]

o %)

0= 3 4t =Y an
- $

We also use certain algebraic properties of these formal power
series, ¢.g., X" + XU 4 o= xFI(] + x),

Il. Convolutional Codes with an Infinite
Run of Alternating Symbols

Theorem 1. Let C be an (1, k) convolutional code over
GF(Z) with basic generator matrix G. Then { contains a
codeword with an infinite run of alternating symbols if and
only if there exists a litem combination v=[v,,-»+, »,] of
the rows of G such that

0, 1,0, 1]

modulo 1 + x, n even

_ or 1,0, 1,0]
["P Y v"] e

flLox,conx 1] orfx 1,0 1, x)

["l’ Tt "nl . b
modulo 1 +x°, n odd

Proof, We prove sufficiency first, When n is even consider
the codeword produced by the inputs X, =a,/1 +x applied to
each of the generators g, where v= X a,. Afier an initial
transient the output will be v, {1), v,(1),* * +,v, (1) and since
vi(1) S x) modulo | +x the result follows. For n odd note
th.n v,(v) zZx modulo 1+ x2 means that the sum of its even
coefficients is O and the sum of its odd coefficients Is 1,
whereas the situation Is reversed for v,(x) £ 1 modulo | + x2,
Thus after an initlal transient the input sequences X, = a,/1 +
x2 will produce an infinite run of alternating symbols.

We now prove necessity, When 2 is even an hifinite run of
alternatiug symbols results from the juxtaposition of n-tuples
of the form 10,..10 or 01, ., .01, For definiteness, assume the
former occurs, Then, iff a codeword of C contains such an
infinite run, there exists a codeword ¢ and input sequences
Xyoo o Xy, none starting earlier than £ = 0, such that

X ,
toootXg =t ——[1,0,,..,1,0] 520

X8 [ +x

Here g, is the /*" row of G and /1 is an n-tuple of polynomials
(of degrees <s) which describes the initial segment of ¢, Since
G is a baslc encoder, there exists a basis for the moadule of
ntuples of polynomials over GF(2) which is of the form
(g,.H vk 8rays 8y b Let {g! } be the dual basis, i.c., the
g/ are n-tuples ofpolynonﬁa]s smh thatg, g',l =Qunlessi =/
and g;* + g =1, Taking inner products on both sides of the
equation yields

X N
X-hgl+ HO lO]g,-A/fmr;
where A, is a polynomial and ¢, =0 or I. Thus X, g, +- -+

Xy 8y is
K
| 981
IR AL 71100+ 1.0]

/=1

Multiplying through 1 +x and reducing modulo 1 + x yields

Zeg=[10,

1 & , 1, 0] modulo 1 + x
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so this is the vector v as promised,

Similarly, for n odd,

£
22X,g,=h+ X (X, ooyx )
| +x?
X = 41
=4 +
/ i | +x?

where A is a polynomial and ¢; = 0, 1, x or 1 +x. As before,
this yields

XGIS,EJC" {1,%,+x, 1] modulo | +x?

and the proof is complete, [QE.D.]

In the proof above the condition that G be basic was not
required for sufficiency; thus if the congruence is satisfied an
infinite run of alternating symbols does indeed occur in the
code, Note that since the ¢, are restricted at most 2% (resp.,
4¥) linear combinations need be tried when # is even (resp., n
is odd). For modest values of & this is not too large a task.

The case k=1 is particularly important. Here, basic just
means that the n polynomials making up the singlc generator
&; have no common polynomial divisor and the test amounts
to reducing g, modulo 1 +x or | +x2,

It is alsc possible to test for the presence of an infinite
alternating run in terms of the dual code (see Corollary to
Theorem 2 below). Of course one does not usually have a
generator matrix for the dual code at hand, but when such is
available the test is simpler than the one above, for large k. (A
generator matrix for the dual code can always be computed,
however; see the appendix fur this).

Theorem 2. Suppose an (n, n- 1) convolutional code C
over GF(2) is given and f= |f,," -, f,] generates the dual
code, where g.cd. (f,," -, f,)=1. Then there is an infinite
run of alternating symbols in some codeword of C if and only
if

(n even) Efzim Z0modulo 1 +xfora=0ora=1

(n odd) Zf, +xZ, =0 modulo 1 +x?

2i+1
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Proof. Since (f,, "+, f,) = | all codewords of the dual code
are multiples of

o fa0 uo i Loy ey Nataa Saa 0

where d = max (deg f;). Thus it is sufficent to check the inner
products of this cou: vord of C* with an infinite alternating
run.

n even.

«01 010 =0 1010
(a=1) [10/20"30%00 " Iaof 11 a3 T
(2=0) Niofaol50 " Saoli s
ndd:

“01010 10101 01010

(coef. of x)

£16526536 50 ol o s far IS 12 22 52 e

1iof20530%00  Tuof i1 S SaSay

(constant)

In both cases the necessity of the above conditions is imme-
diate. (For n odd the coefficients referred to are a, b from

£f, +XZf,,,, Sax+bmodulo | +x?

On the other hand the above conditions obviously guaran-
tee the existence of a codeword (- + -1010- - -10- - -) extending
infinitely in both directions. However only codewords “start-
ing” at some finite time are of concern and it remains to be
shown that such a codeword is in the code. But this is trivial; it
amounts to using the same input sequences truncated to start
at some time ¢, each preceded by a finite number of initial
symbols which set the encoder’s memory units properly.

[QED]

Suppose an (n, k) convolutional code C over GF(2) with
generator matrix F for its dual code is given. Suppose F is a
basic encoder, i.e., the g.c.d. of its n~ k by n~ k subdeter-
minants is 1, then, if [f,, ", f,] is any row of F it follows

that (f,, -+ f,) = 1.




LetC; (i =1, ,n~ k) be the (n,n - 1) convolutional code
dua! to the itd row of F. Clearly

n-k

c=Mg¢
=1

and the maximum run of alternating symbols »# any codeword
of Chas length L = L(C) < min L(C)).

Corollary. When n is odd an (n, k) convolutional code C
over GF(2) contains a codeword with an infinite run of alter-
nating symbols if and only if every row of a basic generator
matrix F for C* satisfies the congruences of Theorem 2. When
n is even it is further necessary that this be true for the same
value of a (0 or 1).

Note. Suppose n is even and L(C)) = L(C}) = o with a # ]
for C; and a # 0 for C,. Add row j to row i in F; this gives an
equivalent basic encoder which has L(C;) <ee,

ill. Bounds For Finite Runs of Alternating
Symbols

If no codeword contains an infinite run of alternating
symbols the question arises as to the maximum length L of
such a finite run. It is easy to give a bound for L in terms of
the generators for the dual code. From this bound it is possible
to derive another bound (in general, weaker) which has the
advantage that it can be applied directly without knowledge of
the dual (see the Corollary to Theorem 3, below). In Section 4
these bounds are applied to some specific examples.

Suppose [fy,* " f,] is a generator matrix for an (n, 1)
convolutional code C over GF(2) with d = max (deg f}), then

fiofao S iday T Nidhaa Fpa

is its associated bit pattern. Let s be the number of symbols
occurring between the first and last nonzero symbols f}; inclu-
sively. If (fy, . /f,)=1, s is the minimum length of any
nonzero codeword of C and

nd-1+2<s<n(d+1)

Theorem 3. Let C be an (n, n- 1) convolutional code over
GF(2) with generator matrix for its dual code given by
[fis - 1,1, where (fy, - -+, f,,) = 1. Suppose no codeword of

C contains an infinite run of alternating symbols then the
maximum run of alternating symbols in any codeword of C
has length L = s+ n - 2 when n is ¢>#:n or when n is odd and

hx)=Z f,,+x£f,,, =1 +xmodulo 1 +x?

i+1

If nis odd and h(x) =1 or x modulo 1 + x2 the maximum run
of alternating symbols has length L =s + 2n~ 2.

Combining this with the limits given above fo: s yields

nd nd+2)-2 nevenorn odd,
hx)=1+x
<L<
nd+1) nd+3)-2 nodd h(x)=
lorx

Proof. Suppose n is even. Then from Theorem 2 above
Zf3; =L f344, =1 modulo ] +x If there were an alternating
run of length = s + n - 1 it would have s consecutive symbols
which would have inner product zero with the bit pattern of
the f%. This contradicts £ f,, =X f,,,, =E1,50L<s+n- 2.
On the other hand consider an alternating run of length s + n.
Change the first and last of these symbols; the inner products
will be correct provided that they match up with the symbols
L, sand n + 1,-++, n + s Clearly this run can be
extended to the right and the left to form a codeword of C; it
is merely a matter of selecting symbols 1 # ju so that the inner
products are zero. Such a codeword could conceivably extend
infinitely in both directions; however using the same argument
as at the end of Theorem 2 it follows that there is a finite
codeword with an alternating run of this length,

If n is odd then, from Theorem 2, h(x) # 0 modulo 1 +x2,
If h(x) =1 + x the proof above applies, so L =5+ n - 2. If
h(x) = 1 or x then one of the inner products is zero but the
other is not (see the display shown in the proof of Theo-
rem 2). If there were a run of length = s + 2n - 1 there would
have to be a run of s consecutive symbols where the inner
product was zero, On one side or the other of these s symbols
there would have to be n more symbols from the alternating
run of size s + 2n ~ 1. These n symbols together with s - n of
the original s symbols would also have to have inner product
zero contrary to the hypothesis,

So L <ys+ 2n- 2, As above a finite codeword of C can be
constructed containing an alternating run of length , =s + 2n

- 2. It is merely necessary that positions n, -+, n+s- 1 of
this run have inner product zero with the bit pattern of the f.
[QE.D.]
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Recall from the previous section the codes C; [(n, n - 1)
convolutional codes dual to the rows of #, where F was a basic
generator matrix for C*] and the obvious property

n-k

c= N ¢
=)

from which it follows that the maximum run of alternating
symbols in any codeword of C has length L = L(C) < min
L(C,). Suppose L(C;) is finite for at least one value of i, Then
if d is the maximum degree of any element in the " row of F
it follows that

nd+2)-2 neven
LO<LEC) <
nd+3)-2 nodd

Corollary. Suppose an (n, k) convolutional code C over
GF(2) is given with baziz generator matrix G. Let u be the
maximum degree of the & X k subdeterminants of G, Then
either L = L(C) = or

n(u+2)-2 neven
L<
n(u+3)-2 nodd

Proof. Under these conditions C has a generator matrix F
(a so-called minimal encoder for Ct) all of whose entries are of
degree < u. Thus the resuit follows immediately except when
n is even and L(C)) =cefori=1, -, n- k. Here if L is finite,
a finite bound for it can be determined by replacing row i of F
in turn by the sum of row i and rowj, forj=1,--+, n-k(j#
i). Of course, in general, all this work will not be required but
the point is that such transformations do not increase the
maximum degree of the elements of the dual encoder and so
the bound given above is valid here also.

IV. Some Examples
Consider the (3, 2) code C generated by the encoder G;

P ex?ax 1

il

x2 X ax+l X +x?4
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0 x+1 x+1
(mod 1 + x?)

| l X

Note that the sum of its rows is congruent to [1,x, 1] modulo
1 + x2 thus, by Theorem 1, C contains a codeword with an
Infinite run of alternating symbols, As mentioned in Section 2
this conclusion is valid even though G is not a basic encoder (x
+ x2 divides its 2 X 2 subdeterminants), Applying Theorem 2
to the dual encoder F = [x5 +x3 +x2 +x, x3 +x2 4+ 1, x4 +x
+ 1] note that (f,, f5, f3) = 1 and that f, +xf, +xfy =x6 +
x5 + x4 +x2 + x + 1 =0 modulo 1 +x2 so that aguin the
existence of a codeword in € with an infinite run of alternat-
ing symbols is assured. C* does not contain such a codeword
since £ is a basic encoder and F = [1 +x, x, x] modulo 1 +x2,

As a second example consider the (4, 1) code C with
generator F' of its dual code given by

X X Hx+l o x+1l xPex+l
x24x+1 x3 41 x3 x? +1 =
x? x2+x+1 x? x4

Thus each row of F' satisfies the congruences of Theorem 2
for some value of a. But row 1 satisfies the congruence only
for @ = 0 and row 3 only for a = 1. Thus C does not contain a
codeword with an infinite run of alternating symbols. In fact
since the sum of rows 1 and 3 of F'has degree d = 3 it follows
that the maximum run of alternating symbols in any codeword
of C is bounded above by n(d + 2)-2 = 18. A basic generator
for Cis [1 +x2 +x% +x5 +x6 +x7 +x8 x3 +x% +x5 +x9,x
+x7 +x8 x +x2 +x3 +x6 +x7 +x8 +x°] thusu=9and
the Corollary to Theorem 3 gives only the weaker bound n(u +
2)-2=42,

Up to this point the distinction (mentioned in the appen-
dix) between the dual generators F and F' has been over-
Jooked. Actually it is F' that is used in the proofs of Theo-
rems 2 and 3, There is no problem with this because either F
and F' both satisfy the congruences of Theorem 2 or they

B
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both do not. Similarly in Theorem 3 h(x) =1 +x for Fif and
only if i(x) = 1 + x for F'. However if the actual value of s is
to be used to establish a bound the bit patterns of F' should be
examined as s can differ for corresponding rows of F and F',
In the case at hand the sum of rows 1 and 3 of #'has s = 14;
soL<s+n-2=16.

In the example above the Corollary to Theorem 3 was a
little disappointing in that it gave a bound of 42 whereas more
careful examination yielded L < 16. (Even 16 may be tco
high; a cursory examination of the bit paitern associated with
the basic generator for C given above indicates that 13 may be
the answer), When & =»n ~ 1 it is clear from Theorem 3 that
encoders do exist for which the bound given by the Corollary
is tight, In general there are minimal encoders whose codes
have no infinite alternating run but do possess codewords with
finite alternating runs of length nu + k + 1 which compares
reasonably well with the bounds given by the Corollary, E.g.,
consider the (n, k) convolutional encoder

| ! o'
G =

0--~0lpqpqm

where / is an identity matrix of order k- 1 and 0" isa k ~ 1 by
n - k + 1 matrix of zeros,

Here p = p(x) = 1 + x + x4 and for neven q = q(x) = 1 +x?
+x# (u = 3) while for n odd g(x) = 1 +x3 +x# (u=>4).G is
obviously basic and minimal. Further Theorem ! guarantees
that no codeword generated by G contains an infinite run of
alternating symbols. That G generates a codeword with a run
of alternating symbols of length nu + k£ + | can be confirmed
by selecting the inputs X, - - -, X, properly. E.g.,letn =8,k
= 4 and u = 3 then the bit pattern associated with the bottom
row of G is

00011111 00010101 00001010 0001111

Soif Xy =1+x2 +x3(=10110")and X, =x +x? +x3 +
x4 with X; = X5 =0, the codeword generated by G is

00011111 01010101 01010101 01010101 OlOLID .-

which starting with its 8th symbol has an alternating run of
length 29 = 8 + 3 + 5, Obviously X,, "+, X,_, can always be
adjusted tn fill in the first £ = 1 symbols of each block of n
symbols in the proper fashion. So the input X, is the critical
one. For n even, k even and podd X = 1 +x2 + x4+ 4
xk=1 + x#, Similar formulas exist for the other cases-when # is
odd these vary with 4 modulo 4,

As final examples consider the NASA Planetary Standard
encoders of rates 1/2 and 1/3 (Ref. 3). Here G = [g,, g,] or
lg,,85,85] withg, =1 +x2+x3+x5 +x6,g, =l +x+x2 +
x3 +x6, g5 =1+x+x2+x%+ x5, These both are basic
minimal encoders which do not possess infinite alternating
runs in any codeword as Theorem | casily shows. (Note that
(8., &3, &,] and [g,, g3, g,] do possess such runs, thus if
infinite alternating runs are to be avoided the outputs in [g,,
&,, &3] must be interleaved properly). For the rate 1/2 code
the Corollary of Theorem 3 yields L €2 » 8 - 2 = 14 and
Theorem 3 itself guarantees the existence of finite codewords
with alternating runs of this length, since s = 14 in this case,
The rate 1/3 code has a dual generator F' given by

x 1+x2+x? 1+x+x2+x3\h(x)=1+x

1+x+x? hix)=0

Apply Theorem 3 to the first row of F'. Heres= 11 s0 L <s+
n - 2=12. A finite codeword with an alternating run of length
12 is generated from G by the input X, =1 +x +x2 + x4 +x7
(=-++0111010010 - - -); so this bound is achieved.
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Appendix
Convolutional Encoders

Proofs of most of the results mentioned here may be found
in Forney (Ref.1). Computations are restricted to GF(2);
however everything is easily generalized to any finite field.

A k X n matrix G of polynomials g,; determines a rate k/n
(k < n) convolutional encoder with input sequences X, (i =
1,*++, k) and ouiput sequences Y, (/= I, - * +, n), where

k
Y, = ’_Zl X g,

provided that G is of rank k. These output sequences Y, are
interleaved to produce a single codeword

Yy Y, Y Y

TRETEAARFTR fTR{

22" "t

The collection of all such codewords (i.e., the “row space” of
G) is the rate k/n convolutional code generated by G. Such an
encoder may be realized by k shift registers the ith of which
contains »; memory units where ¥, = max (deg g;,); v, is called
the constraint length of the ith register. This is said to be the
obvious realization of the encoder G and thus requires v = X v,
memory units in all (v is the overall constraint length of the
realization).

Two convolutional encoders are equivalent if they generate
the same code. An encoder is called basic if there is no
polynomial A (deg # = 1) which divides all the k X k subdeter-
minants of G. Basic encoders do not suffer from catastrophic
error propagation and thus they are preferred over others,
Fortunately every code can be generated by some basic
encoder, l.e., there exists a basic encoder equivalent to any
given encoder G.

In general a basic encoder that has maximum degree u
among its & X k subdeterminants requires at least 4 memory
units for its implementation. Sometimes it requires more.
When u is obviously sufficient, i.¢, when g = Z v, the encoder
is said to be a minimal encoder. Since equivalent basic
encoders have the same value of u, a minimal encoder requires
as few memory units as any equivalent basic encoder. In fact, a
minimal encoder requires as few memory units as any equiva-
lent encoder, basic or not. Again, every encoder is equivalent
to some minimal encoder. So, theoretically at least, there is no
loss in assuming that any particular code at hand is generated
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by a minimal encoder, (Finding a minimal encoder equivalent
to a given encoder can be a computational chore however; see
below). It is a direct consequence of the minimality condition
that any linear combination of the generators of a minimal
convolutional encoder has degree greater than or equal to the
degrees of all the generators occurring in the combination,
This implies that equivalent minimal encoders not only have
the same overall constraint length v = Z p, but that they also
have the same number of generators of each degree. l.e., the
set of degrees v; (i = 1, -+, k with multiplicities counted) is
an invariant of minimal encoders under equivalence. Closely
related to these last two comments is a property of minimal
encoders called the predictable degree property which allows
easy ennumeration of the short codewords generated by a
minimal encoder, see Ref. I.

Associated with any (1, k) convolutional code C is its dual
code C*. Ct is the (m, n - k) convolutional code which consists
of all sequences orthogonal to every codeword of C If Cis
generated by a minimal encoder with overall constraint length
v then C* can also be generated by a minimal encoder of the
same overall constraint length,

If [g,, *'-, &,] is a generator matrix for the (n, 1)
code C and if Zfig, = 0 for polynomials f;,- -, f, it is
algebraically convenient to consider [f,, -, f,] asarowof a

generator matrix F for C*. But if one considers the codewords
the coefficients of the f;’s must be reversed. For example, let n
= 2; then one codeword of C is

081080818828, "
This codeword is orthogonal to the symbol sequences
S0 0 £=0

I fi0f000 0 2=

since the respective inner products are the coefficient of x% in
Zfig; = 0. Thus each f in F should be replaced by x9 f(1/x)
where ¢ is the maximum degree of any element of F. An



equivalent generator matrix /' is given by x"f fUl/x) where v, is
the maximum degree of any element inrow i of F. If Fisa
minimal encoder then so is £, The sequence {1, } of maximum
degrees of the rows is the sume for # and F', thus they have
the same overall constraing length also, Thus for most purposes
F can be taken to be the generator matrix of the dual code ¢,

Every generator matrix G has an invariant factor decompo-
sition G = AI'B, Here A and B are square matrices of deter-
minant 1 with polynomial elements. Aisk X kand Bisn X n,
I is a k X n diagonal matrix whose diagonal elements v, (/ =
1, . k) are nonzero polynomiuls. The vy, are called the
invariant fuctors of G and v, divides v,,,. Over GF(2) an
encoder is basic if and only if v, = 1, This decompaosition of G
can be produced by elementary row and column operations on
G, see, for example, Gantmacher (Ref, 2). Now the first &
rows of B constitute a basic encoder equivalent to G, Further-
more B-' exists and has polynomial elements. If 7 denotes
the last # = Kk columns of B, then Fisan - k X n
polynomial matrix which is 8 basic encoder for the dual code

.

Thus given any encoder G it is possible to find an equiva-
lent basic encoder by computing the invariant factor decompo-
sition, However simpler methods often suffice. If G is not
basic, i.e., if the greatest common divisor of the k X k
subdeterminants of G is a polynomial & of degree > 1, let  be
any irreducible polynomial dividing h. Then some linear com-

ination of the rows of G is divisible by . By performing a
row reduction of G modulo Y one determines a transforma-
tion matrix T of determinant 1 such that 7G has a row
divisible by . Divide this row by ; this produces an encoder

equivalent 1o G with & replaced by A/, Eventually this
process tenminates in an encoder equivalent to ¢ with i = |;
i.e., an equivalent basic encoder,

Similarly, if G is basic but not minimal the matrix of p!?
order terms of & will have rank less than k; thus a row
reduction of this matrix leads to a transformation T of deter-
minant 1 such that 7G has smaller overall constraint length
than G. Clearly, after at most ¥ v, ~ u of these steps a minimal
encoder equivalent to G will be produced,

An alternate method of finding generators for the dual code
also exists, After all, any n = & linearly independent vectors
orthogonal to G will form such a generator matrix, so the
following process can be used to produce them one at a time,
Suppose an (1, k) encoder G is given. Since G has rank k some
k X k subdeterminant is not zero. Let H be the matrix formed
from these k& columns plus one other, Then H has dimension &
X k + 1 and is of rank &, Consider the k + 1 X k + | matrix #'
whose first k rows are / and whose k + 1% row is row i of H.
Expanding |H'| in terms of this last row shows that the vector
of cofactors is orthogonal to every row of H, since |[H'] = 0.
Thus using this vector of cofactors to specify k + 1 compo-
nents and setting the other components equal to zero we have
a generator for the dual, Adjoin this generator to G and repeat
the process until n - k generators have been found. These n -
k generators will generate the dual code. Note that after j rows
have been added to G it will have rank Kk +/ so the process
does not break down. Further, in the special case where k =n
- 1, the single generator for the dual code will be basic if G
was. (In general this will not be the case for k < n - 1
however).
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This article discusses a new prototype X-S band horn feed for future use at various
DSN sites. This project was undertaken to more nearly optimize the X-band performance
of these stations. This feed is a corrugated horn with extremely deep corrugation grooves
that are suitable for both the X-band and S-band. The hom is very large, becoming gain
limited, so that it performs about equally in both bands. A one-half scale model was
fabricated and the measurement results were good reproductions of theoretical
predictions. A full scale item has now been completed and will be tested at DSS 13.

i. Introduction

The reflex dichroic S-X band feed has been in successful
operation on the 64-meter antennas for a number of years, and
was selected for implementation in the 34 meter subnet
upgrade project., This feed permits full high performance for
telemetry within S-band while at the same time allowing for
operation in the new telemetry frequencies within X-band.
Although the X-band corrugated horn used with this reflex
feed is very good, it is also true that the use of the dichroic
plate in the system and the large asymmetric feed structure
results in about 0.5 dB G/T compromise of X-band perfor-
mance, This is because of some small loss in the dichroic plate
and some back scatter at X-band resulting in an increase (2-3
Kelvins) in the X-band antenna noise temperature.

In the future, the use of X-band telemetry is to be
emphasized, at the expense of S-band if necessary and also
fully symmetric antennas are desired. It was decided to
develop an alternate feeding technique that would more nearly
optimize X-band performance, perhaps with some degradation
of S-band performance.

It is evident that if the dichroic plate is to be removed, then
the two bands must operate concentrically or coaxially from
the same or coaxial apertures, Some obvious approaches to
accomplish this are: (1) an X-band horn within (coaxial with)
the S-band horn, (2) an X-band end fire element (disc-on-rod
or helix) within the S-band horn, and (3) an array of four or
more S-band homs surrounding the X-band radiator, much like
a monopulse system, These approaches all would result in a
considerable S-band performance compromise (say 2 dB), and
the use of anything but a good hom for X-band might well
have as much loss as the dichroic plate. The only obvious
approach available is to actually use the same horn with both
bands and develop a technique that will result in acceptable
illumination functions in both of these widely separated
frequencies.

This has been accomplished by using a very large corrugated
horn, operable in both bands, and operating in a “beamwidth
saturation” mode at X-band so that the two radiation patterns
are very similar, A unique characteristic of this horn is that the
phase center has moved back, clear into the throat of the horn,
in contrast to previous JPL horns.



Il. The Horn Concept

seaken (Ref, 1) suggested this technique of operation in
different frequency bands. The corrugated hom derives its
operating characteristics from the fast wave structure of the
horn walls., This structure forces the fields from the walls and
reduces wall currents., In this manner, the final aperture
illumination is well tapered, the electric fields being zero at the
edges. This characteristic is obtained by grooving the walls
perpendicular to power flow so that the surface impedance
becomes capacitive, For this to occur, the grooves must be
between A/4 and )\/2 deep (A = wavelength) at the operating
frequency, or in the range

V-1

sy

M7

2N
73

where N may assume any integer value. Usually five or more
grooves per wavelength are sufficient,

As a horn with fixed flare angle becomes longer, the
aperture becomes larger and radiation patterns become nar-
rower, A point is reached however when additional size does
not make the pattern narrower nor the horn to develop higher
gain, generally because of total phase error in the aperture. For
this discussion we may call this “saturated operation.” As size
is further increased, some change in pattern texture may be
detected; however, the pattern remains essentially unchanged.

One now sees the possibilities, A groove depth can be
chosen which satisfies the depth requirement above within two
(or more) frequency bands for proper corrugated horn
operation, and sufficiently large to just be *“saturated” in the
lowest band so that the higher bands would be operating well
above this point for nearly equal pattern characteristics. The
beamwidth for these “saturated’ conditions is a function only
of the horn flare angle, and not the aperture size. Narrower
flares result in narrower saturated beamwidths, with conse-
quent longer horn lengths,

In this saturated operation, the pattern phase center has
moved back into the throat of the horn, approximately at the
horn vertex, instead of its usual position near the aperture
face. This will give a somewhat unusual appearance to the
Cassegrain syste'n because the horn will extend a large distance
away from the feedcone-centered hyperboloid focal point,
towards the hyperboloid.

. Calculations

Potter (Ref. 2) has prepared a generalized computer
program for the calculation of the performance of corrugated

horns, This program was used at length in the calculations of
horn patterns for various flare ungles from 20 to 40 degrees,
Figure | represents a compilation of the calculations for a
horn of 36 degree flare angle (18° half flare), This figure
depicts the 10 dB beamwidth of the horn as it Is made larger
(longer) through the saturation point. This beamwidth (10 dB)
is chosen since it represents in general the taper level in
illuminating the hyperboloid subreflector, One notes here that
the 10 dB beamwidth reduces to about 27 degrees and hofds
this level for much larger homs. This “saturation” aperture
size Is about 7.5 wavelengths, or 0.98 meters for 2,295 GHz.
At 8400 GHz, the aperture Is 27,8 wavelengths, and still in
the same beamwidth range,

Figures 2 and 3 show the calculated patterns for a horn of
34.2° flare angle and 1.067 meters aperture, using 5093 ¢m
grooves, This horn has been fabricated for tests and possible
use at DSS 13. One notes here that the aperture is 8,16
wavelengths at S-band and 30.0 wavelengths at X-band. The
5.093 cm grooves represent depths of 0.34 X to 0.403 X from
2.0 GHz t0 2.4 GHz ond 1.21 A to 1.44 X from 7.1 GHz to 8,5
GHz, Operation slightly below the 1.25 X limit is due to some
unexplained effect,

The 10 dB beamwidths are nearly the same for the two
bands. However, there is an obvious difference in the structure
of these two patterns, The S-band pattern flares out much
more resulting in more spillover energy beyond the normal
illumination point of -10 dB taper. T'alculated efficiencies of
the horn as an equivalent paraboloid prime focus illuminator
are as follows, at the polar angle of 13.4°, and 8.150 GHz.

1, (spillover) = 094744
7, (illumination) = 0.88746
, (phase) = 099870
n, (total) = 0.83972

The X-band phase center is about 1.7 meters behind the
aperture. When the S-band pattern is calculated about this
same point, the following calculated efficiencies result at the
polar angle of 13.4° and 2.295 GHz.

n, (spillover) = 0.86323
ni(illumination) = 088577
n, (phase) = 0.98652
n, (total) = 0.75432

'
indicating that X-band is being optimized at some expense to
S-band performance. For reference, the same calculations can
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be made using the present DSN corrugated horns as used in an
equivalent paraboloid system, Those results are:

n, (spillover) = 091454
n, (llumination) = 089114
1, (phase) = 099836
1, (total) = 081365

This shows the new feed, as applied in a conventional
paraboloid/hyperboloid system gains 2.6% at X-band and
losses 5.9% at Shand, as a direct substitute,

Probably one of the most valuable and unexpected results
from this type of horn is the complete lack of any sort of
sidelobe. Note that the level scale is for a 60 dB range, and at
X-band the main lobe reduces to this level and does not
reappear. This makes the horn very attractive in the proposed
dual reflector antenna shaping applications since it will
improve spillover efficiency even more and possibly aid in the
further reduction of total antenna noise.

IV. The Hait Scale Model

Figure 4 is a photograph of the one half scale model that
was constructed and measured during this development, This
model had a 34.2° flare angle, a 53.34 ¢m aperture, and 2,548
cm grooves, Measurements were then made throughout the
appropriate frequencies to verify predicted performance,
Figures 5 and 6 are these measured patterns at two frequen-
cies, 16.3 GHz and 4.4 GHz. These measurements indicate an
excellent agreement with theory, The 10 dB beamwidths are
about the same and as expected, sidelobes do not exist,

A full scale version is being constructed for tests and
possible other uses at DSS 13, such as VLBI, Figure 7 depicts
this installation at DSS 13, indicating the relative hormn
positions, This figure indicates, as was mentioned above, that
the new X-S hom will extend much farther toward the
hyperboloid from its feed cone location than the present
installation.
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Fig. 5. Measured pattern of a (34.2) 17.1 deg horn, 53.34 cm
aperture, 2.548 cm grooves, freq. = 16.3 GHz H-plane
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LAASP 100-m Antenna Wind Performance Studies

R. Levy and M. S, Katow
DSN Enginesaring Section

Structural design procedures are described for the LAASP antenna system to meet
performance requirements under gravity and wind loading. A computational method is
shown for the evaluation of performance in response to wind loading. Cumulative
probability distribution curves for wind loading gain reductions for 100-m-diameter
antennas are developed to compare a relatively heavy baseline reflector backup structure
with two lighter-weight structures; all have equivalent, acceptable performance for gravity

loading

I. liatroduction

Design studies for the Large Antenna Station Project
(LAASP) paraboloidal antenna structures are undertaken to
derive cost and performance tradeoffs associated with a num-
ber of configuration alternatives. Both cost and performance
can be characterized by any of a number of quantitative
measures, while configuration alternatives also are conceptu-
ally limitless. Consequently, to expedite timely completion of
any study, some restrictions on the scope are essential. Never-
theless, within a framework of practical and reasonable restric-
tions, it is feasible to develop significant parametric study
information for a comprehensive range of antenna structure
designs within a given diameter class.

Within the context of the present discussion, cost will be
measured by the structure weight, It is well known that weight
is an imperfect measure of structure cost when a wide variety
of configurations with diverse fabrication, material, and instal-
lation requirements are contemplated. However, when alterna-
tive configurations are similar in concept, structure weight is a
convenient and acceptable cost measure. Performance will be
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measured by the antenna radio frequency (RF) gain reduction,
which depends upon the structural deformations caused by
gravity and wind loading.

Gravity loading, which is always present on antenna struc-
tures, is deterministic and well understood. Wind loading is
statistical, and the assessment of related response is more
complex. Depending upon the location, wind can have a sig-
nificant effect upon performance. Other loadings such as
thermal, shock, and earthquake are primarily stochastic, diffi-
cult to quantify, and of relatively short duration. These load-
ings can be treated as constraints on the design to maintain
structure integrity and survivability but are not included for
evaluation of operating performance.

Configuration studies will be limited to be within one
particular reflector class: The traditional structural format of
radial rib trusses braced by circumferential hoop ring trusses.
Within this format class, nevertheless, there are many possible
variations of the geometrical arrangement, such as proportions,
numbers and spacing of trusses, and the configuration of the
externa! supporting structures. Several of these variations are



examined early in the present study but, for brevity, the
designs to be described here will include only the preferential
geometry as previously developed.

Here the emphasis will be placed upon the relationships
between weight and performance for wind loading. The calcu-
lational procedure and results obtained will be described for a
proposed 100-m-diameter antenna reflector system illustrated
in Fig. 1. This system is intended to operate at the X-band
frequency of 8.5 GHz. Cumulative probability distribution
curves of gain reduction for wind loading will be shown for
three alternative reflector designs for this system. These
designs have the same geometry and differ only in the cross
sectional areas of the bars chosen for the reflector backup
structure, They represent a bascline design and two lighter
variations with weight reductions of up to 30%. All three
designs are constrained to have equivalent performance in the
absence of wind loading, The maximum gain reduction due to
gravity loading is less than 10% of the total gain reduction
from all sources. Those consist of manufacturing and surface
alignment errors and subreflector and quadripod blockage.

Il. Sources of Gain Reduction

Table | is a summary of the sources of gain reduction that
have been considered for gravity or wind loading. Two cate-
gories are identified: the deformation-type category includes
pathlength phase errors of the radiofrequency (RF) beam; the
beam~deformation-type category covers pointing misalignment
losses of the main beam with respect to the target,

Referring to the table, backup structure contribution is
computed with respect to the paraboloid that best fits the
deflected surface. Surface panel contributions are also con-
sidered with respect to a best-fitting surface. The subreflector
offsets are the axial and lateral mismatches of the subreflector
position from the focal point of the best-fitting paraboloid.
For computational purposes, these offsets can be converted to
equivalent additional backup structure deformations (Ref. 1).
For gravity loading, which is repeatable and calibratable, the
subreflector can be repositioned to the actual focal point, and
thus the offsets produce no gain reduction. Subreflector sur-
face deflections are another source of deformation-type losses.
However, these will be disregarded because appropriate design
can make them small,

The wind speeds are represented by the conventional model
of a slowly varying, quasi-steady component and a super-
imposed gust turbuience. Beam deviation error that results
from the steady component of the wind speed is corrected by
a programmed pattern search that removes these low-
frequency pointing errors. We make a conservative assumption,
however, that the pattern search is too slow to overcome the

gust effects, so that gust loading always produces gain reduc-
tions through beam deviations. The pointing errors from grav-
ity loading can be overcome by calibration that compensates
the input command signal. The servo loop error occurs because
the servo system is not fully effective in compensating for the
higher-frequency components of the gust disturbance torque.
The ability of the servo system to compensate depends upon
the servo loop transfer function in conjunction with the wind
gust spectrum. Calculations for typical antenna systems show
that from 75% to 90% of the angular errors detected at the
encoders can be removed by compensation. To be conserva-

tive, calculations here assume compensation of only 75% of
these error magnitudes.

ill. Reflector Design Synthesis

The baseline reflector backup structure design was devel-
oped by an evolutionary process. Although the JPL-IDEAS
computer program (Ref. 2) was used as a pivotal design tool to
perform analysis and optimization of member cross-sectional
area selection, no software was uvailable to optimize the
geometrical proportions for this structure. Consequently these
proportions were developed from a sequence of trial variations
of the geometry. The variations were tested by analysis and
member area redesign within the IDEAS program to assess
their ultimate potential.

The ordinarily laborious and time-consuming task of pre-
paring the extensive data card sets required for structural
computer analysis was expedited by a program that auto-
matically generated these cards for each variation. This pro-
gram supplies almost all of the card images needed to describe
reflector backup structures of the conventional radial rib truss
and riicumferential hoop type of construction. The sequence
of trial geometry generation and subsequent testing entails
generation and processing of an extensive data bank; neverthe-
less, it is executed rapidly. Furthermore, only a limited
amount of effort by the engineer is needed. His participation is
required primarily for decision-making to guide the operations
and to select from among the many options available to him,
with only a small requirement for time 10 be spent on clerical
tasks.

The root mean square (rms) pathlength deviation of the
reflector surface from the best-fitting paraboloid was selected
as the performance measure for design evaluation. The goal
was to achieve a reasonable balance between response to
gravity loading and response to wind loading. For the gravity
loading, the objective response was the average of the rms
values over the elevation angle range weighted by tracking
mission probabilities (Ref. 3) associated with the elevation
angles A criterion wind-loading case was established to repre-
sent the condition of the antenna at the 60-deg elevation angle
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with a rear wind at an arbitrary reference speed of 13.4 m/sec
(30 mph), Previous experience with similar antennas indicated
that this wind orientation was likely to be the most severe.
During all of the redesign iterations, member area selections
were subjected to constraints on stress and buckling for the
gravity loading, for the criterion wind loading, and for addi-
tional wind loadings that represented the most severe opera-
tional wind (31.3 m/sec) and the survival wind (44.7 m/sec).

The gecemetry evolved for the baseline design resulted in a
neurly homologous response (Ref. 4) for gravity loading #1d a
very good surface rms (0.69 mm) for the criterion wind load-
ing, Two lighter-weight variations of the basic design were
developed by permitting a degeneration of performance for
the criterion wind loading but at the same time retaining the
stress and buckling constraints for all loads and by invoking a
new constraint that maintained the performance for the grav-
ity loading. The weight of the backup structure and counter-
weight for the baseline design was 1210 tons, and the lighter
designs produced reductions of 200 und 335 tons with the
wind criterion loading rms values of 0.86 mm and 0.93 mm
respectively,

The alidade comprises a much less complex analytical
model than the reflector. The few data cards required for
analysis and redesign were hand-generated. The final geometry
also entailed evolutionary proportioning to achieve a favorable
arrangement. Analysis and member redesign were performed
by the IDEAS program using an option invoked to maximize
stiffness with respect to pointing accuracy for wind loading.
Only one alidade design was developed, and this is used to
support all three of the backup structures.

The alidade model was eventually converted for analysis by
the NASTRAN program (Ref. §). This was done for the con-
venience of having a direct output of specific internal rotation
angles related to the servo loop wind gust error. The NAS-
TRAN program analysis included the bending stiffness of the
alidade bars, which is presently not possible within the IDEAS
program. Nevertheless, responses from the two programs
agreed closely, indicating that the bending rigidity is not
signiticant.

IV. Computational Model for Wind
Loading Gain Reduction

A multidimensional four-component statistical model was
used for computation of gain reduction due to wind loading.
The four random componenis were (1) V, the mean wind
speed; (2) v, a superimposed gust turbulence; (3) AZ, the
azimuth of the wind relative to the antenna pointing direction;
(4) EL, the elevation of the antenna relative to the horizon.
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The mean speed has slow variations that comprise periodic
components measured by hours or days, Statistics of the mean
speed obtained for the same site (Goldstone, California) as the
proposed 100-m antenna have been tabulated in Ref, 6.

The gust speed was described by the conventional model,
which represents the gusts as gaussian, with zero mean and
standard deviation o, proportional to the mean speed; e.g.,

g =CV (1

The tabulated mean speeds are based upon observations at
a 46-m (150-ft) height above ground. For convenience, the
mean speeds here are also considered at the same height.
Estimating the surface drag coefficient at 0.006 for the pro-
posed terrain and using the computed power law coefficient
for speed variations with height equal to 0.1405 (Ref. 6), we
find C = 0.1533.

Gusts are the dynamic component of the wind speed.
Spectral decompositions according to conventional models
(Refs. 7, 8) show that the predominant fluctuations are
characterized by periods in the order of several seconds to
minutes. The natural frequency of the antenna-reflector
systern of Fig. 1 will be at least 1 Hz for the slowest natural
mode. The response of such a system tc both the mean
speed and the gust speed is essentially the same as for static
load application. Consequently the structural response can be
computed as a static response to total wind loading V where

V=V+y )

Wind tunnel test data on antenna reflector and alidade
components (Refs. 9, 10) were used to convert from wind
speeds to pressure loadings on the proposed reflector and
alidade structures. Wind tunnel tests are a logical and reason-
able basis for deriving the pressures and forces for the mean
components of the wind speeds. Nevertheless, it is recog-
nized that using the same type of conversion for gust effects
is a major assumption and simplification of this model. The
gust speeds actually have a three-dimensional spatial correla-
tion for which theoretical models require further develop-
ment. A possible approach to providing a better estimate of
the gust loading is available through computer simulation
(Ref. 11). However, it was estimated that the application of
this approach would have entailed a major additional compu-
tational effort and also more wind tunnel test data than is
currently available. Nevertheless, despite the simplified repre-
sentation for gust loading, the present work employs the
same formulation to compare alternative designs and should
furnish a reasonable basis for comparison,



The distribution of wind azimuths relative to the antenna
was also simplified in this model by assuming a uniform
distribution in the range of azimuths from 0 to 360 deg.
Because of syrametry, only half of this range is considered in
the calcuiations, Had statistics been availabe to describe the
distribution of wind azimuths at the proposed site, it would
have been possible to determine a more accurate distribution
of relative wind azimuths in conjunction with analysis of the
statistics of proposed antenna targets, The related uncer-
tainty in the assumption of uniform relative azimuths does
not appear to be sufficient to undertake the additional com-
putational complexity.

The distribution of antenna elevations was considered for
elevations in the 1ange of O to 90 degrees. Probability den-
sities of the elevation angles were available from analysis of
composite statistics of planetary tracking missions (Ref. 3).

For computational purposes, discretization of the four
random components into specific class marks and class inter-
vals was as follows:

1. Mean speed, V; 0 to 22,35 m/sec (50 mph) at intervals
of 2.235 m/sec (5.0 mph). 10 terms.

. Gust speed, ¥; ~4 to +4 standard deviations. 19 terms
unevenly spaced with finest resolution in the vicinity
«.f O stzndard deviations,

3. Relative azimuth, AZ; 0, 30, 60, 90, 120, 150, 180
deg. 7 terms.

4. Antenna elevation, El; 0, 30, 60, 90 deg. 4 ternis.

(3]

The computational results are represented by cumulative
probability distributions of gain reduction, The distributions
cover the range of 0 to 4 decibels (dB) at 100 discrete
increments of 0.04 dB. Conditional distributions (10 X 7 X
4 = 280) were developed for eack combination of mean
speed (including the related gust probability), azimuth, and
clevation angle. The final distributions were the composite of
the conditional distributions weighted by the probability
associated with the mean speed, azimuth, and elevation class
marks. This very simple method of combining the condi-
tional distributions is permissible from the assumption of
independence of wind speed, azimuth, and elevation angles.

V. Computation of Gain Reduction
Distribution

The computational method used to compute a typical
gain reduction conditional probability distribution will be
described here. Each of these distributions represents the
random effects of wind gusts and is conditioned upon

specific values of miean wind speed, wind azimuth, and
antenna elevation,

With reference to gain reduction categories A and B of
Table 1, the wind pressures, and consequently the forces, are
proportional to the square of the wind speed. The deforma-
tions and deviations (pointing angle errors) are proportional
to the forces, Gain reductions for category A are propor-
tional to the squares of the deformation. Gain reductions for
category B are proportional to the squares of the differences
In deviations for the total wind speed minus the deviations
for the mean wind. Consequently the gain reductions for
these two categories can be represented as

G, =GL/V,) ()
Gy = G2 - Vv “
in which

G .G, = category A, B, gain reduction
V_ = reference mean wind speed

o
V = total (mean + gust) speed

V = mean speed
G, = category A gain reduction at reference speed
G = category B gain reduction computed for ¥, and

not allowing correction for the mean speed.
Thus G, is equivalent to a “blind pointing” loss
for V.

To obtain a convenient computational formula, the gust
speed v is replaced by a standardized normal variate Z such
that

Z=vfa, &)
Then from Eq. |
v=CZV (6)
and from Eq. 2
V=W +C2) @)
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From these relationships, Eqs. 3 and 4 can be combined
so that the total gain reduction G,,, which is the sum of G,
and GB, can be expressed as

Gy = Gpfy + Golp) * (VIV,) ®)
where

o =1 +4CZ+6(C27 +4(C2)° +(C2)*  (9)

fp = 4(C2Z) +4(C2)® +(C2)* (10)

The conditional distribution for gain reduction, F(G,.),
can then be obtained from Eq. 8, using the relationships of
Eqgs.9 and 10, Although the procedure is automated within
a digital computer program, equivalent operations can be
illustrated graphically with respect to Fig. 2 as follows:

Q) Compute G, for a set of values of Z in the
range (-4, +4) and plot G, vs Z, as in Fig. 2a.

@ A! a selected value of gain reduction G, lind
ize intersactions of G, with the curve in

®.@ Project the intersections down to the curve in
Fig. 2b. This curve is constructed to be the
standard normal cumulative probability distribu-
tion of Z. Read the ordinates where the projec-
tions intersect the curve.

® The value of the distribution of gain reduction
at G, is the difference in the ordinates read
from the curve of Fig. 2b.

VI. Computational Procedure

Figure 3 contains a schematic diagram of the complete
computational procedures used to derive che gain reduction
distribution for wind loading. The following notes apply to
the labeled blocks of the figure:

Block 1. Wind tunnel pressure distribution data for
specific relative wind attitudes with respect to the antenna
are converted to the force data required as input for reflec-
tor analysis. The forces are represented by the three Carte-
sian coordinates at each node and are derived from tae inter-
polated wind pressures, the surface area tributary to the
node, and the components of the unit vector normal to the
surface. Development of force data, except for the inter-
polation, is automated. Wind loading on the structural mem-
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bers of the alidade is also developed from wind tunnel data,
For both reflector and alidade, sets of loads are developed to
correspond with the discretization of wind azimuth and
antenna elevation.

Block 2. The reflector is analyzed by the IDEAS program
to supply the responses to the wind loadings, The program is
used here for analysis only, by specifying no redesign cycles.

Block 3. The alidade is analyzed by the NASTRAN pro-
gram to find the response for the wind loadings. Wind reac-
tions of the reflector on the alidade are included.

Block 4. Computation of pathlength deviations from the
best-fitting paraboloid are automated within IDEAS.

Block 5. Gain reductions for subreflector offsets are cal-
culated by hand, using results from the reflector analysis.

Block 6. Reflector contributions to the pointing errors
are automated within a separate computer program. Results
are assembled within a matrix (4 elevations X 7 azimuths),

Block 7 Alidade contributions to pointing error and to
servo loop are hand-computed (presently) and assembled
within matrices.

Block 8. The category A (deformation-type) gain reduc-
tions are combined by hand calculation. These individual G,
terms (Eq. 3) are assembled within a matrix,

Block 9. A compute program derives a matrix containing
the G, terms (Eq.4). In the preceding blocks, the alidade
and reflector pointing deviations have been computed with
separate components for the elevation and cross-elevation
axes. Vector addition is required to combine the separate
components.

Block 10. The G, and G, matrices are input. A com-
puter program develops conditional distributions for gain
loss, described previously, for all 280 combinations of mean
wind speed, wind azimuth, and antenna elevation.

Block 11. The computer program of Block 10 applies
probability weighting factors for mean speed, wind azimuth,
and antenna elevation to the conditional distributions and
assembles the composite distribution of gain reduction for
wind loading.

Vil. Results and Conclusions

Figure 4 shows the distribution of gain reduction for
wind loading for the baseline 100-m antenna system and the



two alternative designs with lighter refleztor backup struc-
tures, As stated previously, all desigas provide equivalent
high performance for gravity loadirg,

For ready reference, Fig, 4 tabulates reductions at a few
selected percentiles of the distribution. It can be noted, for
example, that the reduction in weight of 335 tons for the
lightest structure is achieved with a reduction in performance
of 0.37 dB (8% loss in efficiency) at the 98th percentile, and
with much smaller reduction at lower percentiles. On the

average, the table shows this design to be only 0.04 dB
worse than the baseline,

Whether or not the lightest design shown, or possibly a
design lighter than any of these, will be adopted must be
considered in view of the performance requirements for the
entire system, Tracking mission requirements and desired
reliability in conjunction with other sources of gain reduc-
tion must be integrated within this type of evaluation,
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Table 1. Gravity and wind loading contributions to

gain reduction
Wind loading
Source Gravity
loading® Steady Gust
wind wind
A. Deformation type
Backup structurc
deflection Contr Contr Contr
Surface panel
deflection Contr Contr Contr
Subreflector
offsets Comp Contr Contr
B. Beam deviation type
Backup structure
pointing error Calib Corr Contr
Alidade pointing
error Calib Corr Contr
Servo foop error None None Contr

8Contr ~ Contributes to gain reduction
Comp ~ Compensated by subreflector repositioning
Calib - Calibration used to modify the commanded position
Corr - Corrected by programmed pattern search

ORIGINAL, pagE
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A Public-Key Cryptosystem Based On Algebraic
Coding Theory

R. J. McEliace
Communications Systems Ressarch Section

Using the fact that a fast decoding algorithm exists for a general Goppa code, while no
such exists for a general linear code, we construct a public-key cryptosystem which
appears quite secure while at the same time allowing extremely rapid data rates, This kind
of cryptosystem Is ideal for use in multi-user communication networks, such as those
envisioned by NASA for the distribution of space-acquired data

I. Introduction

Recently, Diffie and Hellman (Ref. 3) introduced the
notion of a public-key cryptosystem in which communication
security is achieved without the need of periodic distribution
of a secret ey to the sender and receiver. This property makes
such systems ideal for use in multi-user communication
networks, such as those envisioned by NASA for the distribu-
tion of space-acquired data (Ref. 4), Later, Rivest, Shamir and
Adleman (Ref, 7) explicitly exhibited such a system, using
facts from number theory, and Merkle and Diffie (Ref, 6)
exhibited one based on the known difficulty of the integer-
packing ‘*‘knapsack” problem, In this paper we propose a
public key cryptosystem which is based on the theory of
algebraic codes.

Il. Description of the System

We base our system on the existence of Goppa codes. For
the full theory of such codes the reader is referred to (Ref, 5,
Chapter 8), but here we summarize the needed facts.
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Corresponding to each irreducible polynomial of degree ¢
over GF(2™), there exists a binary irreducible Goppa code of
length n = 2™, dimension k> n - tm, capable of correcting
any pattern of ¢ or fewer errors. Moreover, there exists a fast
algorithm for decoding these codes. [Algorithm due to
Patterson, See Ref. 5, problem 8.18. The running time is

0(nn}.

Suppose the system designer picks a desirable value of n
and ¢, and then randomly selects an irreducible polynomial of
degree ¢t over GF (2™), Since the probability that a randomly
chosen polynomial of degree ¢ is irreducible is about 1/¢, and
since there is a fast algorithm for testing irreducibility (see
Ref. 1, Chapter 6), this selection would be easy to do. Next,
the system designer produces a k X n generator matrix G for
the code, which could be in canonical, for example row-
reduced echelon, form,

Having generated G, the system designer now “scrambles”
G by selecting a random dense k X & nonsingular matrix S, and
a random n X n permutation matrix P. He then computes



G'=SGP, which generates a linear code with the same rate and
minimum distance as the code generated by G. We call G’ the
public generator matrix, since it will be made known to the
outside world,

The system designer then publishes the following data
encryption algorithm, which Is to be used by anyone desiring
to communicate to him in a secure fashion,

Algorithm E

Let the data to be encrypted be divided into k-bit blocks, If
u Is such a block, transmit the vector X = u G' +z, where G’ Is
the public generator matrix, and z is a locally generutul
random vector of length n and weight ¢,

Having received x, the system designer can recover u
efficiently by using the following decryption algorithm:

Algorithm D

Compute x'= xF~ ', where P°' is the inverse of the
permutation matrix P. x’ will then be a codeword in the
Goppa code previously chosen, Using Patterson’s algorithm,
one then computes uS=u', Finally, u is computed by u=
u's=t, =z

ill. Discussion

It is clear that algorithms D and £ can be implemented
quite simply. What remains to be studied Is the security of the
system, What we nced to determine, essentially, Is how
difficult it will be for an cavesdropper who knows G’ and
intercepts x to determine w. It appears that an eavesdropper
has two basic attacks to try; first, to try to recover G from G'
and so to be able to use Patterson’s algorithm. Second, he
might attempt to recover u from x without learning G.

The first attack seems hopeless if # and ¢ are large enough
because there are so many possibilities for G, not to mention
the possibilities for S und P.

The secornd attack seems perhaps more promising but the
basic problemn to be solved is that of decoding a more or less
arbitrary (n, k) lincar code in the presence of r errors. In a
recent paper- Berlekamp, McEliece, and van Tilhorg (Ref. 2)
proved that the general decoding problem for linear codes is
NP — complete, so one certainly expects that if the code
parameters are large enough, that this attack too will be
infeasible.

In particular, suppose we chose n= 1024 = 2'% ;= 50;
then there will be about 10149 possible Goppa polynomials,

and an astronomical number of choices for S und P, The
dimension of the code will be about k= 1024-5010 = 524,
Hence, a brute-force approach to decoding based on compar-
ing x to each codeword has a work fuctor of about 2574 =
10158, and a brute-force approach based on coset leaders has a
work factor of about 2500 = 10151, A more promising attack
Is to select k of the n coordinates randomly In hope that none
of the k are in error, and based on this assumption, to
calculate u, The probability of no error, however, is about

1-L)*
nf'

and the amount of work involved in solving the & simultancous
equations in k unknown is about k3. Hence, before finding u
using this attack one expects a work factor of

-k
K (1 ~-'~) :
n

For n = 1024, k = 524, ¢ = 50 this is about 10'? ~ 265,

Of course, the above discussion proves nothing about other
potential methods but it does suggest that (ds public key
system is quite secure. One final remark: The algorithms E and
D uare very casy to implement using digital logic, and
communicatior rates near 106 bits/second or more would be
feasible. The number-theoretic system proposed by Rivest,
et al. (Ref. 7) does not appear to be implementable at such
speeds,

Finally we note that the decryption algorithm described in
this article cannot be used as an encryption algorithm for
producing unforgeable “signatures.”” This is because algo-
rithm D will almost surely fail to produce any output at all
unless its input s a vector within Hamming distance ¢ of some
codeword; and only a very small fraction of the 2% possible
binary vectors of length n have this property. For example, if
n=1024, k = 524, there are

5524 Z

(.LO.Z‘E) = 2808.41
k<50 k

vectors within distance 50 of a codeword. Thus, the probabil-
ity that a randomly selected length 1024 vector can be
decoded successfully is only about 2215.59,
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for High Rate Telemetry
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Tracking loops and modulation formats for DSN telemetry rates in the tens of
megasymbols per second region are considered, It is shown that for high rate telemetry,
subcarriers should not be used and suppressed carrier modulation should be used, It is
then shown that the current DSN receivers can be used for tracking suppressed carrier
signals with only minor modifications and that normal doppler tracking operations are
unaffected by such changes. Finally, we show that the existing DSN, augmented by a
megasymbol telemetry demodulator assembly can be used to process simultaneous high
rate telemetry and ranging signals using an interplex modulation format which results in
significant advantages to both telemetry and ranging.

I. introduction

The DSN emerged at a time when weak signals and low data
rates dominated. As a result, residual carrier phase modulation
schemes with phase locked loops tracking the residual carrier
component were employed. However, over the years techno-
logical advances in antennas, transmitters and signal processing
have caused a marked increase in the available signal power
and hence the achievable data rates. In fact essentially all of
the current or near future deep space missions are already
operating at or near the upper limit of the current DSN data
rate capability.

The DSN, under the auspices of advanced systems, is cur-
rently involved in new high rate telemetry system designs
which will push the DSN data rate capability into the tens of

megabits per second region, Such telemetry reception capabili-

ties would greatly enhance future missions such as Venus
Orbiting Imaging Radar (VOIR) by greatly improving the

attainable mapping resolution. However when designing any
such system one should re-examine the assumptions upon
which the earlier low rate system was based to see how many,
or even if any, of them apply to the present problem, For
example one should ask if subcarriers should still be used or if
it is still necessary to retain a residual carrier for the purpose
of tracking. In this paper we will examine the implications of

" such questions as well as assess the impacts of proposed new

concepts on the current DSN.

Il. Are Subcarriers Needed?

When the DSN operated at 8 bps using residual carrier
modulation it was necessary to place the data modulation on
subcarriers. This was necessary since without the subcarrier
most of the data power would fall within the bandwidth of,
and be tracked out by, the carrier phase locked loop. Also, at
low data rates a carrier tracking loop is usually much closer to
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threshold so that any additional disturbance in the loop can be
quite serious,

At the higher duta rates the pictur' Is quite different, In
order to support the higier daty rate. one must have more
signal powes, Thus the signal (and hence carrier power) to
noise density ratio is very much larger, This results in a greatly
improved carrier loop SNR. Also, the data signal spectrum is
broad so that the part which is contained in the loop band-
width (when subcarriers are not used) appears as white noise.
Its effect is avernged out and degrades the tracking loop
performance very little, This suggests that subcarriers are not
needed in high data rate systems.

A much stronger statement can be made when considering
the disadvantages of subcarriers, Consider a telemetry system
which is to operate at 25 Mbps. Assume also that subcarriers
are to be used. The DSN standard is for the subcarrier to be a
square wave and have a frequency at least 1.5 times the data
rate. Thus, a 37,5 MHz subcarrier is required. However, in
order to keep the SNR degradation down to a tolerable level it
is necessary to process a sufficient number of subcarrier har-
monics; say to the fifth harmonic. In this example the result-
ing bandwidth is £188 MHz on cither side of the carrier and is
larger than the current bandwidth allocation of 100 MHz at
X-band. Therefore we see that subcarriers cannot be used at
the higher data rates.

lil. Is Residual Carrier Needed?

We saw in the last section that subcarriers should be elimi-
nated in high rate systems. We will now consider the desira-
bility of using residual carrier modulation.

Consider first a residual carrier signal of the form:
x(t) =2 A cos [wot- OD(r)] +n(r)

where 4 is the signal amplitude, w, is the carrier angular
frequency, 0 the modulation angle (8 <90°), D(¢) is the
binary data modulation (no subcarrier), and n(f) is white
gaussian noise. When this signal is tracked by a phase locked
loop having a tracking error of ¢, the resulting phase detector
output E(¢) is (assuming ¢ is small):

E(f) = A(cos 0)¢ + A sin 0 D(t) +n' (¢)

where nt(r) is the equivalent white gaussian noise at baseband.
We note that the first term of E(r) represents the phase error
signal for tracking purposes, whereas the second term is the
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data dependent self noise resulting from the fact that no sub.
carrier was used, Since the data rate is high the energy of the
data dependent interference will be spread over o wide band.
width and hence over the tracking loop bandwidth will appear
as a white noise. The equivalent two-sided spectral density
N(0) of this interference is given by:

A2 T sinf o N
s e = R No

N(O) = A% sin? g 7 = N,

where 7 is the symbol time duration, N, is the one-sided
thermal noise spectral density and R is the symbol SNR,
Then, if we compute the loop signal to noise ratio p,; we have
that

0, = A? cos? 0 - A2 (9082 0) (Rcsidual)
L 2, (_1;/& +RN0) NyB, \l+2R Carrier

where B, is the one-sided loop bandwidth. We see that the
loop SNR can be expressed as the product of the total signal
power to noise in the loop bandwidth ratio and a degradation
factor:

2
_ f[cos® 0
p= (l+2R)

representing the effects of modulation format and self-noise
interference. Note that if a subcarrier had been used the 2R
term would have disappeared leaving the familiar result for the
present phase locked loop performance.

We are interested in evaluating the degradation factor 8 for
typical high rate applications. Table 1 lists the value of 8 for
several values of SNR and for the case where 0 = 80°, Also
shown in this table is a breakdown of the value of g into the
contributing factors of self-interference and modulation loss.

From Table | we see that the penalty for using residual
carrier is from 20 to 30 dB, 15 dB o which comes from the

modulation loss.

Consider now a suppressed carrier signal of the form:
X(1) =v2Z A D() cos wyt + n(r)

where n(r) is narrow band white gaussian noise. Let x(¢) be
applied to a Costas type tracking loop of the kind shown in



Fig. 1. Assume that the tracking reference signal has a phase
error of ¢ radians as shown in the figure, The outputs of the
arm filters x,(¢) and x,(¢) are given by:

X, ()= V& A D) cos ¢ +n (1)
and

X,(t) == V& 4 D(t) sin ¢ +n (1)

Here a represents the fraction of the data signal spectrum
which is passed by the arm filters and ny(¢) and n,(r) are the
low pass quadrature noise terms, each with spectral density
Ny/2 and one-sided bandwidth B. If the arm filters are ideal
then:

2 sin? (=BT )

Q= Si(27BT ) - ~BT
§

m

which depends on the symbol time-bandwidth product, Typi-
cal values for a are given in Table 2.

To produce an error control signal the cross product of x,,
and x, is taken, The resulting error signal is (assuming ¢ is
small)

E(t) = ad?¢ + Va AD(t) [n(t} sin ¢ ~ n(¢) cos é|

+n () n, ()= ad? ¢ + N (1) + N,

The first term represents the phase tracking signal whereas the
second and third terms represent the data interference and
thermal disturbance respectively. The null spectral density of
N@is

2
ad’N,

Sp10)=—5

Whereas the corresponding result for N, (¢) is:

N2B
Sy (0) =——

The tracking loop SNR is then found to be:

) a® 4°
Pr aN A> N2B
28, \—3—+—5—

2 2

Ra?

AZ BTS
N B Ra
0”L Faiad.g
! BTs

Suppressed
Carrier

Note that as in the case of residual carrier the loop SNR for
the suppressed carrier system is the product of 42/NyB, and
the degradation term

However, in this case the degradation factor depends on both
the symbol SNR as well as the BT, product. (« is also a
function of BT .)

Table 3 lists the values of 8’ for several values of R and BT
products,

Comparison of Table 3 with Table | shows that a signifi-
cant improvement in tracking SNR results from suppressed
carrier operation. For example, at BT, =2, the case of most
practical interest, the sunpressed carrier loop enjoys a 15 to 30
dB advantage over the residual carrier scheme.

IV. Is a New Receiver Needed?

To convert from residual to suppressed carrier modulation
may be desirable from a technical performance standpoint but
may not be economically feasible if a complete new receiver is
needed. Fortunately it is possible to use the existing receivers
for tracking suppressed carrier signals with only a slight modi-
fication. Figure 2a shows a block diagram of the block IV
receiver. Similar results can be easily extended to the block III
receiver if desired. The receiver transforms the rece’ved signal
through a series of intermediate frequency conversions to an
IF signal compatible with the final IF phase detector. The
phase detector output is then filtered and used to control the
VCO.
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Consider now the block diagram shown in Fig, 2b. This
shows how a megasymbol telemetry demodulator can be used
along with the block IV receiver in a suppressed carrier mode,
The receiver still makes the IF conversions as it did in the
previous figure. However, the control of the VCO is accom-
plished now by the loop filter in the demodulator which
nperates from the 55 MHz IF. (This IF was selected since it
has enough bandwidth to support megasymbol telemetry.) The
only change to the receiver necessary for this configuration is
the addition of the switch at the input to the VCO,

V. What About Doppler and Ranging?

Referring again to Fig. 2 we see that the receiver supplied
signal to the doppler extraction equipment comes from the
receiver VCO output. Since this VCO is common to both the
residual and suppressed carrier configurations then no change
Is necessary in the hardware in order to maintain the doppler
tracking capability, Actually the doppler tracking ability will
be enhanced by the fact that the loop SNR will be greater,
thus reducing the doppler jitter, There is, however, one minor
impact to the doppler processing software as a result of going
to suppressed carrier The present systems occasionally experi-
ence tracking cvzie slips which result in phase jumps of +360
degrees. In suppressed carrier systems there are two stable
tracking lock points so that 1/2 cycle slips are possible. These,
however, should be quite infrequent due to the improved
tracking.

With regard to ranging we note first that at present, telem-
etry and ranging signals are sent in effectively a frequency
division multiplexed format. This is accomplished by allowing
the telemetrs signal to occupy the lower region of the modula-
tion spestrum and placing the ranging signal in the upper
region. Actually, in more recent years the increasing telemetry
rates have resulted in a significant degree of spectral overlap of
these signals.

For suppressed carrier modulation this multiplexing meth-
od is not desirable, for two reasons; first of all the telemetry
signal spectrum is quite broad and will most likely occupy all
of the receiver IF bandwidth; second for suppressed carrier
modulation this modulating signal would result in a trans-
mitted signal with a nonuniform envelope which is undesirable
from a power amplification standpoint. There is, however, an
alternate method by which these two signals can be multi-
plexed which (1) eliminates interference between the telem-
etry and ranging signals, (2) allows complete freedom in select-
ing both the telemetry and ranging signal rates/frequencies
(provided each one separately does not exceed the available IF
bandwidth), and (3)allows processing with current DSN
equipment. The technique simply involves modulating one
component of a carrier with the telemetry signal and modulat-
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ing a quadrature component of the carrier with the ranging
signals. Both modulations a,e suppressed carrier in nature and
the resulting signals are then summed using amplitudes appro-
priate for the necessary telemetry and ranging SNR require-
ments, Figure 3 shows the structure of the carrier modulator,

That this signal has the properties stated above can be seen
quite easily, Interference resulting from spectral overlap is
climinated since the ranging and telemetry signals are in phase
quadrature and can be easily isolated using a coherent receiver
(even when their spectra overlap). Since they are isolated by
phase then the presence of one does not in any way restrict
the use of the other, Finally, with regard to processing, we
note that the telemetry can be demodulated in the megabit-
demodulator assembly as shown in Fig, 2b. Likewise the rang-
ing signal could be demodulated on the other arm of the
megabit-demodulator assembly. Unfortunately, this would
result in a baseband ranging signal for which the DSN does not
have a detector. However, recall that the receiver IF chain is
still very much intact. As a result, the ranging signal can be
processed from the 10 MHz IF in exactly the same way it is at
present by simply ensuring that the reference in the Planetary
Ranging Assembly (PRA) or MU Il ranging machines are
adjusted for the appropriate phase. This can easily be accom-
plished by a pretrack calibration.

The modulation scheme described above is really not a new
scheme. It was originally developed at JPL as a suppressed
carrier version of interplex modulation (Refs. 1 and 2). Its
utility has been demonstrated on MVM-73 (in the residual
carrier mode) and more recently has been used in the sup-
pressed carrier mode on the Space Shuttle under the name of
unbalanced quadraphase. It was demonstrated for MVM-73
that interplex modulation involving two telemetry signals
could be processed by the existing DSN by proper phasing of
the reference signals. Likewise, the interplex modulation of
telemetry and ranging can be processed by the DSN with
proper phasing. Finally, the suppressed carrier tracking config-
uration of Fig. 2b is also appropriate for tracking the sup-
pressed carrier versions of interplex modulation (Refs. 1, 3 and
4).

VI. Conclusions

We have shown that to go to high data rates it is necessary
to eliminate the use of subcarriers. We then demonstrated that
a significant advantage in tracking loop SNR would result for
changing from residual to suppressed carrier moduiation. This
gain in loop SNR is extremely desirable since it allows one to
broaden the tracking loop bandwidth and hence simplifies the
operational activities needed for signal acquisition without
sacrificing tracking performance. Also a stronger loop SNR



means that the tracking loop is much less likely to be knocked
out of lock by external RFI and results in improved navigation
by means of reduced doppler jitter,

We next demonstrated that the current block {V receivers
(or the block Il receivers) could still be used in conjunction
with the megasymbol demodulator assembly to track sup-
pressed carrier signals, We next found that the doppler system

was quite insensitive to the change to suppressed carrier with
ine only impact being the possibility of half cycle slips occurs-
ing, as well as full cycle slips, Finally we found that simulta-
neous telemetry and ranging, although inipractical in the
present format at high telemetry rates, could be easily handled
by an unbalanced quadraphase signal format and that the
resulting signal could be quite adequately processed by the
existing DSN if simply augmented by the megasymbol demod-
ulator assembly.
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Table 1. Loop SNR degradation factor for residusl carrier and

0 = 80°
1 2
R, dB g,dB 73R 98 Cos? 0, dB
0 -20.0 -4.8 -15.2
4 -23.0 -7.8 ~15.2
10 ~-284 -13.2 ~-15.2

Table 2. Data power fraction o

BT, 1 2 3 4 5

a 903 950 966 975 .980

Table 3. Loop SNR degradation factor for suppressed
carrler tracking

g, dB
R,dB
BTs—l BTS-Z BTS=3 BT =4 BTs=S
0 -3.68 -5.14 ~6.28 ~7.19 -7.94
4 ~2.03 ~2.87 -3.65 ~4.31 -4.90
10 -0.90 -1.05 -1.32 ~-1.60 -1.88
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Development Support — DSS 13 S-X Unattended
Systems Development

E. B. Jackson

Radio Frequency and Microwave Subsystems Section

AT DSS 13 (the Venus Station), the subsystems necessary for telemetry reception
from spacecraft have been placed under the control of an on-station supervisory
computer (Station Controller) and various subsystem controllers, with control inputs
originating from Network Operations Control Center (NOCC) at JPL, and monitor inputs
from the various Station Subsystems available to the NOCC Operator. The controlled
subsystems at DSS 13 include the Antenna and Servo, Microwave Configuration, Block
III Receiver, and Subcarrier Demodulator Assembly.

System concepts, overall system description, computer controlled subsystem
capabilities, and system testing are discussed. Testing, with control being exercised from
NOCC at JPL, has been performed on both Helios and Voyager spacecraft. The test

program is continuing.

I. System Concepts

The goal of the DSS 13 S-X Unattended Systems Develop-
ment program is to demonstrate the capability to perform
spacecraft tracking without the necessity for operator inputs
at the station performing the tracking. Data are being collected
and will be analyzed so as to obtain a measure of the cost
effectiveness of station automation, including such factors as
possible increased antenna user time availability and impact on
station MTBF which may result from the added automatic
equipment. Operation of the station is exercised from a re-
mote location, such as Network Operations Control Center
(NOCC) at JPL, using an overall supervisory computer (Station
Controller), controlling subsystem microprocessors for each of
the controlled subsystems. This supervisory computer and the
subsystem microprocessors are located at the station. Control

inputs from the operator at the remote location are minimal
and communications with the Station Controller are via a
High-Speed Data Line.

For the initial capability, it was decided to constrain the
automatic capability to that required for the reception of
spacecraft downlink telemetry, including Subcarrier Demodu-
lation. (The remainder of the telemetry capability at a DSN
Station is already computer controlled and could be made
remote controlled with relatively minor development effort.)
The subsystems chosen for modification at DSS 13 are the
Antenna and Servo, Microwave Configuration, Block III Re-
ceiver and the Subcarrier Demodulator Assembly (SDA). The
output of the DSS 13 SDA is transmitted to another DSN
station at Goldstone for processing through the Symbol
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Syachronizer Assembly (SSA) and  Telemetry Processor
Assembly (TPA), Subsequent transmission of telemetry data
1o NOCC is us now done,

These subsystems at DSS 13 have now been placed under
computer control with capabilities which permit complete
operation of these subsystems from a CRT Terminal located in
NOCC, Bidg 230, at JPL. A block diagram of the system
configuration Is shown in Figure 1. The subsystem automatic
control capabilities are deseribed below,

ll. System Description

A. Station Controller

The Station Controller, the supervisory computer in this
system, is an 8080 based, JPL built, microprocessor, which
communicates with the controlled subsystem controllers via a
standard DSN star switch. All automatically controlled Sub-
systems, with the exception of the Antenna Controller, utilize
a similar version of this 8080 based microprocessor, All com-
munication between the NOCC Operator and the controlled
subsystems is via the Station Controller, which accepts con-
figuration, predict, and operational mode selection inputs, At
the direction of the NOCC Operator, the Station Controller
also controls the acquisition process.

B. 26-m Antenna and Servo

Starting with firm power on, but disconnec ed from the
Servo Subsystem, the Antenna Controller, a MODCG, :P 11/25
Minicomputer, can automatically apply servo operating power,
verify correct operation of the electrical and hydraulic com-
ponents, and cither move the antenna to any desired position
or track any desired target using operator supplied pointing
angle predicts. All movements are made in High-Speed Mode
with controlled acceleration, at programmed speeds, until the
antenna is at its desired pointing angle. The computer then
automatically switches to Low-Speed Mode and tracks the
computed target path. Seyeral environmental and servo opera-
tional parameters are monitored continuously by the com-
puter to ensure correct functioning. Table 1 “Servo Control
Capabilities,” Table 2 “Servo Parameters Monitored,” and
Tatle 3 “Antenna Movement Modes" list the automatic moni-
tor and control capabilities of this subsystem,

This automated capability may be exercised either locally,
using a Terminet as the computer I/O device, or remotely,
using the CRT Operator Terminal in NOCC. In the latter case,
the input is to the Station Controller and it directs and
controls the actions taken by the Antenna Controller,
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C. Block Il Receiver

The Receiver Controf Computer can control the recelver
Jocul oscillator frequency and provides Initial conditions for
the recelver tracking loop filter, Acquisition of the spacecraft
downlink frequency Is automatically accomplished by opening
the receiver tracking loop, sweeping the local oscillator to the
correet frequency, detecting the presence of the downlink,
activating the tracking loop, stopping the sweep and phase-
locking to the downlink carrier in a manner analogous to the
actions taken manually by a skilled operator, The initial fre-
quency, rite of sweep, acquisition time, start, and width of the
sweep window are initially specified by the operator based on
published predictions used by all DSN stations. These “pre-
dict” data are loaded into the Receiver Controller via the
Station Controller.

D. Microwave Configuration

The configuration of the various microwave elements con-
tained in the Cassegrain feedcone and antenna mounted elec-
tronics room is controlled by the positioning of three wave.
gulde switches, two located in the feedcone and one located in
the antenna electronics room. The positioning of these
switches is under the control of the Microwave Configuration
Controtler and is specified by configuration information pro-
vided to the Microwave Configuration Controller by the NOCC
Operator, through the Station Cont:oller. Any possible switch
position can be selected, based on configurations required by
the track to be performed, e.g., “Transmitter Dipiex" or *‘Low
Noise Listen Only” modes,

E. Subcarrier Demodulator Assembly (SDA)

All of the front panel controllable, operational parameters
of the Subcarrier Demodulator Assembly, whose selection is
necessary for spacecraft subcarrier acquisition, are under the
control of the SDA Controller. Table 4, “Controllable SDA
Parameters,” tabulates these parameters and their ranges. The
value or position of these parameters is specified by the NOCC
Operator to the Station Controller, which then directs the
SDA Controller to effect selection. At the appropriate time,
the Station Controller directs the SDA Controller to effect
automatic acquisition of the spacecraft subcarrier.

lil. System Operation

There are four modes through which the Unattended
Operations Control will sequence to acquire spacecraft teleme-

try.
A. Station Controller Initialization

When the Station Controller Microprocessor is first initial-
ized, it automatically enters a sequence wherein a diagnostic



routine checks that the input and output ports, and the
controller memory are functioning correctly, The Controller
then prompts the operator on input commands required to
enier the next mode,

B. Controlled Subsystem Initialization

In this mode, selected by the Operator, each of the con-
trolled subsystems is initinlized, which includes verifying the
communications link through the Star_Switch, verifying
memory operability, and verifving input and output ports.
Successful completion of this mode substantiates, insofar as
software diagnostics can determine, that the control micro-
processors are functioning and are ready to accept configura-
tion and predict data, The Station Controller then automati-
cally enters the next mode.

C. Controlled Subsystem Configuration

In this mode, the Station Controller will accept, from the
Operator, the configuration and predict information peculiar
to the spacecraft to be tracked. This obviously includes an-
ienna pointing, receiver operating frequency, microwave
switch positions, and SDA data rate, bandwidth, and sub-
cartler frequency. Upon request, the Station Controller will
display to the Operator the possible cholces for each con-
trolled subsystem, Upon completion of the input configura-
tion and predict information, the Operator loads the various
subsystems by instructing the Station Controller to “TRANS.
FER" the entered information, The Station Controller then
automatically enters the next mode.

D. Controlied Subsystem Operate

Once in this mode, the Station Controller will respond to
an Operator input command to “OPERATE,” and the acquisi-
tion sequence begins,

V. Acquisition Sequencing

Upon receipt of the message “ON POINT" from the 26-m
Antenna Controller, the Station Controfler automatically in-
structs the Block HI Receiver Controller to commence acquisi-
tion of the spacecraft downlink carrier. Upon receipt of the
message “"RECEIVER IN LOCK," the Station Controller auto-
matically instructs the SDA Controller to commence acquisi-
tion of the telemetry subcarrier. When the SDA completes
acquisition of the telemetlry subcarrier, it transmits the mes-
sage “SDA IN LOCK" to the Station Controller and the
acquisition sequence Is complete, The base band spectrum
output from the DSS 13 SDA is routed, via the microwave
link, to another DSN station at Goldstone for symbol synchro-
nization and decoding and transmission via HSDL to NOCC at
bldg, 230, JPL. The NOCC Operator (DSN Controller), by
observing the Station Controller generated messages displayed
on his CRT Control Terminal, can monitor subsequent perfor.
mance on his standard display, just as he would with any other
DSN station,

V. System Testing

Commencing on 1 December 1977, the system as described
above has been tested using Helios and Voyager spacecraft
telemetry as test signals, Both DSS 11 and DSS 12 have been
used as the DSN station with which telemetry processing is
accomplished, Complete single point control, as described
herein, hes uot yet been demonstrated as the 26-m Antenna
Controller integration into the system is not yet completed.
However, control, configuration, and predict loading of all
other controlled subsystems have been repeatedly demon-
strated successfully from NOCC with no operator input to
these systems being accomplished locally at DSS 13,

Complete single point control, as described in this article, is
anticipated to be demonstrated in the first week of March
1978, A description of the System Software will be reported
in a later DSN Summary.
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Table 1. Servo Contro! Capabiiities

Function

Capabitity

Operating Power
Managemsant

Antenna Brakes

Antenna Speed

Pre-limit
Disable Condition

Can either apply 1o start servo system
of remove to shut down servo system,

Can apply and release brakes
selectively, on elther axis, or can
apply and release master brake (boih
axes simultancously),

Can select, for eithor axis, either High
or Low Speed as required by difference
between antenna desired position and
nctual position.

Can override a pre-limit warning,
Can yeset from Disable to Operate mode,
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Table 2. Ssrvo Paramaters Monitored

Function
Brake Status, both axes
Speed selected, both axes
Pre-limit Status, both axes
Final Limit Status, both axes
System Disable Status
Lubrication Available, Gearboxes
Right Wrap-up of Cables
Loft Wrup-up of Cables
Computer Control Selected

Differential Pressure, Elevation Low
Speed Servo Valve

Differential Pressure, Elevation High
Speed Servo Valve, Loft

Differential Pressure, Elevation High
Speed Servo Valve, Right

Pressure, Elevation High Speed
Hydraulic Fluld System Supply

Pressure, Flevation Low Speed
Hydraulic Fluid System Supply

Differentinl Pressure, Azimuth High
Speed Servo Valve

Differential Pressure, Azimuth Low
Speed Servo Valve

Prossure, Azimuth High Speed
Hydraulic Fluld System Supply

Pressure, Azimuth Low Speed
Hyuraulic Fluid System Supply

Fluid Level, System Hydraulic Fluld
Supply Reservolr

Wind Speed, South West Tower

Wind Speed, South East Tower

Wind Direction, South West Tower
Wind Direction, South East Tower
Temperature, Hydraulic Fluid Supply
75 HP Starter In-Use?

125 HP Starter In-Use?

Volume Being Delivered, 75 HP
Hydraulic Pump, Left

Volume Being Delivered, 75 HP
Hydrzulic Pump, Right

Volume Being Delivered, 125 HP
Hydraulic Pump, Left

Volume Being Delivered, 125 HP
Hydraulic Pump, Right

Type Monitor

Switeh
Switch
Switch
Switch
Switch

Ilow Switch
Switch
Switch
Switch
Transducer

Transducet

Transducer

Transducer

Transducer

Transducer

Transducer

Transducer

Transducer

Transducer

Transducer
Transducer
Transducer
Transducer
Transducer
Switch

Switch

Transducer

Transducer

Transducer

Transducer




Table 3. Antenna Movemsnt Modes

Mode

Description

FUr— £ s et

RAMP (STOP)

AZIMUTH-ELEVATION

SIDERFAL

3-DAY FIT

Used to stop the antenna move-
ment, without stowing, for
whatever need,

Used for positioning the antenna
to some fixed coordinates, such
as the near-field collimation
tower or for maintenance
ptirposes,

Used for tracking stars. Requires
entry of current set of Right
Ascension and Declination
coordinates for desired target,

Used for tracking spacecraft.
Requires entry of three sets of
Right Ascension and Declination
coordinates, for the three suc-
cessive days starting with day on
which track is to be accomplished.

Tabla 4. Controllable SDA Parameters

Parameter

Range

INPUT SOURCE

VCO LOOP FILTER SHORT
VCO LOGP BANDWIDTH
MODULATION INDEX
SUBCARRIER FREQUENCY
SYMBOL RATE

OUTPUT PORT SELECTED

Revr 1, Revr 2, Test, Tape
On, Off

Narrow, Mediumy, Wide
0-30dB

100-1 X 10¢ Hz

5.6 - 270,000 symbols/second
Demod, Test, Tape

ORIGINAL PAGE IS

OF POOR QUALITY ,
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The DSN Standard Real-Time Language

R. L. Schwartz, G. L. Fisher, and R. C. Tausworthe
DSN Data Systems Section

A set of requirements for the Deep Space Network Standard Real-Time Language has
been recently drafted. This language will be a modern high-order programming language
well-suited to the special needs of real-time programs developed for use in the Deep Space
Stations and Network Operations and Control Center. Nearly all DSN real-time program-
ming has, in the past, been done using assembly language. The implementation of a
standard hLigh-order language is being planned in order to promote the development of
real-time programs with higher reliability, increased programmer productivity, language
commonality, flexibility, and re-use potential, and to provide a means for reducing the

current life-cycle costs of DSN software.

I. Introduction

The DSN real-time software includes tracking and data
acquisition software and mission support software. These pro-
grams, typically driven by high-speed data interrupts, have
rigid input/output format requirements and must interface
with special-purpose external hardware,

Because of the serious time constraints imposed by the
high-speed interrupts, and the strong dependencies on external
data formats, these programs have in the past been written, for
the most part, in assembly language. This practice has pro-
duced software with a high development and maintenance
cost, As the hardware base has evolved over a period of years,
and as different missions have imposed their differing con-
straints on the software, large existing programs have had to be
almost completely redeveloped without substantial support
from the earlier software.

The DSN system environment has in the past included a
number of different small- to medium-size computers, with
widely divergent characteristics, This diversified type of envi-
ronment is expected to extend also into the foreseeable future.
Future DSN capabilities, for example, are planned to include
the use of single-chip microprocessors as part of the standard
DSN set of Control and Computation Modules (CCMs).

A standard higher-order language specifically suited to the
type of real-time programs developed by the DSN is needed to
promote higher reliability, increased programmer productivity,
language commonality, flexibility, and provide a means for
reducing the current life-cycle cost of DSN software. A set of
requirements for such a Deep Space Network standard real-
time language has been recently drafted. This article summa-
rizes that draft material. Work is continuing on refinements to
these requirements, and completion of the language specifica-
tion is scheduled for the end of this fiscal year.
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Il. Brief History of Language Design for
Reliable Software

The development of higherlevel computer programming
languages is motivated by the desire to increase programmer
productivity and make the process of programming indepen-
dent of the particular machine used. The rapidly changing
computer hardware, together with a rapidly expanding domain
of problems to be handled by means of a digital computer,
necessitates the viewing of a programming language as a vehicle
for the expression of the probiem in abstract terms, obviating
a detailed machine-level specification of the algorithm, Thus, a
programming language forms an interface between its users,
who are concerned primarily with the ease of expression of a
problem in abstract terms, and the instruction set on a partic-
ular real machine.

As the class of problems to be solved increases in scope and
complexity, likewise does the necessary complexity of expres-
sion within the programming language. The ability of a user
to understand and accurately communicate his intentions
through the programming language necessarily becomes more
difficult, yet at the same time becomes more crucial. The
programming language must accept the burden of providing a
vehicle for the expression of the problem in a conceptually
clear manner in order to promote programmer understanding
of what he has created.

This need has been recognized within the last decade, with
various approaches being taken. After an early period, in
which the development of extended assembly languages, such
as FORTRAN, (Ref. 1) paralleled the development of com-
puter architecture, the need for greater abstractions from the
basic machine was recognized. The introduction of such lan-
guages as ALGOL 60 (Ref. 2) and LISP (Ref. 3) signalled the
beginning of an age of higher-level languages primarily oriented
toward the user. An attempt was made to formally express the
semantics of these languages without reference to the concrete
machine. This attempt at formalization of the semantics of a
programming language was carried further by PL/1 (Ref. 4)
and ALGOL 68 (Ref, 5) in very different manners. Both
languages sought to increase the flexibility and universality of
the language. ALGOL 68 chose to follow a course of greater
orthogonality (using as few rules as possible, minimizing the
number of special cases) and generalization of structure, lead-
ing to almost unbounded power being given to the bewildered
programmer. PL/1 chose to increase the power of the language
through a large set of constructs and specialized rules that the
bewildered programmer needed to be aware of in order to
express his or her problem.

Soon, a realization of the high cost of software production

led to a methodology emphasizing a structured approach to
the development of computer programs. This methodology

132

initisted, among its supporters, a shift away from languages
such as ALGOL 68 and PL/1, in favor of simpler languages
with features encouraging more disciplined programming,

The programming language PASCAL (Ref. 6) was the earli-
est and perhaps the most successful of the languages to be
designed at this time. PASCAL contains a minimum number of
flow-of-control constructs, no default declarations or auto-
matic type conversions, and a clear, concise syntax. PASCAL
sought to treat language semantics in a manner that would
allow both a precise implementation specification and a de-
scription of a formal (logical) system in which properties of
the program could be derived (Ref. 7).

Various other languages, such as ALPHARD (Ref. 8),
EUCLID (Ref.9), GYPSY (Ref. 10), MADCAP-S (Ref, 11),
STRUGGLE! (Ref. 12), and ALPO' (Ref. 13) have generally
followed the same ideas of semantic description used by
PASCAL, but each has proposed somewhat different sets of
language features to increase program reliability, provability,
power, etc.

The prolife:ation of programming languages and the result-
ing program incompatibilities which have occurred in the Jast
five to ten years have spurred various large users of software
toward the development of a standard programming language
(cf. Ref. 14). The British government adopted the CORAL 66
(Ref. 15) programming language as its standard in 1975, the
German government is now completing their standardization
on the language PEARL (Ref. 16), and the French government
is currently working on defining a French standard language.
The U.S. Department of Defense has recently completed a
study to define the requirements of a DOD standard real-time
higher-order language (Refs. 17, 18), to be used in all defense
system applications. The language, to be called DOD-1 (with
PASCAL as its base language), is scheduled to be rigorously
defined and a test translator for it implemented by early 1979,
The DSN has patterned its draft requirements, summarized
here, after the DOD requirements.

lil. Goals for the DSN Standard Real-Time
Language

This section lists and discusses a set of general goals to he
met by the DSN standard real-time language. These are pre-
sented in their approximate order of importance.

A. Life Cycle Cost Effectiveness

The overriding goal of using the DSN standard higher-order
language is to reduce the life cycle cost of DSN software,

1These languages have not been implemented,




including initial development cost, maintenance and operation
cost over the system lifetime, and costs associated with retiring
a program (de-implementation), if any.

A great deal of each new DSN software system develop-
ment is a repetition of programming processes that have been
written before. Yet, many DSN systems are started from
scratch with little benefit from this previous work, other thar
what an individual programmer might remember having been a
part of the previous project. Higher-order languages are pre-
ferred, of course, and used when possible, but the assembly
language of the host machine is usually necessary at present,
Even with the “same” higher-order language, differing dialects
and local computer system alterations make it almost impos-
sible to sustain a truly powerful production environment.

The DSN standard higher-order real-time language will
remain stable (except under DSN Engineering Change Control
Board direction) io ensure efficient reutilization of once-
written software. Such stability will also tend to minimize the
cost of sustaining an effective production environment.

B. Rellabllity

Real-time programs in the DSN control critical real-time
processes in which there is a potentially severe penalty for
faulty operation. DSN Software therefore must strive toward
total reliability. The DSN standard real-time programming
language will support a programming environment which fos-
ters the creation of well-structuicd, readable, understandable,
testable, manageable programs. Such characteristics in a pro-
gram are known to promote program reliability through fewer
design faults, decreased scope of error, and increased ease in
fault detection, location, and repair.

C. Efficiency

For programs that demand it, the object code generated by
the language translator must be efficient at run-time, mainly in
terms of speed of execution, but also in terms of storage
requirements. The handling of high-speed telemetry interrupts,
for example, necessitates rapid response and processing speeds.
The DSN real-time language must therefore provide users a
means to optimize time-critical portions of their programs
when necessary. Since such optimization is likely to be very
machine-dependent, the real-time language must permit users
to access low level features of the host machine in a way not
conflicting with other goals of the language.

D. Maintainability

DSN programs written in any language must be maintain.
able. Recent industry studies (Ref. 19) and DSN qualitative
studies have shown that program maintenance accounts for
some 60% of the life-cycle costs of large programs.

Programs are made maintainable by modular construction,
functional organization, localized scoping of data connections,
simple control structures, the absence of special default fea-
tures, easily understandable higher-level language constructs,
and a stable, controlled programming environment, Addition-
ally, maintainability relates to the availability of diagnostic
tools and measurement aids which support the calibration,
alteration, fault detection, fault isolation and location, and
repair of the program. The DSN real-time language will form
the kernel of a unified total programming system which will
accomnmodate all of these needs.

E. Stabllity

The programming environment within which software is
developed needs to be stable in order to provide reasonable
assurances of the long-term reliability, validity, maintain-
ability, and reusability of DSN Software. The programming
system must have evolutionary potentials and avenues for
change, lest it become inadequate for future missions. How-
ever, such evolution must be at a controlled, cost-effective
pace.

The DSN standard real time language and its processor
designs will be owned, implemented, and maintained by the
DSN. Alterations will only be permitted us directed by DSN
Engineering Change Control Board? action, Such changes will
invariably require assessment of impacts, costs, and benefits
prior to the implementation of new or altered features.

F. Training

The time required to learn the DSN standard real time
language should be relatively short. In relation to this goal, the
DSN standard real time language is required to be similar in
certain ways with other languages being used in the DSN
(principally MBASICt™ (Refs. 20, 21)). The features of the
DSN language are meant to be English-like and self-descriptive.
Nevertheless, the features will be well documented, with an
accurate description of the language semantics oriented toward
the understanding level of its users,

G. Transportability

Due to the range and diversity of programmable hardware
in the DSN, reusability of software items relies on portability
of program parts and transferability ot personnel skills among
the various machines used. Even among real-time programs
with device and machine dependencies, there are a great
number of operations, human and program, common among
different software efforts on the different machines. The stan-
dard language will provide a means to isolate those portions of
real-time programs which do and do not have an inherent

20r other JPL or NASA responsible authority,
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machine dependence, so that significant portions of programs
may be reused as needed in other DSN applications,

The standard language will also increase the transportability
of programmer knowledge and skill, The DSN standard real-
time language is intended to allow each programmer to apply
his or her skills among all machines and other tasks being done
in the DSN,

iV. General Philosophy of Requirements

The DSN standard real-time language is intended to be a
small, efficient, real-time-oriented, state-of-the-art, modern
programming language for the DSN which can be adapted, vin
its extensible nature, to be useful for the entire spectrum ot
DSN real-time applications over the wide range of hardware
characteristics projected for future use. The “smallness” of the
language is meant to accommodate generality of expression
while creating efficient programs using an affordable compiler
(a few man-years per implementation),

The DSN real-time operational environment differs in im-
portant ways from machine to machine, and the needed fea-
tures of DSN programs vary, depending on the particular
machine and subsysiem. Because of this, those facilities
that can be better programmed as subsystem-dependent or
hardware-dependent subroutines or macros have not been In-
cluded in the real-time language requirements. The language
therefore will have only very basic built-in input/output facili-
ties, no specific mechanisms for parallel processing (other than
interlocks), no co-routine syntax, and no built-in data types or
constructs to handle the special and diversified hardware char-
acteristics found in the present DSN hardware. All of these
special characteristics will, however, be accommodatable by
macros and subroutines written in the language which, by
means of standard libraries, can be shared by groups of users,

A general principle thad has been used in the formulation of
the requirements is that the choice of syntax and semantics
should follow the principle of “least astonishment.” That is,
there is probably a flaw in the language design if the “average
programmer” is astonished to learn about some aspect of the
language. The language is meant to appear sensible both to the
average skilled programmer and the language specialist alike.

V. Language Requirements

The specific requirements of the language have been assem-
bled in keeping with the general goals and requirements philos-
ophy outlined above.
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Briefly, the overall requirements to be satisfied by the
language are:

(1) Statement-oriented,

(2) Supports top-down structured development of
programs

(3) Strongly typed with full compile-time type checking

(4) Extensible, supporting data abstraction by means of a
data definition facility

(5) Multi-layered language with several levels of defini-
tional power

(6) Able to control non-standard external devices

(7) Allows separate compilation of program segments
with full interface verification prior to execution

(8) Part of a total programming environment
(9) Compilable on DSN standard minicomputers

(10) Generates code for DSN standard minicomputers and
CCM’s

In this section we describe the salient features of the language
which revolve around the data definition facility: its role in
supporting data abstraction, its expanded definitional power,
and its use in controlling real-time processes, We also briefly
introduce the concept of a total programming environment for
language support. Subsequent DSN Progress Report articles
will describe these and other aspects of the language in more
detail.

A. User Data Definition Facility

The DSN standard real-time language supports data abstrac-
tion by allowing the user to define new data types and opera-
tions within programs, New data types are defined by specify-
ing the class of data objects comprising the type and the set of
operations applicable to that class, The definition of the class
of objects and operations on the objects is done by using the
composition of previously defined data types and control
structures, which, if required, can be augmented by the use of
a medium-level, rloser-to-machine-language layer described in
section B below,

Once defined, these abstract data types may be used as one
would use a built-in type; one may declare identifiers ranging
over the data type, then operate on the data by means of the
defined operations. By allowing access to the new object only
by means of the pre-defined operators, an encapsulation of the
data definition supporting the abstraction occurs, thereby
guaranteeing the integrity of the object being defined; that is,
no unauthorized modification of the representation may
occur,



The number of specialized capabilities needed for a com-
mon language for all DSN real-time programming tasks is large
and diverse. In many cases, there is no consensus as to the
form these capabilities should take in a programming language.
No higher-order language can build in all the features uscfl w0
a broad spectrum of applications, or which would anticipate
future applications and requirements, or even provide a univer-
sally “*best” capability in support of a single application arca,
Assembly language has had to serve as the main language tool
for most existing DSN (and other) real-time programs because
no higher order language has been available that can accommo-
date both the very low-level programming constructs as well as
higher-order abstractions,

To require that a language be implemented which has only
those primitives in the language required to handle current
DSN applications is to build in obsolescence, Rather, the DSN
real-time language must be robust in order to survive evolving
hardware and software requirements. It must contain all the
power necessary to satisfy current applications, yet, at the
same time, contain the ability to extend that power to new
and different application tasks.

A language with facilities for defining data and operations
restricted  to that data offers the capability to add new
application-oriented structures and to use new programming
techniques and mechanisms through descriptions written en-
tirely within the language. It accommodates communication
with non-standard external devices and diverse operating envi-
ronments, The DSN standard real-time language definitions
will have the appearance and costs of features which are built
into the language while actually being catalogued as accessible
application packages,

No single programming language can fulfill all the goals set
forth earlier; but the DSN language, with its data and opera-
tion definition facilities, can adapt to meet changing require;
ments in a variety of areas while yet remaining very stable
itself, thereby promoting efficiency, maintainability, reusabil-
ity, etc.

B. Muiti-Layered Language

The implementation of an abstract data type via the DSN
standard real-time language data definition facility will be
permitted to have more expressive power than will be allowed
in the rest of the user program. Inside a data definition
structure, the pointer data type may be used in order to
implement the representation of linked structures or other
data objects requiring the use of a pointer, Additional lower-
level language features available only within the data definition
facility include 1) a medium-evel language layer which is
closer to the machine language of the host computer, 2) calls

to routines coded in other supported languages, and 2} operat-
ing system calls, Each of these capabilities is particularly
important to support efficient control of real-time processes,

The medium-level, closer-to-the-machine-language layer will
provide a machine-dependent method of accommodating those
portions of DSN real-time programs which must absolutely
have access to specific machine architecture or bit and byte
level manipulations, The layer will consist of the normal high-
level control constructs, a set of special machine-level data
types (such as bit and byte), and a series of built-in functions
which provide a one-to-one correspondence to the instructions
present on the base machine. This medium-level language layer
will thus provide machine-level access together with the high-
level structuring tools present in high-level languages. A special
machine-specific medium-level language will be required for
cach implementation,

Such a medium-level language concept i3 not new; it began
with the medivm-level language PL/360 (Ref. 22) developed
by Niklaus Wirth for the 1BM 360 in 1972, Since then, similar
languages have been developed for many machines, following
the style of PL/360.

The layered-language capability can be used, for example,
to define a DSN standard (but not built-in) library data type
called, say HIGH_SPEED_DATA_BLOCK, with data-
accessing operations coded using the medium-level layer to
unpack and retrieve the information as well as allocate and
deallocate blocks as necessary.,

C. Real-time Input/Output Control

The DSN standard real-time language will support control
of real-time processes, both through generalized input/output
operations and the use of its data definition facilities. The
language will also provide an interlock construct as a primitive
mechanism for programming data definitions used for synchro-
nization of paralle] and concurrent processes.

A large part of many DSN real-time programs is directly
concerned with awkward or application-tailored input and
output equipment, which have curious input/output nstruc-
tions and special status words, and which deal with data in
elaborate non-standard, machine-dependent formats, none of
which can be clothed in the comfortable abstractions of a
high-level programming language. As mentioned carlier, it is
not possible for a single standard higher-level real-time lan-
guage to contain efficient real-time constructs which are suffi-
ciently general to be able to handle all, or even part, of the
peripheral device interfaces likely to be seen in the DSN
real-time environment.
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Accordingly, any communication with external devices
which is not possible via the built-in input/output constructs
in the DSN standard real-time language can be handled by
means of the data definition facility. The programmer will be
able to define an abstract data type and operations which
handle the necessary protocols and perform all the necessary
communications, Inside the data definition structure, the pro-
grammer will have the use of the pointer data type, the
medium-level language layer, calls to routines coded in other
supported languages, and operating system requests,

D. The Total Programming Environment

The DSN standard real-time language will not necessarily
ruquire that the object machine have an operating system, The
language implementations initially will be suitable for pro-
gramming both the DSN standard minicomputer and the Con-
trol and Computation Modules (microprocessors), The lan-
guage translator is currently planned for implementation on
the DSN standard minicomputer, with a cross-compilation
capability for compiling programs targeted for the Control and
Computation Modules. There is no requirement for self-
hosting on the CCMS.

The mere availability of a particular language processor by
itself is not sufficient to satisfy the goals which have been set
forth carlier. The time is past in which a modern language can
be considered apart from the programming system in which it
resides. The presence of synergistic tools to support progrum
development is an essential factor in the cost-effective fabrica-
tion of programs of the complexity found in DSN tasks. For
these reasons, and following the precedents of ECL (Ref, 23)
and MBASIC!™, the DSN real-time language will require a
programming system designed specifically for the langnage.
Among the elements of this programming system are (1) an
intelligent text-editor, with features designed to aid in the
coding of programs written in the language; (2) an intelligent
linkage-editor (collection program) with facilities for resolving
more of the module interfaces than just addresses; {3) a run-time
support system that includes an intelligent, interactive test-
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probe capability; (4) an interactive mode of program develop-
ment testing, with some emulation of the real-time environment;
(5)a monitor capability which will provide performance
measurement information, such as the total number of object
code instructions, the machine cycle times required to support
each of the statements in the standard language, the statement
execution frequency counts, and the time-sampling statistics
collected at run-time (cither in interpretive or compiled-mode
operation). Such performance measurements lead to program-
mer awareness of the time and storage characteristics of his
code, and can substantially improve or optimize source code as
required to meet applications constraints,

VI. Conclusion

The requirements reported in this article are, at this writing,
in a preliminary state, Completion of the requirements and the
endorsement of these by both programmatic and implementa-
tion organizations is required before the actual language and
processor design activities begin. Linison with institutiond' and
flight-support computing efforts in their current quest for a
JPL-wide standard real-time language may also be expected to
influence the final set of requirements. (The current belief is
that the DSN standard real-time language can form a kernel
subset of the JPL standard real-time language, for the middle-
to-large class of machines),

The authors do not mean to imply by this article that a new
language must be invented to fulfill the requirements suimma-
rized here. However, since no higher-order languages currently
implemented on DSN machines have been deemed adequate
for DSN tasks (as borne out by the almost total reliance on
assembly language), it seems fairly certain that whatever lan-
guage is ultimately chosen (existing, adapted, or invented), the
processor for that language will have to be designed, docu-
mented to DSN standards, and implemented. Current plans
call for the completion of the DSN real-iime language on the
MODCOMP-II by the end of FY-80 and on the CCM’s by the
end of FY-81.
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On Decoding of Reed-Solomon Codes Over GF(32) and
GF(64) Using the Transform
Techniques ot Winograd®

i. S, Read

Dapartment of Eiectrical Engineering
Univarsity of Southarn Californie

T. K. Truong and B. Benjauthrit
TDA Engineering

A new algorithm for computing a transform over GF(2" ), where n = 5, 6, is developed
to encode and decode Reed-Solomon (RS) codes of length 2" - 1, Such an RS decoder is
considerably faster than the conventional transform decoder over GF(2" ),

|. introduction

Fast real-valued transforms over the group (Zz)" were developed first by Green (Ref. 1) to decode the (32,6) Reed-Muller code
(Ref, 2) used by JPL in the Mariner and Viking space probes. Recently Gore (Ref. 3) extended Mandelbaum’s methods (Ref. 4)
for decoding Reed-Solomon codes. He proposed to decode RS codes with a finite field transform over GF(2"), where n is an
integer, Michelson (Ref, 5) implemented Mandelbaum’s algorithm and showed that the decoder, using the transform over GF(2"),
requires substantially fewer multiplications than a standard decoder (Refs. 6-8). The disadvantage of his transform method over
GF(2™) is that the transform length is an odd number, so that the most efficient FFT algorithm cannot be used,

In this paper, a new algorithm based on the methods of Winograd (Refs. 9, 10) is developed to compute a transform over
GF(2") for n =5, 6. This transform algorithm over GF(2") for n = 5, 6 requires fewer multiplications than the conventional fast
transform algorithm described by Gentleman (Ref. 11), The algorithm is presented in detail in this paper only for the cases n = 5,
6. This algorithm for RS codes over GF(2"), where n = 2™, has been treated previously by the authors using similar procedures
(Ref. 12).

YThis work was supported in part by the U.S. Air Force Office of Scientific Research under Grant AFOSR-75-2798,

139



il. Cyclic Convolutions

The following algorithm for the cyclic convolution of two sequences is based on ideas due to Winograd (Refs, 9, 10). Let
GF(2") be the Galois field of 2" clements, Observe first that if X(u) = x, + x.u"‘, Y(u)= y, + y,u" for m=1,2, be two
polynomials over GF(2"), then the product 7* (1) = X(u) Y(u) is computed as follows:

T'(u) = X() Y(u) = ¢y +e,u™ +c,u™ (1)

where ¢ = Xy * v, €, = (xp + x )y t Yy rxg oy tx, oy ande, =x, vy, Bvidently there are exactly three
multiplications required to compute z 1)

It is well known (Ref. 9) that if

n-1
X(u) = Z X, u
k=0

and

n~1

Y(u) = 2 yku"

k=0

are (n - 1)-th degree polynomials, then the cyclic convolution of the coefficients of X(u) and Y(u) is given by the coefficients of

n-1
Tu) = X(u) Y(u) = Z Zku" mod (" - 1).
k=0

Now factor the polynomial 4" - 1 over GF(2") into irreducible relatively prime factors, i.e.,
k
-1 = [T s,
=1
where (g,(u). g,(u))= 1 fori # §,

Then T(u) mod g(u) fori=1,2,..., k can be computed, using Eq. (1). To evaluate 7() from these residues the Chinese
remainder theorem is used. To show this, consider first the cyclic convolution of 3 elements, This is given in matrix form as
follows:

Yo a4y a, 4, X0

= 2
Yy a, a, 4a, Xy (2)
Y2 a, a4, 4, X2
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where y;, a, x, €GF(2") fori = 0, 1,2, The above convolution is obtained from the coefficients of

T(u) = (a, +aguta,u?)« (x, +x, u+xou*)ymod (u+ 1)t +u+1) 3)

where (u + 1) and (12 + u + 1) are the irreducible tactors of u® ~ 1 over GF(2).

To compute (3), let m(u) = (u + 1)w? +u+1)= m (u) my(u) = m () M, () = m,(u) M,(u). The system of congruences
T(u) = T,(u) mod m(u) for i =1, 2 is given by

T,(u)=(a, +agu+a,u®) - (x, +x u+xu®)mod (u- 1)=(a, +a, +a,)* (x, +x, +x,)

and

il

T,) = (a, +agu+au?) - (x, +x u+xu?)ymod (u? +u+1)

il

[(a, +a,)+(ay +a,)u] * [(x, +x,)+(x, +x4)u] mod W +u+l)

By (1), T',(u) is given by

Y

T,(u) = {ay+a)) (e, +xp)+ (g, ta, va,+a)(x, +x,+x, +x,)+(a, +a,)" (x, +x9)

+(ag tap ¥, txg) utag ta,)  (x, +x,)u?

]

(a, +a)): (xy txg)+(a, +a) (x, +x))+ (@, +ay)* (x, +x,)

+(a, ta,)x, +x,)] umod (u* +u+1)

Evidently 3 multiplies rr2 actually needed to compute 7, (). By Chinese remainder theorem for polynomials (Ref. 13), T(u)
can be reconstituted from T, () and T, (u) by

T(u) = T, (W) M, () M (u) + T, () M () M3 " () mod u® - 1 (4)
where M, !(u) uniquely satisfies the congruence
M) M ()= 1 mod m(u) fori =1,2.
These equations are satisfied by My '"w)=1and M; Y(u) = u. Hence
T(u) = (a, ta,+a))- (x2 tx, txg)t(a, tag)(x, tx,)+(a, *a,)" (x, +xg)+ [(ay +ay ta)) - (x, tx, +Xx,)
t(ay¥a) (x,+x)t(ay+a) (x, +x)l ut @, +a, ta)) (x,tx tx )t (a, ta ) (x, +x;)
141
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+(a, tag) * (x, +x))) u?

=y tyutyud mod (1t - 1)

whese
Yo=(ay tagta)) - (xy +x +x)+(ay +ag) (x, +x,)+(a, *+a)) (x, +x,)
y,=(a, ta, +a )x, tx, txg)t(a, ta) e (x, +x)+(a, +a,) (x, +x;) )
Yy =(aytag vay) (e tx, tx;)t(ag +a)  (x, +x,)*(a, +a,) ¢ (x; +x,)

If one lets

my = (ay tay+a)(x, +x, +x;)

m, = (a, tay) (x, +x,)
(6)
m, = (@, +a,) (x, +x;)
my = (@ *+a) (%, +x0)
Then (5) becomes

Yo = Mmytm +m,

Yy = mgtmy tmy

S~
(5]
]

mo + "13 + ml

From (6) the total number of multiplications needed to perform (2) is exactly 4. Now consider cyclic convolutions of 5
elements of GF(2"). Again such a convolution can be represented in matrix form as

Y
Yo a,a,a,4a,a, X

3 0
Yy a, @y a3 a4 4y *
Yo | T 92939499, X, (7
Y3 30,050, 4, X3
Ya 4,804, a4, X4
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where y, a;, x; ¢ GF2")fori=0, 1,2, 3,4, The matrix in (7) is a 5 X 5 cyclic matrix, This matrix equation can be obtained also
as the set of coefficients of

(@, +agu +au® + a1’ +agut)x, +xu+ x0 +x u® + xu®) mod (u - 1),
where u® - 1 factors into two irreducible factoss over GF(2) as fotlows,

W=+ D +ud +u? ru+),

Let mu) = (u + 1)u® + u +u? +u+ 1) =m,(u) my@) = m,(u) M,(u) = my(u) M, (). The system of congruences T\u) =
T (1) mod mfu) for i = 1, 2 for this case is given by

= 2 3 4y, 2 3 4
T (W)=, tagu+au +au” +au’). (x, +xu tx, U+ x w4 xu’)
=(a, ta, ta ta,+a,) (x, +x,tx, +x, +x,) mod (u - 1) (8a)

and

3 2

= 2
T,w)=(a, +agu+au +a,u

4
2 tagut) e (x, txgutx,u

3
+xu® +xut)
= [(a4 + aa) + (ao + "3) u+ (al + a3) u® + (a2 + a3) u3]
c e, txp) (g tx)ut (x, txg) u?
+(x, +x;) w] mod (u* +1d +u +u+1) (8b)

In order to compute (8b), let ¢ = (a4 + a3), ¢, = (ay +a3), ¢, =(a, +az), c3=(ay +a3),dy=(x, +x0),d, =(x3 +xp),
dy = (x, +xp),dy = (x4 +x,). Thus,

T,u)=[cy +cut czuz + 03u3] *ldy tdu+ d2u2 + d3u3] mod @* +ud +u? +u+1) (8c)
Now in (8c) let
Q) = ey +eyu+cyu? +eu’]  [dy +dyut+d,u? +dud)
= {(ey *+ cu) +uP(c, +cw)] « [(d, +d,u) +u*(d, +d,u))
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Next set Ay = (cg + ¢, u), Ay = (¢ +c3u), By = (dy +d\u), B, = (d, + dyu). Then
CW)=(Ay +1PA) « (B, +u*B))
By (1) Q(u) is given by
Cw)=C, +Cu?+c,ut

where
Co =4, " By =(c, +eu)(d, tdu)
C,=4, B =(c, tcyu) (d, +du)
€, =D, -C,-C,

where D, is defined to be
D, =, +A) (B, +8)
= [(cy tey) + (e, te)ul c [(dy+d)+(d, +d,)u)

To compute C, C,, D, use (1) again to obtain,

Cy=(cy te i) (dy +d )

=cq tdy tlegte) (dy+d)-cyd, - cdute, - dluz,
C, =(c, teyu) * (d, +dyu)
Ee,cdyt ((cytcy) Wytdy)-cyody-cyrdy)utey: d3142,

and

D, =[(cyg*t )t (e, te)ul « [(dy +d,)+(d, +dy)u]

=g tey)(dytdy)+((cyte, te vey)(dytd, +d, +d,)

- (eg e dy tdy) - (e, e )d, tdNut(e, te,) (d, +d,) i
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Thus, finally
Quy=c,*dy+(lcyg*e) dy+d)-cydy-c +d)u
Y(eg*e,) (g tdy)-egrdy-c, dy+e a,)
tlegteyte te) (y+dy+d +dy)-(cytc,) d, +d,)
- (e, +03)-(dl +d3)-((.~0+c")~(do+d‘)+c0 rdyte, v d,

- (g +c3)-(d2 +d3)+c2 °ch te, 'c13)113

+((c, *eXd, td)-c +d ~cyrdyte, dy)u

+((c, ey (d, +d)-¢, - d

- . 5 o . 6
A d)u’ +c, d3u

Hence T, (1) = Q) mod u® +u® +u? +u + 1 is given by
= 2 3
T,w)=b, + blu +byu” +byu 9)

where

by =cg wdy e, +cy) (e, +dy)te ~d +(c, t¢;) W, +dy)

by=(eg+e) ldy+d)teydytlc tey) (d +dy)+e,  d
by =(cy +¢,) " [y +dy) +cydy + (e, +ey) + (d, +dy) +cy » d,

by=(cytey e tey) dy+dy+d +d)+(c,+c,) (d, +d,)

tlegte)(dytd)tey - dy t(c, tey): (d, +dy)

By the Chinese remainder theorem for polynomiuls (Ref. 13), T(1) can be reconstituted from
T(u) = T (u) M, () M7 (u) + T,(u) My(u) M;' () mod u® - 1 (10)
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where M, () = 1u? + w3 +u? +u+ I,MI'(u) =L M) =u+tl, M;'(u) =ud +u, and where T, (1) and Ty(u) are given in
(8a) and (9), respectively. By (10), Tu) is

where
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T)=yo +yu+yu® + yau* 4y ut an

Ya =(ao+a‘ -taz+¢13+a“)°(3&'0+,\rl tx, +x,tx,)

tag tay) (xy+x)+(a, +a))  (x; +x)+ (@ +a,) - (x;+x,)

+(a2 tay) - (x, +x,) t(a, ta, ta, +al) tlxy txy tx, tx)

yy=lagta, va, *ay+a) (g +x, +x, +x,+x))

+a, tay) e (xy tx))+(a, ta,) (x, +x,)
t(ag +ag) s (xy +xy) +(ay +a)) e (x, +x)
ta, ta)(x, tx,)t(a, tay) (x, +x,)

ta, tay) (X, +x,)+ (@, ta): x, +x,)

yo=(a,ta ta, vta, ta) (xg+x, +x, +x,+x,)

tlay tay)  (xy+x,)+(a, +a,)" (x4 +xo) + @@, +a;)° (x, +x,)

t(a, ta,ta ta): (x, tx, +x, +x)+(a, ta): (x, +x,)

Yy =(ay ta ta,tayta) (g +x, tx, +x, +x,)

tlag tay) (xy+x)t(a, tay) e (6, tx)+(a, +ag) (v +xp)

tlagtagta +a) (e, +x, +x, +x,)+ (@, +a)) " (x, +x,),

Yo =(ayta, ta, ta,ta): (xg+x +x,+x,+x,)

+(a, +a3) Cxy tx)t (a, +a,)* (x, +x)+ (@, ta)) (x, +x0)

ta, tagta ta) (e, txytx, tx )+ (@ ta,) (x, +x))




If one lets

Then, (11) becomes

m, = (a +a,)°(xy +x;)
m, = (a, +ay)* (x, +x,)
my, = (ao + az) c(xy t x‘)
m, =@, ta,): (x, +x;)
ng=(a, tay+a,
mg=(a, ta,) (x, +x)
m, =(a, + a,) * (x, +x,)
mg =(a, +a) - (x, +x,)

my = (a, +ay)* (x, + %)

Yo Stig tmy, tmy +m

yl =”10‘f'ml

m, =(a, +a, ta,tay ta,) e (x, tx

+m9+m4+m5+m

|+x2+x3+x4)

+al)'(x4+x3+x2+xl)

+m5+m6

7

Yo Emytm tmy tm, tmgtmyg

y3=mo+ml+m6+m7+m2+m

74

v =mo+ml+m2+m3+m

5+m9+m3+m4

+m5

Hence, by (12), the total number of multiplications required to perform (7) is 10,

Theorent 1 below, due to Winograd (Ref. 10), will be needed in the following.
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Theorem 1: Let a and b be relatively prime positive integers and 4 be the cyclic ab X ab matrix, given by
AX, y)=f(x+ymoda+b), O0<x,y<ab

If m is a permutation of the set of integers (0, 1,...,ab~ 1}, let
B(x, y) = A(n(x), n(»)).

Then there exists a permutation #7 such that, if B is partitioned into b X b submatrices, each submatrix is cyclic and the
submatrices form an g X @ cyclic matrix,

In order to compute transforms of length 2” - 1 over GF(27) for n = 5 it will be necessary to compute a convolution of 15
values over GF(2"), Such a cyclic convolution can again be expressed in matrix form as a 15X 15 cyclic matrix. The
permutation 7 in Theorem 1 for this 15 X 15 cyclic matrix is given by

=01 234 567 8
0612391017134 511 2 8 14

5 9 10 11 12 13 14
10

With this 7 the rows and columns of a 15 X 15 cyclic matrix can be partitioned into blocks of 5 X § cyclic matrices, such
that each block forms a 3 X 3 cyclic matrix. This 15-point cyclic convolution in cyclic matrix form of 5 X § blocks is as
follows:

E, ABC Y,
E | =|Bca Y, (13)
E, CA4B Y,
where
Yo Yio Vs
Ye Yy Y1
Ey= | Yiq Ev= Ly LR B 61 ,
Y3 Yia Vg
Yo Ya Yia
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b~

14

10

N

12

12

13

14

14
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Now make the correspondences: a4, a,+—B, a,+C, Yo ky ¥\ E,, Yok, X Y, X Y, x, <Y, then
by a procedure precisely similar to that used to compute the cyclic convolution ot? 3 elements, defined in (2), one obtains

E, = My+M, +M,
E, = My +M, + M, (14)

Ey = My+M, +M,

where
My = (A+B+C)- (Yo +Y, +Y,)
M, =(Ct+A) (Y, +Y,)
M, = (C+B): (Y, +Y,)
My =(A+B)-(Y,+Y))

Equation (14) requires 4 (5 X 5) cyclic matrix multiplies. To find M, for i=0, 1, 2, 3, one needs to multiply matrices of
form (A + B + (), (C + A4), (C +B), and (4 + B) by vectors (Y, + Y, +Y,), (¥ + Yz)’ (Y, + Yy) and (Y, + Y¥)),
respectively. For example consider M, = (C + 4) - (Y, +Y,)

fo\ /."o”s"’s*“n"‘lz*"2"’3*"8’“9*"14\ X10t¥s
5 Ag+ay @y, 10y a3 tag, ag *a,,,a,tag ATRETY
M=l f |5 q2tayaytagagta,a,taga ta, X, tx,
s aytag agta a,taga ta,,,a;,ta, Xatxg
\f4 \“9+”|4' agtag agta ,a,ta,a;,ta, \ Xat¥,

Using the S-point cyclic matrix in (7) and making the correspondences, fo<=y . [, <20, [, [3505, [,

gy tag, a g tayy, 4,670, tay, A,y Y ag, 0,570, b Ay, XpEON o X X X X, XN, ),
XX L+ X, X X, + X, One obtains
fo\‘ /F°+F2+F9+F4+FS+F6
f, Fo+F +Fy+F +F +F,
M = [, | =] FotF +F +F, +F +F, (15)
f; F0+F,+F6+1?7+1’2+F8+F9+F3+ ; R
/‘4/ F0+F‘+F2+F3+l;; +Fs }
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where

F,

=(@ytagtagta, ta,ta, tayta,tayta,,)
TR AC R E AL AL R PR TR PR LI

Fo = (g tagtay+ag) (<5 +xg+x,+x0),

Fy = (ag+ay +aytag) (x,+x, +x,4tx,),

Fy = (@ytagta, ta))e (¢, +x,, +x,4+x,),

F, = (aI2 ta, ta, tag): (xlo+x5 +x, +x“),

= (@ tagtagta, ta, ta,ta,+a,,)

5
SOy A X hx, RX X bx L)
Fg = (ag+ay +a,, +a)) (x +x  +x,%x,))
Fo=(agtagtay+ta ) (e 3+x +x,+x,,)

Fy = (agta, tagta ) (x,+x,+x, +x, )
Fg = (aytagtagta ) (o txg+x,+x,)

Equation (15) requires 10 multiplies, In a similar manner each of the matrices M, M,, M, can be obtained using 10
multiplications, Thus by (14) the total number of multiplications needed to compute (13) is 40,

. A New Aigorithm for Computing a Transform over GF(2") of 2" — 1 Pointsforn = 5,6

Let GF(2") be the finite field of 2" elements, Assume that N is an integer that divides 2" - 1. Next, let the element
veGF(2") generate the cyclic subgroup of N elements, Gy=1{r v?, ..., 7" =1}, in the multiplicative group of GF(2"). The
transform over this subgroup G, is defined by

N-}
A= 3 ap for O<j<N-I
=0
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where @, €GF(2"). Rewrite this in matrix form as
A=W'a, (16)
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where

W'=(w/)andw =y,

Also Jet
N-1}
4y = 2: g
=0
and
A/=A0+B/ for j=L,2,...N~1
where
N~} 1
8[ = Z al7/
i=1
That is, let
B=Wa 17

where Wis the (V - 1) X (N ~ 1) matrix (7"), j#0 and @, B are the column matrices (a,)) and (B/), respectively,

If N is a prime number p, one can find an element aeGF(p) which generates the cyclic subgroup of p - 1 elements. Hence a
permutation or substitution ¢ can be defined by

1,2, ..., p=2,p- 1
g = mod p

a0, , PP =)
where all the elements of this substitution are taken modulo p,

Using the above permutation, by (Ref. 14), one can permute the iadices of B, @ W defined in (17) so that matrix W=
('y"(')"w), j#0 18 cyclic, That is,

=
i

- a(ha ()
B,y 9%y Y

-~
&

k]
H
-

= i+]
= aa(’) 70

-
)
-

.
1

= a,iy 77 for j=1,2,...,p-1 (18a)

~
it
-
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This is reexpressed in mutrix form as
B=Wa (18b)
where

ﬁ = (BOU))' W = (10(“”)"1*0’ and 7= (aa(‘))_

By (18a), B,;, s a cyclic convolution of 4, and YW forj=1,2,:p-1,

Let p- 1 =p, +py - p, be the factorization of p- | into primes, If one lets a;= p, * p; -+ p,., and b, = p,, by
Theorem 1 the cyclic matrix can be partitioned into b} = p? matrices of size ay X ay. Next let @) = a, X by, where ay = p,
*++ p,.q and by = p,_,. W a, is not a prime, then a, X a, cyclic matrix can be partitioned into b3 matrices of size a, X a.
In general, a;= a;,, X b;,,, where b, is a prime. I a;,, # 1, then cach a; X a; cyclic matrix can be partitioned into b},
matiices of size a,, X a;,,. Otherwise, the procedure terminates. If the numbe: of multiplications used to compute the
cyclic convolution of p, points is my for {=1, 2, ..., r, then Winograd ha shown (Ref. 10) that the number of
multiplications needed to compute a (p - 1)-point cyclic convolution is equal to N= my + my » -+ m,,

Let N = N\N, -+ Ny, where (N, N)) = 1 for i #j. Using the Chinese remainder theorem for integers it is shown by
Winograd in Refs, 9, 10 that the transform matrix W' defined in (16) can be transformed into the direct product of Wy Wy
crvy Wi, where W/ is the matrix of an Nppoint transform, Assume that m, is the number of multiplications needed to
perform an Nj-point transform over GF(2") for i=1, 2, ..., k. Then, the number of multiplications required to compute an
N-point transform is my » my « - my.

A. Transform over GF(2%) of 31 Points

Consider the finite field GF(2%). Since N = 2% - 1 = 31 is a prime p, the cyclic convolution algorithm developed in the
previous section can be used to calculate the transform of 15 points over GF(25), For N = 31, the permutation o is given by

{12 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
97\3 9 27 19 26 16 17 20 29 25 13 8 24 10 30 28 22 4 12 5

21 22 23 24 25 26 27 28 29 30

i5 14 11 2 618 23 7 21 1)“‘""3‘

Tet ¥ be a 31-et root of unity in GF(25). Using the above permutation, onc can permute the indices of B, @, W defined in
(17) so that the matrix, I¥ = (DY, 1pols cyclic fori=1,2,...,30and j=1,2,...,30. By Theorem 1, the cyclic matrix
W can be first partitioned into S X 5 b{ocks as follows:

W=(@4,8¢C...)
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In terms of this matrix the convolution (18b) is given by

where
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/7,\ /A BCDEF\ /s,\
T, BCAEFD S,

T, CABFDE 5,

= (19)
T, DEFABRC S,
T, EFDBCA S,
\TJ \FDECA B/ \SG/

ba\ /”13\ /bns\ /bzs\
by, by, bas by
LV B BUIYEN BN A TN IO I '
by, byy bao byg
oJo ]
by by /79 y30 410 S ,YIB\
b9 \ ba \ 720 ,Ylo 75 ,718 79
by | 72| b, cA=| 10 45 18 e 20
by b, y5 418 49 420 10
b, / \bn / \718 y9 430 410 8
VI R B I y14 4T 419 425 28
N N N YT 19 425 428 14
NN N RO IR LIRY LAY LRV,
,Yl 7]6 78 74 72 725 728 7l4 7"l 719
NN N I I P28 414 47 19 25

oy T e SR e T CEA t B, PR ma™ ¢

A o e




1 .21 26 13,22 27 .29 30 15 ,23

726 7!3 722 711 721/ 730 715 723 727 729
7]3 722 ,yll ,',21 726 ,yls ,’23 ,),27 ,’29 730
\
7]7 724 7]2 ,76 73 a, \ /"13
724 ,le 76 73 7]7 a, a22
= 12 .6 3 17 .24 = =
F=lv*y v v S =l a8 ey,

s /”23 a8 “16\

433 '“14 a4 ag \
S35 9 | ST % Ss= 1 %0 | S} %

239 \ 19 a a

a 10 2
“30/ \“25 ag \“1 /

Observe that the matrix equation (19) can be further reduced as follows:

F, J K E, JEHE)+U+K) E
N= = =
Fl K J El .I(E0+El)+(J+K)-EO
where
Tl T4 A B C
F0= T2 ,F2= Ts , = B C 4 ,
ORIGIN
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and

Now let

Uy =y v EY -

Uy =W +K). I‘," (20)
U,=W R E)

Then Fy = Uy + Uy, By = Uy + Uy Thus, 3(15 X 15) eyelic matrix: multiplies are necessary 1o perform (20), By o
procedure precisely similar to that used to compute the 13X 1S eyclic convolution in (13), the number of' multiplications
needed to compute Uy in (20) is 40, In a similar manner, each of the matices Uy and Uy in (20) can be abtained with 40
multiplications. Thus, the total number of mubtiplications needed to perform (19) is 3 X 40 = 120,

B. Transform over GF(25) of 63 Points

Since A= 20 1= 03 = N - Ny = T - 9 by Winegrad's algorithm one needs to compute an N-paint transfonm ovey
GFQY) for N, = 7 or 9. The algoithms for computing these tansforms over GF2Y are ghven in Appemhs AL Letinteper
for Oai 63 be wepresented by a pait (7, 7)< ¢ mod 3, 7 mod §), Since 7 and 9 are relatively prime, by the Chinese

remainder theorem,

N 36+ 1, ¢ 2N mod 03 (2

is the required representation,
9

Let y be the 63rd root of unity in GF20) Also let v, - 9% mod 2 and y, - 7 mod 2 be the 7th and 9th roots of unity
in GF29), respectively, The oded point transtorm over GFR®Y ln g, and 7, 18

[(R}
0
A i 2 @
i
[ )

[ ()
.| - PAD A N B | AN
A Z Z, NUWRRE T
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where

a, ()= i T 1)"’;212 rmjf io, AR
1 570 1"2 und;,-—(),l,z,...,s
or in matrix notation
(a,' ) = W, 3
where

AR SO O P T GO s
R R
7Y% M o Al
L PR M O S S I R o

L R M A R A I I RS
MMMy N G,
PO O S SO O S S S
LR A M O M
R A A N S O O
(l(’.llo)
”(l‘.l)
a([l,Z)
(.3

?l',l-'—‘ i, )
”(11.5)
Ui, 0
Y,
”(il.S)
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Thus, (22) becomes

or
| 4, | [w, w; W,
4, W, Wyy, W,v:
4, W, W,ri W
a = 1w Wy wy
4, W, Wyt Wyl
A, W, W,yi W, 7‘:
a, | \wz' WS Wiy

Now by (21), one obtains A in terms of A, as

(0,0)
©,1)
(0,2)

A(OvJ)

0 (G.#)
(0,5)
(0,6)

0,7)

(0,8)
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W,
Wz'y::
Wym
W,
v
3

'od
Wy

W,

W}
Wy
WS
W,yi
wys

'3
W2 7

'
W,

Wy
Wn
Wy
L
W7y

102
Wy

W,
s
X
W}
W, 7?
Wi

'l
“’271




Similarly

(1,0)
(L)
(1,2)
(1,3)
(L4)
(1,5)
(1,6)
.7

(1,8)

(3,0)
Aan
(2,2)
/1(3'3)
(3.4)
A(3,5
(3,6)
A

(3.8)

(2,0)

@)

(2,2)

(2,3)

2.4)

2,5)

(2,6)

2.7

(2,8)

(4,0)

(4,1)

(4.2)

(4,3)

(4.,4)

(4.5)

(4.6)

(4,7)

(4.,8)
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A(S.O) AS4
Aes.1) 41
A(s,2) 444
A(s.3) 4,
Ag = As.a) = Ao

A(s,5) Aq
A¢s.6) A3,
A(s.7) g
A(s.8) 436

)

228

56

a3,

a = Q49 X

24

Q42

a,

435 ’
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(6,0)

(6,1)

(6,2)

(6,3)

(6,4)

(6,5)

(6,6)

(6,7)

A6,8)




Using the 7-point transform in (1B) and making the correspondences, Y2 «=W,, ¥ —W,v,, Y* W

v ‘r?, one obtains

where

1]

2

'

T Y oW,

5 .6
21 Y W

M

]

==\ )
a6 1)
ol 941
939 @2

A= | 9, ag = | ag ) 85 =

T3, ag
460 @33
Y P61

Y Y

=

M,

Mg+ M, +My+ M, + M, + M+ M,
My + M, + M+ M, + M, + Mg+ M,
My + M, + M, + M, + My + M, + M,
Mg+ M, + My + M, + M, + M, +M,
My +M, +M, +M,+ My +M  +M,

My+M, +M, +M, +M, +M , tM,

(@, ta @, ta, va, tag tag)

, Pty et 1)@ ta, vag va, tag +a,)
(P ") @ ta, ta, +a,)
2 s Tay ta, ta,

O R T
, Oty @ ra rag +ay)

(@, *ag tag)

[
2

7, YW,

(23)
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Mg = W, (P +9° +9' +9%) - (@, +7,)
Mg = Wy (W47 472 +9%) (3, +3,)

My =W, (" +7') @, +7, +7, +7,)

=
]

PV S T U T e
W, (P +7 49 +9°) @, +a,)

My =W, @, +3,+d,) (23)

My =W, (P +V +93 +9%) . @, +a,)

My =Wy 0+ 4y 49%) - @, +a,)

My, =W, (P +y +4' +95) - @, +a,)

Observe that all thirteen matrix multiplies in (23) are 9-point convolutions of exactly the same form as (8B), Thus one
may compute M, for j=0, 1, 2,3, ..., 12 in (23) with a procedure similar to that used to compute the convolution defined
by (8B). Thus, t’he number of multiplications for computing M/ forj=0,1,2,...,12is 16, excluding multiplicaiions by v°.
Hence, the total number of multiplications needed is 13 X 16 = 208,

IV. Comparison of New Algorithm with Gentleman’s Algorithm

IfN=2"-1=N, N, .. N, where (V, N,)= 1 for i #j, Gentleman shows in References 5 and 11 that an N-point
transform of such an N requires MV, +N, +...+ N, - k+ 1) multiplications, including multiplications by unity, The
present algorithm for computing the (2" ~ 1)-point transform for n = 5, 6 and Gentleman’s algorithm are compared in Table 1.
The number of multiplications needed to perform these algorithms is given in both cases. Evidently for n = § and 6 the new
algorithm for computing the (2" - 1)-point transform requires considerably fewer multiplications than Gentleman’s algorithm.

V. Transform Decoder for Reed-Solomon Codes

It is shown in References 12 and 15 that RS codes can be decoded with a fast transform algorithm over GP(p"") and
continued fractions. There it was shown that the transforin over GF(p") where p is a prime and # is an integer can be used to
compute the syndrome and error magnitudes, It follows from References 5 and 16 that the number of multiplications
required to perform the syndrome and error magnitude calculations for the standard decoder is approximately (V- 1) (d~ 1)
+ 12, where N is the block length of the RS code in GF(2"),d =2t + 1 is the minimum distance of the code and ¢ is the
number of ‘allowable errors. (Note that the performance of the conventional decoder is dependent on the number of allowable
errors.)

For (31, 15) and (63, 33) RS codes, the number of multiplications needed to compute the syndrome and the error
magnitudes is given in Table 2. The new algorithm, Gentleman’s algorithm, and the standard algorithm are compared in
Table 2 in terms of the number of multiplications needed to compute the syndrome and the error magnitudes for decoding
these RS codes.
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Appendix A

Consider N, = 7, Let y be a 7th root of uaity in GF(2%). The transform over GF(2°) is expressible as

[ 4, ! LA A L L L L L ! a
A, Al LI CRNE L AR S o a,
A, VI B R S RN R a,
Ay =1 ¥ ¥ Py a, (A1)
4, (e AR L A A a,
Ag AR S SR SR A A & ag
0 6 ] 4 3 2 1
Ag ‘ LA A AN A AR AR J 6

The permutation o of N = 7 is given by
123456
g =
326451

Applying the above permutation to (A-1), one obtains a 6 X 6 cyclic matrix equation. By Theorem 1, there exists a
permutation 7 of rows and columns so that the 6 X 6 cyclic matrix can be partitioned into a 2 X 2 block matrix of 3 X 3
cyclic matrices as

{ B, ¥ R Y. BN R I ag

B, Y R . B a
N . (A-2)

B, VY RN MY B B a,

B, Y Y N Y a,

\ B, \ VY. RV R R B \ a,
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or

(X, +X,) A +(B-A)- X,

(X, +X,) A+(B-4)" X,

D+FE

D+F

where
D=(Xl +X2)~A.E=(B-A)-Xz,F=(B-A)-X|.

Since A and B are cyclic matrices, it is evident that the matrix B ~ A is also a cyclic matrix, In (A-2), D is defined as

d, R T Y,
D=| 4, = ooyt 42 Y,
d2 74 72 'Yl Y2

where
Yo=ayta, Y =a;ta,,andY, =a, +a,. .

Using the 3-point cyclic convolution in (2) and making the correspondences, ao<—-yz, 0,"’7'. 112‘—"74- L d Y

X, Y x, oY,y e, y,d,, y,<d,, one obtains
J (7 +r) (o, ta, +as+02+a6+a,)+(7“+72)\
0
(agta ta, ta )t (Y ') (agta, ta, ta,)

D=} d = O +77 47" - (ay +a, tag tay tagta) + (7" ") (A3)
c(agta ta ta )+ (VP +at) (a5 tay tay tay)

O +7' +9%)  (ay +ay tag tay tagta))+(P +)

d
\ 2 } g taytayta) (0 477  (ag ta, tagtay)
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‘Similarly,

eo 72 ...75 ,yl ...76 74 ...13 a‘
E = e = 7'-'.7674.’.7372.'.75 a,
ez 74 +13 72 .',.’S 7' .‘.76 al

PP+ 4 4y 498 (gt +a )+ AP H 40 (@ )t (P Yy 4 9%) (@ *ay)

PP+ 4+ 4y 498 (@ tay +a )+ (P + P o 9% - (@, +a )+ (P 5+t +90) - (@, *a,)

PHr 42+ 47 49°) (g ray ta )+ (P 8 4 49 (@, +a )t (O H Y R 198 (o) tay)

J (A4)
3 and
1
| A Yyl +9890 4P a,
F=| f, |=] v+ +77 7 +4* a
: fz 74 .’.73 72 +7S 71 +'/6 a6
(PP ey 4y 408 gy tag ta) (P AP %) (g ta) (0 R Ayt +90) s (ag tay)
= | PP+ 4 ey ) gy ta ta ) (P E Y H8) (g ta )+ (Y oy +98)  (ag *ay)
PP+ 475 4y +95) (g tag tag) + (P 495 49! +98)  (ag +a ) + (7 + 1 492 +9%) < (ag *ay)
(A-5)
J Each of the Eqs. (A-3), (A-4), and (A-5) requires 4 multiplies.
| Let
‘ m, = l-(ao+a]+a2+as+a4+a5+a6)
m, = (P Hyt oyt + l)°(a3 ta, tagta, ta, ta,)
T I L
my, = (*+y') (g, ta,+a, ta,)
= 4 4.2y,
my = (7 +7%) (@ ta, tag *ay) ORIGINAL PAGE IS
OF POOR QUALITY)
m, = l-(a3+a5+a6)
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mg = (7 +9° 49" +9%) ¢ (ag +ay)

Mg

-

= (Y +7 +92 +9%) (g +ay)
my = (1" +9') (@ ta, +a,+a,)
my = (P +y 4! +4%) 0 (4 +a,)
my = 1:(a,*a,+a))

Mo = (P +yP 92 +95) (a, +a,)
my, = (P 4y 498) (@ +ay)
my, = Py 7 49%) (o, ta,)

Thus, by (A-1), (A-2), (A-3), (A4), and (A-5), one obtains

A, =m

0

A, = motm, tmytmy+m, tmgtm

1 6
A2 =m, +ml +m7 +m2 +'"4 +m8 +ms
Aa =mytmytmytm,tmgtm o tm (A-6)

Aa = mgtmtm, +rn7+rr14 tmg +m3

=
it

m, +m| +m7 +mz +m9 +m” +ml2

A, = mg n*ml +m2 +m3 tm, +ml2 +m|o

Thus, by (A-6), one observes that the number of multiplications needed to perform a 7-point transform over GF(27) is 13,
including the multiplications by unit 7% = 1.

Consider N, = 3%, Let v be the 9th root of unity. Since 1, 2, 4, 5, 7, 8 are relatively prime to 9, the permutation o is

defined by
1,2,4,5,7, 8
o= (A7)
2,4,8, 7,5, 1
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Rearranging the rows and columns of W defined in (17) in such a manner that the elements of matrix with indices relatively
prime to 9 form a block, one has

(b‘\ {71‘1 WLV IL IV T W T W LRV X QWL ‘ (“1 \
by g0 g 2 8 207 W28 4203 206 a,
b, Y R LI T RV L A R e R o a,
by FE1 g8 8 (88 8T 88 L83 56 a
= (A-8)
by VLUV [ R LR e S B L IV I AL a,
by YB g8 B4 LB BT BB 83 8 a
b, yOTE g3 g3 305 037 438 4303 306 a
\b(, } \764 Y62 4B 465 607 6B 463 76-6/ \ a j

Applying the permutation defined in (A-7) to the indices of the upper left 6 X 6 matrix of (A-8), ons obtains

{

/ Y, ¥ 48 47 45 1 42 / a
Y, 78 77 45 1 42 44 a,
YB 7 45 4t 42 48 48 a
y7 yS qt q2 4t 4B a7 a,
Y a

s .),l 72 74 78 77 75 s
Y,/ \7’7‘7“77757‘/ \a,/

By Theorem 1, the above matrix can be partitioned into a 2 X 2 block matrix of 3 X 3 cyclic blocks as

4 1754082
Y, Y Yry az\
Ys AR AL AR AR S ag
Y, Yyl 42 45 48 ag
= 9
Y 58024 1.7 a (A )
7 rYryYvy 4
8,.2,.5.1,.7.4
Y, YYYry vy a,
\ Yl \ ,),2 75 .’8 77 74 71 \ al
ORIGINAL PAGE I8 167
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Now if one makes the correspondences, Y2 e—y?, ylemsyl, yhemmy? 56 ybemiy® Yleoy? g 3 Yy By,
B—Y,, By—Y,, Bye—Y, B =Y, ayeay, agevag, a¢ay, 0,40, 3,570, 400 In (A 2), then by .1
procedure simil.lr to that used to compute the mntr? deﬁned i ( 2), one obtains

Y, = nytmytmgtmgtmg tmg

‘“C
[ ]

m, +m7 +m2 +m4 +m” Pms

~
#

m, +ms +m, +my ”"no +m”

~
n

m, *"’3 +m7 +m4 +m6 *’"s

Y, = m, tmytmytmgtm  tm,

~
]

m +m2 +tm, +m9 +m‘2 +m,o

where

m =y 497) @y ta, tag va, vagta)

= (v +41)
m, = (Y +y')(ag+a, ta, ta,)

H

my = (Y +7%) (ag +a, tag +a,)

m, = 1-°(a, +agt+ag)

mg = (75 7! +98) - (a5 +ay)

mg = ('77 '4“y2 +74 +75) . (a8 +a5)
(A-10)
= 7 l .
m, = (7' +y') (ag+a, ta, ta,)

mg = (T2t 498 (ag +ay)

my = 1-(a,+a,+a)

o7 2 4 4 A5 ,
Mmoo =@ Y+ +9°) (a, ta,)
m, = @ +y? +y +'78)'(al+a7)
m, =+ 47 498 (g, ta)
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J

From (A-10), we know that the number of multiplications required to perform (32) is 10 excludine multiplications by 7°

The last two columns of the matrix Jefired in (A-8) can be obiained by computing the following 2 X 2 cyclic matrix

X, A ay Y (@, +a) + (v +1%)a,
= = (A-11)
X, 7 a 7’ gy +ag) + (v’ +7%)a,
The las. :«..: -ows of the matrix defined in (A-8) can be obtained by computing the following cyclic matrix
3.6
Z, LA a, ta, ta,
= (A-12)
6 3
Z, LA a, tagtag

3 3 6
¥ (al+aa+a7+a2+as+a8)+('y +v )(a2+as+as)

3 ' 3
¥ (al +a4+a7+a2+as+a8)+(7 +7°)(al+a4+a,’)

Note that the number of .nultiplications used to perform (A-11) or (A-12) is 3. Thus, the algorithm for computing the 9-point
transform is

b, =1: (ao+al+a2 ta, ta, ta, +a6+a.,+a8)

by =Y +X +1-a,
b, =Y,+X,+1-a,
b, =Zl+22+|°a._‘+l'a‘,+l-ao
by =Y, +X +1a, : (A-13)
bs=Ys+X2+1 *a,
b, =Zz+Zl+l'a3+l-a6+l'ao
IS
S by =Y, +X *1a, %RFI%%AR“Q?[?E&Y
bg = YgtX,+1:a,

From (A-13), the total number of multiplications needed to perform a 9-point transform is 16, excluding multiplications by
the vnit 1% = 1.
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Table 1. The Complexity of Transtorm over GF(2") forn = 5, 6

Factors No. Mult. of Gentleman’s algoriit:m
N=2" Ny Ny N, No Mult. of New algorithm NN +Ny+ 4N, -k +1)
-1 31 120 961
2. 79 13+ 16 = 208 63(7+9 -1)=945

Table 2. The Complexity of Decoding RS of 27 - 1 Points for n = 5, 6

Factors No. mult. of new No. mult. of Gentleman's algorithm No. muit. of the standard algorithm
N NI'NZ"'Nk algorithm ZN(NI+N2+N3+'-'—k+I) (N-l)(d-l)w‘l2
31 3| 2% 120 = 240 2% 961 = 1922 30x 16+82 = 544
63 1.9 2% 208 = 416 2 X 945 = 1890 62 x 30 +152% = 2085
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Electron Density and Doppler RMS Phase
Fluctuation in the Inner Corona

A. L. Berman
TDA Engingering Office

Previous work has developed a self-consistent set of solar wind descriptors for the
extended corona (5 r, € r < 1 AU). In this article, observations of the radial dependence
of electron density and RMS phase fluctuation are used to construct a similar and
symmetrical set of descriptors for the vastly different regime of the inner corona
(ro€r€5r,) The article concludes that the applicability of symmetrical coronal
descriptors for both the inner and extended corona argues forcefully for the basic validity
of the descrip ion,

I. Introduction where
In a previous article (Ref. 1), extensive work by J. V.
Holiweg (Refs. 2 through 4) was shown to provide a frame- ¢ = RMS phase fluctuation

work in which observations of the radial dependence of phase
fluctuation and electron density in the extended corona
(5r, € r< 1 AU) could be combined with various assumptions
and conservation of particle flow to produce an internally
consistent set of solar wind descriptors. These are reproduced
from Ref. ] for the extended corona as follows:

N, = electron density
L, = transverse fluctuation scale

n = electron density fluctuation

¢(a) < a 1.3
o y2.3 € = ratio of electron density fluctuation to (mean) deniity
Ne(r) r
= radic t of the solar wind velocit
L) r radial component of y
n(r) o« r2-3 a = signal clqsest approach distance
nIN, = €; € # €(r) r = radial distance
o p03 r, = solar radi
wr) < r ° ar radius GB B
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It should be noted that the value for ¢(a) assumes a sigral
path .ntegration of (-o0,90) about the signal closest approach
point; duc *o the finite limits of the Earth and the spacecraft,
the observed radial dependence of actual data will always be
somewhat steeper thana=!-3,

The inner corona (here to be defined as r, € r& 5r,) forms
a sharply distinct regime (*solar vind acceleration region’)
from the extended corona in regard to the radial dependence
of electron density, solar wind radial velocity, etc., and hence
provides an excellent opportunity for validating the extended
corona description. It is therefore the purpose of this article to
explore the relationship of the various coronal descriptors of
the inner corona. Experimental observations of phase fluctua-
tion and electron density in the inner corona will be shown to
provide a self-consistent set of coronal descriptors which is
symmetrical with those of the extended corona. The fact that
the same description prevails in both (vastly distinct) coronal
regimes is interpreted as compelling evidence for the validity
of the description.

il. Phase Fluctuation Observations in the
inner Corona

The equatorial electron density model derived by Berman
and Wackley (Refs. 5 througn 7) from Viking Doppier noise
and concurrent measurements of dual frequency (S minus X)
range is:

8 6
N ()= 239X 10% 167X 10

e
’,6 ’2.30

, electrons/cm?

r = radial distance, solar radii

The doppler noise model (“ISEDC”; Ref.S) which is the
(signal path integrated) equivalent of the above electron den-
sity model is:

) y -
ISEDC, Hz =4, [m] Faf+4, [(sin a)s]

o B-n2+a) - (@-1/2)°
Fa, §) = 1 -0.05 { i }

-0.00275 !(ﬁ -2+ a) - (a- 1r/2)5}
{

B

where
a = Sun-Earth-probe (SEP) angle, radians

g = Earth-Sun-probe (ESP) angle, radians

= -3
Ag=1.182X 10
A, =475X 10710

For the above models, the electron density terms become
equal valued at approximately r = 4r,,, while the corresponding
Doppler noise terms become equal valued at approximately
r=3r,. Doppler noise observations in the region r < dr, are
naturally quite sparse; however 20 pass average Doppler values
have been accumulated for this inner coronal region from
various Solar Conjunctions of Helios 1, Helios 2, and Viking.
The method of computing “pass average' values is described in
detail in Ref, 8. In deriving the ISEDC model, a three param-
eter (essentially simultaneous) least squares minimization was
performed. The three parameters solved for were the inner
corona term coefficient (4, ), and the extended corona term
coefficient (4,) and radial index (-!.30). Figure | presents
the inner coronz data as compared to the inner corona term,
the extended corona term, and the combined ISEDC model.
The data in the region r <4r, are clearly seen to respond to
the (integrated) inner coronal electron density term (=g~ %).
Figure 2 presents the correlation between the data and the
ISEDC model. Again the correlation is seen to be quite strong.
The data in Figures | and 2 provide forceful evidence that
#(a) xa~5 in the inner corona.

lil. Electron Density Observations in the
inner Corona

‘The radial dependence of electron density in the inner
corona has been determined by eclipse photometry methods
(van de Hulst, Ref. 9, Saito, Ref. 10, and Blackwell, Ref. 11)
and via spacecraft range delays (Muhleman, Mariner 6, Ref, 12,
Edenhofer, Helios 2, Ref. 13); in general these experiments
have obtained consistent results which indicate a radially
dependent electron density in the inner corona of the form N,
(r) @ r-6. Using the relationship derived by Hollweg (Ref. 2),
one has for the assuinption of a linear transverse scale' :

2 @ m_l___{:._‘_i'_.cx ~5)2
P f 7 vz )

'The dependence with closest approach distance (a) is obtained by

noting the integral:
I 2 dr
a a2

-q

is transformed via the substitution:

r =a(cos x)~!

n/2
a® f (cos )r)"(l ) gx
0
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Assuming conservation of particle flow in the corona (Cuper-
man and Harten, Ref. 14):

N, (rwry? = K

and the proportionality between electron density and electron
density fluctuation (€ = n/N,), one obtains an inner corona set
of self-consistent descriptors symmetrical to those for the
extended corona:

$la) =a*
N(r)=r®
L) =r
n(r) = r~°

n/Ne =€, ¢ F e(r)

wr) =r?
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This set of coronal descriptors is compared to those for the
extended corona in Table 1.

IV. Discussion and Conclusions

Previously, observations of the radial dependence of phas:
fluctuation and electron density in the extended corona werc
seen to be consistent witii the concept of a linear transverse
fluctuation scale. The fact that a vastly different regime exists
in the inner corona provides a powerful test bed to check the
validity of the extended corona description. Observations of
doppler noise and electron density in the inner corona, when
combined with the assumption of a linear transverse fluctua-
tion scale and conservation of particle flow, are seen to be
self-consistent and symmetrical with the extended coronal
description. It is hereby concluded that cxperimental observa-
tions in both the inner and extended corona provide compel-
ling evidence for:

(1) The existence of a lincar transverse fluctuation scale.

(2) The existence of proportionality between RMS phase
fluctuation and integrated clectron density.

=,

!

N
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Table 1. Coronal descriptions for the innsr and

extsnded corona

Inner corona Extended corona
Parameter o €7 €57y Srocr€l AU
#a) = 50 a1
N < ’—0.0 ’—2.3

e

l,‘(r) « r r
n(r) « ’—6.0 ,—2.3
n/Ner- e e # e(r) € e#c(r)
vr) « /40 03
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The DSS Radio Science Subsystem—Real-Time
Bandwidth Reduction and Wiceband Recording of
Radio Science Data

A. L. Berman
TOA Enginesring Office

New radio science experiment requirements levied by the Pioneer Venus Project
have resulted in the development o) a multimission radio science subsystem at the
64-m subnet. Major functional capabnlities of the DSS Radio Science Subsystem ‘1" §)
are real-time bandwidth reduction and wideband recording of radio science dui. = .s
article provides a functional description of the key characteristics, requirernents, and

operation of the DRS.

I. Introduction

The Pioneer Venus Mission, with launches scheduled in
May 1978 (Pioneer Venus Orbiivi) and August 1978 (Pio-
neer Venus Multiprobe) has two i1adio science experiments
with major impact cu The Deep Space Network (DSN). In
December 1978 the Pioneer Venus Multiprobe Mission
Spacecraft will encounter the planet Venus, and at that time,
the Differential Long Baseline Interferometry (DLBI) experi-
ment will attempt to measure wind velocities in the at-
mosphere of Venus as four probes descend through the
atmosphere (Ref. 1). Also starting in December 1978, the
Pioneer. Venus Orbiter will undergo daily occultations by
Verus for a period of approximately three months. In addi-
tion, a smaller period of occultations occurs in May 1979.

As the Pioneer Venus Mission planning evolved, it became

clear that the DLBI experiment would require that the sig-
nals from the four descending probes and the (spacecraft)

1680

bus be received on one high phase stability, wideband (~2
MHz) open loop receiver, and that the output of this re-
ceiver be recorded on a high precision, very high rate re-
corder. In addition, it was also clear that costs associated
with processing approximately 100 S- and X-band occulta-
tions of the Pioneer Venus orbiter by previously used tech-
niques would be quite burdensome (Ref. 2). To reduce these
costs, the idea was conceived of driving the open loop receiver
first local oscillator with the predicted (atmospherically re-
fracted) frequency, so that only a very narrow open loop
receiver output bandwidth would need to be recorded. Since
processing costs are approximately linear with recorded
bandwidth, this procedure would be expected to result in
substantial savings.

As a result of these new radio science experiment require-
ments, it became apparent that it would be appropriate for
the DSN to create a Radio Science System (Ref. 3). The



equipment at the 64-meter subnet which will perform the
“real-time bandwidth reduction”' and the wideband record-
ing was combined to form the DSS Radio Science Subsystem
(DRS). This article describes in detail the functional operation
of the DSS Radio Science Subsystem. It should be empha-
sized that although the initial implementation of the DRS is
geared toward the Pioneer Venus mission, the DRS provides
multimission radio science capabilities, anu will be exten-
sively utilized in fulfillment of the radio science require-
ments of other projects, such as Viking, Voyager, Gualileo,
etc.

Il. Functional Description of the DSS Radio
Science Subsystem

A. Definition

The DSS Radio Science Subsystem, a dedicated and integral
element of the DSN Radio Science System, performs the
following functions:

(1) Receives programmed oscillator (PO) frequency predic-
tions and uses an error detection algorithm to verify
correctness of predictions transmission.

(2) Reduces required open-loop receiver bandwidth via
automatic control of a programmed oscillator which
centers the open-loop receiver about the predicted fre-
quency profile.

(3) Digitizes and formats for high-speed data line (HSDL)
transmission the narrowband open-loop receiver data
and programmed oscillator data (radio science data).

(4) Digitizes and records wideband open-loop receiver
data and associated timing information (wideband
radio science data) on magnetic tape.

DSS Radio Science Subsystem functions and interfaces are
presented in Fig. 1, while Fig. 2 presents functions and data
flow.

B. Key Characteristics

The key characteristics of the DSS Radio Science Sub-
system are listed below for functions of the Occultation Data
Assembly (ODA) and the Digital Recording Assembly (DRA).

1. Real-tirie bandwidth reduction (ODA) key characteris-
tics.

(1) Hardware and software compatibility with DSN Mark
IIT configuration.

1The expression ‘‘real-time bandwidth reduction” is here defined as the
process of driving the open loop receiver local oscillator with fre-
quency predictions, and subsequently filtering, digitizing, and record-
ing 2 narrow bandwidth containing the (mixed) signal.

(2) Programmed oscillator frequency predictions reception
via HSDL; transmission verification by an error detec-
tion algorithm.

(3) Frequency predictions conversion to frequency rates
for automatic control of programmed oscillator that
drives S- and X-band open-loop receivers.

(4) Availability of four analog-to-digital (A-D) conversion
channels capable of being configured to digitize open-
loop receiver data in the following channel vs maxi-
mum sample rate combinations:

(a) One channel at 80 k samples/second
(b) Two channels at 40 k samples/second
(c) Four channels at 20 k samples/second

(d) One channel at 60 k samples/second; one channel
at 20 k samples/second

(5) Availability of 8-bit quantization level of digitized
open-loop receiver data for the maximum rate; 12-bit
level othc; wise.

(6) Temporary storage of radio science data on magnetic
tape at the DSS for subsequent transmission to the
NOCC via HSDL.

2. Wideband recording (DRA) key characucristics.

(1) Hardware compatability with DSN Mark IIl configura-
tion.

(2) A-D conversion of wideband open-loop receiver data
with 3-bit quantization.

(3) Provision for 18-bit parallel user input interface.

(4) Provision for data recording at any discrete rate be-
tween 175 k bits/second and 50 M bits/second.

(5) Provision for data recording on magnetic tape at
nominal tape speeds of 19.05, 38.1, 76.2, 152.4, and
304.8 ¢cm centimeters/second.

(6) Provision for time-tagging of recorded data to one
microsecond or better resolution.

(7) Provision for full reproduce capability (shared between
two transports).

(8) Provision for tape copying capability.
(9) Provision for 18-bit parallel user output interface.

(10) Eighty-minute record capability at 76.2 centimeters/
second (12.5 M bits/second).

(11) Internal monitoring of recording performance.

(12) Provision for final output in analog form for monitoring
purposes.
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C. Functional Opsration

1. Real-iime bandwidth reduction. Frequency predictions
that include planetary atmospheric effects are generated by
the Network Control (NC) Support Subsystem PREDIK soft-
ware program. Transmitted in the form of S-band frequencies
at the programmed oscillator (PO) level, they reach the DRS
via HSDL and are verified for correctness of transmission by an
error detection algorithm before storage for subseanent use.

When initialized, the Occultation Data Assembly converts
the time-tagged frequencies to frequency rate commands for
the programmed oscillator control assembly; the programmed
oscillator functions to drive narrowband S- and X-band open-
loop receivers. Narrowband open-loop receiver data are re-
cefved by the DRS, digitized, formatted, and stored on mag-
netic tape. Concurrently the programmed oscillator frequency
is counted by the DRS, formatted, and stored on magnetic
tape. Similarly, the ODA frequency rates to the Programmed
Oscillator Control Assembly (POCA) and POCA frequency
commands to the PO are received by the DRS, formatted, and
stored on magnetic tape.

During DRS operation, manual inputs are made via the DSS
Monitor & Control Subsystem (DMC), and, similarly, the DRS
is monitored from the DMC.

The digitized open-loop receiver data and the various pro-
grammed oscillator frequency data are transmitted from the
DSS to the NOCC via HSDL in nonreal time or via tape
shipment. Users gain access to the radio science data via
Intermediate Data Records (IDR) written by the Ground Com-
munications Facility (GCF) Data Records Subsystem. Figure 3
presents a functional block diagram of the Occultation Data
Assembly.

2. Wideband recording. Wideband open-loop receiver data
from the Multimission Open-Loop Receiver (MMR), which
may contain multiple probe signals and receiver calibration
tones, are received by the Digital Recording Assembly. These
data are digitized at a quantization level of 3 bits and are
recorded on 18 tracks of magnetic tape at a nominal tape
speed of 76.2 centimeters/second (12 M bits/second). Concur-
rently, timing information’ received from the Frequency and
Timing Subsystem (FTS) is recorded on two additional tracks.
During recording, performance is monitored internally within
the DRA.

The DRA simultaneously records on two separate trans-
ports. Subsequent to these recordings, duplicate copies may be
produced on the DRA. The recorded wideband tapes are
subsequently shipped to the Compatibility Test Area (CTA
21) Radio Science Subsystem via Network Information Con-
trol (NIC).
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lll. Functional Requiremen's of the DSS
Radio Science $Subsystem

A. Functional Requiremeonts for Real-Time
Bandwidth Reduction

1. Programmed oscillator frequency predictions. The ODA
shall accept via HSDL and store programmed oscillator fre-
quency predictions in the form of time tagged S-band frequen-
cies at the programmed oscillator level (~46 MHz).

2. Prediction error detection. The ODA shall include an
error detection algorithm in conjunction with the NC Support
Subsystem PREDIK software program. This shall be for the
purpose of verifying prediction consistency from generation
through the ODA,

3. Programmed oscillator frequency control. The ODA
shall convert time-tagged frequency predicticns to frequency
rates, and provide the results to the Programmed Oscillato,
Control Assembly (POCA) for programmed osciliator control
of narrowband S- and X-band open-loop receivers.

4. Signal presence and ODA operation verification. The
ODA shall provide a reconstructed analog receiver signal to the
Spectral Signal Indicator for real-time verification of signal
presence in the receiver bandwidth and verification of ODA
operation

§. Occultation data processing and storage. The CDA shall
receive, digitize, and store time-tagged narrowband S- and
X-band open-oop receiver output. The following are mission
period requirements:

(1) Pioneer Venus Orbiter

Channels: 1 S-band, 1 X-band
Bandwidths: 1 kHz S-band, 3 hkHz X-band

5 kHz S-band, 15 kHz X-band
Quantization: 8-bit

(2) Pioneer Venus Orbiter (solar corona)

Channels: 1 S-band, 1 X-band
Bandwidths: 1000 Hz S- and X-band
500 Hz S- and X-band
GG Hz S- and X-band
Quantization: 8-bit

(3) Voyager (first Jupiter encounter)
Channels: 1 S-band, 1 X-band
Bandwidths: 2.5 kHz S-band, 7.5 kHz X-band

10 kHz S-band, 3¢ kHz X-band
~ Quantization: 8.bit




(4) Voyager (second Jupiter encounter and Saturn encoun-
ter)

Channels: 2 S-band, 2 X-band
Bandwidths: All channels 100 kHz
Quantization: 8-bit

6. Timing information and a.curacy. The ODA shall time-
tag data with the following timing accuracies:

(1) Time synchronization with station time shall be ac-
curate to less than 10 microseconds.

(2) Sampling rate accuracy shall be within 3 X 10-10
(3) Sampling jitter shall be less than:
(a) Two microseconds at 10-kHz bandwidth

(b) Twenty microseconds at 1-kHz bandwidth

7. Programmed oscillator frequency recording. The ODA
shall time-tag and record the programmed oscillator frequency
output as follows:

(i) The programmed oscillator frequency shall be counted
and recorded at one-second intervals on the integer
cecond.

(2) ' he recorded programmed oscillator frequency shall be
accurate to 0.5 Hz at S-band (RMS).
Additionally, the ODA shall record:

(1) The POCA-commanded PO frequency at one-second
intervals on the integer second.

(2) The ODA-commanded PO initial frequeacy, and sub-
sequent frequency rates, at one-second intervals on the
integer second.

8. Original Data Record (ODR) data content specification.

a. Svstematic Data Errors. The ODR shall have a 99%
probability of containing error-free data (exclusive of Para.
graph b below) during any span of ODA operation up to 300
minutes duration.

b. Random Data Errors. The ODR bit error rate shall be
less than 1 X 1076, exclusive of tape flaws.

9. Block I VLBI requirements (ODA). The Block | VLBI
system requirements on the ODA are as follows:
(1) 8 channels multiplexed.
*(2) 250-kHz bandwidth/channel.
(3) One bit/sample.

(4) 500 k bits/second data rate.
(5) 500 M bits data volume.
(6) 1 X 1076 bit error rate.

(7) 2 nanosecond maximum sampling jitter of any bit with
respect to station reference,

(8) 10-microsecond time tag accuracy.

B. Functional Requirements for
Wideband Recording

1. Digitization and recording. The DRA shall accept,
digitize, and record wideband open-loop receiver data,

2. Reproduction, tape copying, and recording continuity.
The DRA shall provide:

(1) Full reproduce capability.
(2) Tape copying capability.
(3) Continuous recording (no gaps) capability.

3. Bit error rate. Exclusive of tape flaws, the DRA bit error
rate shall be less than 1 X 107 at all required tape speeds.

4. Timing information and accuracy. The DRA shall time-
tag recorded data with the following timing accuracies:

(1) Time synchronization with station time shall be less
than 10 microseconds.

(2) Timing information shall have a resolution of one
microsecond or better.

5. Analog Signal Regeneration and Delivery. The DRA
shall regenerate an analog signal from the recorded input data
and celiver the signal to the Spectral Signal Indicator of the
DSS Receiver-Exciter Subsystem.

6. Pioneer Venus Recording. For the Pioneer Venus Multi-
probe mission, the DRA shall record wideband data at a
sample rate of = 4-1/6 M samples/second with the following
accuracies:

Sampling rate accuracy: 3 X 10712
Sampling jitter: < 10 nanoseconds RMS
Quantization: 3-bit

The recording capability shall be continuous for a minimum
of 80 minutes at a data rateof 12.5 M bits/sec.
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7. Block 11 VLBI Requirements (DRA). Block 11 VLBI

system requirements on the DRA are as follows:

(1) 8 channels.

(2) 2-MHz bandwidth/channel.
(3) 1 bit/sample.

(4) 32 M bits/second data rate.
(5) 10"! bits data volume.

(6) 1 X 1079 bit errot rate.

(7) 2 nanosecond maximum sampling jitter of any bit with
respect to station refcrence.

(8) S-microsecond time tag accuracy.

IV. DRS Planned Implementation Schedule

The planned implementation dates for the various DRS

capabilities are presented below:

Digitat Recording Assembly

DSS14 . .......... .. ... .. Feb. 15, 1978
DSS43 ... ... ... .. . Feb. 15,1978
DSS63 ................ . Feb, 15,1979

Programmed Oscillatos Monitor

DSS14 . ...... ... . ... ... Oct. 1,1978
DSS43 ........ ... 0. Oct. 1, 1978
DSS63 ....... ... . ... ... Dec. 1, 1978

DSS63 . .... ... . ... ... Dec. 1, 1978
DSS14 ... ... April 1, 1979
DSS43 . . ... ... Aoril 1, 1979

Four-channel Capability (Saturn Ring Experiment)

DSSI4 .ot April 1,1979
DSS43 . . .. April 1, 1979
DSS63 .. vvi April 1,1979

DSS14 . ... ... .. July 1, 1979

DSS43 ... ... . July 1, 1979

DSS63 . ........ .. . .. ..., July 1, 1979
DMC Interface

DSS14 ... ... . ... . ... July 1, 1979

DSS43 .. ... ... . July 1, 1979

DSS63 . ... .. . e July 1, 1979

DSSid4 . ........ ... . . ..., July 1, 1978 DSS14 . ... ... . . . ., July 1, 1979

DSS43 .. .. ... .. ..., July 1, 1978 DSS43 . ... ... e July 1, 1979

DSS63(ODAonly) ........... Dec. 1, 1978 DSS63 ... ... e July 1, 1979
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Solar Wind Density Fluctuation and the Experiinent to
Detect Gravitational Waves in Ultraprecise
Doppler Data

A. L. Berman
TDA Engineering Office

The experiment to detect gravitational waves in ultraprecise Doppler data requires a
total system (DSN Tracking System, spacecraft transponder, and media) fractional
frequency fluctuation of approximately 1 X 105 for averaging times greater than
1000 seconds. At such levels, solar wind density fluctuation looms as a very difficult
error source.

This article presents a detailed examination of solar wind electron {columnar)
density fluctuation as it applies 10 the experiment to detect gravitational waves in
ultraprecise doppler data. Expected two-way S-band fractional frequency fluctuation (due
to solar wind density fluctuation) at a 1000-second averaging time is considered to be
approximately 3 X 10~13, while the optimum two-way X-band (X-band uplink and
downlink} performance is predicted to be (a'so at a 1000-second averaging time)
approximately 1 X 10~14, The article concludes that both two-way S-band and X-band
will be required (simultaneously) so that the predicted two-way X-band performance
(~10-19) can be improved to a (defined) media goal of 3 X 10~'6 via two-way dual
frequency calibration of solar wind induced density fluctuation.

I. Introduction (1) DSN Tracking System.

In order to utilize two-way ultraprecise doppler data in (2) Media (electron density fluctuation).
the attempt to detect and measure various parameters of
(hypothesized) gravitational waves (Refs. 1 and 2), one re-
quires a total measurement system fractional frequency fluc-

{3) Spacecraft transponder.

tuation on the order of 10~!5, over the averaging times of Since there are multiple elements in the DSN Tracking
interest (approximately 50 to 5000 seconds). Major elements  System which independently influence total system perfor-
included in the total measurement system are: mance, a fractional frequency fluctuation goal of 3 X 1016
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for each (independent) element will be adopted. At the pre-
sent time, the two-way' S-band media (solar wind density)
fractional frequency fluctuation performance appears to be
approximately 3 X 10713 (averaging times > 1000 seconds),
or 3 orders of magnitude short of the desired 3 X 1016
level. The steps which need to be taken (higher frequency
band capability, dual frequency band capability) within the
DSN Tracking System and on the spacecraft to significantly
reduce media effects may begin to rival those necessary to
put the DSN Tracking System on an overall fractional fre.
quency fluctuation basis of less than 107'5. Given the im-
portance of solar wind density fluctuation in the usage of
ultraprecise doppler data for the detection and measurement
of gravitational waves, one requires accurate solar wind den-
sity fluctuation data for the design and implementation of
such an ultraprecise doppler based gravitational wave detec-
tion experiment. It s the purpose of this article to present
and analyze measured solar wind electron density flu “tuation
performance, appropriately formatted as fractional frequency
fluctuation. Extensive two-way S-band doppler noise statis-
tics acquired from a variety of spacecraft during 1975 and
1976 (Refs. 3 through 8) are used to construct average solar
wind density fractional frequency fluctuation performance.

. Solar Wind Density Fractional
Frequency Fluctuation Performance

Two-way S-band doppler noise results obtain~d with the
Viking spacecraft can be summarized (Refs. 5 and 6) as follows:

. 60]°-2?
ofr)=1.182 X 1073 _ B Fla, B)[——]
’( [(sin a)"’] T

where:

a[l‘r) = doppler noise, Hz
a = Sun-Earth-Probe angle, radians
B = Earth-Sun-Probe angle, radians
7 = doppler sample int ival, seconds

; oL (- m2+a) - (a- 1/2)%)
Fla, ) =1 0.05' 5

'Yor the remainder of this article, “two-way " will specifically vonnote
“two-way (coherent) tracking mode, both uplink and downlink at the
stated frequency ™.
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- 52+ a) - (a- n/2)%)

p

- 0.00275 :-‘9-

The algorithm?® used to calculate doppler noise (essen-
tially) filters out fluctuation frequencies (v) lower than v,
where (Ref. B):

ve = (307)7!

Assuming a similar filtering out of (relatively) low frequency
fluctuations in possible gravitational wave data reduction
algorithms®, the (given) doppler noise expression can be
rather directly applied to the gravitational wave detection
problem, with doppler sample interval approximately equal
to averaging time.

Selecting a standard case of the spacecraft-Earth line
perpendicular to the Sun-Earth line (with the spacecraft at
infinity), so that:

a =90°
g = 90°

the doppler noise expression reduces to:

0.29
a,(1) = 1.60 X 1073 [(’70] . Hz

which yields a fractional frequency fluctuation (O,(T)/f) for
two-way S-band (uplink and downlink) of:

o(r)if=2.28 X 10712 770.29

Scaling by (3/11)%, one obtains the equivalent expected two-
way X-band performance:

o r)f=1.70 X 1073 77027

A “running” standard deviation computed from a feast squares linear
curve fit to 15 samples of actual minus predicted (average) doppler
frequency.

*he design and implementation of algorithms to reduce and detect
gravitational waves in ultraprecise doppler data will be a major part of
the experiment.
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Figures 1 and 2 present average two-way S- and X-band frac.
tional frequency fluctuation versus doppler sample interval,

Considering averaging periods of approximately 3 hours
(“pass average”), Refs. 3,4, and 6 found the average one
standard deviation of (pass-average) doppler noise (0,) ubout
4 mean geometric value (4,) established over several months
of data to be (expressed in terms of 10 log,o(0,/d,,)):

o(ap/b'p) = 192 dB (- 36%, +56%)

This value is applied as limits to the average fractional fre-

quency fluctuation data presented in Figures 1 through 4.

lil. Additional Factors in the Reduction of
Solar Wind Density Fluctuation

Expected levels of fractional frequency fluctuation can be
reduced somewhat by consideration of three additional cir-
cumstances:

(1) Density variations with solar cycle.

(2) Columnar density minimization in the antisolar direc-
tion (B=0°).

(3) Columnar density fluctuation to (mean) density ratio
minimization in the antisolar direction.

These conditions are briefly discussed below.

A. Density Variations with Solar Cycle

It is shown in Ref. 9 that the ratio of density and density
fluctuation between solar cycle maximum and minimum (for
Solar Cycle 20) was approximately 0.65 (value at maximum
divided by value at minimum). The data used to derive the
results of Section Ii were obtained at Solar Cycle minimum,
hence one might expect to find at the next Solar Cycle (21)
maximum (1979-1981) a reduction in average fractional fre-
quency fluctuation by approximately 0.65.

8. Columnar Density Minimization in the Antisolar
Direction (38 = 0°)

The antjsolar direction provide the minimum columnar
density und hence (Ret.7) the minimum columnar density
fluctuation also. The columnar density reduction between
the standard geometry chosen in Section Il

a =90°

f=90°

and the antisolar direction:

a = 180°
p=0

is approximately (assuming an r°? density falloff for
r>1AU):

2/n

and hence the density fluctuation can be expected to be
reduced by a similar amount. Combination of this reduction
with that from Subsection A yields a total reduction by a
factor of 0414, Figures 3 and 4 present the two-way S- and
X-band average fractional frequency fluctuation for these
conditions,

C. Columnar Density Fluctuation to (Mean) Density
Ratio Minimization in the Antisolar Direction

Although columnar density (and hence columnar density
fluctuation) s minimized in the antisolar direction, there
may be a further reduction in the columnar density fluctua-

tion because of a reduction in the columnar density fluctua-
tion to (mean) density ratio (defined as ¢', in Ref. 7). Quite
simply, in the a =90° case, density enhancements propagating
radially cross the signal path perpendicularly near 1 AU
(region of maximum density) with attendant (solar wind)
velocities of approximately 440 km/second, as in Figure §,
As the antisolar direction is approached, the density en-
hancement propagation paths line up with signal path, and
hence the density enhuncements can be expected to move
across the signal path with greatly reduced velocity (i.e.,
shifting the columnar fluctuation spectrum to lower fre-
quencies).

The ground tracking system (with Rubidium frequency
standard) doppler noise level for 60-second sample interval
data is approximately (Ref. 5):

3X 107% Hz

while the solar wind density S-band frequency fluctuation in
the antisolar direction is expected to be:

I X 1073 Hz

It would therefore not have been previously possible to
test this hypothesis (of a further reduction of density fluc-
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tuation in the antisolar direction). However, with the current
hydrogen maser frequency standard implementation at the
64-m subnet and the attendant large reduction in the ground
tracking system noise level, it may now be possible to casily
test this hypothesis.

V. Conclusions

Two-way X-band (uplink and downlink), under even the
most optimum conditions, results in a fractional frequency
fluctuation of no better than 10~'? for averaging periods of
at least 1000 seconds. To achieve the goal of 3 X 10-16, jt
is here considered that solar wind density fluctuation will
have to be further removed via dual frequency calibration. It
may be possible to achieve the 1-1/2 orders of magnitude
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improvement from the two-way X-band performance level
(~10-'4) to the desired level (3 X 107'%) via use of an
additional S-band downlink (only) in combination with two-
way X-band; in this regard, Wu, et al. (Ref. 10), have de-
veloped sophisticated techniques for calibration of 1 >ink
range when dual frequency is only available on the down.
link. Howaever, to more adequately guarantee the required
improvement (to 3X 107'¢) and to substantially reduce
data reduction costs (i.e., by not requiring complex calibra-
tion algorithms such as the Wu uplink calibration technique)
associated with the experiment, it seems reasonable to addi-
tionally require two-way S-band. It is thus here concluded
that the implementation of s viable gravitational wave detec-
tion experiment based on ultraprecise doppier data will re-
quire simultaneous two-way X-band and two-way S-band
capability.
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Solar Wind Turbulence Models Evaluated via Observations
of Doppler RMS Phase Fluctuation and Spectral

Broadening in the inner Corona

A. L. Berman
TOA Enginaaring Office

The modelling of doppler noise (RMS phase fluctuation) has enjoyed considerable
success via the experimentally observed propor:onality between doppler noise and
integrated electron density. Recently, theoretically derived models for doppler noise have
been proposed. These models are broadly characterized as representing proportionality
between doppler RMS phase fluctuation (¢) and particle flux. Under the assumptions of
conservation of particle flux in the solar wind and proportionality between electron
density and electron density fluctuation, these models yield a doppler noise dependence
upon signal closest approach point (a) of:
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Doppler noise observations in the inner corona (ro, <a<Srg) are shown to
conclusively demonstrate that doppler noise is proportional to integrated electron density
(~a~5), and not a~!'5, as predicted bv *he particle flux models. Similarly, spectral
broadening in the inner corona is seen to be proportional to integrated density. The
article concludes that the particle flux models are in disagreement with the experimental
observations of doppler noise to date, «nd hence are ulikely to be representative of
actual solar wind processes.

I. Introduction

Berman and Wackley (1976, Ref. 1) have experimentally
demonstrated that doppler noise (RMS phase fluctuation) is
proportional to signal path integrated electron density.
Recently, other investigators have derived theoretical expres-
sions for the radial dependence of doppler noise. Callahan
(Ref. 2) has derived such an expression for doppler noise, and
Woo (Ref. 3) has both derived such an expression for and

analyzed doppler noise (“Doppler Scintillation). These inde-
pendent efforts have resulted in somewhat similar models,
which can be broadly characterized in terms of the depen-
dence of doppler RMS phase fluctuation (¢) upon signal closest
approach point (a) as:

¢ <« particle flux + a%3
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applying the conservation of particle flux in the solar wind and
assuming proportionality between eclectron density and elec.
tron density fluctuation, one directly obtains:

¢a(a"2) . ao.s =a‘|.5

This article examines the performance of these models
(hereafter to be referred to as the *“particle flux models”) in
respect to the experimental observations of doppler noise in
both the extended corona (S5rg <7 € 1AU; rg = solar radius,
r= radial distance) and inner corona (ry € r< Srg), and
concludes that the particle flux models are incompatible with
the experimental observations to date. At the same time, these
doppler noise observations continue to sti- .agly support the
proportinnality between doppler noise and integrated electron
density (hereafter to be referred to as the “integratec density
model") as espoused by Berman and Wackley.

. The Particle Flux Models

Evaluation of Eq. (24) from Callahan (Ref. 2) yiclds for the
primary term:

¢ « n(ay(a)a®®
where:
n = electron density fluctuation
v = solar wind radial velocity

If one assumes the conservation of particle flow in the solar
wind (Cuperman and Harten, Ref. 4):

K =N, (nwr)r?

where:

N, = electron density

in combination with the common assumption of proportion-
ality between electron density and electron density
fluctuation:

N, (r) =n(r)
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one directly obtains for doppler noise
dx(@?) g®S=g""3

Simplification of Eq. ('4) from Woo (Ref. 3) yields for
doppler noise:

¢ = n(a)[v(a)} /¢ a%*

Considering v3/% ~p (as Ref. 3 does) and assuming conserva-
tion of particle flow and proportionality between electron
density and clectron density fluctuation, one immediately
obtains:
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By far the most interesting feature of these particle flux
models is their absolute insensitivity to the radial dependence
of (integrated) electron density! It is precisely this feature of
the particle flux models which allows a straightforward
evaluation via comparison to experimental observations of
doppler noise in the vastly different regimes of the inner and
extended corona. Briefly stated, the radial dependence of
electron density is well known to change from r=¢ to ~ 2.3
in the transition from the inner to the extended corona. The
particle flux models predict that doppler noise will not
“detect” this abrupt change in electron density; correspond-
ingly, the integrated density model predicts that doppler noise
will exactly mirror the sharp change in electron density.

lii. Model Evaluation in the
Extended Corona

To date, the only highly precise and mathematically
objective determination of the radial dependence of doppler
noise in the extended corona is Berman, Ref. 5. This study
found the radial index to be -1.30 (a~'-39), which corre-
sponds to a (-eo, %) integration of »2-30, Since the average
radial dependence of electron density in the extended corona
found by a variety of experimentors is approximately r~2-3
(Ref. 6), the results of Ref. 5 strongly support the integrated
density model. Figure 1 (from Ref. 5) shows the results of a
simultaneous two parameter least squares minimization to the
(extended corona) coefficient and radial index. Although
observations of doppler noise in the extended corona as
portrayed in Fig. 1 clearly favor the integrated density model
over the particle flux models, the difference between g~1:30
and a~ "5 is not large in absolute terms, and hence the
extended corona results cannot be considered dramatically
conclusive. Fortunately, the inner corona, with its abrupt shift



in the radial dependence of electron density, allows no such
ambiguity. The data must conclusively favor one model over
the other.

IV.: Model Evaluation in the Inner Corona

Inner corona electron density observations via both eclipse
photometry methods (van de Hulst, Ref. 7; Saito, Ref. 8; and
Blackwell, Ref. 9) and spacecraft range delay measurements
(Muhleman (Mariner 6) Ref. 10; Edenhofer (Helios 2),
Ref. 11) show an extremely sharp change in electron density
radial dependence at approximately r = drg . The correspond-
ing breakpoint for signal path integrated electron density is
approximately @ = 3rg. Since the particle flux models are
independent of electron density, one would expect no change
in the doppler noise radial dependence at a = 3rg . Figure 2
presents doppler noise observations for the region 2ry, <a <
6rg : included in Fig. 2 is the integrated density model of
Berman (ISEDC) and the particle flux model of Callahan.
There is no question but that experimental observations of
doppler noise in the inner corona *sense’ the sharp increase of
integrated electron density at a = 3rg . To this author it is an
inescapable conclusion that the particle flux models simply do
not correctly predict experimental observations of doppler
noise, and hence their derivations cannot be considered
representative of actual solar wind processes.

V. Spectral Broadening in the Inner Corona

Woo (Ref. 12)has derived a model for the spectral broadening
(B) of a monochromatic spacecraft signal which is quite similar
to the particle flux model of Ref. 3 (actually ¢ = BS/5 from
Ref. 3). Therefore, just as for doppler noise, spectral broaden-
ing observations in the inner corona should not (according to
Ref., 12) detect the onset of the inner corona electron density
enhancement. To date, Rockwell (Ref, 13) has performed the
only highly precise and mathematically objective study of
spectral broadening radial dependence in the inner corona.
Reference 13 achieved excellent results in fitting spectral

broadening data via use of a model resembling integrated
electron density. Figure 3 presents the data from Ref, 13;
included in Fig. 3 are the individual “inner corona” and
“extended corona” components from Rockwell’s mode!. The
important point is that the two components become equal
valued at @ = 3rg , and hence spectral broadening data *“sense”
the change in electron density exactly as does doppler noise
(and quite significantly, at the same radial distance). The clear
fact that spectral broadening data are in good agreement with
integrated electron density in the innes corona provides a most
powerful refutation of the particle flux models for both RMS
phase fluctuation and spectral broadening.

Vi. Conclusions and Discussion

Recent attempts to theoretically derive the parametric form
of doppler noise have produced (“pa.ticle flux”) models which
are independent of (integrated) electron density, The inner
corona, with its vastly distinct electron density regimes,
provides a most powerful test bed to assess the validity of the
particle flux models. Experimental observations of doppler
noise in the inner corona dramatically respond to the abrupt
change in electron density regimes, and hence it must be
concluded that the particle flux models do not model actual
solar wind processes. Similarly, observations .. spectral broad-
ening in the inner corona mirror the doppler noise observa-
tions, and hence provide even further fortification of the
negative evaluation of the particle flux models, It is an
inexorable conclusior. of this article that both RMS phase
fluctuation and spectiui broadening are proportional to inte-
grated electron density, and not, as has been suggested,
particle flux,

The importance of this conclusion should not be over-
looked. With proportionality to integrated electron density,
doppler noise represents a most powerful experimental tool
for obtaining the radial dependence of both electron density
and solar wind radial velocity; were the particle flux models
correct, then doppler noise would be far less useful as a radio
science data type.
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On the Suitability of Viking Differenced Range
to the Determination of Relative Z-Distance

F.B. Winn

Navigation Systems Section

Radiometric differenced range residuals {10 Viking orbiting spacecraft observations)
have been used to evaluate the current Deep Space Net adopted relative Z distance
between Deep Space Station 43 and Deep Space Station 14. The Ap noise is approxi-
mately twice the predicted noise: a4 , is 3.4 m relative to a mean of -1 m. This scatter in
the Ap is most likely due to media calibration uncertainties and Deep Space Net hardware

noise.

These 10 Ap residuals yield an estimated Z distance between DSS 43 and DSS 14 of
7351803.6 m. The standard deviation of that estimate is 10.1 m,

I. Introduction

Radiometric differenced range residuals (10 Viking orbiting
spacecraft observations) have been used to evaluate the current
Deep Spuace Net adopted relative Z distance between Deep
Space Station 43 and Deep Space Station 14, The Deep Space
Net ‘adopted Z coordinates’ for Deep Space Stations are a
product of the Goddard Space Flight Center. The adopted
DSS 43-DSS 14 relative Z distance is 7.351807 X 10¢ m. JPL
has assigned a 15-m standard deviation to these Z coordinates.
These 10 Viking differenced range observations, 4p, do not
reveal a relative Z error of statistical significance: the AZ
correction equals 1/3 the computed o, ,. The relative Z cor-
rection is -3.4 m and the sigma is 10.1 m. Although this is
encouraging, it is not definitive. This range sample is so small
that systematic effects due to AZ, Deep Space Station longi-
tude, and spacecraft declination errors may not have emerged
above the range nosie.

The Ap noise is approximately twice the predicted noise:
04, is 3.4 m relative to a mean of -1 m. This scatter in the &p
is most likely due to media calibration uncertainties and Deep
Space Net hardware noise. Additionally, the influences of AZ,
Deep Space Station longitude, and spacecraft declination
errors on Qp are discussed.

Il. The Differenced Range Data Set from
the DSS 43—DSS 14 Baseline

Near simultaneous range measurements were obtained from
the DSS 43--DSS 14 baseline (Ref. 2, Ref. 3): seven at an
S-band frequency and three at an X-band frequency. The DSN
acquired these observations from Viking-Mars orbiting space-
craft from January to April 1977 in a dual-station ranging
demonstration. Usually only minutes separated the measure-
ments of different DSSs (Figs. 1 --0).
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The positions and velocities of a spacecraft in the solar
system are estimated usuully by a least squares, differential
correction technique (Orbit Determination Program, Ref. 4).
The Doppler shift experienced by round-trip radio transmis-
sion from the earth to the spacecraft and back is the prime
observable used in the least squares technique. A part of the
procedure computes the difference between the observed
range and the range computed from numerical integrations of
the equations of motion of all the significant solar system
bodies.

When compressed range residuals are computed from the
raw range residuals (Fig. 1-6) and differenced, the compressed
differenced range residuals do not show any systematic signa-
tures in time (Fig. 7) or as a function of declination (Fig. 8).
In these figures, a label of ‘S’ or ‘X’ indicates the frequency of
the observation and the bar specified the one-sigma dispersion
of each Ap value. As previously stated, the dispersion of the
combined ‘S’ and ‘X’ frequency Ap is 3.4 m with a mean of
-1 m. Alone 'S’ band Ap has a 04, = 2.6 m and a mean of
~Im.

ill. Additional Australla—Ggoldstons
Baseline Data

Besides these 10 Ap observations, 4 additional Ap observa-
tions were ottained from 3 different Canberra—Goldstone
baselines: one from the DSS 42-DSS 14 baseline on 31
January; two from the DSS 43-DSS 11 baseline on 31 Janu-
ary and 16 February; and one from the DSS 42-DSS 11
baseline on 16 February.

Geodetic surveys within the Goldstone DSN complex have
determined the relative Z(AZ) for the short baselines to <I' m
(0). The same is true for the DSS of the Canberra complex.
Thus, all long baselines between the Canberra and Goldstone
complexes should have a nearly common AZ error. Although a
plot of all 14 Ap points for the Canberra—Goldstone baselines
is consistent with this view, the noise level is so high (0, , =
4.1 m) that little weight is given to this observation. To
dramatize the noise level of this data, Fig. 9 exhibits what the
signature in Ap from an error in AZ (equal to 18 m, 3 times
what the Voyager project specified as acceptable, Ref. 5) looks
like.

IV. Error Analysis for Ap

This scatter in the Ap values is most likely due to the
‘media’ calibration uncertainties (plasma, ionospheric ion, and
atmospheric refraction calibration uncertainties) an¢ DSN
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ranging system hardware perturbations. It can be shown that
Ap wcatter sern in Fig.9 does not stem from geometrical
parameters, such as: relative Z distance (AZ); Mars declination
(8): DSS distance off the earth’s spin axis (7,); or, DSS longi-
tude errors. Consider the following discussion.

The topocentric range from a DSS to a distant spacecraft
may be approximated (Ref. 6) by

p(t) = R(1) - Z sin 8(1) - r, cos 8(¢) cos [wt - off) +A)

where

p(r) = the topocentric range at time ‘t’

R(r) = geocentric range
Z = distance of DSS from earth's equator
8 = gpacecraft declination
r, = distance of DSS from earth’s spin axis
w = earth rotation rate
A = DSS longitude

a = spacecraft right ascension

For differenced range from two DSS, which are
time synchronized

Py - P, =(Zl - Z,) sin 8
(-, ) cos & [cos(wr - a) {cos 7\2 - COS )\l}
2 1
+sin (wr - a) {sin A, - sin A, }]

The errors in the differenced range per unit error in AZ, A8,
Ar,, and X are then

€(4p)
ETT)AZ) sin b

e(ig) = AZ cos § + Ar’ sin 8 [cos (wr - a) {cos >‘z - cos A, }

2

+sin(wf - @) {sind| - sin}, 1




51(%:; =.0s 8 [cos (wf - a) {cos A, - cos A }

+sin (w - @) (sin A - sin A\, }]

«d0) __,.

) ,coed [cos (wit - a) {sin A -sind, }

+sin (wr - a) {cos A, - cos A, }]

For the DSS 43--DSS 14 baseline,

AZ=6X 10°m

Ar’ =lm

A, = 149°, )\, = 243°, AN = 94°
e(AZ)= 15 m {0)

e(ar,) = 0.6 /2 = 0.8 m (0)

e =2+/2=28m (o)

and where (w! - a) = 196°. The spacecraft is over the sub-
earth point equally distant from both DSS 43 and DSS 14
when wt - a = 196°. For a spacecraft declination of 20°
and an €(8) of 4 X 107 radians,! all the parameters of the
Ap equations are defined.

€(4p) = fle(aZ)] = 5.1 m (o)
€(ap) = fle(8)] = 2.3 m (o)
€(4p) = fle(4r))] = 0.5 m (o)
€(4p) = fle(V)] = 1.4 m (0)

The root-sum-of-square of these error terms yields a com-
bined 9,, = 5.8 m. A 0,, = 5.6 m results when only the
sin 8 e(AZ) + AZ cos & ¢(8) terms are considered. The
diurnal terms are insignificant.

Since eight of the 10 DSS 43-DSS 14 Ap (Fig. 8) involve
a spacecraft at near constant § (the declination is -23° + 1°
from 11 January through 31 January), it follows

e(Ap) =11AZ, &, 4ar, A] = constant

19.1 arc second is thought to be a reasonable Mars declination error for
the JPL Developmental Ephemeris 96 (Ref. 7).

for these eight observations. Any declination error which
might exist of the form ‘a + br’ (that is, a bias plus a drift rate)
would be very small (+ < 20 days) and not evident in the Ap.

The scatter in the Ap set must stem f': m media calibration
errors and hardware performance. Charged particle environ-
ments retard range transmission. The neutral particle atmos-
phere refracts and retards group propagations. DSS electrical
hardware response times are included in range measurements.
Different DSS frequency standards also distort Ap. These
effects, via calibration, are removed from range data; however,
each calibration process has its limitations. The uncertainties
in a calibrated Ap point are

0,,=0.1 V2 m (o) (plasma ion calibration, Ref. 8)
=0.5v/2m (o) (ionospheric ion calibration, Ref. 9)

=0.3+/2 m (o) (trophospheric refraction calibration,
Ref. 10)

(frequency offset calibration,
Ref. 11)

(DSS hardware relay calibration,
Refs. 12,13)

aAp=0.5m(o)

oAp=l\/§m(a)

These nongeometrical uncertainties RSSto 1.5 m. The g, ,
observed is 2.6 m for the S-band Ap and 3.4 m for the S- and
X-band Ap combined — a noise level almost twice that pre-
dicted. This exira noise is detrimental to the determination of
AZ. This is particularly true for low declination observations.

V. Accuracy of AZ Estimates

Each of the 10 Ap observations (Fig. 8) independently
provides an estimate of AZ (Fig. 10). The translation is AZ =
Ap cosecant (§). The mean AZ is -3.4 m with a standard
deviation of 10 m. AZ = Ap/sin 6,0, ,=34=8,,=10ford

= 23°. The lower the declination, the greater the o, , for a

given o, ,.

Since spacecraft declinations are typically less than 20° for
distant probes, the expectation that a 0, , < 6 will be realized
requires an expectation that 0, , <2 m will be achieved.

VI. Range Quality

It is not known why 0, , is at 3.4 meters for this sample.
Maybe the sample is not representative. It certainly is a small
sample. If the sample is fair, then the noise may result from
‘media’ or system perturbations not considered in the calibra-
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tion process. The ‘media’ calibrations do not appear a likely
explanation. Charged-particle calibrations for radiometric
range and Doppler have been compared from such indepen-
dent sources as Faraday polarimeter measurements (Ref. 9), S-
and X-band dispersive Doppler and range measurements
(Ref. 10), and 8. and X-band DRVID mecasurements and found
consistent to a few tenths of meters. Similarly, tropospheric
refraction calibrations consistently yield conventional tracking
data modelled to the 2 to 3 decimeter level. This Is true even
for observations below a 10° elevation angle (Ref. 10).

More Ap data will provide the base needed to characterize
the dependence of Ap on ¢(AZ) and ¢(8).

Differenced range data is being acquired from the Voyager
spacecraft while the spacecraft are in heliocentric cruise.
Although only four observations have been processed at this
time, the Voyager Ap appear even noisier than those of
Viking. DSN and Voyager personnel are currently investigating
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the DSS fundamental calibration procedures in an effort to
reduce the differenced range noise.

VIl. Conclusions

DSN radiometric differenced range has been used to differ-
entfally correct the DSS 43--DSS 14 baseline relative Z dis-
tance. A correction of -3 m is indicated. However, the stan-
dard deviation of that correction is 10 m. The prior relative Z
sigma was 15 m. The Voyager project requires a sigma of 6 m,

The 10 m sigma on relative Z stems from the differenced
range noise (0, , = 3.4 m), the low «~clination angles for the
spacecraft used (5 < 25°), and transmission media calibrations.

For § < 20°, the Ap must have a Oap < 2 mif relative Z
determinations to standard deviations of less than six meters
are to be realized.



6.

9,

References

. Marsh, J, G.. “A Global Station Coordinate Solution Based Upon Camera and Laser

Data  GSFC 1973,” presented at the First International Symposium (for) the Use
of Artiticial Satellites for Geodesy and Geodynamics, Athens, Greece, May 1421,
1973.

Christensen, C. S., Green, D. W., Siegel, H. L., and Winn, F. B., “Dual Station
Ranging Demonstrations,” EM 314-141, Jet Propulsion Laboratory, Pasadena, Calif.,
October 27, 1977 (JPL internal document).

. Siegel, 1. L., Christensen, C. S.. Green, D. W, and Winn F. B., “On Achicving

Sufticient Dual Station Range Accuracy for Deep Space Navigation at Zero Declina-
tion,"” presented at AAS/AIAA Astrodynamics Specialist Conference, Jackson Hole,
Wyoming, September 7 -9, 1977,

Moyer, T. C., Mathematical Formulation of the Double Precision Orbit Determina-
tion Program (DPODP), TR 32-1527, Jet Propulsion Laboratory, Pasadena, Calif., 1§
May 1971,

. Support Instrumentation Requirements Document, NASA, PD 618-501, National

Acronautics and Space Administration, Washington, D.C., June 1, 19706, pg. 2116 2.

Curkendall, D. W., and Ondrasik, V. J., “Analytic Methods of Orbit Determination,”
AAS/AIAA Astrodynamics Conference, Vail, Colorado, July 16 18, 1973,

. Standish, E. M., etal., JPL Development Ephemeris Number 96, TR 32-1603, Jet

Propulsion Laboratory, Pasadena, Calif., February 29, 1976.

Callahan, P. S., “Expected Range and Doppler Differences for Two-Siatien Track-
ing,” 10M 315.1-134, Jet Propulsion Laboratory, Pasadena, Calif,, May 6, 1977
(JPL internal document).

Yip., K. W, Winn, . B,, Reid. M. S., and Stelzried, C. T., “Decimeter Modeling of

lonospheric Colunmmar Electron Content at S-Band Frequencies,”™ EM 391-620 Jet
Propulsion Laboratory, Pasadena, Calif, February 7, 1975 (JPL internal document),

. Madrid, G. A., et. al., Tracking Svstem Analveic Calibration Activities for the Mariner

Mars 1971 Mission, Technical Report 32-1587, Jet Propulsion Laboratory. Pasadena,
Calif., March 1, 1974,

. Chao, C. C., “Preliminary Report of Differenced Doppler Determination of Station

Frequency Offset for Ranging Demonstration,” 10M 314.7-102, Jet Propulsion
Laboratory, Pasadena, Calif., July 28, 1977 (JPL internal document),

. Spradlin, G. L., *DSS Range Delay Calibrations: Current Performance Level.” Deep

Space Network Progress Report 42-36, pp. 138, Jet Propulsion Laboratory, Pasa-
dena, Calif., Ociober 1976.

. Koch, R, K., Chao, C.C., Winn, F. B., and Yip, K. W., “Conditioning of MVM'73

Radio-Tracking Data,” presented at ATAA Mechanies and Control of Flight Confer-
ence, August § -9, 1974,

207



35.00 T T
() DSS 14 DSS 43
+
s St b W
°'°°r_*'$¢‘§—w
X
35,00 - l% ~
8
s 70,00 1 1
140,00 T T
2 ®
& DSS 14
Y 105.00
. - + —
§ +4’ 4-’4_' +#:
T,
+
70.00 b+ DSS 43 -
X
X %ock
35.00 X KK -
X x
x
0.00 ] ]
0 2 4 6
GMT, h
Fig. 1. Residuals as of January 11, 1877: (a) S-band, (b) X-band
(Y m=7ns)
70.00 T T T
@ x
X xd
35,00 x %4
X
DSS 14 pssaz 03543
0.00
#*ht 4 DSS 43| DSS 14 x x
+ tat X
-35.00 - 4 .
L +
) -70.00 ! l 1
0 2 4 s
3 GMT, h
&
W 70.00 T T T
z () DSS 43 X
3
35.00~ DSS 14 DSS 14 o
a Wy + s
+ * £
0.00 + Tt
*
X
-35.00 |- 085 43 ~
-70.00 ] 1 |
18 20 22 24
GMT, h

Fig. 3. Residuals as of January 20, 1977: (a) S-band, (b) X-band

(1 m =7 ns)

208

35.00 T T T T T
e
3‘ 0.00
g 0SS 14 DS 43

+

w -35.00F N, -
0 + + *
z A
3 X X

-70.00 L ! ! ! !

) 3 r 5 6 7 8

GMT, h

Fig. 2. S-band range residuals, Janusry 19, 1977 (Y m = 7 ns)

35 1 I T
(@) DSS 14
++*+ +r+ +
+ e X  Dss43
e X%
0.00 V4, VU p——
%
X X
x
X )‘% X
Xx
-35.00 - )’?‘x %]
X)%x
e X
q ]
§ -70.00 1 | {
2
: 35,00 s Y , ]
z # Tht o+ X o X DSS43
s + + Xx X
+ + X
+ X xX
0.00 +. XX X ]
X
x
x W o
-35.00 - il
x
x J
-70.00 I 1 b,
20 2 22 23 2

GMT, h

Fig. 4. Residuals as of January 22, 1977: (a) S-band, (b) X-band

(1 m=17ns)

PAGE IS

INAL
ORIG QUALITY

OF POOR



105.00 1 T 1 L ) 1 1
70,00 X
x
o x
. 35,004 DSS 11 DSS 14 DSS|l DSS43  DSS 14 DSS 42
x X £,
x x ¢ +*
] o
g R AL Vel
+
# oss 14 % X x
2 sl .f' o -
-70.00} X -
-105.00 L 1 1 | 1 1 1
16 718 1w 2 21 2 2 2
GMI, h

Fig. 5. S-band range residuals, January 31, 1977 (1 m = 7 ng)

20

RANGE OIFFERENCES, ns

350,00

280.00

210.00

RANGE RESIDUALS, ns

-70.00

-140.00

~210.00

! T T Y T T T
DSi 14
» +"'H Nd‘-o-* "
+ e .
+
- + -
+
\ X
AY fpdt
v
ad x —
DSS 43
- ,I( -
fy dr »
i i1 1 1 1%
15 16 7 18 19 20 21 22 23
GMT, h
NOTE;

THE RANGE RESIDUAL SIGNATURE IS DUE TO UNMODELLED
SPACECRAFT MOTION. INTEGRATED TWO-WAY AND
THREE-WAY DOPPLER TRACKING DATA WERE USED TO MODEL
THE SPACECRAFT TRAJECTORY ERROR DURING THE 56-MIN
SEPAKATION BETWEEN DSS 14 AND DSS 43 RANGE

Fig. 6. S-band renge residuals, February 20, 1977 (1m ~ 7 ns)

1

T T 1

[ERO J—

T

—tn -

I |
i l
T ]“
.
X
| S W SRR SN S ISV JU N N N S I S S |
014 18 22 26 30 3 7 11 1519 23 27 3 7 N 1519
JAN. ‘77 FEB. '77 MARCH '77

Fig. 7. DSS 43—~DSS14 baseline range difierences

209



dp, m

210

T T 1 T
10~ B
10 T T T 1
B 42-1) -
43-11
[} ~
AR T ] |
X 4 X .
1 l =AZsin8;
42-14 AZ=18m
2 7 .
T 5
3 1
1 3
- 0
0 a |
43-11
2 |l N
T T 4l ! I -
S ¢ .
-5 ‘n l — 6+ I =
8 X —
X
+AZsinB;
AZ=18m
or -
10k .
h | Il i l
1 | - | X - - 0
-40 -30 -20 -10 0 ~40 %0 20 10

DECLINATION, deg

Fig. 8. \p as a function of declination

DECLINATION, deg

Fig. 9. All Ay from Canberra—Goldstone Baselines

® o B
T T 1

=R
1
=Pt ey
[= =
b
Lo |

AZ, m
A
!
[a—

]
S &
S — S = =

i l 1 L )

1 I 1

Il
-23 -22 -21 -20 -19 -18

d
-17 =16 -15 -14 -13

DECLINATION, deg

Fig. 10. AZ estimates for DSS 43—DSS 14 baseline



DSN Progress Report 42-44

January and February 1878

N78-24236

CCIR Papers on Telecommunications for
Deep Space Research

N. F. deGroot

Telecommunications Systems Section

Three papers on telecommunications for deep space research have been adopted by
Study Group 2 of the International Radio Consultative Committee (CCIR ). In this article,
we present the paper that considers the sharing of radio frequency bands between deep

space research and other radio service.

I. Introduction

Study Group 2 of the International Radio Consultative
Committee (CCIR) is concerned with the technical aspects of
telecommunications for space research and radio astronomy.
Three JPL papers on deep space research were submitted by
the Uunited States for consideration at a meeting held in
Geneva during September, 1977. The papers were adopted and
are:

Doc. 2/296 Telecommunication Requirements for Manned

and Unmanned Deep Space Research

Doc. 2/269 Preferred Frequency Bands for Deep Space
Research Using Manned and Uninanned
Spacecraft

Doc. 2/279 Protection Criteria and Sharing Considerations
Relating to Deep Space Research

The first of these papers was included in the September-
October 1977 issue of the Deep Space Network Progress
Report. Also in that report was a description of the role of
CCIR papers in the establishment of worldwide regulations
that determine the use of the radio frequency spectrum.

The paper on preferred frequency bands was included in
the Noveinber-December 1977 issue.

This article presents the third paper, which considers inter-
ference protection and band sharing with other users.
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Documents Doc. 2/279-E
CCIR Study Groups 23 September 1977
Period 1974-1978

Original: English

UNITED STATES OF AMERICA

Draft New REPORT*
PROTECTION CRITERIA AND SHARING CONSIDERATIONS
RELATING TO DEEP SPACE R RCH
raft Question Rev.

1, Introduction

This report considers the sharing of frequency bands in the range 1-20 GHz
between deep space rescarch stations and stations of other services, Deep space earth
and space station protection criteria are discussed, Potential interference is considered,
and conclusions are drawn about the feasibility of sharing.

The 1-20 GHz range includes current allocations applicable to decp space research
and some of the frequencier desired for future operational use, Preferred frequencies are
given in Doc, 2/168. U.,S. earth and space station characteristics are given in Doc. 2/167.

2, Earth station factors pertinent to sharing

The principal earth station parameters which pertain to interference and sharing are
transmitter power, antenna gain and pointing, receiver sensitivity (including noise tempera-
ture) and bandwidth, Typical values of these parameters are given in Doc, 2/167, Thia
section of the report considers some aspects of antenna pointing, and develops protection
criteria for receivers at deep space earth stations. The section finishes with remarks about
coordination. Consideration of transmitter power are given in a later section,

2.1 Intersections of satellite orbits and antenna beams from deep space earth stations,

The locations of the US deep space earth stations are given in Doc, 2/167. The
stations are spaced approximately equally in longitude (120° apart) with two stations in the
northern hemisphere, and the third in the southern hemisphere. Spacecraft in deep space
currently remain in or near the plane of the ecliptic, which ie tilted at 23-1/2° from the
Earth's equatorial plane., The daily rotation of the Earth causes the antenna beam of at least
one earth station to intersect the equatorial plane and hence the geostationary orbit when
tracking a given spacecraft, The earth station may be subjected to interference from satel -
lites within the antenna beam and operating in or near the allocated deep space bands.

Satellites that are not geostationary can pass through the one or more deep space
tracking teams each day. Details of visibility statistice and in-beam duration times are con-
tained in draft Report AH/2,

In the future the United States plans to deliver deep space probes into o:bits out of
the plane of the ecliptic. These missions will also result in some earth station tracking
beams passing through the orbits of both geostationary and non-geostationary satellites.

2.2 Susceptibility of deep space earth station receivers to interference

A deep space telecommunication system is typically a phase-sensitive system. The
earth station receiver utilizes phase-locked loops for carrier tracking and da a recovery.
CW or noiselike interference in these loops can result either in degradation or loss of track-
ing and data, Report 544 contains information on the effects of interference in phase-locked
loops. Report 545 presents information on the degradation of telemetering performance
caused by interference.

#Proposed replacement for Report AL/2
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2.2.1 CW signal interference

2.2.1.1 Receiver capture. The changing Doppler shift of a received desired signal can cause
the receiver pass band to move past a fixed frequency unwanted CW signal. Depending upon
rate of motion and the amplitude of the unwanted signal, the receiver may lock to the inter-
fering signal if R, the ratio of the CW signal power to the desired signal power, satisfies the
relation:

R::-gef— (1

nfa
n
where df Is the rate of frequency change in Hz/s and {,, ls the loop natural frequency In Hz.

An interfering CW signal that is 10 dB above a strong signal and is moving through
the receiver passband at 100 Hz/s would cause the receiver to luock to the interfering signal,
At a lower rate of movement, the required interfering signal level is proportionately lower
until at a signal-to-interference ratio greater than one, the interfering signal will no longer
capture the receiver, even if the movement rate is zero., Undesired CW signals not strong
enough to cause receiver capture may cause interference to carrier tracking.

2.2.1.2 Carrier tracking degradation. An interfering CW signal can induce a phase modula-
tion on the desired carrier signal when the frequency separation between the two signals is
comparable to or less than the phase locked loop bandwidth. A maximum acceptable phase
modulation of 10° amplitude results from an interference-to-carrier power ratio of -15 dB.
The design margin for carrier tracking is typically 10 dB with reference to the noise power
in the carrier tracking loop bandwidth, For maximum accepteble carrier tracking degrada-
tion, the power in a CW interfering signal that may be within the phase locked loop bandwidth
must not be greater than the amount shown in Table [,

TABLE |
CW interference with carrier tracking

Frequency Noise in | Hz Loop | Minimum Carrier Power Maximum CW Interference
(GHz) (dBW) (dBW) (dBW)
2.3 -216,6 -206,6 -221.6
8.5 -215.0 -205.0 -220,0
15.0 -213.4 =203, 4 -218.4

2.2.1.3 Telemetering degradation, Telemetering degradation is defined as the amount by
which the signal-to-noise ratio must be increased to make the bit error rate, when an inter-
fering signal is present, equal to what it would be if the interfering signal was absent, The
maximum allowable degradation for deep space telemetering is 1 dB, For coded telemeter-
ing with a threshold signal-to-noise ratio of 2,3 dB, CW interference 6.8 dB below the noise
power will result in 1 dB degradation. For uncoded telemetering with a threshold signal-to-
noise ratio of 9.8 dB, CW interference 5 iB below the noise will result in 1 dB degradation,
The noise power is proportional to the data bandwidth and the receiver noise spectral density.
Examples of allowable level of CW interference are shown in Table II.
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TJABLE ]I
CW Interfercnce with telemetering

- X ) Interference-to-Noise | Maximum CW
l*r(ec?;:'e;\cy Data (bits/s) N‘gz;diﬁx&r(;ﬁ}a‘;m Ratio for 1 dB Interference

“ Degradation (dB) (dBW)

2.3 40, uncoded «200.,6 -5,0 «205,6

8.4 40, coded -200,0 -6,8 -200. 4

115k, coded -164.4 -6.8 -171.2

15.0 40, coded -197.4 -6.8 -204.,2

115k, coded -162.8 -6.8 -169,6

2.2.2 Wideband interference

Wideband signals or noise that reduce the signal-to-noise ratio affect both the car-
rier tracking and the data channels. In the case of the telemetering channel, the speciral
density of the interfering signal must be at least 5,9 dB below the spectral density of the
receiver noise in order not to degrade the threshold performance by more than 1 dB, Maxi-
mum levels of wideband interference are shown in Table III,

JABLE Il

Wideband interfercnce with telemetcri_x_1_g_

Frequency No.se Spectral Density Interference-to-Noise Max;&‘::;exl::eband
(GHz) (dB(W/Hz)) Ratio {(dB) (dB(W/Hz))
2.3 216,06 -5.9 -222.5
8.4 -215.0 =5.9 -220.9
15.0 -213.4 =5.9 -219.3
2.2.3 Interference to maser operation

Mixing of signals with the idler frequency of the maser pump can cause interference
and saturation in the receiver passband. There are many frequencies at which such mixing
can occur, all of which are far removed from the normal frequency of reception, Table IV
gives possible interference frequencics for the two frequency bards currently used for recep-
tion at deep space resvarch carth stations,

Interfering signals must be above =120 dBW in the idler bandwidth (which is very
broad) at the maser input to be significant,

TABLE 1V
Frequencies at which interference may be caused by mixing in the maser
Receiver frequency band 2 290 - 2 300 MHaz & 400 - 8 500 MHz
Maser pump frequency 12.7 GHz 19,3 and 24.0 GHz
Interference frequencies 15.0 GHz 32.4 GHaz

10,4 27.8

7.5 15.6

L 5,2 10.9

2.2.4 Adjacent channel receiver saturation

Ths ~ryogenically cooled maser of the deep space receiver has a bandpass of approxi
mately 50 Mz, Adjacent channel signals, if received at total power levels greater than
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=120 dBW, an generate intermodulation products in the mixer and other receiver clements,
causing saturation of the receiver.

2.2.5 Interference protection for Earth station receivers

Interruption of telecommunications can result from interference that is strong
cnough to cuase receiver capture or saturation, Weaker interference may result in degraded
carrier tracking and telemetering performance, The level of interference that can be toler-
ated is determined by acceptable performance degradation. To protect Earth station receivs
¢rd, the power spectral density of wideband interference, or the total power ot CW interfer-
ence, in any single band and all sets of bands 1 Hz wide, should not be greater than
the values shown In Table V, for an aggregate of five minutes {n any one day, © Table V
also shows the maximum power flux density of interference, considering the effective arca
of a 70m earth station antenna,

TABLE Y
interference protection for earth station receivers
Maximum Powuer Spectral Densit Maximum Power Il Density
Band s p y A 1 Powe ux Density
and (GHz) (B (W/Hz)) (dB (W/m? Liz))
2.3 -222.5 -250,2
8,4 -220.9 -2h3.8
15,0 -219.3 -250,2
2.3
2.3 Coordination considerations

The practicability of coordination is determined partially by the number of stations
with which coordination must be effected, This is in turn controlled by the coordination
distance., For decp-space research, the practicable coordination distance is currently con-
sidered to be 1,500 km,

Coordination distaunce may be calculated by the method of Appendix 28 of the Radio
Regulations. An alternate method is given in Dor, 5/225 (Geneva, 1977), The two ways of
determining distance give different results, IFor example, assuming a transhorizon station
(l.e., 93 dB(W.10 kHz), in the 2,3 gHz band), tae distances arc 2,100 and 800 km,
respectively.

A decision on the practicability of sharing with transhorizon stations is thus not
possible, and further study is necesgsary.

3. Space slition parameters and protection pertinent to sharing

The principal space station parameters which pertain to interference and sharing
are antenna gain and pointing, transmitter power and receiver sensitivity, Details of these
parameters arce given in Doc, 2/167,

Space station and Earth station receivers for deep space research function in a
similar manner, except that the space station does not include a maser. Space stations are
susceptible to interference as described carlier for Earth stations,

The criterion for protection of space station receivers is that interference power
must be no stronger than receiver noise power, Compared to Earth station criteria, this is
less severe and is a consequence of generally larger performance margins on the Earth-to-
space link., For protection of space stations, the pecwer spectral density of wideband inter-
ference, or total power of CW interference, in any 1 kHz band should be no larger than the
amount shown in Table VIfor an aggregate of 5 minutes per day.

#Five minutes per day is generally taken as 0.001% of the time, as discusscd in Report 546
(Geneva),
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TABLE VI

Interference protection for space station recelvers

Frequency (GHz) Maximum Interference Level (dB(W/kHz))

2.1 -170.8
7.2 -16Y9.0
15.0 -168,1

Space station e,i.r.p. is normally reduced while near Earth, minimizing the poten-
tial for interforence to other stations,

4, Sharing considerations

The following paragraphs consider the possibility of interference between deup
space rescarch stations and those of other services., There are 8 possibilities to be con-
sidered, as shown in Table VII.

Table VII and the following paragraphs consider the possibllity of interference in
the deep space research Earth-to-space bands.

TABLE VII

Potentlal interference in Earth-to-space bands

Source Receiver

Earth station

Earth station

Terrestrial station

Terrestrial station

Space station

Terrestrial station

Near Earth satellite

Earth station

S, «.;e station

Terrestrial station

Space station Near Earth satellite

Near Earth satellite Earth station

Ncear Earth satellite Space station

4.1 Potential interference to terrestrial receivers from earth station transmitters

The normal maximum total power for current U.S, earth stations e 50 dBW, For
a typical minimum elevation angle of 10 degrees, the e.l.r,p., directed towards the horizon
does not exceed 57 dB(W /4 kHz), assuming the reference earth station antenna radiation
pattern of Recommendation AA/2, For spacecraft emergencies, the maximum total power
may be increased to 56 dBW, giving not more than 63 dB(W/4 kHz) at the horizon. These
values of ¢, i, r.p, mcet the requirements of RR 470F,

Alrcraft stations within line-of-sight of a deep-space earth station will encounter
total power ‘lux densities as shown in Figure 1, For an aircraft altitude of 12 km, the
maximum line-of -sight distance to an earth station s 391 km and the total power flux density
at the aircraft can never be lower than -83 dB(W/m¢®), again assuming the antenna pattern of
Recommendation AA/2. Depending on distance and earth station antenna direction, the air-
craft station may experience much higher flux densities and interference levels. Coordina-
tion with airborne stations is generally not practicable.
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Tropospheric and rain scatter may gouple deep-space earth station transmitting
signals into trans-horizon, space system and other surface stations, When practicable,
coordination should provide sufficient protection for terrestrial receivers and sarth station
rocelvers, See §2.3 for coordination considurations.

4,2 Potentlal interference to satellite receivers from deep-space earth station
transmitters

Satellites that come within the carth station beam will encounter power flux den-
sitics a8 shown In Flgure |, When an carth station is tracking a spacecraft such that the
antenna beam passes through the geostationary satellite orbit, the flux density at a point
on that orbit will vary with time as shown in Figure 2, For example, the total power flux
density will be -95 dB(W /m¥) or more for 32 minutes, The figure assumes a transmitter
power of 50 dBW, a 64 m antonna, and the reference earth station antenna pattern of
Recommendation AA/2, An lmportant observation is that the minimum flux density at the
geos.itionary satellite orhit within line of sight of a decp space earth station Is -122 dB
(W/m2), vregardiess of antenna polnting direction.

The duration and magnitude of signals from deep space carth station transmitters
that may interfere with satellites in non-geostationary orbits depends on those orbits and
the particular deep space tracking at that time,

4,3 Potential interference to deep-space station roceivers from terrestrial or earth
statlon transmitters

Terrestrial or earth station transmitters within slght of a deep space station are
potential sources of interference. Figure 3 whows the space station distance at which
interference power density from such a trarsmitter cquals the recelver noise power density,
For example, a transhorizon station with 93 dB(W /10 kHz) e, i, r.p. in the 2.1 GHz band
could interfere with a space station receiver at ranges upto 4.1 x 107 km (600 K noise
temperature, 3,7 m spacecraft antenna), The possibility of interference a2t such great dis-
tance poses a threat to space missions to planets as far away as Uranus, Stations with
lower e.l.r.p or with antennae pointing away from the ecliptic plane will have less potential
for interference.

4.4 Potential Interference to space station receivers from near-Earth satellite
transmitters

Near-Earth satellites typically have antennae directed at the Farth or at other
satellites, Interference with deep-space station receivers may occur for those brief periods
when the satellite antenna is directed near the ecliptic plane, Ae received at decp space
stations, signals from satellites will usually be relatively weaker than those from earth
stations,

5. Sharing coneiderations: space-to-Earth bands

Table VIII and the following paragraphs consider the possibility of interference in
the deep space research space-to-Earth bands,

TABLE VIII

Potential interference in space-to-Earth bands

Source Receiver
Deep space station Terrestrial or
earth station
Deep space station Near Earth satellite
Terrestrial or Deep space earth station
earth stati.n
Near Earth satellite Decp space earth station

s
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5.1 Potential interference to terrestrial or earth station receivers from deep-space
station transmitters

Figure 4 shrws power flux-density at the surface of the Earth causcd by deep-space
stations with characteristics as shown in Doc, 2/167, These stations typically use low
gain, wide beam antennae while near Earth, After a time not exceeding six hours from
launch, they are usually at a sufficient distance for the flux density at the surface of the
Earth to be less than the maximum permitted by Radio Regulstions for protection of line-of -
sight radio-relay systems., For example, the Mariner Jupiter Saturn spacecraft is
expected to use the low gain antenna until 4.2 x 107 km from Earth, at which time the flux
density would be -198 dB(W/m2) in 4 kHz after switching to the high gain antenna,

When the transmitting space station is using a higher gain directional antenna,
there is the potential for interference with sensitive terrestrial receivers if their antennae
are directed in the ecliptic plane. A space station operating at 2,3 GHz with an e,i.r,p, of
51 dBW at a distance of 5 x 108 km could create an input of -168 dBW to a transhorizon
receiver (27 m antenna, main beam). The duration of such interference would be of the
order of a few minutes because of the rotation of the Earth,

5,2 Pntential interference to near-Earth satellite receivers from deep-space station
transmitters

Considerations of this interference are simila. to those for the space station to
terrestrial receiver case, §5.1, with the exception of the path geometry, Depending on the
changing conditions of that geometry, occasional brief interference Is possible.

5.3 Potential interference to deep-space earth station receivers from terrestrial or
earth station transmitters

Interference to deep-space earth station receivers may come from terrestrial or
earth statious over line-of-sight paths, by tro, spheric phenomena, or by rain scatter,
For coordination considerations see§ 2.3,

Other services with high power transmitters and high gain antennae are potential
interference sources. Radiolocation stations are an example. Earth station transmitters
are less likely sources of interference, depending on e,i.r,p. in the direction of the deep-
space earth station. Coordination should provide adequate protection from radio-relay
stationr,

Aircraft transmitters within sight of a deep-space earth station may cause serious
interference. At - xitoum line-of-sight distance in any direction (391 km for an aircraft
at 12 km altitude), ‘ae.1,r.p. of -26 dB(W/Hz) (for example, 10 dB(W /4 kHz) and 0 dBi
antenna) will exceed the earth station interference limit by at least the amount shown in
Table IX, assuming the reference earth station antenna pattern.

Coordination with airborne stations is generally not pra. ticable,

TABLE X
Interference from assumed aircraft transmitter
Frequency | Deep-space Earth Station Interference | Harmful interference from Aircraft*
(GHz) Limit (dB (w/Hz)) (dB)
2.3 -222.5 35,7
8.4 -220.9 22,1
15.0 -219.3 15,5

#Aircraft signal less deep-space earth station interference limit
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5.4 Potential interfcercence to deep-~space earth station receivers from near Earth
satellite transmitters

An analysis of the case for satellites in highly cccentric orbits may be found in
Report AJ/2, It ls concluded there that sharing is not feasible, This conclusion is also
valid for satellites in circular and moderately eccentric orbits,

6. Discussion

Sharing with stations that are within line-of -sight (LLOS) of deep-spacc carth stations
is not feasible, Stations within LOS will create exccssive interference to recelvers of deep-
space ecarth stations, or will be exposed to excessive interference from transmitters of
these staticns, Aecronautical mobile stations and near-Earth satellites frequently come
within LOS of deep-space earth stations,

Sharing of deep-space Earth-to-space bands with stations utilizing high average
e.l.r,p. is not feasible because of potential interference to stations in deep space. It is
currently considered that stations with an e.l.r.p, that is more than 30 dB below the
implemented or planned e.l, r.p. for space research carth stations do not pose a significant
prollem, From the data in 2/167, this means an average e,i.r.p, no grea' ‘v than 82 dBW
at 2 and 7 GHz, The deep-space earth station e¢.i,r,p. for other frequencles is not now
known,

7. Conclusion

Criteria and considerations presented in this Report lead to the following
conclusions:

7.1 Sharing of Earth-to-space bands

Deep-space research cannot share Earth-to-space bands with:
{a) receiving acronautical mobile stations,
(b) receiving satellite stations, and
(c) transmitting terrestrial stations and earth stations utilizing high average
e.l.r.p,, for example, transmitting transhorizon stations, and transmitting fixed-satellite

earth stations,

When coordination is practicable, sharing is feasible with other stations of all
services, In some cases, coordination distanc < may be unacceptably great.

7.2 Sharing of space-to-Earth bands

Deep-space rescarch cannot share space-to-Earth bands with;
(a) transmitting aecronautical mobile stations, and
{b) transmitting satellite stations,

When coordination is practicable, sharing is feasible with other stations ol all
services, In some cases, coordination distances may be unacceptably great,

The matter of unacceptably long coordination distance requires further study.
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FIGURE 1.
Power flux density from Earth station transmitter
100 kW, 64 m antenna
A: Main beam, 15 GHz D: 2 48 deg off axis (-10 dB gain, Rec. AA/2)
B: Main beam, 2.1 GHz — — Altitude of geostationary satellite
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(14,5 dB gain, Rec. AA/2)
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FIGURE 3.
Space station distance from terrestrial transmitter for
interference power equal to receiver noise power

15 GHz relay transmitter, 55 dB(W/10 kHz); -168 dB{W/kHz) receiver noise power
7.2 GHz relay transmitter, 55 dB(W/10 kHz); -170 dB{W/kHz) receiver noise power
2.1 GHz relay transmitter, 55 dB(W/10 kHz); -171 dB(W/kHz) receiver noise power
2.1 GHz transhorizon transmitter, 93 dB(W/10 kHz); -171 dB(W/kHz) receiver noise power

Space station range of 1 astronomical unit, 1.5 x 108 km
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Development of a Unified Criterion for
Solar Collector Selection

F. L. Lansing
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To assist in making engineering or management decisions, this article explores the
possibility of building a single selection criterion to distinguish between different solar
collector subsystems for a specific application or between different complete solar-
powered systems. The development of two analogous criteria are discussed. The criteria
combines both performance and unit area costs, and presents the dollar per unit power
and the dollar per unit energy produced from a solar plant, Typical values for current
Socusing and nonfocusing solar collectors were included to support the discussion. The
first phase development shows that the criteria evaluation is in need of more data
about the annual dynamic behavior of the collector subsystem only, under the
transient site-specific parameters such as solar flux, wind, and ambient temperature.

I. Introduction

It is a fact that the last decade has witnessed a great deal
of research and development in nonfossil fuel energy sources
to find a solution to the energy shortage problem. Many
industrial organizations, academic institutes and research
laboratories including the Jet Propulsion Laboratory, have
started energy research and conservation programs Solar
energy as one of the nondepletable sources has been under
thorough investigation, and the solar collector component, as
an entity, has occupied a major part of that investigation.

The above competitive efforts blossomed many collector
concepts. Some concepts are still on paper while others are
ahead in production phase. No bounds or standards are set
to unify the parameters of module geometry, physical
dimensions, weight, operating temperatures, optical proper-
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ties of coatings or glazing, insulation thicknesses, heat loss
rates, etc. Consequently, large collections of information and
data regarding performance and cost of many *‘good” solar
collectors were established. The differences in cost and
performance are wide not only between collectors of differ-
ent categories but also between collectors of the same
category. Collector manufacturers enlarge this difference gap
and support their own product selection rationale to obtain
either high performance using expensive high grade materials
or to sacrifice performance for a low cost product.

For a given application, the selection of the solar col-
lector, whether it is a focusing or a nonfocusing type, affects
the overall installation, operation and maintenance cost. For
engineering or management decisions, the question that
eventually will rise is which collector possesses the *‘best”
score? The comparative adjective “best” means in engineer-
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ing terms the one that not only scores highest in fulfilling its
purpose at the required operating conditions with the least
cost but also scores highest in reliability, durability, low risk,
nonhazardous and low maintenance problems. Any cost
methodology such as a life cycle cost analysis, a cost/benefit
payback period analysis, or a cash flow analysis, may be
used to support the selection rationale.

In the present article, the development of a single col-
lector ciiterion combining performance and unit cost is
explored to be used as a figure of merit. The other
operational parameters of risk, maintenance, and reliability
are not included for two reasons: (1) there is not enough
data accumulated about collector failures, maintenance and
durability to judge a newly developed solar collector, and
(2) reliability and maintenance figures of merit using the
probability theory are addressed elsewhere in detail and
could be added to the total selection of analysis once a
cost/performance criterion is established.

The main objectives of this study are set to (1) provide a
means to distinguish between different solar collectors or
integrated solar-powered systems for a given application
combining only performance and unit cost, (2)reduce or
eliminate the need for costly site-specific experimental tests
once a good performance model is established at another site
with different weather spectrum and (3) assist engineering
and/or management in making decisions in system evaluation
and cost effectiveness.

Il. Collectors for Electric Power Generation

In comparing focusing collectors (such as parabolic
troughs, parabolic dishes, fresnel lenses, etc.) with nonfocus-
ing types (such as flatplate collectors) for electric power
generation, the points in favor and against each type are as
follows:

(1) Focusing collectors tend to have, in general, higher
collection efficiency than nonfocusing types. This is caused
by the reduction in heat losses as a result of small concentra-
tion areas which is much less than the increase in heat losses
caused by high temperatures attained.

(2) Nonfocusing collectors have the ability to harness the
diffuse radiation while focusing types do not have. Diffuse
radiation can be as much as 20% of the total incident flux
on clear days. This ratio goes un on cloudy days. On the
other hand, nonfocusing collectors are generally nontracking
and the radiation cosine losses due to their fixed oblique
orientation (cosine the angle of incidence) exceeds the gain
of the extra diffuse part. The result is a less peak and

accumulated radiation intensity for clear days than tracking
focusing collectors. The situation is reversed on cloudy duys.
However, it appears that this extra diffuse part plays an
insignificant role in collection efficiency increase since non-
focusing collectors have generally higher afficiency as stated
in item (1).

(3) Although tracking in focusing collectors is essential
and adds an extra cost to the power plant, it is desirable in
maintaining a constant collector efficiency for longer periods
over the day. This is in contrast with nontracking nonfocus-
ing types that possess an undesirable steep rate of efficiency
decrease with operating temperature.

The above points indicate that collectors with high perfor-
mance are accompanied by high cost and vice versa. The
need for a selection methodology then follows as an essential
tool for comparison of the various types,

The cost of a solar-electric power plant is greatly influ-
enced by the overall conversion from solar-to-electric effi-
ciency. If conversion is done via thermal power cycles, the
efficiency is simply the product of collection efficiency
times the power cycle thermal efficiency as shown in Fig. I.

The efficiency trends shown in Fig. 1 for both the
collector and the power cycle are general for any type of
each. The collection efficiency always decreases with increas-
ing operating temperature due to higher thermal losses and
can reach zero when the incident radiation equals the losses
at point B. The power cycle efficiency, on the other hand,
Increases with the operating temperature and starts from
zero at ambient 1 mperature, point A. The overall conversion
efficiency will be zero at both points A and B and always
possesses a maximum value in between A and B. The
optimum operating temperature corresponding to maximum
overall conversion efficiency should be the system design
point.

Il. Derivation of Maximum Solar/Electric
Conversion Efficiency

The performance of solar collectors is generally the same
whether they are focusing or nonfocusing types. The ‘nstan-
taneous collector efficiency (£,) can be expressed approxi-
mately by the linear form

E =a, -b % 1
L =a - b, ; )
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where

1 = solar intensity per unit collector area

7‘o = ambient temperature

a, = collector constant representing its  optical
efficiency

b, = collector constant representing its thermal loss

coefficient
T = Plate (receiver) temperature of the collector
Equation (1) can be put in the compact linear form:
AN S - b
E, a, b, T )

where ¢

5 and b, are collector constants given by

T
_ 0
a, = a, +b| -—-I
3)
b
= L
b2 = /

The constants a,, b, are considered collector “‘character-
istic” constants to differentizte between shapes, geometry,
optical and thermal properties for a given ambient tempera.
ture and solar intensity.

On the other hand, the thermal efficiency of power cycles
can be expressed in general as a fraction of the correspond-
ing Camnot's cycle working between the same source/sink
temperature limits. This fraction is a function of many
conditions, such as type of cycle, type of working fluid,
pressure and temperature ranges, etc.

The ratio (A) of real power cycle efficiency to Camot’s
working between the same temperature limits, ranges in
practice from 04 to 0.6 at full load. Accordingly, the
thermal efficiency of a real power cycle working between a
hot surface temperature T and an ambient temperature 7}, is

approximated by
T
. 0
E, =\ ( - —f) )
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The overall conversion from solar to electric efficiency
(£) then follows as

E,=E XE,
or by combining Eqs. (2) and (4)
Ty
Ey =\ (ay- b,T) ( - -7-;) )
The overall conversion efficiency from Eq. (5) can be zero

at two positions:

(1) Where the collector efficiency is zero at a maximmum
temperature:

a

T, = —
8

bz

»

(poini B on Fig. 1)

(2) At a temperature TA = To, or when he engine
efficiency is zero at ambient temperature (point A on
Fig. 1).

Assuming that the parameters ay, ”2* and X are
unchanged with the collector temperature, the overall con-
version efficiency will possess a maximum value Ej max 0
the optimum temperature 7‘0',t given by differentiation as

Topt = \/a—2 To;bz (0)

T 2
. _ 0
I:O.nlux = )\a2 (l "7 ) (7)

opt

Equations (5) and (7) show that at the optimum operat-
ing temperature

a
Eo=t.p 8)

e =5 Ee

This means that if the value of ("2) 1s equal to (A) the
optimum temperature (Tum) will be the intersection point
Letween the engine efficiency and collector efficiency curves.
The location of the optimum temperature will be lower than
the intersection temperature or higher depending on whether
the value of (a,/\) is larger or smaller than 1, respectively.




The optimum operating temperature for the combined
collector-engine system as calculated from Eq.(6) is depen-
dent on the slope (b,) and ordinate intersection ("z) of the
collector efficiency 'ine. Smaller slopes and larger ordinate
intersection produce higher overall conversion efficiency
Eo'm“ and higher optimum temperature. This explains why
focusing collectors are offering a superior performance com-

pared to nonfocusing types,

IV. First Selection Criterion for
Solar-Electric Plant ($/kWe)

From an engineering viewpoint, a solar-electric plant
should be combining good perfoimance (presented by the
maximum overall conversion efficiency) and low cost to
compete with conventional fossil-fuel or nuclear power
plants. Before rating different collectors or different energy
conversion systems, the following parameters and assump-
tions will be fixed for all candidates under investigation:

(1) Operating temperature will be the optimum value
corresponding to the maximum overall conversion
efficiency.

(2) Site and location with its topography and geography
is the same to each candidate.

(3) Weather spectrum, ambient temperature, humidity,
wind speed, and direction are the same to each
candidate.

(4) Cloud cover, thickness, height, dispersion, snd fre-
quency of appearance are the same to each candidate.

(5) Clear day solar insolation spectrum is the same for all
candidates. Even though focusing and nonfocusing
collectors receive different proportions of direct,
diffuse, and ground reflected parts, the conversion
efficiency is assumed to be independent of the
intensity of input energy. In other words, each col-
lector will be scored and judged according to its
ability to collect and transfer to the working fluid the
solar energy which was harnessed.

(6) Maintenance and operation costs (M&O) will be
assumed in direct proportionality to the unit collector
cost ($/m?). This means that expensive collectors will
have larger M&O costs than inexpensive ones. These
annual costs will constitute a fixed percentage (of
order 10% for example) of the installation cost.

The collection surfuce area can be calculated from the
simple equation:

electric power output (kWe)
solar radiation intensity (kWt/m?) X
overall solar-electric conversion
efficiency (£

collector area (m?) =

O.mn)

)

The electric power output in the numerator and the solar
radiation intensity in the denominator should be computed
during the same time interval. The latter could be a 15-min
peak, a daily average, a monthly average, u seasonal average
or a yearly average. The overall solar-electric conversion
efficiency is determined by using Eq.(7), with fixed solar
radiation and ambient conditions.

Tha installation cost in dollars of the whole solar power
plant including energy collection, conversion, storage, and
transport subsystems can be divided by the total collection
area (in m?) to yield a unit installation cost in ($/m?). The
operation and maintenance cost when added as a fixed
percentage of the installation cost will facilitate the compari-
son, so that we need only to speak about the unit plant
cost,

The total plant (or collector) cost per kW, output can
thus be given by:

unit plant (or collector) cost
($/m?) )

solar radiation intensity (kWt/m?)

X overall solar-electric conversion

efficiency (£,

plant (or collector) $/kWe =

.mux)

(10)

Equation (10) applies 10 any solar-electric plant whether
it is an indirect thermal-electric conversion via power cycles
or a direct solar-electric conversion such as photovoltaic
cells. Also, Eq. (10) can be used in comparing collectors
only for solar-electric application by using the unit collector
cost $/m? instead of the unit plant cost (§/m?).

A common reference value of the solar radiation intensity
is one “sun” defined as a peak intensity of | kWt/m? (0.1
W/em? or 317 Btu/h 1?) at solar noon. For tracking
collectors, the intensity of 1 kWt/m? is considered a suitable
incident radiation reference. But for nontracking collectors, a
radiation reference of 0.8 kWt/m? will be chosen as a
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radiation reference to account for the cosine of the angle of
incidence losses. Under these radiation references, the cost of
any solar-electric plant (or collector) per electric kilowatt at
the bus bar can be given by substituting in Equation (10).
For solar-electric power plants with tracking solar collectors,

unit plant (or collector)
cost $/m?

overall conversion effi-

ciency (£ )

total plant (or collector cost) $/kWe =

0,max

(i1a)

For solar-electric power plants with nontracking solar collec-
tors,

unit plant (or collector)
cost $/m?

0.8 X overall conversion

efficiency (F

total plant (or collector) cost $/kWe =

O,mnx)

(11b)

Equations (1la, b) present the first figure of merit
($/kWe) which differentiates between the different solar-
electric conversion systems combining both performance and
cost. Other figures of merit representing maintainability, risk,
durability, etc., can be added to complete the selection
criteria.

Table 1 lists typical results for some current solar collec-
tors. The instantaneous efficiency curves are plotted as
shown in Fig. 2 versus the average collector temperature. The
heat engine efficiency working at 50% of Carnot's between
the collector temperature and ambient temperature 25°C
(77°F) is also plotted for reference. Some cost and effi-
ciency data were abstracted {rom Refs. 1 through 12.

Equations (6) and (7) are used to calculate the optimum
operating temperature and the maximum overall conversion
efficiency, respectively. The unit collector cost ($/m?)
figures were either abstracted from manufacturer data or
estimated from past experience. Equations (11a, b) are used
to estimate the $/kWe figures as given in Table I. The
maximum overall conversion efficiencies were in good agree-
ment with some of the values reported in Refs. 13 and 14
using other derivations.

It is apparent from Table 1 that focusing collectors with

their high temperature capability, in spite of their high cost,
are favored for solar-electric conversion. However, the rate of
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decreasing costs by mass production in focusing and non-
focusing types can change the selection procedure. Tuble 2
for example, shows how the competition between solar
collectors can be tough. The three hypothetical solar collec-
tors presented in Table 2 have different optimum perfor-
mance figures as presented by 3%, 8%, and 16% conversion
efficiency and different unit cost as given by $60, $200, and
$400/m3. According to Eq. (11), the collector cost alone per
kWe output is the same for all of them and equals
$2500/kWe which appears to maoke the selection process not
decisive. The first collector could be a typical flat plate
collector as evidenced in Table I. Also, the second collector
could be a low performance parabolic trough, and the th