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Introduction

This international symposium, sponsored by IAG and COSPAR, and
co-sponsored by AGU, DMA, NASA, NOAA, USGS and the Department of
Geodetic Science of The Ohio State University, took place in the Fawcett
Center for Tomorrow, Columbus, Ohio, October 2-5, 1978. It was attended
by 210 persons from 16 countries (53non-U.S. participants).

The meeting was divided into eight scientific sessions, each dealing
with a geodynamic phenomenon to which geodesy can be applied. The last
session was devoted to general geodynamic applications.

Harold L. Enarson, President of OSU, welcomed the participants on
behalf of the University. Special welcome was extended to members of the
IAU Working Group on Earth Rotation and to the NAS/NRC Committee on
Geodesy. Both of these groups scheduled meetings during the Conference.
Dr. Enarson was followed by Ivan I. Mueller, the convenor of the symposium,
who reflected on the successful previous GEOP Conferences held during 1972
and 1974 (see Department of Geodetic Science Report No. 231). These were
the first serious efforts to organize topical conferences of an interdisciplinary
nature. The AGU soon followed with the Chapman Conferences. He mentioned
that the main purpose of this symposium is to review the developments since
1974 and the future in geodetic (observational and analytical) techniques in
detecting and monitoring geodynamic phenomena. He expressed his satisfaction
with the apparent interdisciplinary mixture of the audience, in which solid earth
geophysicists, oceanographers, astronomers, space technologists, and geodesists
were present. This is a good indication that communication problems between
these disciplines are on the decrease.

After explaining the structure and the conduct of the Conference, he
expressed thanks to the program committee, which consisted of the session
chairmen, and to the OSU Conference staff, and opened the scientific portion
of the symposium.

To obtain full benefit of the Proceedings of this Conference, it is
recommended that the reader start with the contribution of W. M. Kaula,
presented during the last session.

XI



Progress in Geophysical Aspects of the Rotation of the Earth
Kurt Lambeck

Research School of Earth Sciences, Australian National University
Canberra 2600, Australia

21461* V *

Introduction. Rochester (1973) reviewed the
subject of the Earth's rotation at the second
Geodesy, Solid Earth and Ocean Physics Research
Conference, emphasizing the developments made
since the publication of Munk and MacDonald's
(1960) book, "The Rotation of the Earth". In his
introduction, Rochester stressed the many aspects
of the geophysical causes and consequences of the
Earth's rotation and how the subject has drawn
the attention of.scientists working in fields
ranging from astronomy to palaeontology. This
multiplicity renders a completely satisfactory
review of the subject unlikely and I limit myself
here to some of the more pertinent results obtain-
ed since Rochester's review, results which were
already foreshadowed in the Conference Report by
Kaula et al. (1973). I have attempted a more
complete review elsewhere (Lambeck, 1978a).

Any discussion of the Earth's variable rotation
is conveniently separated into three parts: (i)
the motion of the rotation axis in space, pre-
cession and nutation, (ii) the motion of the
rotation axis relative to the Earth, polar motion,
and (iii) the rate of rotation about this axis, or
changes in the length of day. I follow this sep-
aration in the following review with emphasis on
the last two aspects. I do not discuss the meth-
ods nor results of the observation process (see
Guinot, 1978; Aardoom, 1978; Lambeck, 1978b).

Polar motion

Low frequency variations

The schematic polar motion power spectrum is
illustrated in figure 1. The power near zero
frequency (not shown) is a consequence of a secu-
lar drift In the pole position; in a westerly
direction at a rate of 0'.'002-OV003 yr"1. This
motion appears to be real and probably a conseq-
uence of an exchange of mass between the Greenland
ice sheet and the oceans. If the observed secular
rise in sea level of about 1 mm yr-1 is due to the
melting of this ice cap, then the rate of melting
must be of the order of 10 cm yr~l over the entire
sheet and this would result in the observed secu-
lar pole shift. The pole shift is quite insensi-
tive to the melting of the Antarctic ice (Lambeck,
1978a). There is a suggestion that, superimposed
on this drift, a decade scale wobble occurs, main-
ly an oscillation at right angles to the direc-
tion of drift (Figure 2). Markowitz (1970) finds
a period of about 24 years, Vincente and Currie
(1976) suggest 30 years. The reality of this
motion remains obscure. In particular, a compar-
ison 'of recent annual mean pole positions obtain-
ed by the Bureau International de 1'Heure (BIH)
and the five station International Latitude
Service (11,8), indicate differences that are quite
similar to this wobble (figure 3). This strongly
suggests that it is a consequence of the observ-

Proc. of the 9th OEOP Conference. An Inleriiolianal Sympaxium on the Application* af
driHlety 1,1 GcaJynumk-x. October 2-5.197S. Depl. of Geodetic Science Kept. No. 380.The
Ohio Slate Univ.. Columbus. Ohio 43210.

ing process and not of a real excitation of the
rotation axis direction.

Evidence for polar wander over geologic time
remains obscure. Goldreich and Toomre (1969)
concluded that if "continental drift" occurred,
a large scale wandering of the axis of rotation
is inevitable and that, for N plates moving at an
average velocity 0, the pole moves at a rate of
a/fi. But the more recent paleomagnetic studies
do not require such large scale "absolute" motion
of the pole to explain the apparent pole paths
for the various parts of the world (McElhinny,
1973). This does not imply that the lower mantle
viscosity is, after all, very high but is a
consequence of the continents not being isostatic-
ally compensated in the Goldreich and Toomre model.
The actual change in the inertia tensor due to
plate tectonics is a second order effect rather
than a first order one (Lambeck, 1978a,c).

Chandler wobble

The interesting part of the polar motion
spectrum remains the Chandler wobble, centered at
a period of about 14 months. This is the
Eulerian precession for the non-rigid Earth. The
three questions associated with this motion con-
cern its period, dissipation and excitation.
Smith (1977) has re-evaluated the lengthening of
the wobble period due to the mantle elasticity and
core using the normal mode approach suggested by

10-

0.8 0.9 1.1

frequency (cycles year" )

Fig. 1. Schematic Power spectrum'of. polar motion.
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Fig. 2. Motion of the mean pole according to
A. Stoyko. The pole positions present running
means based on six year Intervals. Positions
every 3 years are indicated. The motion of the
mean pole according to W. Markowitz is Indicated
by the open circles.

Gilbert (1971). In this method, the rotational
deformations are.expressed by the normal-mode
eigen functions which themselves can be verified
from studies of the Earth's free oscillations.
Smith's treatment also places fewer constraints
on the nature of the permissible core motion than
do the earlier Jeffreys-Vicente and Molodensky
theories. Sasao et al. (1977, 1978) discusses
these theories in more detail, in particular, they
introduce viscous coupling between the core and
mantle. Smith has considered core models with
different degrees of stratification, expressed by
the Brunt-Vaisala frequency %_y, but only in the
case of a strong stable stratification is the .
wobble period affected by a significant amount
(Table 1). Seismic data remains Inadequate to

can OTO

oto- -

Fig. 3. Annual mean differences between the
B.I.H. and ILS pole positions from 1962 to 1975.

TABLE 1. Summary of theoretical contributions to the Chandler wobble period.

Mantle and Core
(Smith, 1977)

Model 1
2 =

403.6

del 2

Mantle anelasticity
Qm - 300)
On, = 600J

Constant Q model

frequency dependent Q model

Ocean equilibrium theory

Non equilibrium ocean tide
Qw = 20; e = 22°
Ow = 40; e - 11°
QW = 80; e = 6°

Total period
0. = 20
Qw = 40
Qw = 80
Qw = »

Observed period
(Jeffreys, 1968)

432.7
434.3
434.7
434.9

43430.6
432.2
432.6
432.8

3.9
1.8

7.6

27.4

25.2
26.8
27.2

Model
(N=3.(N|y=3. 38xlO-

7)

405.2

Qm=300
434.3
435.9
436.3
436.5

Qm=600
432.2
433.8
434.2
434.6

434.3 + 2.2



TABLE 2.

Period

Q = 10
50
100
200
400
600
1000
600

12

42
9
5
2
1
0
0
0

hrs

.3

.7

.0

.6

.3

.93

.60

.5

24

44.
10.
5.
2.
1.
1.
0.
0.

hrs

5
3
'2
7
4
0
63
7

6 m

60
14
7
3
2
1
0
4

.6

.8

.6

.8

.0

.4

.80

.1

12

61
15
7
3
2
1
0
5

.m

.6

.2

.8

.9

.0

.4

.80

.2

430 days

62.
15.
7.
4.
2.
1.
0.
5.

8
4
9
0
0
4
80
5

Percentage changes in fy due to dispersion as a
function of the tidal frequence. The first 7
lines are based on the assumption that Q is
independent of frequency from about 1 sec periods
to the period in question. The last line is
based on the assumption that'Q is proportional to
(frequency)1/3. ,

r

determine the extent to which the core may be
stratified.

In most recent calculations of Love-numbers
and wobble period, the elastic parameters K,JJ
have been assumed to be frequency independent
and values deduced from body waves or free
oscillations have been used. This is at variance
with the current interpretation given to the
observation that the mantle Q is nearly constant
over a wide range of seismic frequencies
(Anderson et al. 1977; Kanamori and Anderson,
1977; Liu et al. 1976), and dispersion effects
may be Of consequence. In particular, the real
parts of Love numbers become frequency dependent.
Table 2 summarizes some results for a homogeneous
incompressible Earth model and Table 1 gives
corrections to the wobble period (see also Dahlen,
1978; Lambeck, 1978a). Very recently, Anderson
and Minster (1978) suggested that Q may be
proportional to (frequency)1/3, based on an
observation that "high temperature background"
may reflect as important dissipation mechanism.
Table 2 also summarizes the resulting frequency
dependent Love numbers in this case.

Dahlen (1976) has developed the equilibrium
pole tide theory to allow for self attraction and
the yielding of the Earth under the variable tidal
load. But whether or not this tide follows an
equilibrium theory remains obscure. Work by
Miller and Wunsch (1973) and Currie (1975) confirm
that, while the pole tide is an ocean-wide
phenomena, available evidence is quite inadequate
to map its global characteristics. Especially the
evidence for any lag of the tide behind the forc-
ing function remains unsatisfactory (Hosoyama,
1976). Lambeck (1978a) has modelled the conse-
quences of dissipation of the pole tide on the
rotation in a manner similar to that used for
dissipation in the lunar tides (Lambeck, 1977)
and the modification of the wobble period may be
of the order of 0.5 days (Table 1). This remains
below the noise level of the astronomical
estimates of the wobble period (Jeffreys, 1968).

As the wobble period depends on the rate of
rotation and, to a lesser degree on the ocean-land
distribution, the period will have changed during
geological time. In particular it could have
approached that of the annual frequency (Cannon,
1974) but the geological consequences of such a
resonance do not appear to be very severe (Lambeck,
1975a).

Excitation mechanisms of the wobble have con-
tinued to receive attention since Rochester's
1973 review. The then current state of the
seismic excitation hypothesis was reviewed in
Kaula et al. (1973). At that time, differences
of opinion existed on (i) the correct treatment
of the core-mantle interface in the theoretical
evaluation of the earthquake induced changes in
the inertia tensor, (ii) on the appropriate
moment-magnitude relationship, (iii) on the
most satisfactory manner of evaluating the
cumulative effects of seismic activity and, (iv)
on the observational evidence for discontinuities
in the curvature of the pole path. The theoretical
aspects now appear to be resolved (Mansinha et al.
1978) and all recent estimates of the pole shift
due to an earthquake of given source parameters
are in agreement (Table 3). O'Connell and
Dziewonski (1976), using the free oscillation

TABLE 3.

Event Wobble excitation
Magnitude Direction
(O'.'Ol)

Author

Alaska
1964 0.72

0.73
1.11

201°
202°
203°

M.L. Smith (1977)
Dahlen (1973)
O'Connell and Dziewonski (1976)

Chile
1960

M

II

(1)
(2)
(1)
(1)

2
2
2
2

.12

.80

.56

.2

114
118
109
101

O \

O t

O

O

M.L. Smith (1977)

O'Connell and
Mansinha et al

Dziewonski
• (1977)

(1976)

Comparison of estimates of the shift of the inertia-axis due to the Alaskan (1964)
and Chile (1960). For the Chile event (1) refers to the main shock while (2)
refers to the precursor.



formulation, evaluated the cumulative seismic
excitation function from 1900 to 1970 and con-
clude that it is adequate to maintain the wobble
against damping, although Kanamori (1976, 1977a)
argues that their seismic moments are over-
estimated. It is now clear that no single moment-
magnitude relationship describes all earthquakes,
and that the magnitudes, determined from 20-100s
period seismic waves, may be an inadequate measure
of the overall seismic moment. In particular,
there may be a considerable low frequency or
aseismic contribution to the moment. Evidence
for this comes from observations of (i) precursors
(Kanamori and Cipar, 1974; Kanamori and Anderson,
1975; Dziewonski and Gilbert, 1975; Thatcher,
1974), (ii) tsunami earthquakes (Kanamori, 1972),
(iii) studies of aftershock areas (Kanamori,
1977a; Stuart and Johnston, 1974) and, (iv)
discrepancies between seismic slip and plate
motions (Chen and Molnar, 1977; Kanamori, 1977b).
If the aseismic slip occurs over time intervals
that are short compared to the Chandler wobble
period, they may contribute significantly to the
excitation of this wobble. Ihis suggests that,
since it is not well understood which particular
earthquakes are associated with significant
aseismic slip, a more useful measure for compar-
ing the wobble with seismic activity than seismic
moments of the largest events, is the frequency
(N) of earthquakes above a certain magnitude.
This is shown in figure 4 together with the
elastic energy Ee released by large earthquakes.
Both N and Ee show trends that are comparable to
the fluctuations in the wobble amplitude.

The other excitation mechanism that has recent-
ly been revised is the variability in the atmos-
pheric mass distribution (Wilson and Haubrich,
1976). But the meteorological data is neither
sufficiently reliable nor complete to permit an
unambiguous interpretation. About the Chandler
frequency, Wilson and Haubrich estimates an
average power in the meteorological excitation

or

Wobble
Amplitude

O
30

1900 1910 I9?0 1930 1940 1950 I960 1970 I960
Year

Fig. 4. Comparison of the amplitude of the
Chandler wobble (curve a), the elastic energy
realeased by earthquakes (5-year running means,
curve b) and the annual number of earthquakes of
Ms £ 7.0 (5-year running means, curve c). From
Kanamori (1977a).

spectrum that is about one sixth of that required
to maintain the wobble. Part of the missing power
may be a consequence of an absence of surface
pressure data over central Asia, of an over-
estimation of the astronomic spectrum due to noise
in the data and to hydrological fractors, but the
evidence remains tenuous. In particular, differ-
ences found between the results by Wilson and
Haubrich, Siderenkov (1973) and Jochmann (1976)
for the annual atmospheric excitation function
points to an unsatisfactory situation (Lambeck,
1978a).

Possibly a combination of seismic and atmos-
pheric processes contribute to the excitation .
although the combined excitation (Figure 5) is
not much better than, either one alone (see
also Wilson and Haubrich, 1977). Inversion of
the wobble data, after removal of the atmospheric
contribution, for the seismic moments has not led
to conclusive results, and it is not yet possible
to infer parameters defining large seismic or
aseismic events from past Chandler wobble data.

The third Chandler wobble question concerns
its energy sink. Oceans are a probable sink but
observational evidence for the departure of the
pole tide from equilibrium remains totally in-
adequate. Wunsch (1974) has modelled dissipation
of the pole tide in the North Sea and concludes
that, by extrapolating to the world's shallow
seas, the oceans may just provide an adequate
sink. In the pole tide problem one requires the
lag of the 2,1 harmonic in the tide expansion to
describe the total rate of dissipation and a
value of 5° is adequate to explain the observed
wobble Q. But observed values for the lag are
very variable and unreliable.

Significant dissipation in the mantle is
generally ruled out because estimates for the
wobble Q are less than the corresponding seismic
Q's. Stacey (1977) has stressed, however, that a
direct comparison of seismic and wobble Q's is
not valid since the two are defined differently.
The former is defined as being proportional to
AE/Ee where AE is the amount of energy dissipated
in one cycle of the motion and Ee is the peak
elastic energy stored in the cycle (see, for
example, O'Connell and Budiansky, 1978). The

Cf.O

ConpuWd OTpftuch

SCO 840

Fig. 5. Fluctuations in the Chandler wobble
amplitude as observed (upper curve) and as
computed from the seismic and atmospheric data.
Note that the vertical scales of the two curves
have been displaced.



wobble Q, however, is usually defined as being
proportional to AE/Ej^, where E^ is the kinetic
energy of the rotational motion. But Ee is about
15% of Efc (Merriam and Lambeck. 1978) and a wobble
Q of, say 100, implies a seismic Q of about 15.
The lower Q values at the Chandler wobble frequency
than at seismic frequencies may not be wholly
unexpected if Anderson and Minster's Q model is
valid.

Annual frequency

The comparison of meteorological and astronomic-
al estimates of the seasonal polar motion remains
unsatisfactory for several reasons, including
(i) incomplete meteorological, oceanic and
hydrological data, (ii) global year to year
variability in these data, (iii) poor wobble data
at the annual frequency prior to the introduction
of the B.I.H. polar motion results. Siderenkov
(1973), Jochmann (1976), Wilson and Haubrich
(1976) have discussed the atmospheric contribu-
tions but significant differences between the
results exist. The contribution from ground water
storage is important but only very approximately
known. Seasonal variations in the ocean volume
also are not insignificant. The unsatisfactory
situation is discussed in more detail by Lambeck
(1978a).

Length of day

Astronomers observe the integrated amount by
which the Earth is slow or fast relative to a
uniform time scale. This gives the difference
between Universal Time and Atomic Time, or UT-AT.
Of greater geophysical interest is the proportion-
al change in the length of day (l.o.d), or

l.o.d
= - ̂(UT-AT) ,

where 0)3 is the instantaneous rotation velocity
and fl is a nominal or mean velocity. Figure 6
illustrates the schematic spectrum of tn̂ . It
consists mainly of a continuum upon which a
number of periodic phenomena are superimposed.

<3«J

DECADE
flUCIUATIONS

KGH-FREQUENCY
RUCTUATONS

0.1 1.0 10

fUEOUENCY (CYCLES/YEAR)

Fig. 6. Schematic power spectrum of the pro-
portional changes in length of day.

Secular acceleration

The secular acceleration of the Earth's
rotation, ft, is mainly a consequence of the
dissipation of energy of the Moon and Sun raised
ocean tides (see Lambeck, 1977, for a review of
the problem). A further contribution may come
from slow changes in the mass distribution within
the Earth or from non-tidal torques acting on the
mantle. Denote these two contributions to fi by
f!T for the tidal part and S^. for the non-tidal
part. Associated with % is an acceleration n of
the Moon in longitude and, as astronomical
observations give n and JJ, the tidal contribution
to the spin can be separated from the non-tidal
part. This separation has been evaluated in
detail by Lambeck (1975b, 1977). Table 4 summar-
izes recent results. The astronomical estimates
of & and n come mainly from the analysis of dis-
crepancies between computed and recorded eclipse
paths. Most of these records, made during the
last three millenia, have been revised by Newton
(1970, 1972), Stephenson (1972), Muller and

TABLE 4.
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Astronomical
Estimates

-1.35+0.10

-5.48

-1.47

-6.95

-3.94+0.30

Tidal
Estimates

-1.49+0.5

-6.05

-1.47

-7.52

-4.26+0.45

Satellite
Estimates

-1.33+0.25

-5.40

-1.47

-6.87

-3.90+0.70

Recent astronomical, tidal and satellite estimates of the tidal and non-tidal
accelerations of the Earth and Moon. 6&_, is the contribution .to fl from tidal
terms other than those contributing to n .



Stephenson (1975), and Muller (1975, 1976), with
the consequence that we have not only a more
extensive data set but also more confidence in the
reliability of the results. Muller (1975, 1976)
estimates that a principal uncertainty now is due
to the constants used in the lunar theory.
Telescope observations give n but not & since
they cover too short a time interval (about 170
years) to permit a separation of fi from long-
period fluctuations (Morrison, 1978). Perturba-
tions in the motions of artificial Earth satel-
lites, due to the ocean and body tide potentials,
also permit n to be estimated (Lambeck, 1975;
Cazenave et al. 1977). Recent estimates of tidal
parameters are by Cazenave and Daillet (1977),
Goad and Douglas (1978) and Felsentreger et al.
(1978). The satellite deduced results for n are
comparable with those obtained from the astronom-
ical observations. Lunar laser ranging also
gives a comparable results for n (Williams et al.,
1978).

At present, ftp = 53.In (Lambeck, 1977) and
this value has been used to determine the tidal
acceleration ftp. The difference between this
value and the observed acceleration is small and
uncertain and Muller (1976) attributes most of it
to a change in the gravitational constant. He
finds, for different cosmologies, G of the order
2-5 parts in IflU year"̂  from an analysis of
historical records of astronomical events,
telescope observations and tidal theory.

There has never been a shortage of geophysical
explanations for the non-tidal acceleration but
this quantity now appears to be sufficiently
small to conclude that there have not been
significant changes in the Earth's moment of
inertia during the past 3000 years. Improvements
in the value of %f will come only if ft can be
determined with greater accuracy and this will
only come about if the record of eclipse obser-
vations can be extended. The method used by
Sawyer and Stephenson (1970), to locate the
valuable Ugarit record of 1375 BC, leaves hope
that new observations may still be found in, for
example, the Sumarian records. The Chinese
records of the court astronomers have been fully
explored for astronomical references by Stephenson
(1972) but, according to C.P. Fitzgerald, provin-
cial records may provide valuable additional
accounts of eclipses back to about 200 AD.
Furthermore, ancient Chinese astronomical records
of occulatations and conjunctions are many
(e.g. Ho, 1966) and these have not yet been fully
investigated for purposes of determining n and ft.

The paleontological evidence for the Earth's
past rotation has been reviewed by Lambeck (1978a,
d) and Scrutton (1978). Since 1973 there have
been few new observations of the frequencies
of growth rhythms and the interval has been
characterized by caution not always evident in the
earlier studies (Clarke, 1974; and papers in the
volume edited by Rosenberg and.Runcorn, 1975).
Lambeck (1978d) has estimated S7 and n from the
better documented coral and bivalve growth
rhythms since the Ordqvician and finds that Q has,
on the average, been about 75% of the present
value and that there-is no evidence in the data
for a significant non-tidal acceleration during
the last 4xl08 years (Table 5). The results

Coral Data
Bivalve Data
Combined Data
With constraint that

TABLE 5.

ft

-6.3+0.7
-5.9±0.6
-5.2+0.2

-5.2+0.2

(10-23̂ -2)

-1.5±0.4
-1.3+0.3
-1.2+0.2

-1.0+0.1

Summary of estimates of the Paleorotation of Moon
and Earth.

and some geophysical consequences are discussed
further in Lambeck (1978c).

Long period fluctuations

Evidence for the long period (from about 10 to
300 years) comes from the telescope observations
made since the eighteenth century and, according
to F.R. Stephenson, there is some hope that timed
eclipse observations may aid in extending the
record further back into time. Morrison (1972)
has transformed the data since 1820 into a uniform
system and is now carrying out a complete revision
of the data. Figure 7 illustrates the results
for mg and its derivative m^ (see Lambeck, 1978a).
The causes of these changes remain obscure.
Electromagnetic coupling of core motions to the
mantle, possibly reinforced by topographic coup--
ling, is the main contender. In particular, they
can explain the changes occurring over periods
of several decades and longer (Yukutake, 1973;
Watanabe and Yukutake, 1975). The main unknowns
in the theory are the strength of the torroidal
field at the core-mantle boundary and the value

1850 SCO 1950

Fig. 7. mj and dm-j/dt based on telescope
observations from 1820 to 1970.



for the lower-mantle electrical conductivity -6m.
Values of 2-3x10^ ohm m~l are required to explain
the decade fluctuations but several recent inves-
tigators has suggested that it may be much higher
than this (Kolomiyseva, 1972; Braginski and
Nikolaichik, 1973; Alldredge, 1977; Stacey et al.
1978). The observational evidence, however,
remains inadequate (see, for example, Courtillot
and LeMouel, 1977). An argument by Hide (private
communication, July 1978) also opposes these high
conductivity values, on the grounds that his
proposed method of estimating the core radius
from magnetic data (Hide, 1978) would otherwise
not work, and his good agreement with the seismic
estimate for the core radius would have to be
considered as fortuitous.

Topographic coupling was proposed by Hide (1969)
when electromagnetic coupling appeared inadequate.
Hide (1977) has reviewed the state of the mechanism.
To estimate the total torque on the mantle exerted
by the flow past the irregular core-mantle boundary,
requires the form of the topography and the flow-
field. Even their power spectra are unknown
although, from considerations of the Earth's
gravity field, it does not appear that the height
of the irregularities can exceed a few hundred
meters (Lambeck, 1976). The mechanism, however,
does not necessarily require large values for the
topography since the drag coefficient is dependent
on the topography itself and high topography does
not necessarily imply strong topographic coupling.
Moffatt (1978) has investigated the dependence of
the drag coefficient on the strength of the
magnetic field within the core and concludes that
this coefficient may be significantly greater
than unity, thereby enhancing the effectiveness
of the topographic coupling mechanism without
requiring large amplitude topography.

Variations on the decade time scale in the
atmospheric and oceanic mass redistributions have
been evaluated by Lambeck and Cazenave (1976) but,
while they find variations that exhibit similar
trends to those observed in length of day, the
magnitudes are inadequate. In particular, periods
of an accelerating Earth, as occurred from 1840 to
1870 and again from 1900 to 1940 are associated
with increasing strength in the zonal wind cir-
culation and with increasing surface temperatures,
while periods of deceleration occur when there is
a general decrease in the strength of the zonal
wind circulation and surface temperatures decrease
(Figure 8). These correlations require further
study but they do raise the possibility that
length of day changes and the global climatic
changes, over intervals of a few decades, may
have a common origin.

Seasonal and higher frequency variations

The Earth's rotation appears to exhibit con-
siderable fluctuation in speed due to its
apparent sensitivity to changes in the zonal wind
circulation. Thus the astronomical observations
may provide useful measures of the strengths and
frequencies of the global wind circulation. The
atmospheric induced changes in length of day
appear to be important for periods of several
years down to a few days and, as such, they need
to be known if other excitation mechanisms are

investigated: Examples of such excitations
include the study of changes in length of day
caused by large earthquakes and aseismic motion
or by core-mantle coupling. Lambeck and Cazenave
(1977) have reviewed the subject. The seasonal
changes in the length of day are clearly of
atmospheric origin, due to a periodic exchange
of angular momentum between the zonal wind
circulation and the Earth's mantle (Lambeck and
Cazenave, 1973). Changes in the inertia tensor
associated with atmospheric, oceanic and hydro-
logical mass redistributions, play only a minor
role at the semi-annual frequency are tidal con-
tributions significant. The astronomical data
since 1955 have indicated that there have been
some significant changes in the year-to-year
amplitudes of the seasonal terms and this is
indicative of a substantial change in the year-to-
year circulation of the atmosphere. The
significance of the year to year fluctuation in
the semi-annual oscillation amplitude in length
of day is less clear, since Okazaki (1975) has
suggested that part of this may be a consequence
of the astronomical reduction process, at least
for the data prior to 1962. The length of day
observations also suggest an intermittent quasi-
biennial oscillation, variable in both period and
in amplitude. This is a further consequence of
an exchange of angular momentum between the
mantle and the atmosphere. Meteorological
evidence for longer period global wind cycles is
minimal, particularly for winds at higher
altitudes. Siderenkov (1969) has used the surface
torque approach to estimate the angular momentum
changes in the atmosphere and finds some evidence
that length of day changes over roughly 5 year
periods are a consequence, at least in part, of
zonal winds. Okazaki (1977) came to a similar
conclusion as did Lambeck and Cazenave (1974).
Recently Rosen et al. (1976) computed the yearly

II II

1820 1860 1900 79,40

Fig. 8. Schematic representation of the circu-
lation pattern (broken line). Periods of
increasing strength of the zonal circulation are
denoted by I, those of decreasing circulation are
denoted by II. The astronomically observed mj,
running mean values over 15 years, are defined by
.the solid line.



value of the zonal angular momentum In the north-
ern hemispheric circulation for a ten year period.
The fluctuations are comparable to those deduced
from the l.o.d. but smaller (Figure 9). This is
further evidence for an important atmospheric
excitation functions for l.o.d changes over
periods up to about 10 years and stresses the
need once more for detailed atmospheric angular
momentum calculations if one wants to study core-
mantle coupling mechanisms.'

At frequencies above 2 cycles per year, the
length of day data shows considerable perturbation
and much of this can be attributed to the zonal
winds (Lambeck and Cazenave, 1974; Okazaki, 1977).
Studies of the global atmospheric circulation
spectrum show a broad continuum from about 8
months to a few days (Mitchell, 1976) with peaks
rising above the average near the semi-annual and
fortnightly frequencies. The circulation patterns
become more regional at the higher frequencies and
it is not clear at what frequency they cease to
have inconsequential effects on the rotation.
Abrupt aperiodic changes in circulation patterns
are often observed and may cause some of the
irregular week-to-week changes in rotation
occasionally reported (e.g. Guinot, 1968). Here,
however, both the astronomical and meteorological
data become less reliable and a more detailed and
precise compilation of the zonal winds is required
for all latitudes and altitudes.

Precession and Nutation

Revisions of E.W. Woolards rigid body nutation
theory have been carried out by Rinoshito (1976)
and Murray (1978) but the interest of the subject
lies mainly in the departures from this theory due
to the Earth's non-rigid response to the solar and
lunar torques. The symposium proceedings edited
by Federov et al. (1978) discuss various aspects
of these motions.

The most complete solution for the forced
nutations of realistic Earth models is by Sasao
et al. (1977, 1978) although the theory by Smith
(1977) could be readily extended to include
these forced terms. Sasao et al's theoretical

TABLE 6.

Period in mean solar days

-0.4

-0

r-'0.4

-0.1

-0

koi

1955 I960 W&5 1970

-365.3
Observed*
amplitude
Theoretical*
amplitude

1

1

.336

.283

-6798

0.

0.

9962

9965

6798

1

1

.0030

.0030

182.6

1

1

.034

.034

13.7

1

1

.031

.031

Fig. 9. Estimates of the zonal angular momentum
in the northern hemispheric circulation (from
Rosen et al. 1976) and changes in length of day.

* based on the mean of values given by Sasao et al.

Summary of the theoretical nutation amplitudes
(Sasao et al. 1977) and a comparison with the
observed periods. The amplitudes are normalized
by the rigid body value.

nutuation periods are generally in satisfactory
agreement with the observed values (Table 6)
although the latter are subject to some
uncertainty.

A second nutuation has received considerable
attention in the recent literature. This is the
nearly diurnal wobble, or what Toomre (1974) calls
the principal core nutation. This motion, already
discussed in the last century, received only
intermittent attention until N.A. Popov claimed to
have detected it in the astronomical observations.
The motion, a free wobble due to the Earth's
liquid core, is a retrograde motion of the
rotation axis about the axis of figure and is
accompanied by a very much larger motion of the
rotation axis in space with a period of roughly
400 days (Toomre, 1974). Yatskiv (1972) and
Rochester et al. (1974) summarized the subsequent
papers dealing with the search for this wobble
in the latitude observatios while Rochester et al.
and Capitaine (1975) have searched for it in the
declination observations without success. The
absence of evidence of this motion in space then
indicates that the corresponding wobble amplitude
becomes totally insignificant. Yatskiv et al.
(1975) object to this conclusion but their argument
is obscure.

Calculations of the period of the nearly diurnal
wobble have most recently been made for realistic
Earth models by Smith (1977) and Sasao et al. (1977,
1978) and the results are not very model dependent.
This .appears to make the whole problem rather
academic.

Some further problems

Secular decrease in obliquity

Astronomical observations have revealed a
"secular" change in the obliquity, most of which
is really a long period perturbation in the Earth's
motion due to the gravitational attractions of the
planets. A small discrepancy between the .observed
and the gravitational results has been explained
by frictional coupling between the core and mantle
during the precession period (Aoki, 1969; Kakuta
and Aoki, 1972). A revision of the astronomical
data by Buncombe and van Flandern (1976) now points
to an insignificant discrepancy and the theoretical
study of Rochester (1976) also indicates an insig-
nificant role of core mantle coupling during the
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orbital evolution of the Earth-Moon system. This
conclusion can also be deduced from the studies
by Sasao et al. (1977, 1978).

Evolution of the Earth-Moon system

Kaula and Harris (1975) have given a recent
review of the dynamical evolution of the Earth-
Moon system and of the possible constraints that
this may place on the origin of the Moon. These
constraints do not appear to .be important. The
main problem remains the inclination problem:
How to get the Moon into an equatorial orbit when
it was close to the Earth'i The rate of change of

the orbital inclination is the sum of pertur-
bations due mainly to three tidal terms (M2, Kj,
DI), with two tending to decrease (M2 and K^) and
one (Oi) tending to increase the inclination with
time (Lambeck, 1975) and situations can be con-
trived in which the overall sign if dl/dt changes
simply by introducing an appropriate frequency
dependent Q law. Rubincam (1975) discusses one
possibility, namely a Maxwell Earth in which Q is
proportional to frequency. Anderson and Minster's
(1978) suggestion of Q proportional to
(frequency)1/3 j^y do the same thing, if the tidal
frequencies at a given moment are such as to
accentuate the 0\ relative to M2 and Kj^ tides.
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Abstract. The need of a continuous monitoring
of the polar motion appeared at the end of the
19th century, and was at the origin of one of the
oldest international projects : the establishment
of the International Latitude Service. This ser-
vice still operates, but other organizations now
determine the polar motion, using the astrometric
measurements of latitude and time and also
Doppler observations of artificial satellites. On
the other hand, since the advent of atomic clocks
in 1955, the universal time has become a measure
of the rotation of the Earth, which is also cur-
rently required and which must be evaluated by a
Service. The services providing polar motion and
universal time data will be described, the preci-
sion and accuracy of these data will be estimated.

Introduction

The full description of the rotation of the
Earth in space is traditionally given by the mo-
tion of the rotation axis with respect to the
Earth (polar motion), and in space (luni-solar
precession, nutation), and by the angular posi-
tion around the rotation axis (universal time
UTl). Precession and nutation can be fairly well
modeled, and require only occasional improvements
of their representation ; polar motion and univer-
sal time are still unpredictable and require
continuous monitoring.

While for several decades, since 1900. the
International Latitude Service (ILS) was the only
source of the pole coordinates x and y, the de-
velopment of new astrometric instruments led to
the organization of a new service, the Interna-
tional Polar Motion Service (IPMS) in 1962. But
the advent of atomic clocks in 1955 made obsolete
the division of the work between polar motion and
universal time. The Bureau International de
1'Heure (BIH), in charge of universal time,began
in 1955 to determine its own set of coordinates
of the p.ole needed in the evaluation of UTl. On
the other hand, the successful recovery of the
pole coordinates using Doppler observations of
Transit satellites led national organizations of
the USA to determine routinely these coordinates.

Thus the user has the choice among several
sets of pole coordinates (but there is only one
for UTl), which, of course, differ. This is
often considered as a nuisance. But it has, at
least, one important advantage : it is a warning
against too much faith in the published results.
We have too many examples of analyses and inter-
pretations where the limitations of the ILS data
where ignored.

Methods

The astrometric methods refer to the direc-
tions of the plumb-lines of the observatories.
We will assume that the Earth is rigid and that
these directions are fixed within the Earth.
[This is not true ; some motions due to the luni-

Proc. of the 9th GEOP Conference, An Ititennitiomtl SvmpiMiitni tni thr Applictiiion* of
GiWi'.vv IH Gemkninim -s. Ocluher2-S, 1178. Depl. of Geodetic Science Rept. No. 280, The
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solar attraction can be modeled, but others due
to various local causes and to the plate motions
are not sufficiently known to correct the ob-
servations.] Figure 1 shows on an auxiliary
sphere of unit radius the directions of the in-
stantaneous North pole P, of a reference fixed
pole P0 and_pf the zenith Z of a station. The
origin of the astronomical longitudes is a fixed
point 0 on the equator of Po. We can see that the
astronomical latitude cp and longitude L vary with
the coordinates of the pole x and y. The univer-
sal time UTl is simply linked to the angular
motion in space of the PO meridian around P ; it
is therefore dependent on x and y. The fundamen-
tal equations used in classical services are, for
each station i, UTC being the worldwide time
reference,

x(t)cosL

[-x(t)sinL

0j. (1)

y(t)cosL .ItarfP . +[UT1-UTC]0,1 0,1 t
± - UTC] t , (2)

where <P0 -^ is the initial fixed latitude. L0ji,
the initial longitude, does not explicitly
appear, but it is used in deriving UTO^, which
is therefore computed assuming x = y = 0.

Except for the ILS, the computations of <Pt ̂  ,
- UTC]t are made by the contributing

observatories themselves, using the values of
astronomical constants recommended by the Inter-
national Astronomical Union. The role of the
central services is thus to combine the equations
(1) and (2). There is no standard procedure
to accomplish that ; the main choices are related
to
- the weighting factors, according to the quality

of the observations,
- the choice of initial latitudes and longitudes,

Fig. 1. Variation of astronomical latitude and
longitude with the coordinates of the pole.
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Fig. 2. Data flow to the services.

- the way of removing some systematic errors,
- the averaging time,
- the smoothing techniques on observational data
and evaluated results.
The Doppler determinations of polar motion is

an example of the satellite techniques for the
study of Earth rotation, which are discussed by
Aardoom [1978] at this Conference. Therefore we
will only point out that in these techniques,
instead of referring the observations directly
to the quasi-non-rotating directions of stars,
one uses intermediary objects, the directions of
which are computed in the non-rotating reference
frame. Providing that the motion of the object
can be correctly modeled, UT1, x and y can be
derived from the observations. In practice, a
spurious drift of UT1 cannot be avoided, but the
coordinates of the pole can be obtained to a
large extent free from systematic errors and
drifts.

Although astrometry only measures angles, we
will use the meter as the unit for polar motion,
assuming that the radius of the auxiliary sphere
is the polar radius of the Earth.

Figure 2 shows the general organization of the
services in 1978.

Precision and accuracy of the results

A matter of importance is the degree of confi-
dence the user may have in the results published
by the Services. This problem is not easily sol-
ved. In most cases, the data are given without
any information on their precision. In some cases
a standard deviation is given, computed from the
internal consistency of the data contributing to
the determination of a raw value over a given
averaging time r. But even when this information
is given, it is far from being sufficient : it is
well known that the errors are not a white noise
and that the standard deviation does not vary
proportionally to 1/tfr .

Let us suppose .that AQ, Â ,...,̂  are measured
quantities obtained at instants t0, to + T,...,
to + nt , by averaging over intervals T. If a0,
â ,..., ajj are the random errors of these quanti-
ties, it is possible -to characterize the random

noise by the pair variance (or Allan variance)

? ( I2
v ( T,) = mean of Ui+l " V
a « •

This function is represented by stability curves
(Fig. 3), as it is customary for the characteri-
zation of the stability of oscillators [Barnes
et al., 1971J . Thus instead of speaking loosely
of the precision of the results, we-can speak of
their stability.

In general, for small values oft, aa(t)
follows a law in l/\ft, as in the case of white
noise, but for larger values oft, O"a ( ~C)
reaches a minimum which is called the flicker
floor. For still larger values oft, a

a (~0)
generally increases. In this latter domain it is
sometimes difficult to make the distinction

X and Y

10 20 SO 100
days

5 10
years

Fig. 3. Precision of the pole coordinates as a
function of the averaging timer, ̂ (r) is the
pair variance. AST stands for global astrometric
services : IPMS and BIH special solution for as-
trometry alone. The current BIH results includ-
ing DMA have about the same precision as DMA.



between random and systematic errors. For
instance, for the Earth rotation parameters, the
increase of °a(^) witht can be the consequence
of changes in the network of observing stations,
changes of programs and methods in the stations,
and/or plate motions.

In the following, the stability curves will be
given. One must be aware that they represent an
estimation. For values of E smaller than a month,
we can assume that the observational noise is
larger than the true noise of the observed quan-
tities themselves, and the use of a high-pass
filter gives fairly reliable values of the ran-
dom errors a. But for larger values of t> , one
has to make less reasonable assumptions. The
"three-corner-hat method" is not available
because there are only two truly independent
series of data, the astrometric and the Doppler.

The accuracy of a series of results expresses
the degree of conformity with an adopted stan-
dard. In our case, the standard is not well
defined. Let us take the motion of the pole. In
the case of astrometry, we only define the di-
rection of the pole relative to the direction of
the zeniths. On account of plate motions, the
reference to the zeniths is vague. The satellite
method refers the position of the pole to the
Earth. Similarly, the plate motions displace the
stations and also the plate on which the pole
moves. Nevertheless, some types of errors can be
recognized, such as annual terms due to wrong
positions of stars, or drifts due to erroneous
proper motions of stars. An attempt to identify
these sources of errors will be made.

Services, Series of Results

International Latitude Service (ILS)

The ILS was born from the recognition of the
existence of polar motion in 1880-1890. This
recognition is not a sudden discovery. Its com-
plicated history [see Sevarlic, 1957J began with
Euler's theoretical work, but in spite of many
attempts to measure polar motion, this motion was
not undoubtedly found in the observations until
KUnstner's work in 1884-86. Further campaigns of
observations, the analysis by Chandler, Nyren,
Marcuse and others, the famous interpretation of
the. Chandler period by Newcomb (in 1892), showed
the necessity of continuous monitoring of the
pole. The original proposal of Fergola, presented
to the International Association of Geodesy
(IAG) in 1883 by Schiaparelli, to organize sys-
tematic determinations of latitude was
reintroduced in 1889 by F'brster, then followed
by the creation of the ILS (IAG meetings of
1895, 1896 and 1899).

The fundamental idea, in organizing the ILS,
was to remove the systematic errors due to the
poorly known star positions by using stations on
a common parallel, with identical instruments
and programs. The adopted latitude measurements,
according to the Horrebow-Talcott method,consists
of meridian measurements of zenith distances,
the divided circles and refraction uncertainties
being avoided by the use of pairs of stars at
nearly equal distances, North and South : only
differential zenith distances are measured,

which requires well calibrated micrometer screws.
The stations, located on the 39°8'N parallel
are now :

Mizusawa, Japan,
Kitab, URSS,
Carloforte, Italy.
Gaithersburg, USA,
Ukiah USA,

longitude 141° E
67° E
8° E
77° W
125° W

Initially, the declination errors were re-
moved by the so-called chain method. Two or more
groups of stars are observed every night. Assum-
ing that the latitude does not vary during the
night, the difference between group results re-
presents the contribution of declination errors.
As only night observations are possible, a full
year is required for a complete evaluation of
the declinations, which permits to refer all the
observed latitude to the same standard before
solving equations (1). Next year, the cycle is
resumed and the star positions can be improved.
That explains that no definitive results can be
published, as long as the same stars are obser-
ved (normally during 6 to 12 years, because
after some time precession makes the list of
stars obsolete).

This procedure was improved in 1922 by Kimura,
who gave the ILS its present form. The Kimura z
term of equation (3)

(3)x(t)cosL .+y(t)sinL0)i+z(t) = 9t i-<PQ t

contains all the non-polar effects common in the
observed latitudes of the stations.

A further improvement was the "latitude
control method" [Markowitz, 196l] , which elim-
inates the influence of wrong micrometer screw
calibrations, and which is now currently used
as a check.

With the Kimura method, the results of the
ILS could be made available within short delays.
But only Yumi, in 1962, took advantage of this
possibility when he started to publish the
Monthly Notes of the IPMS, giving the ILS results
with a delay of about 3 months. In addition de-
tailed results are given in the IPMS Annual Re-
ports with a delay of the order of two years. In
the past, it happened that the volumes of de-
finitive results were published more than 20
years after the observations.

The ILS obtains the raw values of x and y
monthly. It is customary to give smoothed values
at 0.05 year intervals.

According to its organization, the ILS should
give accurate results if there were no local er-
rors : the fixed network of stations and the
z-tenn ensure in that case a perfect geometrical
solution to the polar motion determination. That
is why, in 1967, the International Astronomical
Union (IAU) and the International Union of Geo-
desy and Geophysics (UGGI) defined the "Conven-
tional International Origin" (CIO) for the pole
by giving conventional values of the five initial
latitudes cpo i of the present stations. However,
after solving equations (3), it can be seen that
the local residuals are not random. In particu-
lar, they exhibit annual components, showing
that, there are local seasonal effects (on in-
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struments, refraction...), and that therefore
the annual path of the ILS pole is not accurate.
Another source of systematic uncertainties lies
in the tectonics. The stations are poorly
established in active areas, so that we cannot
be sure that the observed drift of the pole
toward Canada, at a rate of 10 cm/year, is real.

The precision of the ILS coordinates is sche-
matically shown by figure 3. The long-term noise
is due to changes of observers, of reference la-
titudes, of.methods, of instruments. The figure
gives a very rough estimate, since the noise in
the results is not stationary. Not only the num-
ber, but also the quality of the stations chan-
ged. After the enthusiasm of the beginning,
there has been a period of lack of interest,
until the development of the Earth sciences in
1950-60. Presently the Service suffers from the
lack of observers and from the discouragement
in view of the better results obtained by IPMS
and BIH and of the expectations from new tech-
niques.

Nevertheless, the 80-year series of the ILS
is invaluable. It can be improved by using
modern techniques of computation, better initial

star coordinates and astronomical constants, a
more homogeneous set of initial latitudes. The
enormous work of revision was undertaken by
Yumi and his staff, and is nearly achieved. In
the mean-time Vicente and Yumi [1969] published
an homogeneous set of coordinates of the pole
since 1900, based on ILS results.

International Polar Motion Service (IPMS)

The ILS organization has the drawback of not
allowing the use of data from outside stations.
Excellent series of latitude measurements ob-
tained by the observatories of Greenwich,
Pulkovo, Washington, from 1912 to 1952 have been
very little used in the investigation of polar
motion. This situation could no longer be ac-
cepted when in 1950-60 many new instruments,
photographic zenith tubes, astrolabes, improved
visual zenith telescopes for the Horrebow-
Talcott method, photoelectric transit instru-
ments, came into use. Although many astronomers
were reluctant to combine the data from these
various sources, in 1962, the ILS was reorgani-
zed into the IPMS with the task of deriving
polar motion from latitude and universal time
data of all astronomical instruments (UGGI and
UAI decisions in 1960 and 1961). The IPMS was
located at the International Latitude Observato-
ry in Mizusawa, Japan. S. Yumi became director
in 1962 after the death of T. Hattori.

Although the ILS formally disappeared, it is
advantageous to keep the ILS designation, as we
did, for the particular pole coordinates set
based on the international stations-a continua-
tion of the former ILS.

The IPMS began to publish the coordinates of
the pole based on all latitude measurements, on a
current basis, with the issue for January 1975
of the Monthly Notes of the IPMS. In this issue
the coordinates for 1974 were also given. Solu-
tions starting from 1962, based on latitude
alone, and on latitude and time were given in the

IPMS Annual Reports for 1972 and 1974.
The number of stations contributing to the

IPMS work is fairly stable and of the order of 80.
For instance, in the IPMS Annual Repprt for 1975
we see that 21 stations participate with lati-
tude only, 26 with UTO only, 29 with both UTO and
latitude.

The method of computation is based on the
monthly averages of latitude and UTO data
[S. Yumi, 1976 ] . It requires a coherent set of
initial latitudes and longitudes. As the quality
of the contributing observations is much differ-
ent for the various stations, the weighting
procedure is important. The weights are computed

from the scattering of individual measurements.
Several solutions were attempted, using equa-
tions (1) and (2), and also similar equations
with auxiliary unknowns to take into account
the errors in the development of the celestial
nutation. The raw results are monthly values of
x, y (and also UT1-UTC, although the IPMS does
not currently publish these results). The
smoothed results are given at 0.05 year intervals.

In the IPMS, the work is based on latitude and
UTO data forwarded by the observatories. In these
observatories, the only way of taking into
account the star position errors is to use the
chain method, or similar methods. It is well
known that these methods do not eliminate spu-
rious annual terms on account to apparent varia-
tions of latitude and UTO during the night, due
to temperature effects and refraction. Therefore
the IPMS annual term of the pole motion cannot be
accurate (a remark which also applies to the BIH
work). Similarly the local drifts due to erro-
neous proper motions contribute to a spurious
drift of the IPMS (and BIH) pole. Nevertheless,
these effects are reduced by the averaging
procedure. The peak-to-peak spurious annual
variation is probably less than 1 m (of the same
order as for ILS) and the spurious drift of the
pole less than 3 cm/year (smaller than for ILS).

The estimated stability curve is given by fig-
ure 3. The long term unstability is mainly due to
changes in the station list and in the programs.

<r(tr)
.2 mi
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Fig. 4. Precision of UT1 obtained by BIH. (̂ (r)
is the pair variance, as a function of the aver-
aging time ~C.
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Bureau International de 1'Heure (BIH)

The BIH was created in 1912 and has been
located at the Paris Observatory since that date.
Its present director is B. Guinot (since 1965).

The initial task of the BIH was to unify time
by publishing the time of emission (in universal
time or at that time mean solar time) of radio
time signals. With the improvement of time
comparison methods and the advent of operational
atomic time standards in 1955, the universal time
measurements could be referred to a common very
uniform time scale, presently designated by
International Atomic Time TAI, or to its sister
time scale UTC. Thus, besides establishing TAI
and UTC, the traditional task of the BIH evolved
in giving the difference between universal time
and TAI or UTC - a measure of the irregularity
of the Earth rotation. On the other hand the in-
crease of the observational precision necessita-
ted taking into account the polar motion (IAU
recommendation, 1955), leading to the definition
of UT1. As the coordinates of the pole were not
available from the ILS in due time, N. Stoyko,
formerly in charge of the BIH, began to establish

his own set of coordinates from the latitude data
of an increasing number of participating observa-
tories. In 1965, in order to reduce the delays
of availability of the results, Guinot began
to solve equations (l) and (2) simultaneously.
Thus, the overlap of functions with IPMS appears
to be complete ; but this was unavoidable, be-
cause the scientific unions did not make a com-
prehensive evaluation of the situation in 1962
when creating the IPMS.

There have been many changes in the BIH work
since its creation, due to the evolution of
techniques. The following information refers to
the present situation. The BIH uses all data on
Earth rotation from any source, as soon as their
systematic errors can be sufficiently well
modeled. Until 1972.0, only astrometric data
(the same as for IPMS) were used. Since 1972, it
was possible to use the pole determinations by
satellite observations from the DMA (see below).
The computational methods were described by
Guinot and Feissel [1968] and with more details
by Feissel [l972] . They consist first in estab-
lishing a "system" by determination of the ini-
tial latitudes and longitudes, and the annual
systematic corrections to data. Then, equations
(1) and (2), with appropriate weights, are
solved for individual measurements of *?t £ and
[UTOi - UTC]t. It is thus possible to adopt a
short averaging time.

Raw five-day values of x, y, UT1-UTC have been
available since 1967. In 1972.0, the satellite
data began to contribute to these raw values ;
they presently receive about half the total
weight for polar motion. Nevertheless, for com-
parison purposes a solution from astrometry
only is continued ; it is based on the same data
as IPMS work. Smoothed five-day values are
published filtered with a cut-off at about 30
days ; they extend in an homogeneous series since
1962.

The current results for month m are published
in BIH Circular D at the beginning of month m +
2, with provisional raw values. Improved results

for the year a are published towards June of
year a + 1, in an Annual Report. In addition, the
BIH operates a rapid service, giving with lower
precision the results of week w on Thursday of
week w + 1, under a contract with the Jet
Propulsion Laboratory (USA).

The BIH computations are devised in order to
keep the spurious annual term as constant as
possible. The satellite data are introduced after
annual corrections, which express then, in the
initial BIH system. Thus the annual systematic
error is due to the annual errors of astrometric
measurements at initial epoch, in 1968 ; for po-
lar motion, it is of the same order as for IPMS
( 1m peak-to-peak) ; for UT1 it can be of the or-
der of 3 ms, peak-to-peak. The spurious drift of
the BIH pole should be less than 3 cm/year. The
spurious drift of UT1 is mainly due to the drifts
of the star catalog equinoxes ; a drift of 1 ms/
year appears possible.

The precision of the BIH results is given by
the stability curve of figure 3 and 4.

The BIH is involved in the EROLD project
(Earth rotation by Lunar Distances) and in the
MEDOC experiment (Polar motion by Doppler obser-
vations of satellites). A revision of past data
was recently undertaken by Feissel.

The BIH, as the IPMS, sends its current
results free of charge to about 800 addresses.
These data are reproduced in several national
publications.

Defense Mapping Agency (DMA)

The computation of the pole position based on
Doppler observations of Transit satellites origi-
nated at the Naval Weapons Laboratory, USA, (now
the Naval Surface Weapons Center), as a conse-
quence of the research of Anderle and Beuglass
[1970], A service was organized under the name
of Dahlgren Polar Monitoring Service, giving the
coordinates of the pole since 1969. In April
1970, the responsibility for the computation of
the orbits of the Transit satellite, and there-
fore of the pole motion, was transferred to the
Topographic Center of Defense Mapping Agency,
without changes of the computation programs.

Many improvements took place, which are re-
ported, together with a comprehensive bibli-
ography by Oesterwinter [l978]. The most import-
ant one appeared in the 1972 results, where the
polar motion, instead of being derived from
station residuals, was computed directly in the
least square solution together with the orbit
parameters. Other improvements resulted from
better gravity field models, from better station
coordinates, from the increase of observing sta-
tions (about 20 presently).

The reduction techniques were described by
Anderle [l973]. It is reminded that 48-hour time
spans are used, leading to two-day raw values of
the pole coordinates for each satellite. These
values, with their standard deviations, are made
available within a few days in DMA reports. Five-
day averages are also given weekly in the USNO
Series 7 Circulars.

The possibility of systematic errors due to
the model of forces was investigated by Taton
[ 1972J and by Bowman and Leroy [1976] . Errors
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with periods 5 to 6 days and 11 days were found,

but they can be easily filtered. Longer term
errors may exist, but are probably small when
compared to the errors due to changes in the
station network and plate motions. The size of
seasonal effects, if any, cannot be estimated,
but appears to be much smaller than for astro-
met ry.

The precision curve is given by figure 3. A
source of long term, noise could be the succes-
sive refinements of the model of forces : these
effects are now very small.

Thus, the DMA maintains a polar motion ser-
vice which is not officially recognized by
scientific unions, but is essential, as being
more accurate, more precise and more rapid than
the official ones. The possibility of managing
a Doppler network by scientific organizations is
being tested in the MEDOC project [Guinot and
Nouel, 1976 ; Nouel and Gambis, 1978J.

Other series of results

As prior to 1962 no latitude series other than
those of northern ILS stations contributed to
the official work on polar motion, Fedorov and
his collaborators at the Kiev observatory comput-
ed the polar motion from all known measurements.
They were able to get some coordinates starting
from 1846, and high precision coordinates from
1890.0 to 1969.0 Fedorov et al. , [1972J.

The Gosstandard of USSR computes a solution
for UT1 based on the 21 instruments for universal
time measurements operating in USSR and neighbour-
ing countries.. This solution is based on an ori-
ginal optimum estimation ; it is published in the
bulletins "Vcemirnoe Vremja" (Series E) of the
USSR Gosstandard.

Conclusion

Although their organization is not optimum,
the services have produced uninterrupted series
of pole coordinates and UTl values, with good
homogeneity. They have proved their ability
to issue routinely the data with the short delays
needed in modern research. The causes of this
success are worth considering when preparing new
services.

The work of the visual observers was (and is
still) essential. One must be reminded that the
same person has often to work more than six hours
in the middle of the night, at outside tem-
peratures, ignoring holidays and week-ends. Even
with new automatized instruments the importance
of the attendance should not be under-estimated,
in service operation.

The astronomical instruments are very reliable.

The Doppler receivers can be easily replaced in

case of failure. Are we sure that other
techniques, with sophisticated devices, will not
suffer from interruptions, especially when based
on a small number of stations ?

The operation of a service is quite different
from an experiment. It has to run continuously, at
the highest level of quality, in spite of many
difficulties : vacations, illnesses, pregnancies,
strikes, computer failures... Although requiring

good scientists and technicians, this metrological
work is not considered as attractive ; it is not
easily supported by national and international
organizations, which prefer to grant new projects.
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Abstract. Earth-based laser ranging to artifi-
cial satellites and to the moon is considered as
a technique for monitoring the Earth's polar mo-
tion and diurnal rotation. The kinematics of Earth
rotation as related to laser ranging is outlined.
The current status of laser ranging as regards its
measuring capabilities is reviewed. Artificial sa-
tellite laser ranging has recently yielded pole
position to better than 0.02 arcseconds with 5
days averaging as the best result. In recent years
single-station lunar laser ranging has produced
UTO-values to better than 1 msec. Th^ relative
merits of artificial satellite and lunar laser
ranging are pointed out. It appears that multi-
station combined artificial satellite, and lunar
laser ranging is likely to ultimately meet a 0.002
arcseconds in pole position and 0.1 msec in UT1
daily precision requirement.

Introduction

Although the most intriguing implications of
the Earth orientation phenomenon lie in its dyna-
mics and the geophysical effects involved, the
present contribution will focus on its kinematics.
This is done in relation to the use of Earth-bas-
ed laser ranging to the moon and to artificial sa-
tellites as a technique to monitor polar motion
and diurnal rotation. It should be pointed out,
however, that such monitoring can only be perform-
ed efficiently if a dedicated program of measure-
ment is based on s. profound qualitative under-
standing of the phenomenon.

Earth orientation is involved where measure-
ments connect positions of objects, related to an
extra-terrestrial frame of reference, to terres-
trial objects. The geometric relationships esta-
blished by the measurements depend on the orienta-
tion of a conventional Earth-fixed frame of refe-
rence with respect to the extra-terrestrial one.
Such situation arises in space geodesy in general
and in satellite geodesy in particular, the moon
conveniently being considered as a satellite. Un-
til the advent of precise tracking means, inclu-
ding laser ranging, the time-dependent orientation
of the Earth was numerically modelled in terms of
the current theories of precession and'nutation
and the orientation parameters as provided by the
Bureau International de 1'Heure (BIH); see Veis
[1963]. Noting the inherent precision of modern
tracking techniques and some of their further ad-
vantageous characteristics it was realized that
certain constituents of Earth orientation should
be rather modelled in terms of unknown solution
parameters in order to exploit the qualities of
the measurement data. One of these techniques is
laser ranging to the moon and to artificial sa-
tellites.

Before reviewing the current status of this
technique and its foreseen development the geome-
try and kinematics of Earth orientation as per-

taining to laser ranging will be presented. The
potentialities to monitor Earth orientation by la-
ser ranging will be assessed and results obtained
from both lunar and artificial satellite ranging
will be quoted. These concern the diurnal rotation
of the Earth and polar motion.

Earth orientation as related to laser ranging

A meaningful approach to Earth orientation re-
quires the operational definition of at least
two frames of reference: one to which the motion
of the Earth is sufficiently well modelled (the
rectangular Cartesian conventioned "Earth-fixed"
frame: x^, x«,
sian frame ( z ,

and another rectangular Carte-
z , z ) with respect to which

Proc. of the 9th GEOP Conference, An International Symposium on the Applications of
GeoJexYloGeiHlvnainics. October 2-5,1978. Dept. of Geodetic Science Rept. No. 280, The
Ohio Slate Univl , Columbus, Ohio 43210.

the orientation is to be monitored. The defini-
tion of reference frames in a contemporary context
is not always straightforward as demonstrated by
Kolaczek and Weiffenbach[1974]. Of particular re-
levance is the problem of fixing a reference
frame to a deformable Earth. The problem of Earth
orientation is essentially the problem of finding
the relative orientation of two reference frames,
the components of unit vectors referred to both
reference frames being given as time-dependent
quantities. The basic problem is thus to find both
sets of components, in this case from the laser
ranging.

In the classical optical stellar approach to
monitor Earth orientation, the x-system is defin-
ed by a set of conventionally adopted latitu-
des <)> and longitudes X of participating observa-
tories, these observatories measuring the time-de-
pendent direction components of the observatory
verticals with respect to a fundamental stellar
reference frame adopted as z-frame. This z-frame
is in fact defined by conventional positions and
proper motions of fundamental stars and consider-
ed inertial. Satellite ranging is, however, what
Newton [1974] called, a "blind" technique and the
relation to the fundamental z-frame is less
straightforward. The main complication of the sa-
tellite approach is that the orbits of the'sa^
tellites with respect to which the Earth's orien-
tation is to be monitored by Earth-based measure-
ments , have to be monitored themselves by means
of such measurements. This holds in particular
for artificial satellites somewhat less for the
moon. The critical issue here is.that satellite or-
bits referenced to the z-frame cannot be deter-
mined from Earth-based tracking without the S
priori involvement of the Earth's orientation.
This involvement is however restricted so that
Earth-based determined satellite orbits are at
least in certain respects independent of S priori
knowledge about the Earth's orientation, and
Earth-based tracking data may thus contain signa-
tures of Earth-orientation.

Of crucial importance to any practical approach
to Earth orientation is the operationality of re-
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<s-_ uy-ux

Fig. 1. Definition of reference frames by angu-
lar Keplerian orbital elements u, i and ft.

ference frame definitions. The orientation of a
right-handed rectangular Cartesian frame is uni-
quely defined by two orthogonal unit vectors e".
and e" . Any frame obtained by rotation from this
basic frame, can then be specified by angles u ,
i and ftX; see Figure 1. So is a quasi Earth-fix-
e'a x , x , x-frame, in which laser tracking lo-
cations and their modelled motions due to tides,
tectonics etc, are specified. Likewise any y., y,.
y^-frame with respect to which the orientation of
"tfis X™f I13.1716 ^ ^ -t-r\ "K^i /^^iOj-ivTiX^i/^* 11-' •i-' O-'

Given

is to be described: uj , ij, ft-'

iy, fty, the differences

, x y
Au = u - uj

, . .x .y
Si = i - ij

uniquely describe the rotation from the y-frame to
the x-frame.

Now u, i and fl respectively can be identified
with the angular Keplerian orbital elements of a
satellite: argument of latitude 03 + f , inclina-
tion and argument of the ascending node, f being
the true anomaly and (o the argument of perigee.
Thus the use of satellites to monitor Earth orien-
tation seems rather obvious if u , i , ft and Au,
Ai, An can to sufficient accuracy be determined
as time varying quantities. The procedure to ob-
tain such quantities is a complicated one, to be
summarized as follows, (see Figure 2).

Osculating' Keplerian elements of the satellite
« (t), ix(.t),--o,'<(t), aX(t), eX(t) agd fX(t) are
obtained from a state vector x(t); x'(t), determin-
ed in the x-frame from tracking data, e.g. laser
ranging, in a purely kinematic way.

An inertial y-frame can be defined by adopting
values uy(0), iy(0), fiy(0) for uy, i , fly at a se-

U*(t),iX<t),.flftt) a*(t), •x(t)1f
>cCt)

ô),

uy(t), iy(t),ay(t)

Fig. 2. Orientation of an Earth-fixed x-frame
relative to an inertial y-frame by means of per-
turbed angular Keplerian orbital elements. Fy is
the field of perturbing forces as described on
the y-frame, a is the satellite orbit's semi-ma-
jor axis, e its eccentricity and f its true
anomaly.

lected epoch t . Together with ax(0), ex(0) and
fX(0) these provide the initial state vector at t.
of the satellite in the y-frame.

The two sets of angular elements

ux(o), i nx(o)
uy(o), iy(o), ny(o)

together define the relative orientation of the
x- and y-frames at t : f = R (0) • 3.

To track the time-dependent orientation R (t)
of the x-frame relative to the y-frame, angular
elements

uy(t), iy(t), ny(t)

are required in addition to

UX(t), iX(t), i7X(t)

as obtained by measurement in the x-frame. Ele-
ments

uy(t), i
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can be extrapolated from the initial state vec-
tor at tg if the_j_complete field of forces acting
in the y-frame (F") is assumed. In this extrapo-
lation the y-frame may be considered inertial. It
should be noted however that this inertial frame
does in general not coincide with the fundamental
stellar z-frame of reference, which was also con-
sidered inertialj but which deviates from the y-
frame by a time-invariant relative orientation

t = R
zy If,

the elements of which remain as yet unspecified.
The force field as referred to the y-frame will

consist of two classes of contributions:
- forces depending on the time-dependent relative
orientation R (t) of the x- and y-frames , e.g.
non-central terrestrial gravitation including
solid-Earth and ocean tides;

- forces independent of this orientation, e.g.
solar radiation pressure and luni -solar gravi-
tation.

The first class of forces poses a theoretical
complication because the relative orientation
R (t) to be derived has to be known in advance
iXxorder to extrapolate the initial angular ele-
ments

uy(0), ), Qy(0) at

to obtain instantaneous values :

uy(t), iy(t), ny(t) at t.

It should be noted that R -dependent inertial
forces acting in the x-frSne do not interfere,
provided the procedure to obtain angular elements
u (t), i (t), J2 (t) is indeed a purely kinematic
one.

To obtain the R -dependent force contribution
with respect to the y-frame poses a conmlicatior!
leading to the introduction of what Lambeck
[1971] called "dynamic perturbations". Although
these perturbations may not be entirely negligible
with future precise laser ranging to artificial
satellites, this complication is disregarded here.
In doing so a unique latent opportunity to verify
the coincidence of the adopted Xg-axis of maximum
inertia [Melchior, 1972] is likewise disregarded.
On the other hand it seems unlikely that even ad-
vanced tracking precision would permit this veri-
fication in a foreseeable future [Gaposchkin,
1972; Kolaczek and Weiffenbach, 1974]. Neverthe-
less in a detailed discussion the formal non-
coincidence should not be overlooked:

~ xC * '

the C-system being the axis-of-figure (maximum
inertia) system. Hence:

= R • R
zy yx

? = R

R , thus defined includes:
a.'the unknown small and virtually invariable de-

viation of the adopted quasi Earth-fixed x-
frame from the axis-of-figure g-frame;

b. polar motion relative to the x -axis, which
does not necessarily coincide with the CIO, but

will be close to it;
c. the Earth's diurnal rotation as measured by th"=

siderial angle 6;
d. the small deviation termed "sway" of the Earth's

instantaneous rotation axis from the direction
or the total angular momentum vector;
McClure [1973] found that for a deformable
Earth this deviation can approach 0.01 second
of arc.

e. luni-solar forced nutation and precession of
the Earth's total angular momentum vector;

f. the relative orientation of the inertial y-frame
to the quasi-inertial fundamental stellar z-
frame.

Of these only items (b) and (c) pertain directly
to the present subject. Ignoring for the sake of
simplicity of the present treatment the possible
deviations between the £_-axis and the CIO and
between the CIO and the x -axis and also sway, we

. 'O
can summarize:

y = yz N x = Ryx

R, N and P being rotation matrices describing com-
bined polar motion and diurnal rotation, forced "nu-
tation and precession respectively, in a form as
presented by Veis [1963]. Writing

P' = R . P ,
yz

P ' may be considered as describing precession with
respect to the arbitrarily defined inertial y-
frame, leading to the conclusion that satellite
techniques yield the compound rotation

y = P1 N .R

precession P1 relative to the y-frame. To comply
in practice with convention and to conveniently
separate R from precession and nutation, when
assuming the latter two, the initial angular or-
bital elements

uy(0), iy(0), fiy(0)

are selected so, that the y-frame coincides with
the z-frame, although because of incomplete know-
ledge about R(0) at epoch, this can be realized
only approximately, even if N(0) and P(0) are
assumed. If realized, R is unity and P' = P, so
that: yz

P . N . R = R
zx

and consequently:

R(t) = N* . P* . R

If not fully realized, R(t), thus derived, will be
biased by an unknown, but contstant relative
orientation.

A sequence of R(t) for a sequence of instants
t will provide the time-dependent orientation of
the Earth's rotation axis with respect to the
Earth-fixed x-frame ($ , X ) and the siderial
angle 6, see Figures 3*and 4. Finally, to comply
with IPMS and BIH convention, pole position is
given as x and y .

In practice [Lambeck, 1971] u , i , fi may be
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Fig. 3. Geometry of Earth orientation with
respect to stellar z-frame, the orientation to
be obtained from satellite orbits. X and ty
specify the direction of the Earth's^rotatiBn
axis relative to an Earth-fixed x-frame.

transformed to uz , iz , flz' as referred to an
intermediate quasi inertial z'-frame, which appro-
ximates the z-frame:

t = D(t) . 2'

This is performed by approximating R(t) by R(t),
replacing 9 by an approximate value"?and equating

Fig. 4. From the relative orientation of Earth-
fixed x- and stellar z-frames to pole position
(x ,y ) and siderial angle 0.

x and y to zero:
P P

TaP.N.R.T

R = D.R = D.

co* 9

• in 9

0

7-p.n.R.r
-sin§ 0 '

co«e o
0 1 i

R(t) =

cos 8

sin 9

0

-sin 6

cos 9

0

Solving then for D(t), rather than for R(t)direct-
ly, yields**, XX and AfT = 9 -T; see Figure 5.

This genefal approach is valid for both ar-
tificial satellites and the moon although it is
primarily tuned in to the use of artificial sa-
tellites, not restricted however to laser ranging.
Before pointing out special features of the lunar
laser ranging case some general conclusions may be
drawn:
.-. because the x-frame does not necessarily coin-
cide with the conventional terrestrial reference
frame as' defined by the CIO and the conventional
zero meridian of Greenwich, there may appear
constant biases in all three determined rotatio-

P. N. D.R . x

D.P. N.R. 7 =D.?'

Fig. 5. Pole position (x ,y ) and siderial angle
(0) from the relative orilntition of the quasi-
inertial z1-frame relative to the inertial z-
frame. 0 is an approximated siderial angle.
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nal parameters Xp, yp, 9 as derived in the
classical optical stellar way;

- due to the well-known longitude-ambiguity in ar-
tificial satellite orbits such bias is so likely
in 9 that artificial satellite techniques are
expected not to provide DTI, but rather the ro-
tation rate 10 of the Earth;

- additional not necessarily constant biases may
be caused by erroneously modelled lunar-solar
precession and mutation (P-and H-matrices);

- a detailed force model and a scrupulous applica-
tion of that model are required.
The moon is just another satellite, kinematically

differing from the others by:
- its larger mean orbital radius;
- its relatedly longer period of revolution, in
fact much longer than that of the Earth's diur-
anl rotation;

- its more stable center of mass orbit, less effect-
ed by the Earth's graviational potential and
other terrestrial perturbing forces;

- its substantial size, which requires the seleno-
d.etic coordinates of the retroreflector sites
and the lunar rotation to be modelled or solved
for;

- there is only one moon, hence one lunar center-
of-mass orbit but the moon carries several geo-
metrically distinct retroreflectors.

These differences entail marked differences con-
cerning tracking-operational and data analysis
aspects. These are indicated in the next two para-
graphs respectively.

The status of laser ranging

The technique itself is assumed known and will
be reviewed only as regards its main character-
istics pertaining to Earth orientation determina-
tion. Detailed and up to date technical informa-
tion on availabe instrumentation and current deve-
lopments can be obtained from Pearlman and Hamal
[1978],

Relevant system characteristics are:
- maximum range capacity;
- ranging precision;
- day-light ranging capability;
- repetition rate.
Speaking in general terms these characteristics
are not mutually independent.

In the present context, systems can as regards
their maximum range capibility be classified in
broadly three catagories:
- those of lunar ranging capability;
- those able to range at Lageos;
- those restricted to closer artificial satellites,
like Beacon Explor6r-C, Starlette and Geos-30

It should be noted that the operational aspects
of lunar laser ranging (LLR) are quite different
from those of artificial satellite laser ranging
(SLR), and a'system of lunar range capability will
not necessarily be able to range at artificial sa-
tellites.

The most advanced SLR systems attain between 5
and 10 cm single shot precision, expressed as a
distance standard deviation; 2 to 3 cm is foreseen
for the next few years. LLR "normal observation
point" precisions (see next paragraph) reach or
are expected to reach the same level.

Dayrlight ranging capability is of crucial im-
portance in order to provide a continuous record
of short period Earth orientation phenomena, such
resolution requiring averaging times of a fraction
of a day. It is to be understood that such short
averaging time is a prerequisite of future precise
Earth rotation monitoring systems. Many of the
operational and most of the planned SLR devices
have day-light capability on the closer satellites,
f°w on Lageos. LLR features guiding difficulties
when ranging is attempted close to new moon. Be-
cause of that, the only routinely operational LLR
system (at the McDonald Observatory, Fort Davis,
Texas)cannot effectively range within 3 days off
new moon.

The repetition rates of most SLR systems exceed
0.1 pps. The McDonald LLR performs 1 pulse per 3
seconds, but the McDonald team has made it practice
to compress the data from each 5 to 20 minutes run
into a single "normal point", three runs being
attempted per day, leading to an equal number of
daily "normal points", except around new moon.

Of paramount importance for Earth orientation
work, will be station siting, considering average
atmospheric conditions and the need of global de-
ployment , the first requirement in view of data
continuity, the second for "Earth-fixed" (x-) re-
ference frame definition.

Although only part of the available facilities
has been used in dedicated programs of polar motion
and diurnal rotation studies, encouraging prelimi-
nary results have been obtained from both SLR and
LLR.

Review of work accomplished

In the past eight years or so several types of con-
tribution have been made to the determination of
the Earth's diurnal rotation and polar motion:
- theoretical modelling;
- feasibility analysis of simulated data;
- dedicated data taking;
- analysis of actual data.
Only the latter of these will be reviewed, separa-
tely for SLR and LLR, arbitrarily, in this order.
In the present context this review can only be
sketchy and cannot satisfactory reflect the amount
of effort sperrt by contributing individual or
groups of investigators.

Early attempts at NASA's Goddard Space Flight
Center (GSFC) to detect polar motion from artifi-
cial laser ranging were initiated in 1970 and de-
monstrated the capability. [Smith et al, 1972a].
First preliminary results [Smith etal, 1972b] in-
dicated that using the data of a single 30 cm pre-
cision ranging station the variation in latitude
of that station could be derived to 0.03 seconds
of arc with a time resolution of 6 hours. Consi-
dering the latitude of that station at Greenbelt,
MD (39°N) and the inclination of the single Beacon
Explorer-C satellite used (41°) this satellite
could be tracked near apex and i' (briefly written
instead of i ) be accurately determined to about
0.001 second of arc, the accuracy of Ai=i'-i li-
mited by that of i (briefly, instead of i ), be-
cause of gravitational field uncertainties. What
could be derived from a single station was the va-
riation of latitude, thus polar motion projected
onto the Greenbelt-meridian; not the corresponding
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component of polar deviation from the CIO, simply
not because the Greenbelt-latitude is not known
in the conventional BIH-frame. The method employed
to obtain such single station polar motion results
has been described to some detail in [Dunn et al,
1974] and [Kolenkiewicz et al, 1977]. It is a spe-
cial version of the general approach outlined be-
fore, the angular element analysed being the in-
clination i, the pertinent kinematic equation rea-
ding [Lambeck, 1971]:

i'-i = -#p sin(AN - Xp) ,

where A stands for the longitude of the satellite^
ascending node. Using up to four consecutive sta-
tion passes of the satellite within a time span
of about 6 hours, short arc osculating inclinations
i1 were obtained (see Figure 6) and compared with"
a reference orbit, extended over the entire .period
of the experiment. Later this so-called "max-lat"
approach was abandoned and replaced by a more fle-
xible approach yielding both variation of latitude
and length of day information [Dunn et al, 1977].
During a 3-week period in 1970 a second ranging
station operated from Seneca, NCY., 400 km North
of Greenbelt, yielding also a small number of 4-
pass arcs. This enabled two independent determina-
tions of both solution parameters.

The single-station approach as just described,
has several limitations:
- of polar motion only the meridional component
can be measured;

- it is difficult to separate this component from
dynamical perturbations of i, these to be mo-
delled over the full time span of the investiga-
tion;

- it is impossible to separate polar motion from
precession and nutation;

- the use of several satellites or interrupted
arcs of the same satellite may cause discon-
tinuities and inconsistencies in the pole path

' as measured.
These can completely or to a substantial degree be
overcome by deploying a multi-station network.
Such network enables to determine a complete set
of osculating angular orbital elements
fronu'.a day or less of laser tracking. A minimally
perturbed reference orbit uz(t), iz(t), flz(t) va-
lid only for the same period of a day or less, say,
will suffice to yield a sufficiently detailed
R (t)- or R -record to derive the direction of
zx xz
tne orientation axis for the observation period.
Because of the shortness of this period incomplete
modelling of precession (?) and nutation (N) and
of acting forces will practically not interfere.
To be more precise as concerns precession and nu-
tation an error in P(0) and N(0) at t would cause
a biased reference orbit, but because of the short-
ness of the tracking period this bias will remain
constant throughout and persist as such in P*(t)
and N*(t).

Polar motion results from multi-station laser
tracking of artificial satellites were reported
recently from two sources by Smith et al [1978b]
and: Schutz et al i"i978b]-. These results announced
a break-through in polar motion determination from
laser ranging.

Smith et al [1978b] reported preliminary results
obtained from Lageos tracking at a total of seven

GSFC- and Smithsonian Astrophysical Observatory
(SAO)-stations, four of which in the U.S.A., two
in South-America and one in Australia. The four
GSFC-stations in the U.S.A. claim a 10 cm single
shot ranging precision, the SAO-stations in South-
America and Australia 1 m. First a consistent set
of station coordinates was obtained from this data
to define an x-frame of reference [Smith et al,
1978a]. Subsequently an iterative procedure of
fitting 5-day arcs to three interlinking 30-day
reference orbits yielded average pole positions,
relative to the adopted x-frame, for each of the
eighteen 5-day periods of October, November and
December 1976. The formal standard error in the
x -component of polar position is 0.003 arcsecondss
0?002 arcseconds in y . The authors believe however
that a precision betwlen 0.01 and 0.02 arcseconds
is more realistic. From this experience and pre-
vious simulations [Kolenkiewics et al, 1977] it
was concluded that with more stations ranging La-
geos at the 10 cm level and improved modelling, in
particular of solid-Earth and ocean tidal effects,
ultimately daily 5-cm pole position and UT1 values
to about 0.2 msec consistent over 2 to 3 months
are feasible. Recently GSFC issued a first bulletin
of preliminary 5-day pole positions as obtained
from Lageos ranging; the period covered is May-De-
cember 1976. Standard deviations given there range
on the average from about 0.01 to about 0.03 arc-
seconds .

Schutz et al [1978b] reported pole positions ob-
tained from laser tracking of Geos-3, spanning a
roughly one-month period in early 1976. Data was
used from three GSFC 5 to 10 cm single shot pre-
cision systems located at Greenbelt, MD, Bermuda
and Grand Turk. The analysis was based on a pre-
viously obtained set of station coordinates de-

co

Fig. 6. A single station P (rotated to respec-
tive positions P , P , P and P ) is able to
track four consecutive passes of an artificial
satellite near apex and thus derive its orbital
inclination.
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fining an x-system and the GEM-10 geopotential mo-
del. The data span was devided into sixteen 2-day
arcs. Special care was taken to model upper at-
mosphere effects. Weighted least squares straight
line fits to the determined x and y values yield-
ed estimated x and y standard deviations smaller
than 0.07 arcsiconds.pThe results indicate that a
determination of both pole position components is
possible from a regional station network, that as
expected, the y -component is more accurately re-
covered than thi x -component and that additional
model improvementsPmay be required for further
analysis of Geos-3 data. The method used has been
documented in more detail in connection with po-
lar motion analysis of earlier Geos-3 data [Schutz
et al, 1978a}. Although at first glance not im-
pressive the authors consider the results from the
1976 data analysis of particular significance be-
cause this data was not used in the GEM-10 geopo-
tential and station coordinates solution.

The LLR experiment has been outlined by Bender
et al [1973]. A total of five retroflector arrays
has been deposited on widely dispersed sites on
the moon by the US and USSR space programs and
subsequently laser ranged. Although returns have
been announced by nine stations in five countries
[Silverberg, 1978], LLR on a routine basis has in
essence so far been a single-station operation from
the McDonald Observatory. This restricted the
yield of practical results as regards Earth orien-
tation, like this was restricted in single-station
SLR. Nevertheless, like single-station SLR demon-
strated a capability to measure polar motion, so
demonstrated the single-station LLR a capability
to measure UTO as pertaining to that station.

The lunar orbit differs most markedly from ar-
tificial satellite orbits in its much larger semi-
major axis, which entails a 200 to 400 times longer
period of revolution and a superior orbital co-
varage from a single observing station. These fea-
tures have consequencies for both the data acqui-
sition and the data .analysis. Apart from a gap
around new moon as caused by guiding problems which
seem difficult to overcome, a geographically well
selected LLR station can observe the moon daily,
more or less evenly distributed over a full revo-
lution. As compared to SLR the longer period and
the high degree of predictability of the lunar or-
bit entail distinct differences in observation da-
ta handling. A LLR "normal point" covers about 5-
15 minutes of ranging, a portion of a lunation too
short to construct orbital elements. Such normal
point may be regarded as an equivalent photon re-
turn representing the observation run. Over the
past few years an average of 25-30 normal points
have been produced at McDonald per lunation [Mul-
holland, 1978]. When solving for Earth orientation
a normal point is fitted to a retroreflector re-
ference orbit, obtained by taking into account the
selenodetic retroreflector coordinates and the
physical librations of the moon. The range resi-
duals are then analysed in an attempt to recover
Earth orientation signatures. This procedure
follows the general pattern as outlined before
and seems to deviate from SLR data analyses to
recover Earth orientation, only in so far dictat-
ed by the kinematics of the lunar orbit and the
ensuing data acquisition strategy.

Range residuals have been analysed by several

authors to study various aspects of the Earth-moon
system, including the Earth's diurnal rotation in
terras of UTO; Stolz et al [1976], Harris and
Williams [1977], Shelus et al [1977], King et al
[1978], Calame [1978]. Single-station operation
implies that as regards the direction of the ro-
tation axis, only the projection of its change
(polar motion) with respect to an Earth-fixed x-
frame, onto the station's meridian can be measur-
ed. This, in turn, implies that not UT1, but only
UTO can be derived, since the transverse component
of pole position, required to correct UTO in order
to obtain UT1, cannot be determined from a single
station. Therefore Earth orientation results from
LLR have up till now only been obtained in terms
of UTO-corrections valid for McDonald. This never-
theless is a unique contribution, because it is a
field in which reliable results from SLR are not
expected in the near future, and if so, these will
measure the rotation rate u, rather than the angu-
lar position of the Earth-fixed frame in terms of
the siderial angle as obtained from UT1.

First UTO-values derived from LLR were reported
by Stolz et al [1976]. Using diurnal variation of
range residuals they obtained, scattered over a
roughly 5 years' time span, 194 single day values
with a medium standard deviation of 0.7 msec if
allowance is made for the uncertainty of the
current lunar ephemeris. Only days with data well
distributed in time were included in the analysis.

Rather than selecting the best isolated obser-
vation days of a data span, Shelus et al [1977]
obtained UTO results for a complete lunation on a
daily basis, accepting all observations, as one
would have to do in a routinely operating Earth
rotation monitoring service. The results were ob-
viously less precise than those of Stolz et al
[1976], the standard deviation relative to the
corresponding BIH data amounting to 2.6 msec in
the most realistic case of analysis, but they may
provide a more realistic measure of what can be ex-
pected on a continuing near real-time basis from a
single station operating under normal conditions.
The results obtained by Stolz et al [1976], on the
other hand, demonstrate what can be done on a dai-
ly averaging basis under the best conditions. It
should possibly not be overlooked that although
Shelus et al [1977] did not select the best days
of data within a lunation, they seem to have se-
lected the best LLR lunation at McDonald.

King et al [1978] analysed the normal points on
four retroreflectors taken at McDonald between Oc-
tober 1970 and November 1975 and solved for correc-
tions to UTO in terms of 126 "tabular points" de-
fining a continuous, piecewise linear function of
time spanning the 5-year interval. The solution
was a phased one for a total of 166 parameters,
only the UTO parameters being obtained in the se-
cond phase. After removing a constant difference,
the standard deviation of the tabular points as
compared to BIH values is 2.1 msec. The standard
deviation of a,comparison of the tabular points
with the results obtained by Stolz et al [1976],
who analysed most of .the same data, is 0.8 msec.

Calame [1978] proceeded along several lines,
varying the selection of parameters solved for si-
multaneously with UTO, data selection criteria and
averaging time (1, 2 or 5 days). Using data
through January 1978, the estimated UTO standard
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deviation ranges from about 1 to 3 msec.
A major break-through as regards Earth orienta-

tion from LLR is expected from the deployment of
the proposed multi-station EROLD-network [e.g.
Mulholland and Calame, 1978].. Such network would
enable the separation of all three components of
Earth orientation at a level of precision assessed
by Stolz and Larden [19.77]: better than measuring
accuracy with an averaging time of two days. The
BIH's involvement in EROLD has been outlined by
Calame et al [1976].

Summarizing one could say that both SLR and LLR
have already demonstrated some of their capabili-
ties and defaults in single-station operation to
measure Earth orientation. Multi-station results
are available from SLR. Multi-station LLR is ex-
pected in the near future. Up till now SLR and LLR
have been complementary in that SLR provided main-
ly polar motion, while LLR yielded information on
diurnal rotation. In multi-station operation one
would expect both SLR and LLR to provide complete
three-parameter Earth-orientation, comprising both
polar motion and diurnal rotation. Short averaging
times are more likely to be achieved with SLR. On
the other hand, the lunar orbit offers a more
stable long term reference, in particular for the
determination of UT1 and 10. Considering this, SLR
and LLR should be considered complementary tech-
niques, rather than competitive. It is important
to note here that at least some of the planned
LLR stations will also have Lageos-capability. Al-
ternatively Silverberg [1978] envisions SLR sta-
tions with occasional LLR capability. In such in-

tegrated arrangements the SLR could be used to
track polar motion on a daily basis, the LLR from
one or more of the stations being then used to
measure UT1.applying the SLR polar coordinates to
correct UTO as measured. Ultimately Earth orien-
tation to equivalent measurement precision or
better.with averaging times of one day or shorter
is expected from integrated LR.

Concluding remarks

Figure 7 depicts types of Earth orientation
results obtained or expected from laser ranging,
classified according to modes of operation. As
pointed out in the preceding paragraphs, only
multi-station operation will be able to provide
both polar motion and UT1 results. Ultimately
both SLR and LLR should be able to do so indepen-
dently. Up till the present time, only SLR has
demonstrated multi-station operation and yielded
polar motion in this mode. Once in multi-station
operation, as foreseen in the EROLD campaign, LLR
is more likely than SLR to provide long-term con-
sistency of results in particular as regards UT1.
On the other hand SLR may offer shorter averaging
times. Considering moreover practical operational
constraints, there is strong tendency to foresee
SLR and LLR as operating in a complementary ra-
ther than in a competitive way when monitoring
Earth orientation, allowing both techniques to
contribute on their strong points. Instruments
having both SLR and LLR capability seem advanta-
geous in this respect. A future Earth orientation
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Fig. 7. Classification of Earth orientation results. Solid lines indicate demonstrated capabilities,
dashed lines indicate potentialities.
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service is supposed to provide pole position to
0.002 arcsec and UT1 to 0.1 msec with averaging
times of one day or shorter. When extrapolating
current experience into the future by means of
simulation [e.g.. Stolz and Larden, 1977; Smith et
al, 1978b] it seems that the above requirements
can be ultimately met by multi-station combined
SLR and LLR. Additional requirements to be con-
sidered for a service bureau type of operation
are continuity of results, quasi real time
availability of results and cost-effectiveness.

Acknowledgement. The author is indebted to Dr.
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dynamique et Astronomique, Grasse, France) for
helpful information and criticism concerning the
lunar laser ranging contribution to Earth orien-
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Abstract. We present the basic princi-
ples of very-long-baseline interferometry
as related to its use in the determina-
tion of vector baselines, polar motion,
and earth rotation.

Introduction

Ten years ago, almost to the day, the
first successful bandwidth-synthesis VLBI
measurements were made. It is thus appro-
priate to now review the principles under-
lying the technique. The review will be
restricted to aspects relevant to geodet-
ic applications that involve observations
of extragalactic radio sources. In such
applications, arrays of two or more radio
telescopes observe any given source simul-
taneously. From sets of observations of
a suite of such sources, one can obtain
the desired geodetic information: base-
line-vector, polar-motion, and earth-
rotation parameters.*

We shall first describe briefly the in-
strumentation used in these observations
and then discuss the basic observables
and their simplest interpretation. Fi-
nally, we consider some complications
of the interpretation due to the various
geophysical "signals" and non-geophysical
"noise" that affect the observables.

Instrumentation

A VLBI system consists of an array of
at least two antennas that observe the
same radio source simultaneously. A di-
rect electrical connection is not main-
tained between the antennas, thus allow-
ing them to be separated by thousands of
kilometers. The local-oscillator signals,
used at each antenna to convert the radio-
frequency signals from the source to the
video (low-frequency) band, are derived
from a frequency standard at the site.
These standards are sufficiently stable
that the relative phases of the signals
from the source received at the two an-
tennas are preserved.

*Several groups are currently engaged in
such geodetic applications of VLBI: (1)
A group from the Goddard Space Flight Cen-
ter, the Haystack Observatory, the Massa-
chusetts Institute of Technology, and the
National Geodetic Survey; (2) a Jet Pro-
pulsion Laboratory - National Geodetic
Survey group; and (3) a Canadian-British
collaboration. A European consortium is
also being organized for similar purposes.

Proc. of the 9th OEOP Conference. An International Symposium on the Applieaiiam of
(ieaJesytoGeotlynamics. October 2-5.1978. Dept. of Geodetic Science Kept. No. 280. The
Ohio State Univ.. Columbus. Ohio 43210.

The video signals are recorded on mag-
netic tape at each site, with the refer-
ence time for the recordings being de-
rived from the same standard as is used
to govern the local-oscillator signals.
The tape recordings are then transported
to a common center where those recorded
simultaneously are cross-correlated to ob-
tain the basic VLBI observables.

Observables

The basic observables in geodetic VLBI
experiments are (i) the difference in the
times of arrival at two antennas of a sig-
nal from a source; and (ii) the rate of
change of this time difference. The
measurement of the time-of-arrival dif-
ference can be of two types: the phase-
delay difference or the group-delay dif-
ference. The phase-delay-difference ob-
servable (hereinafter "phase delay"),
being based on measurements of phase, can
be obtained very precisely, but usually
ambiguously, due to the inability to re-
solve the "2im" problem. The group-delay-
difference observable (hereinafter "group
delay")is usually determined with less
precision than is the phase delay. But
the group delay, being determined by the
rate of change of phase delay with fre-
quency, is usually unambiguous. To ob-
tain reasonable accuracy in the measure-
ment of group delay it is necessary to
make phase-delay measurements over a wide
band of frequencies simultaneously, or
nearly simultaneously, since the uncer-
tainty in the group-delay measurement is
inversely proportional to this bandwidth.
In practice, only a relatively narrow
band of frequencies can be recorded. But
this band can be split up into narrower
bands which are spread over a very wide
band. This technique is called bandwidth
synthesis. In the newest, Mark III, sys-
tem (see below), 28 narrow bands, each 2
MHz wide, are being distributed over a to-
tal band of up to 400 MHz. If the error
in the measurement of phase for any one
band is a(<(>), then the error O(T_) in the
measurement of the group delay will be
given by a(ig) ~ a(<(>)/Af, where Af is the
rms spread of- the center frequencies of
the individual bands about their mean.
Because these individual bands do not cov-
er the entire spanned band, the estimate
of the group delay, too, could be ambigu-
ous. However, a proper choice of the
spacing of the individual bands, as ex-
plained below, can insure that any inher-
ent ambiguity can be eliminated reliably.

The difference of the phases of the
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signals that would be received at two an-
tennas as a function of frequency exhi-
bits curvature due primarily to the ef-
fects of the earth's ionosphere: the low-
er the frequency, the shorter the phase
delay. The actual shape of the phase vs.
frequency curve for VLBI observations
will depend on the relative amounts of
plasma between the source and the two
sites. But with appropriate spacings of
the narrow bands, one can "connect" un-
ambiguously the phase at one band with
those at all the other bands. For exam-
ple, bands spaced in accord with a geo-
metric series allows use of a bootstrap
technique to connect phases first between
the closest bands and then between the
more widely separated bands through use
of the characteristics of the curve es-
tablished by the connection between the
closest bands. Of course, the "absolute"
phase would still be uncertain by mul-
tiples of 2ir , but the relative phases be-
tween bands would be freed from any such
ambiguity. Only the relative phases af-
fect the group delay which is equal to
the slope of the curve of phase delay vs.
(angular) frequency.

Information Content

We now consider the information con-
tent of the observables under simplified
assumptions. In particular, let us ig-
nore the propagation medium and assume
that the earth is rigid and rotates with
a constant, known, angular velocity. We
may then write the expression for the de-
lay observable as a function of time as:

x(t) = [t-to] (1)

where B is the baseline vector connecting
a pair of antennas, s is a unit vector in

direction of the source, and and
T^ are, respectively, the offsets in
epoch and rate of the clock at one site
with respect to those at the other site.
This equation represents a diurnal sinu-
soid added to a straight line. The first
term in the equation contributes the di-
urnal sinusoid due to the rotation of the
baseline vector in inertial space. The
slope of the straight line is due to the
clock-rate offset and the intercept is
due to a combination of the clock-epoch
offset and £he product of the polar com-
ponents of B and s. Clearly this curve
can be specified by four parameters:
the intercept and slope of the straight
line, and the amplitude and phase of the
sinusoid. (We do' not consider the period
of the sinusoid, since that is given by
assumption. ) Thus four measurements of
the delay suffice, in principle, to de-
termine T (t) ; any additional measurements
will be redundant. But how many unknown
parameters are there for this situation?

Naively, one would conclude that the base-
line vector contributes three, the source
two, and the clocks two, for a total of
seven. However, the origin of right as-
cension of our system is arbitrary; only
the origin of declination is fixed by the
assumption of a known angular velocity
for the earth. Since the right ascension
of the source can be used to define this
arbitrary origin, the number of unknown
parameters is only six. Nonetheless, a
unique solution cannot be obtained for
these six parameters from observations of
a single source. Observations of each ad-
ditional source adds two unknowns: the
coordinates of the source on the plane
of the sky. But such observations
also can be used to determine three ad-
ditional parameters: the intercept of the
straight line and the amplitude and phase
of the sinusoid appropriate for the ad-
ditional source. The slope of the
straight line provides no new information
since it is determined solely by the
clock-rate offset. It is clear that with
four observations of one source and three
each of two more sources, a useful solu-
tion for all of the parameters of this
simple model can in general be determined.
(The measurements of delay rates simul-
taneously do not reduce the requirement
for observations of three sources.) The'
accuracy of the determination of these
ten parameters will depend, of course,
not only on the .accuracy of the measure-
ments of delay (and delay rate), but also
on the baseline, the distribution of the
sources in the sky, and the distribution
of the observations in time.

Complications

The situation actually encountered
with VLBI is, of course, far more compli-
cated than outlined in the previous sec-
tion. We can conveniently divide these
complications into two categories: sig-
nals and noise. Here signals refer to
those effects on the observables which
are of geophysical interest, and noise
refers to those of no intrinsic interest.
(This point of view, needless to say, is
a rather parochial one since one person's
noise is often another's livelihood.)

We shall consider precession, nutation,
solid-earth tides, crustal motions, varia-
tions in UT1, and polar motion to be sig-
nals. On the other hand, clock instabil-
ities and uncertainties in our knowledge
of source characteristics and of the pro-
pagation medium shall be considered as
noise. We discuss each set in turn.

Signals

Precession and Nutation. Changes in
the direction in space of the spin axis
of the earth with periods long compared
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to a day are sensed with VLBI through the
corresponding changes in the coordinates
of the radio sources. These changes will,
however, preserve the arclengths between
sources. At present, estimates of the
precession constant made from VLBI meas-
urements have an uncertainty of a few
tenths of an arcsecond per century,several-
fold larger than the uncertainty associ-
ated with the presently accepted value
based on optical observations. The VLBI
estimate is consistent with the optical
one to within twice the formal standard
error of the former. No estimates of any
of the nutation terms have yet been made.

Solid~Earth Tides. The semi-diurnal
solid-earth tide imparts a distinctive
signature to the VLBI observable, since
almost all other effects introduce a di-
urnal signature. The maximum magnitude
of this effect on the observable has been
slightly greater than one nanosecond.
Thus estimates of the local values of the
vertical and horizontal Love numbers, _£
and h, can be obtained from VLBI data.
Current estimates agree, to within their
uncertainty of about 0.05, with the "ex-
pected" values.

Crustal Motion. Changes in crustal
configuration can be sensed by long-term
changes in baseline lengths; in addition,
significant changes in the corresponding
baseline directions for an array of an-
tennas would signify crustal motions pro-
vided that these changes were incompati-
ble with a rigid rotation of the array.
No measurements of crustal motions have
yet been obtained from VLBI data, but
there is every reason to believe that
such motions will be detected within a
few years.

UT1 and Polar Motion. Variations in
the rate of rotation of the earth and in
the position of the axis of figure with
respect to the axis of rotation affect
the directions of baseline vectors. As
with the arclengths between sources with
respect to precession and nutation, the
lengths of baselines are unaffected by
such variations in the rate of rotation of
the earth and in the position of the pole.

We should stress that the VLBI observ-
ables, for an arbitrary baseline, have no
sensitivity to the "initial" orientation
of the earth and direction (in space) of
its axis of figure. Only changes in these
quantities can be detected. In addition,
any "common-mode" errors in the epoch set-
tings of the clocks at the antenna sites
will be indistinguishable from correspon-
ding changes in the orientation of the
earth about its spin axis (UT1). Finally,
note that VLBI data obtained for one base-
line are sensitive to only two indepen-
dent combinations of the three parameters
needed to specify changes in the position
(in space) of the axis of figure of the
earth and in the orientation of the earth

about this axis: Such changes affect
only the direction of the baseline which
is described by only two independent
parameters. Consider, as an example, a
wholly north-south baseline. With such
a configuration, the VLBI data would have
no sensitivity to a rotation of the earth
about the pole. For an east-west base-
line, on the other hand, polar motion in
a direction along the meridian of the mid-
point of the baseline would not affect
the VLBI observables. In both these
cases, the baselines would undergo paral-
lel displacements which cannot be detect-
ed from observations of sources "at in-
finity." Two baselines, or at least three
antennas, are needed .in a VLBI array to
detect all three components of the chan-
ges in UT1 and pole position. These base-
lines must, of course, not be parallel.

Estimates of UT1 and polar motion from
VLBI data now have accuracies comparable
to those of other techniques, such as the
classical optical methods, the Doppler
tracking of satellites (for polar motion),
and the laser ranging to retroflectors on
the moon (for UT1). It is expected that
the accuracy of the VLBI estimates will
improve nearly tenfold within the next
five years due primarily to the intro-
duction and use of the new, Mark III,
VLBI system. A prototype of this system
has already been tested successfully;
five copies of the complete system are
currently under construction for place-
ment at suitably distributed antennas.
It will be important to check the im-
proved determinations of polar motion and
UT1 through redundancy and through com-
parison with the results from other im-
proved techniques in order to assess the
accuracy of these determinations.

Noise

Clock Instabilities. The two parame-
ters , for clock epoch and rate offsets,
do not provide an adequate representation
of the relative behavior of the clocks at
any two antennas of an interferometric
array over the period of many hours need-
ed to determine the baseline vector,
source positions, etc. This statement
applies to the current field units of all
atomic clocks, including the hydrogen-
maser frequency standards.

A number of possibilities exists to
minimize the impact of these clock insta-
bilities on the accuracy with which geo-
physical information can be extracted
from VLBI data. First, one can use high-
er-order polynomials to represent the
relative clock behavior; here the point
of "diminishing returns" sets in at about
the sixth order. Second, the clock per-
formance, especially of hydrogen-maser
standards, can be improved to match that
achieved in the laboratory. The sensiti-



vity of the maser standards to environ-
mental effects can also be reduced to
minimize the introduction of diurnal sig-
natures into the VLBI data. Third, one
can reduce the effects of long-term
drifts in the relative clock behavior by
using clock stars. Thus, one can make
observations repeatedly, say every hour,
of some suitable source and use these ob-
servations to correct for the relative
clock drifts. To be suitable, this
source should be visible from both sites
for a large fraction of the diurnal cy-
cle and should yield a reasonably large
correlated flux density so that accurate
delay observations are possible to make.

Source Characteristics. The radio
sources affect the determination of geo-
physically interesting quantities through
the strength of their radio emissions,
their distribution on the sky, and the
accuracy with which we can determine
their positions. These positions, in
turn, depend on the structure and inter-
nal kinematics of the regions of radio
emission in each object.

At present, the entries in the catalog
of known, and potentially-usable, extraga-
lactic radio sources number in the hun-
dreds. Positions of a few dozen of those
with the strongest emissions are now be-
ing determined routinely with an estima-
ted accuracy of about OV02, except for
the declinations of sources that lie near
the equatorial plane. The accurate de-
termination of the declination of those
sources requires the use of interferome-
ters with baselines that possess large
components in the north-south direction.
Few such baselines have so" far been avail-
able for extensive sets of measurements.

Aside from the examination of the char-
acteristics of the postfit residuals, the
main method for assessment of the accura-
cy of source-position determinations is
the comparison of results obtained with
different equipment. Such comparisons,
made several years ago and based on data
obtained with somewhat less advanced VLBI
systems, showed agreement to within about
0"05 rms. (Note that a O'.'OOl error in
source position corresponds approximately
to a two-centimeter error in length for a
4,000-km baseline.)

Most extragalactic radio sources are
not "points" when viewed on the scale of
milliarcseconds. Rather, they exhibit
complicated structure. This structure
in their brightness can be mapped and a
suitable feature in the map, or the over-
all • center:.of .brightness , can be used as
a reference point. There'.are, however,
technical- difficulties: In: the determi-
nation ofi unambiguous brightness maps.
These difficulties--are being overcome
and reliable maps on the scale of tenths
of a milliarcsecond are now being ob-
tained for some of the radio sources.

There is yet a further difficulty in
the use of extragalactic radio sources:
most are not static. Dramatic changes
have been observed in the brightness
structure of some of these sources at
the level of tenths of a milliarcsecond
in angular resolution on a time scale of
a few months. Thus, to enable positions
of extragalactic radio sources to be used
effectively as a reference system at the
level of milliarcsecond accuracy for geo-
physical applications of VLBI, one must
monitor the brightness distributions of
these sources as a function of time and,
perhaps, as a function of radio frequency
as well.

Propagation Medium. In regard to any
substantial effects on VLBI data, the pro-
pagation medium can be considered to be
composed of two components: the iono-
sphere and the troposphere. The effects
of the ionosphere can, and will, be virtu-
ally eliminated by observing simultaneous-
ly in two widely separated radio frequen-
cy bands (r2GHz and ~8GHz). The Mark III
VLBI system is equipped for such dual-
band observations. Moreover, enough suit-
able sources exist to allow effective use
of the dual-band technique.

The troposphere is in effect non-dis-
persive at radio frequencies and is there-
fore a more troublesome contributor of
noise. The troposphere can also be de-
composed into two components: wet and dry.
For the latter, the assumption of hydro-
static equilibrium is a very good one;
measurements at each site of surface pres-
sure combined with a good model of the at-
mosphere, then allows a good estimate to
be made of the phase delay added in the
zenith direction by the dry component:
about 7.5 nanoseconds (equivalent to an in-
crease in path length of about 2.3 m). It
is widely thought that the error in this
estimate can be kept at the 0.1% level or
perhaps below. Mapping to other zenith
angles, however, will increase the error
somewhat since the "slant" atmospheric
path length cannot be determined so ac-
curately from the pressure measurement
at the antenna site. The situation with
the wet component is more difficult. The
water-vapor in the atmosphere is not in
hydrostatic equilibrium and is quite
variable in amount. Although the total
effect on the path, length of radio waves
is, on average, only about 7% of that of
the dry component, the wet component can-
not be modeled accurately. Various sim-
ple techniques have been used to try to
ameliorate this problem. Such techniques
involve various combinations of model at-
mospheres and mapping functions with or
without dependence on surface measure-
ments of temperature, pressure, and dew
point, and with or without parameters
that can be estimated for each site from
short, ~8 hr, spans of data. Unfortunate-
ly, these techniques may well be defi-
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cient, especially for long baselines, in
removing the effects of the atmosphere
on the estimates of the "vertical" com-
ponent of the baseline with which they
are highly correlated.

The technique which has elicited the
greatest expectations for providing the
solution to the wet-component problem is
based on the use of radiometer measure-
ments at each site of the brightness tem-
perature of the atmosphere at and near
the =23GHz line in the spectrum of water-
vapor emission. Studies indicate that
this brightness temperature can be rela-
ted with reasonably high accuracy to the
excess path length attributable to the
water-vapor content of the atmosphere.
However, to date, almost all VLBI results
have been obtained without the benefit
of water-vapor radiometer measurements.

Atmospheric effects thus loom as the
limiting factor in the accuracy achiev-
able with VLBI in the determination of
geophysical quantities. What will that
limit be? An assessment based on theory
alone is unlikely to be accurate. Meas-
urements are clearly called for. Series
of VLBI experiments should be made with
supplementary water-vapor radiometer
measurements, under a variety of local
weather conditions, and for various base-
line lengths. For short baselines, up
to several kilometers in length, inde-
pendent determination of the baseline
vector can usually be made, with some
effort, at the millimeter level of ac-
curacy by means of conventional survey
techniques. For long baselines, up to
several thousand kilometers in length,
independent means of verification at the
relevant level of accuracy seem to be
limited to laser ranging to artificial
satellites or to the moon; such verifi-
cation, however, will not be easy nor
inexpensive for a number of practical
reasons. The repeatability and consis-
tency of VLBI results themselves may
well have to provide the main standards.
Since suitably accurate, and independent,
estimates of UT1 and polar motion may
not be available, repeated checks on the
individual components of the vector base-
line will likely require multi-site ex-
periments, say with four or more separa-
ted antennas, to reduce the confusion be-
tween UT1 and pole position changes on
the one hand and changes in baseline di-
rection on the other. The many antenna
sites serve to over^determine UT1 and
polar motion, with the redundancy pro-
viding the meaningful check on the con-
sistency of the estimates of some of the
baseline components. For some combina-
tion of the precision and the time
spanned by the sets of measurements, one
must be concerned also about the genuine
changes in baselines expected from plate
tectonics; of course, detection of such
changes are a major purpose of the meas-

urements.
At present, checks on the repeatabili-

ty of baseline determinations have in-
volved primarily two-element interfero-
meters. For short baselines, of the or-
der of one kilometer in length, repeata-
bility has been obtained at the five mil-
limeter level in all components, and
verified later by the results of a con-
ventional survey. For long baselines,
of the order of several thousand kilo-
meters in length, only repeatability in
baseline length has been meaningful; here
the spread about the mean in a recent
series of a dozen sets of measurements
was under five centimeters. The source
positions used in the analysis of each
of these experiments were fixed in ac-
cord with the results from the ensemble
of experiments; errors in these positions
tended therefore not to have a serious
effect on the repeatability of the de-
terminations of baseline length.

Conclusion

The future of VLBI as applied to geo-
detic and geophysical problems, especial-
ly to the determination of UT1 and polar
motion, looks quite bright. Although the
last ten years have been devoted almost
exclusively to the development of VLBI,
the next ten should yield significant
results.
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Abstract. Utilizing marine magnetic anomalies
and paleomagnetic pole positions, paleogeogra-
phic maps have been constructed for three time
intervals back to the Early Cretaceous. From the
maps lithospheric plate motions have been calcu-
lated and these global displacement fields have
been analyzed to determine best-fitting rigid
rotations , which then could be ascribed to true
polar wander. The values so obtained are no lar-
ger than a few degrees and are within the magni-
tude of the uncertainties involved.

Introduction

Paleomagnetic pole positions determined for a
given continental unit can be connected: in a tem-
poral sequence; the result is called an apparent
polar wander path for that continent. Assuming
the ancient paleomagnetic field to have been, on
average, dipolar, co-axial, and roughly geocen-
tric, the apparent polar wander paths describe
the movement of the pole with respect to the
continent held fixed. In reality, the apparent
polar wander paths may be due to either or both
of two causes: (i) the motion of the plate rela-
tive to a fixed rotation axis or (ii) the motion
of the rotation axis relative to the lithosphere
as a whole. It is commonly 'accepted that at
least some of the differences in the apparent
polar wander paths of different continents are
due to the relative motions of the continents;
on the other hand, it has been suggested a long

time ago (Creer et al.,1957) that the comparable
length of the apparent polar wander paths of the
individual continents imply a common cause, true
polar wander.

Jurdy and Van der Voo (1974, 1975a, 1975b)
have discussed previous attempts to separate the
effects of continental drift (plate motions)
from true polar wander and have proposed a new
method to achieve this. I will briefly summarize
their method here and present the results of
their analysis.

Paleogeographic Maps and Paleomagnetic Poles

Maps have been constructed showing the estima-
ted positions of the continents and plate bounda-
ries for the Early Tertiary, the Late Cretaceous,
and the Early Cretaceous. Two of these maps are
shown here (Figures 1 and 2). The relative posi-
tions of the plates have been determined from
marine magnetic anomalies, using published data
(referenced in Jurdy and Van der Voo, 1974, 1975).
All paleomagnetic pole determinations which pas-
sed minimum reliability criteria (such as a sig-
nificant number of samples, demagnetization ex-
periments, well-determined ages, etc.) have been
used by combining them in approximate time inter-
vals of 30 million years for each map (e.g.,
Early Tertiary: 40 to 70 my BP; Early Cretaceous:
100 to 130 my BP). Since the continents were ro-
tated in order to obtain relative ancient posi-
tions, the paleomagnetic poles were rotated with

PALEOCENE.EOCENE PLATES AT

55 m.y.BP

: PALEOMAGNETIC POLE

POSITIONS, 70 - 40 m.v.

Fig.l. Paleogeographic map of the plates and plate boundaries for the Early Tertiary.
The paleomagnetic poles used for the determination of the mean are plotted. The longi-
tudes are arbitrary.
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the continents. It must be noted that the grou-
ping of the poles is significantly better for all
periods for the paleo-configurations than for the
present-day positions of the plates.

The Polar Wander Analysis

Knowing the plate positions at the present and
at these earlier times, Jurdy and Van der Voo
constructed for each of the three time intervals,
a displacement field which describes the' plate
motions during an interval. True polar wander has
been defined (e.g., Munk and MacDonald, 1960) as
a bodily shift of the earth relative to its spin
axis and, if it had occurred, it would appear as
a special kind of surface displacement field:
a pure rigid rotation about some axis. If no
relative motions between plates had occurred but
such a rigid rotation of the lithosphere had
taken place, it would be observed as true polar
wander and the apparent polar wander paths of all
continents would coincide. If, on the other hand,
no true polar wander but only plate motions rela-
tive to each other had occurred, the apparent
polar wander paths of different plates would
diverge in the geological past. The method of
Jurdy and Van der Voo can therefore be best sum-
marized as finding a best-fitting rotation of the
entire lithosphere, and it is this rotation that
must be attributed to true polar wander. It is
crucial for an understanding of the method to
realize that in the case of no true polar wander
a summation or integration of the displacements
of all the plates over the entire surface of the
earth would yield a zero global average. In more
mathematical terms, such plate motions do not
contribute to a first-degree displacement field
( a rotation of the entire lithosphere) but
instead make up the higher-degree displacement

fields such as hemispherical twists or zonal
rotations in which the motions are opposite to
each other.

The plate configurations were evaluated in a
coordinate framework fixed by the paleomagnetic
data of the reassembled plates. The mean magnetic
poles were used to fix the earth's polar axis and
to define a Cartesian coordinate system in which
latitudes but not longitudes can be determined.
The axes lying in the equatorial plane thus must
be positioned arbitrarily, and we chose to hold
the longitudinal coordinates of North America
more or less fixed. This arbitrary positioning of
the equatorial axes implies an indeterminancy in
the longitudinal displacements and indeed allows
a rigid rotation of the entire lithosphere. How-
ever, this is a rotation precisely about the po-
lar axis and.such a rotation is irrelevant for
true polar wander, since it leaves the position
of the magnetic polar axis relative to the
lithosphere as a whole unchanged. Consequently,
if one decomposes a rigid rotation about a geo-
centric axis cutting a sphere at arbitrary lati-
tude and longitude, into three component rota-
tions about each of the coordinate axes, respec-
tively, one finds that only rotations about the
two equatorial axes will contribute to true polar
wander and that the sum of the squares of these
rotations is independent of the arbitrary posi-
tioning of the equatorial axes.

The plate reconstructions gave Jurdy and Van
der Voo (1974, 1975a) three time intervals over
which the displacement field could be evaluated.
They developed a mathematical method to find the
rigid rotation which best-fitted in a least-
squares sense a set of observed displacements on
a sphere. Denoting the observed displacement
field by (F) and a rigid rotation, corresponding
to true polar wander, by a displacement field

LATE CRETACEOUS PLATES'AT

85 m.y.BP

PALEOMAGNETIC POLE

POSITIONS. 100 - 70 m.y.

Fig.2. Paleogeographic map of the plates and plate boundaries for the Late Cretaceous.
The paleomagnetic poles used for the determination of the mean are plotted. The longi-
tudes are arbitrary.
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(G), one can determine how much of the observed
field F can be accounted for by a rigid rotation
of the lithosphere G, by minimizing the integral

f (F - G)2ds

where ds is an element of surface, and the inte-
gration is done over the entire surface of the
earth. Further mathematical details have been
presented by Jurdy and Van der Voo (1974).

The analysis of the displacement fields for
the three time intervals considered yielded very
small rigid rotations G, an indication of little
or no true polar wander. The calculated values
are presented in Table 1, where the amount of
true polar wander is the length of arc along
which the pole moves relative to whole litho-
sphere or vice versa. The cumulative polar wan-
der, found by adding the motion over longer time
is given in Table 2, along with the uncertainty
(ogs, Fisher, 1953) in the mean paleomagnetic
pole used for the plate reconstructions.

The resultant polar wander is quite small,
even for the entire time interval from the pre-
sent to the Early Cretaceous. This is due to the
differences in the direction of movement (Table
1) over the three time intervals. The calculated
amounts of true polar wander were generally
within the uncertainty of the mean paleomagnetic
pole and thus must be considered insignificant.
Only for the earliest time interval (Early Cre-
taceous) did the amount of true polar wander
exceed the value of the associated 095, but just
for this early period additional uncertainties
exist in the relative positioning of the plates.
Since a primary requirement of the method is a
reliable displacement field all over the earth,
including the oceans, poor constraints on some
Early Cretaceous plate positions (e.g., East
and West Antarctica, the southern part of the
Pacific ocean etc.) result in large uncertain-
ties of the polar wander analysis (see also
Jurdy, 1978). When better Mesozoic sea-floor
spreading data become available, it is concei-
vable that more reliable determinations can also
be carried out for the earlier Mesozoic periods.

TABLE 1. Calculated amounts of polar wander

Direction
Amount of relative to

Time interval polar wander North America
longitudes

Present to 55 my

55 to 85 my BP

85 to 115 my BP

2.0°

3.2°

7.7°

142°W

177°W

11°W

TABLE 2. Cumulative amounts of polar wander

Time interval

Direction
Amount of relative to

polar wander North America
longitudes 95

Present to 55my

Present to 85my

Present to 115my

2.0°

5.0°

4.9°

142°W

164°W

50°W

4.1°

5.0°

4.7°
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Since 1972 NASA has been developing systems for
precise determination of polar motion, earth rotation,
and position on the earth's surface. The two observa-
tional methods are laser ranging to the moon and to
artificial satellites, and very long baseline microwave
interferometry (VLBI).

Lunar laser ranging has been done at the Univer-
sity of Texas' McDonald Observatory at Fort Davis,
Texas, since 1969. A second lunar laser observatory
is under development by the University of Hawaii on
Haleakala, Maui (Hawaii). Similar observatories are
also being constructed in Japan, Australia, and in
Europe. Satellite laser ranging facilities capable of
ranging to Lageos (6000 km altitude) are in operation
at Haleakala, several sites in Europe, and at facilities
operated by the Smithsonian Astrophysical Observa-
tory (Mt. Hopkins, Arizona; Natal, Brazil; Arequipa,
Peru; and Canberra, Australia).

Several radio telescopes are now equipped for
geodetic VLBI observations: Haystack Observatory
(Massachusetts), Owens Valley Radio Observatory
(California), Onsala (Sweden), Bonn (West Germany),
the Deep Space Network Station at Goldstone (Califor-
nia), and the Harvard antenna at Fort Davis (Texas).
The National Geodetic Survey plans to establish a net-
work of three dedicated VLBI observatories at West-
ford (Massachusetts), Richmond (Florida), and the
Fort Davis antenna, in order to measure polar motion
and earth rotation.

The range accuracy now being attained routinely
at McDonald Observatory is about 6 cm. Repeated
measurements of the baseline length between Haystack
and OVRO agree to within 4 cm.

NASA has constructed eight mobile laser ranging
facilities (Moblas) some of which have been used for
the San Andreas Fault Experiment since 1972, in
which the distances between two sites in California
have been measured every two years. Another trans-
portable laser ranging facility is being developed by
the University of Texas at Austin; this is a small and
highly mobile station, to be completed in 1980, that
can move from site to site very rapidly and which
should achieve an accuracy of better than 3 cm.

Two mobile VLBI facilities have been construct-
ed by the Jet Propulsion Laboratory, one with a 9 m
antenna and one with a 4 m antenna. The larger of
these (ARIES) has been used to measure position dif-
ferences between several sites in California and one
of the fixed stations (Goldstone and OVRO).

A plan for a NASA geodynamics program has been
written, and copies may be obtained on request from
the address above. The document describes the

Proc. of the 9th GEOP Conference, An Intermitiontit Symposium on the Applications of
Geodesy to Grottynmnii-s. October 2-5.197S. Dept. of Geodetic Science Rept. No. 280, The
Ohio State Univ.. Columbus. Ohio 43210.

activities NASA intends to carry out to apply space
technology to research in earth dynamics. These
activities may be categorized as being global, region-
al, and local in nature. On a global level, NASA will
cooperate with other Federal agencies and with scien-
tists in other countries to establish observatories for
measurement of polar motion and earth rotation, to
establish a global reference frame, and to serve as
base stations for the mobile stations.

On a smaller scale, mobile stations will be used
to establish a reference frame for the North American,
Pacific, and Australia plates. A major part of the
program will be to operate mobile stations in tecton-
ically active regions in order to observe crustal
movements related to tectonic processes. Initially
the program will concentrate on Western North
America, where a network of about thirty sites be-
tween the Colorado Plateau and the Pacific will be
occupied by mobile stations about three times a year.
The sites will be about 50 km apart near the San
Andreas Fault, and up to 500 km apart toward the
east.

Later, beginning in about 1982, the mobile sta-
tions will begin to operate in other active areas. >
Promising candidates are Central and South America,
New Zealand, the Samoa-Fiji-New Caledonia area,
and Japan. NASA scientists are involved in informal
discussions with scientists in these areas, and it is
hoped that agreements on cooperative programs will
be developed within the next few years. The European
Space Agency is formulating plans for a geodynamics
program, and it is anticipated that a program similar
to that under development by NASA will take shape in
the near future.

The problem of measuring vertical and horizontal
movements on a local scale (less than 50 km, say) is
an important one. It appears that space methods may
be capable of augmenting ground-based methods at this
scale, and may have advantages in terms of economy
and rapidity of coverage. Candidate methods include
spaceborne laser ranging to retroreflectors on the
ground, and the use of radio sources in artificial sat-
ellites to measure position differences in several ways.
Specifically, the possibility appears promising to make
use of the Global Positioning System satellites for this
purpose. NASA intends to support studies of several
systems for measuring local crustal movements.
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Introduction

For more than a decade, dozens of laser rang-
ing stations have been active throughout the
globe monitoring the orbits of about 15 retro-
reflector-equipped artificial satellites. As
has been reported by several publications, in-
cluding Pearlman et al. [1975], McGunigal et al.
[1975], and Masevitsch and Hamel [1975], the
lasers are an operationally acceptable manner
with which to closely monitor the orbital para-
meters of a wide variety of objects. Almost from
the beginning, the possibility of establishing
geodetic benchmarks by the use of laser satellite
tracking was recognized, leading to a number of
convincing demonstrations over selected base-
lines [Smith et al., 1978]. Even though these
experiments were conducted at quasi-fixed loca-
tions, owing to the lack of truly mobile facili-
ties, and used low level orbiting satellites,
they showed great promise for the use of this
technique over continental distances. With the
relatively recent launch of the Lageos target
into an unusually stable orbital configuration
[Pearlman et al., 1976], and with the continu-
ing development of improved techniques for laser
ranging, we are now in a position to realize a
much wider utilization of this geodetic appli-
cation. One can expect the current emphasis
being placed on the measurement of crustal mo-
tions (and on earth dynamics in general) to fuel
an evolution in the field of satellite ranging,
from the use of the versatile fixed station de-
vices, which served so well until now, to the
procurement of specialized, highly mobile instru-
mentation devoted to the global establishment of
geodetic benchmarks.

The main thrust of the following article will
be a brief review of the constraints which have
limited satellite ranging hardware and an outline

of the steps which are underway to improve the
status of the equipment in this area. In addi-
tion, some suggestions will be presented for the
utilization of newer instruments and for possible
future R & D work in this area.

Current Status

Most of the three dozen laser ranging stations
now in existence were designed as fixed observa-
tories. A small subset, consisting of eight NASA
stations and two French stations [McGunigal et
al., 1978 and Gaignebet, 1978], was configured to
be routinely transported between various loca-
tions. Several other satellite stations can also
be classified as transportable [Pearlman et al.,
1978; Wilson, 1978; and Hamel, 1978]; but, to
this author's knowledge, they are not expected to
move between various locals with any frequency.
While none of these existing ranging units is
considered "mobile", their operation at many dif-
ferent locations has demonstrated the geodetic
benchmark capability and has provided a test-
bench for many operational concepts. The opera-
ting parameters which were used by these first
generation transportable systems are summarized
in Table 1. The two French systems generally
represent the smallest and largest of the rele-
vant parameters, while the NASA/Goddard system
parameters lie somewhat between.

Each of the current stations is sufficiently
versatile to permit ranging either the bright,
very fast moving, low targets, or the much higher
NTS2 satellite, which gives the weakest return of
the current lot. Such flexibility, however, is
not without cost. The current systems must
routinely cope with over five orders of magnitude
in target strength. Until very narrow pulse
lasers recently became available, high accuracies
dictated the use of high radar signals, sometimes

TABLE 1. A Summary Of The Operating Parameters
For The Transportable Satellite Ranging Stations

Smallest Largest

Aperture

Energy per Pulse

Firing Rate

Pulse Width

Signal Strength on Lageos

Single Shot Uncertainty

Size (critical components)

0.36 m (CNES I)

0.25 J (Moblas II-VIII)

0.5 PPS (CNES II)

2 nsec (CNES II)

5 photoelectrons/shot

^ A cm (RMS)

1 van approximately
2 . 3 x 3 . 5 x l 2 m

1.0 m (CNES II)

2 J (CNES II)

3 PPS (Moblas)

12 nsec (CNES I)

80 photoelectrons/shot

^ 75 cm (RMS)

3 vans approximately
2.3 x 3.5 x 12 m
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exceeding hundreds of photoelectrons per shot.
Such signal strengths call for moderate aperture
receivers and strong lasers. The energy in the
output laser beam was sufficiently strong, in
some instances, to warrant the use of active
radar to monitor the airspace above stations.
The lower but brighter objects, on the other
hand, dictated fast track rates and frequent up-
date of the orbital predictions. Furthermore,
with multiple tracking tasks involved, consi-
derable data handling capability was required.
Lastly, and most telling, these multipurpose sta-
tions have been expensive to build and expensive
to operate, predicating their use to cost-shared
tracking programs, and preventing great utility
in many of the specific areas of interest such as
crustal dynamics.

Any laser contribution to a more aggressive
attack on earth dynamics requires a system which
is optimized solely for providing accurate bench-
marks. Newer laser systems must be far more
mobile than the current compliment. However,
unlike the first generation units, these future
systems need only concern themselves-with ob-
taining accurate data on the Lageos satellite,
which is the optimum target from which to
infer crustal motions. This specialization is a
significant advantage from the hardware stand-
point for, while Lageos is weaker than most
other satellites, it still provides a good
signal from a moderately slow, highly pre-
dictable orbit. Bender et al. [1978] did pro-
pose, therefore, that a highly mobile ranging
station be developed specifically for use on
the Lageos satellite, taking advantage of low
signal techniques, such as used for lunar
ranging, and designed to respond to problems of
crustal strain monitoring.

Mobile Station Design

The University of Texas McDonald Observatory
has been working for the past nine months in co-
operation with NASA and the Joint Institute for
Laboratory Astrophysics to develop the required
laser station. The basic design goals which have
been chosen for this effort are the following:
1. The station will be highly mobile, able to

be driven routinely from place to place in a time
scale of less than a few days.
2. The station will be air transportable.
3. The station should range the Lageos target

with a normal point accuracy better than 2 centi-
meters for a three-minute average. And,
4. The station must be eye-safe and present no

hazard to overflying aircraft or ground-based
observers.

This set of constraints, while relatively sim-
ple, leaves little flexibility in the choice of
station parameters. There is so little flexi-
bility, in fact, that until the availability of
mode-locked laser systems, with pulsewidths of
less than 1 nanosecond, the entire subset of re-
quirements was impractical. In particular, the
requirement for eye safety is very restrictive to
the choice of system parameters. It is thought
that the eye damage threshold for short pulse
lasers at visible wavelengths is approximately
5 x 10~" joules cm~2, for a distended pupil

[Taboada and Gibbons, 1978]. In other words, the
system can transmit no more than 3.5 millijoules
of energy on each laser shot provided that the
beam is dispersed over a 30 cm transmitting
aperture. It is easy to show that an appreciable
size receiver is required before an average of
even one photoelectron per shot is expected from
the Lageos target, even if such an energy is
transmitted with a beam divergence of only 10 arc
seconds. When this fact is coupled with the
desire to maintain a very compact instrument,
several conclusions are immediately evident.

1. The transmitting and receiving functions of
this station must be contained in a single aper-
ture in order to prevent having to transport two
moderately large, high quality telescopes. (The
single aperture telescope should be a coude in-
strument to accommodate the connection to the
laser light source.)
2. The transportable laser station will have

to operate on the Lageos target with signal
levels at or below one photoelectron per shot.
3. The system will have to operate with a

relatively narrow beam divergence, requiring an
excellent prediction and pointing system in order
to acquire the target. And,
4. The system should employ a subnanosecond

(mode-locked) laser.
It is also interesting to note that the use of
a single aperture system which is restricted to
a specific output density, implies a return
signal proportional to the fourth power of the
aperture. This puts a great premium on the
packaging of the telescope, since 40 cm aperture
optics will produce almost ten times the return
of a 30 cm aperture instrument.

The design parameters chosen for the Univer-
sity of Texas station (TLRS) are shown in Table
2. Owing to the availability of high repetition
rate lasers, the system operates well into the
single photoelectron regime. Even so, the design
is relatively conservative, with a predicted re-
turn of some 20 photoelectrons per minute at
worst zenith distances using a conventional pho-
tomultiplier, and some three times higher with
newer detectors which are now on the market.
Single shot uncertainties from each detected
photon from the Lageos target will be on the
order of 5 to 7 cm. These parameters forecast
a worst case ranging precision for a one minute
normal point of approximately 2 cm, with the best
case accuracy limited to about 1 cm by the
atmospheric corrections [Gardner, 1977] and the
measurement of system biases.

Figure 1 gives two views of the system as it
is now being constructed. These drawings differ
somewhat from previous presentations; but, with
construction in progress on all major components,
is likely to remain relatively accurate. The
system has been sized such that it will load
without disassembly through the side door of a
Boeing 747 air freighter, thus permitting move-
ment between continents on commercial airlines.
The system is designed to be able to operate
without site preparation on any relatively level,
firm surface. Mount orientation will be deter-
mined by means of an electronic level and an
azimuth marker, or by the observation of stellar



sources. We rely on an automatic, internal cali-
bration method not requiring outside targets.
Sufficient computing capability is carried with
the station such that daily communication with
the home facility is not required. Among the
other innovations being tested by this prototype
is a mode-locked laser which transmits several
narrow pulses on each shot, so as to save power
and complexity of system. At present, the items
pacing the construction of this unit include the
delivery of the van, which will hold the major
equipment, and the accurate telescope gearing.
We expect the unit to be assembled in February
of 1979, after which an extensive program of
testing will begin.

Program Expectations

Although the University of Texas transportable
station is, in many respects, a prototype, it is
expected to be able to play a significant role in
crustal dynamics studies. Modelling studies by
Bender and Goad [1978] indicate that a site occu-
pation of less than a week should be sufficient
to accurately determine any location relative to
other Lageos observatories. Even presuming long-
er stays during an initial campaign and moderate
weather statistics, it is obvious that large num-
bers of sites are possible, provided that the
logistics of each move are kept reasonable.
Bender and Goad claim that the accuracy of each
determination should be on the order of 4-5 cm,
presuming reasonable monitoring by other stations
and will improve measurably over the next few
years as additional studies are completed on the
satellite's orbit. Sealer baselines to specific
nearby fixed laser stations also observing the
same target may be somewhat better determined.
It is expected that the sites would be revisited
on a bi-annual schedule so as to maintain their
status as fundamental benchmarks. If some of

These sites are shared with systems sensitive to
"inertial" reference frames, such as lunar rang-
ing or VLBI, one could monitor long-term crustal
motions in a fixed coordinate system.

Since the use of this station, even if only
partially successful, represents a large incre-
ment in the global capability for establishing
high accuracy benchmarks, there are a large num-
ber of potential programs which could be chosen.
It is hoped that conferences such as GEOP can be
instrumental in setting priorities in this area.
Since this station will enjoy a temporary advan-
tage in mobility, it is the personal opinion of
this author that it should concentrate on those
relatively uncharted plate boundaries which have
reasonably suitable weather statistics. (Poor
weather areas, like the Aleutians, would, by
necessity, need to be done by radio techniques.)
Programs along the poorly known fault zones could
not only take advantage of the station's relative
transportability, but also its ability to monitor
the character of the strain field around each
benchmark by using the system as a very powerful,
pulsed geodimeter. In the latter application,
single, disposable one-inch retroreflectors would
be permanently placed on distant mountain tops
around each occupied benchmark. These lines
would be monitored by the so-called "ratio"
method, first conceived by Robertson [1972], and
could greatly increase the impact of this station
at remote sites. Provided that the ratio method
proves accurate to a few parts in 10', as has
been indicated by preliminary NGS work around
McDonald Observatory [Carter, 1978], and to the
extent that this method would be applicable over
the much longer lines which would be accessible
by this pulsed system, this added facility could
prove very useful in "uncharted" areas, espe-
cially since the horizontal monitoring could be
done at very little additional cost.

Figure 2 shows a hypothetical program which
could be conducted with a combination of these
capabilities in the complex Central American re-

TABLE 2. Design Parameters For The Highly
Transportable Lageos Ranging Station

Aperture 0.30 m (common trans./
receive apert.)

Fig. 1. An artist's representation of the ex-
terior and interior of the highly transportable
laser ranging system.

Energy per Pulse 3.5 mj @ 5322 A

Firing Rate 10 PPS nominal

Beam Divergence 20 arc sec (nominal)

Pulse Width 100 psec

Nominal Signal Strength 0.06 photoelectrons/
shot

Single Shot Uncertainty + 7 cms (RMS)

Size Critical Pkg. Two single chassis
vehicles, 2.4 m
(width) x 2.97
(height) x 6.5
(length)



gion, where the North American, Caribbean and
Cocos plates intersect. This example is shown to
indicate the scale at which the two methods might
be applied and to show how the powerful combina-
tion of capabilities could monitor crustal strain
in logistically difficult areas. The eight
occupied sites are located near paved roads at
selected plate locations. The eight would find
the overall character of the motions, act as base
sites for horizontal ranging into the inacces-
sible regions, and set scale for the ratioed
lines. All of the horizontal lines outside of
Guatemala terminate near unimproved roads for the
one-time retro deployment, while inside Guatemala
the proximity and inaccessibility would warrant
a short helicopter campaign. Needless to say,
however, the many possible facets of this system
warrant a great deal of testing before we dare
plan for any ambitious program. Specific recom-
mendations must await a later time when the re-
sults of preliminary tests of the station
capability are available.

Future Expectations

The design of the TLRS has been extremely cau-

tious, permitting the staff to bring into opera-
tion as few new concepts as possible during the
early operations. A number of improvements which
might be added to this or subsequent stations
with little effort are: 1) two color ranging so
as to permit some additional atmospheric informa-
tion; 2) the addition of advanced detectors
which have both higher quantum efficiency as well
as lower pulse jitter; 3) the addition of a
computer-readable TV guide system so as to permit
fully automatic mount modelling; and, 4) the
addition of software to permit on-site orbital
updates so that the system may, in fact, boot-
strap its orbital predictions without requiring
frequent updates from larger analysis centers.
In addition, we certainly expect much effort at
other institutions, particularly Goddard Space
Flight Center, to optimize the packaging for such
systems, and to improve the ranging accuracy
[McGunigal, 1978].

Recently, Wilson and several other authors
[1978] attempted to determine the limitations on
the compaction of portable laser systems. The
major thrust of these discussions was that the
higher cross sections of the lower satellite
targets, such as Starlette, makes it possible to
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Fig. 2. A possible TLRS campaign for regional strain analysis illustrating the station's ability to use

both satellite observing and long baseline terrestrial ranging in a combined program.



package a geodetic laser system small enough to
be transported by a single jeeplike vehicle.
Since it uses lower satellites the smaller system
would only be practical for measuring the shorter
(<1000 Km) baselines. However, the system could,
of course, also act as a long baseline horizontal
geodimeter and might reduce the cost of large
operational tracking deployments such as required
for the Seasat instrument. In those areas where
the horizontal "ratio" method permits the mea-
surement of a large number of unoccupied base-
lines for little cost, it would be unnecessary to
use more highly mobile systems to permit the
occupied measurement of these terrestrial lines,
particularly if the smaller systems were unable
to track the Lageos target which would provide
the best overall control. On the other hand,
there are many areas where horizontal work does
not appear practical — many which would be more
easily studied by a system significantly more
mobile than the TLRS. Thus, the success or fail-
ure of the concepts to be tested by the TLRS will
certainly have a marked impression in the devel-
opment and possible deployment of more advanced
laser ground systems. Most certainly, the degree
of success by totally different techniques will
also play a major role in these developments.

In summary, it should be clear that the wide
application of laser satellite ranging to the
field of crustal dynamics is promising, but un-
tried. Systems development in this area is, and
will remain for at least a year or two, in a high
state of flux. It seems likely that this method
can be an important contributor to many problems
in this area, but the exact nature which this
interaction will take is not clear at this time.
The recent technological advances have opened up
new avenues which we have only recently started
to explore. It is clear, furthermore, that a
large number of other possibilities including
space borne lasers [Smith, 1978], extra-galac-
tic radio receivers [MacDoran, 1978], and satel-
lite based radio systems [Counselman and
Shapiro, 1978] are also available. If we are to
properly adjust to the discoveries of the next
one to two years with intelligent approaches to
the acquisition of meaningful geophysical data,
we must, for the moment, retain a flexible,
responsive approach, as free from inertia as
possible.
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SUMMARY

The mobile VLBI geodetic system called
ARIES for Astronomical Radio Interfero-
metric Earth Surveying is currently
operating in a proof of concept mode that
is adapted to also acquire geophysically
significant data. These geophysical
data are acquired by careful choice of
the transportable antenna's location
using the advice and counsel of the
Caltech Selsmological Laboratory.
Figure I shows the fixed base stations
at Goldstone and Owens Valley and por-
table antenna sites in southern California.

Initially, the ARIES 9m stations began
S-band (2.3 GHz) experiments on a 307 m
baseline near the Goldstone 64m MARS
station (DSS 14) and demonstrated a 3 cm
accuracy relative to a direct line of
sight geodetic survey (Ong, et al 1976).
That first experiment sequence demon-
strated absolute three-dimensional
accuracy (within 3 cm) in a limited
case; that is, if the technique could
not achieve the absolutely correct
vector on 307 m, it certainly would
fail on longer baselines where the
initial goal was 10 cm. Such success
was, of course, only a necessary
condition since over such a short
baseline the factors of troposphere
and ionosphere were self-cancelling
and the system was insensitive to radio
source positional uncertainties, uni-
versal time and polar motion effects.

The next step was to operate on a
longer baseline so the parameters that
were previously self-cancelling or of
low sensitivity could now be sensed,
and the ability to calibrate for their effects
could be demonstrated.

In August 1974, the ARIES station was moved
to JPL in Pasadena, a location logistically
favorable, accessible .to conventional geodetic
systems to check on claimed results and close
to the San Gabriel fault.

The measurement accuracy for the 180 km
JPL/Goldstone (DSS 14) baseline was estimated
in June 1975 at approximately 8 cm. ARIES
then made its measurements available to the
National Geodetic Survey in advance of NGS
geodetic connection of JPL to the TCT, Trans
Continental Transverse, the most accurate
large scale horizontal control network in
the U.S. The results of the comparison of
the ARIES derived baseline length with that
of the NGS agreed within 13 cm, in good
agreement with the 8 cm accuracy estimates
of both techniques.

Prix-, of the 9lh GEOP Conference. An Inifrtittfitnitil Symposium tin ihv AppHi-tuion* of
(1'iWr.trfiifiViK/vniiiiHr.v. Orntherl-5.1978. Dept. of Geodetic Science Kept. No. 280. The
Ohio Suie Univ.. Columbus. Ohio 43210.

While the ARIES accuracy results on 180 km
were gratifying, the conventional geodesy
accuracy estimates of 8 cm may have been
overstated and a more conclusive test situa-
tion was desired. What was needed was as
long a distance as could be found (hopefully
also of geophysical interest) which a laser
distance measuring device could make in a
single direct line of sight. Such a pair
of locations was found, Malibu (MAL), on the
Santa Monica/Malibu fault and Palos Verdes
(PV) Peninsula near the Inglewood/Newport
fault. Both the MAL and PV sites are
abandoned NIKE air defense bases with roads
and their perimeter fences still intact.
By observing on approximately 380 km base-
lines from ARIES 9m station to the 40m
telescope of the Caltech Owens Valley
Radio Observatory (OVRO), the three dimen-
sional position of PV and MAL was derived
relative to the OVRO telescope. By
differencing the components of the posi-
tions of the two sites, the vector was
obtained from Malibu to Palos Verdes, a
42 km path across Santa Monica Bay in
southern California, with an estimated
accuracy of better than 10 cm. In May
1977, the Santa Monica Bay experiment
results were again provided in the blind
to the National Geodetic Survey which then
directly measured both the intersite
distance and azimuth by conventional first-
order horizontal geodetic control methods.
The two techniques differ by 6 + 10 cm in
baseline length and 0.5 + 1.2 arc sec in
azimuth (corresponding to 10 + 20 cm).
The details of the Santa Monica Bay experi-
ments are contained in (Niell, et al, 1979).

The ARIES Santa Monica Bay accuracy
demonstrations were a prerequisite to the
Sea Slope Experiment of the NGS to study
the apparent differences between oceano-
graphic and geodetic leveling determina-
tions of the sea surface along the Pacific
Coast. With joint NGS and NASA OSTA support,
ARIES developed the relative geometric
positions of tide gages at La Jolla and San
Francisco, California where a 65 cm sea slope
to the south was indicated by geodetic
leveling. ARIES acquired data at San
Francisco (SF) in June 1977 and La Jolla (LJ)
in July 1977 spanning a total of 42 days.
Using the 40m telescope at OVRO as the primary
base station, 6 cm or better, three dimen-
sional accuracies were obtained over these
380 to 500 km baselines. A secondary base
station, the 26m Venus antenna at Goldstone,
also participated. Based upon a triangle
baseline vector closure criterion, individual
baseline determinations indicated 6 cm
accuracy with a one part in 10' closure.
Simultaneous S-band (2.3 GHz) and X-band



(8.4 GHz) observations at SF to OVRO pro-
cessed as separate experiments yielded
identical baseline vector results within
the 2 to 5 cm uncertainty estimates imposed
by signal to noise limits. The San
Francisco/La Jolla experiments also utilized
dual channel water vapor radiometers at
all stations and played an essential role
in calibrations of local vertical relative
positioning. Hydrogen maser frequency
references were made available by the
Goddard Space Flight Center for use at
all stations. The final combination of
ARIES geometric tide gage positional data
with the geoid between La Jolla and San
Francisco remains an analysis task for
the NGS in order to directly compare
with spirit leveling observations, to resolve
the sea slope controversy.

Five measurement sessions have now been
conducted between the JPL Pasadena site and
Goldstone since August 1974 for a total of
eight measurements to Goldstone and five to
OVRO. The precision in the east-west coordi-
nate appears to be approximately 3 cm when
measurements are taken closely in time as in
the Sea Slope experiment previously discussed.
For the JPL/Goldstone baseline, a 12-15 cm
westward movement of JPL site relative to
Goldstone has occurred with most of the
displacement taking place in the last half
of 1975. For 1976 to 1978 relative stability
is indicated using both OVRO and Goldstone
base stations. For all baselines, no vertical
displacements appear significant in the
presence of the 6 to 10 cm system noise
imposed mainly because water vapor radiometer
tropospheric calibrations are not yet consis-
tently available.

A 4m high mobility ARIES station has now
begun initial field demonstrations. Early
experiment results indicate an inadequate
signal to noise margin which limited the
quasar catalog resulting in a biased solution.
Telecommunications upgrades to the 4m antenna
are dual Mark II recording (8 Mb/sec) and a
traveling wave maser first stage receiver
amplifier. With these improvements, the 4m
station will probably out perform the 9m
station while providing a two site per week
site measurement yield compared to the one
site per month yield of the 9m system. At
present the 4m antenna is undergoing side-
by-side tests with the 9m antenna at the JPL
site. Following successful side-by-side
tests, the 4m station will demonstrate its
high mobility and accuracy by repeating
the Malibu/Palos Verdes experiment but this
time to acquire the data at both sites in
one week.

The satellites of the NAVSTAR Global
Positioning System (GPS) offer an important
new geodetic resource making possible a
highly accurate portable radio geodetic
system. A concept called SERIES (Satellite
Emission Radio Interferometric Earth
Surveying) makes use of GPS radio trans-
missions without any satellite modifica-
tions. By employing the technique of

VLBI and its calibration methods, 0.5
to 4 cm three dimensional baseline
accuracy can be achieved over distances
of 3 to 300 km respectively, with only
2 hours of on-site data acquisition.
The use of quasar referenced ARIES Mobile
VLBI to establish a sparse fundamental
control grid will provide a basis for
making SERIES GPS measurements traceable
to the time-invariant quasar directions.
Using four SERIES stations deployed at
previously established ARIES sites, will
allow the GPS satellite apparent posi-
tions to be determined. These apparent
positions then serve as calibrations
for other SERIES stations at unknown
locations to determine their positions
in a manner traceable to the quasars.
Because this proposed radio inter-
ferometric configuration accomplishes
its signal detection by cross-correla-
tion, there is no dependence upon
knowledge of the GPS transmitted wave-
form which might be encrypted. Since
GPS radio signal strengths are 10^
stronger than quasar signals, a great
reduction in telecommunications so-
phistication is possible which will
result in an order of magnitude less
cost for a SERIES GPS station-compared
to a quasar based mobile VLBI system.
The virtually all-weather capability
of SERIES offers cost-effective geodetic
monitoring at less than $1,000 per site.

Details of the SERIES-GPS system will
be published in the Bulletin Geodesique
in early 1979.
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Application of Global Positioning System to Determination or
Tectonic Plate Movements and Crustal Deformations

R. J. Anderle
Naval Surface Weapons Center

Dahlgren, Virginia 22448

N79 21469

The NAVSTAR Global Positioning System is in-
tended to provide observers with instantaneous
measurements of position and velocity in three di-
mensions to 10 m accuracy in 1985- In order to
obtain position in three dimensions, "pseudo-range"
measurements are computed to four satellites on the
basis of the difference in the time of transmission
and the time of receipt of signals transmitted by
the satellite. Since the time of receipt of the
signals is biased due to the error in the observer's
clock, the computed ranges are called "pseudo-ranges'
and the measurements are made to four satellites so
that the error in the observer's clock as well as
the three components of position can be computed.
In order to test the concept in 1979, six satellites
are being launched into orbits which will allow an
observer in the Southeastern part of the United
States to receive simultaneous data from four satel-
lites for several hours each day. Both test and
operational satellites will be in circular twelve
hour orbits at an inclination of 63 degrees. The
operational system will have eight satellites in
each of three orbit planes to provide world-wide
continuous coverage.

A number of proposals have been made to utilize
the GPS satellites to obtain positions to a few '
centimeters accuracy for use in crustal motion re-
search. In each instance, orbit and satellite clock
errors are.minimized by computing the relative posi-
tion of ground sites. Because of the high altitude
of the satellites, these errors will not be signi-
ficant even for stations separated by hundreds and
perhaps thousands of kilometers, depending on
whether predicted, fitted, or specially computed
ephemerides are used (Anderle, in press). MacDoran
(in press) proposes to make measurements on the
spread spectrum signal broadcast by the satellite.
Shapiro (private communication) would make measure-
ments on an additional signal source he proposes
to place aboard the satellites. Measurements
could also be made on side-tone signals if these
were provided by the satellite. In this report I
will address use of the signals transmitted by
the satellite and recorded by prototype equip-
ment which'is now being tested. Each of these
approaches has certain advantages and disad-
vantages:

Easton

Anderle

Sidetone Low cost,
navigation
option

Recovered Equipment
code developed

Special satel-
lite hardware

Precision or
antenna size

Oscillator

Proponent Signal Advantages

MacDoran Spread Precision,
Spectrum Code not

required

Shapiro Unknown Precision,
low cost

Disadvantages

Untested,
Antenna size

Untested, spe-
cial satellite
hardware
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structed developed, error
carrier precision

The satellite transmits on two L band frequencies
centered at 1575 (l̂ ) and 1227 (12) Mhz in order to
provide a capability for correction for first order
ionospheric effects. The carriers are fully sup-
pressed by a bi-phase pseudo-random modulation at
a 10 megabit rate. This "P code" is supplemented by
a lower bit rate, shorter code sequence, "C/A code"
on the L-L signal which permits rapid acquisition
of the signal. The code is also generated by the
receiver, where it is shifted in time to obtain
maximum correlation with the received signal. The
time of maximum correlation is recorded as the time
of receipt of the signal. Subtraction from broad-
cast time of transmission of the signal gives the
apparant travel time to the signal, and multiplica-
tion of the difference by the velocity of light
yields the pseudo range to the satellite. Once
the correlation of the codes is made, the carrier
signal is reconstructed and Doppler measurements
are made.

Eight receiver channels would be required to
maintain continuous lock on the L-, signal from
four satellites as well as the (Lj-L2) signals.
To reduce receiver size, power, weight and cost,
fewer channels are used. Since the initial search
for the signal correlation can take tens of seconds,
five channels is the minimum number used when high
data rates are desired; four of the channels main-
tain continuous lock on the L^ signals from four
satellites while the fifth channel rapidly se-
quences through the (Lj-Lo) signals. Simpler
receivers have two channels which lock on the
Lj and L2 signals from a satellite, then switch
to the next satellite, or a single channel which
sequences through the L^ then L2 signals on each
satellite in turn. The lowest cost receiver uses
a single channel which sequences through only the
LI C/A signal on each satellite. The primary
output of these receivers, depicted in figure 1,
is the range obtained by correlation of the
pseudo random noise signal. Doppler is counted
to obtain velocity and reduce the noise of the
PEN measurements. The NAVSTAR Geodetic Receiver
(NCR) built by the Naval Surface Weapons Center
and Stanford Telecommunications Incorporated
(figure 2) has two channels and records range at
L^ and Doppler at L-^ and L2,' sequencing through
satellites according to computer commands.

The measurement precision depends on antenna
gain and the receiver hardware. Examples of pre-
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cision for two antenna gains are given below
based on the equations given in figure 3 for
monitor stations (similar to X sets) used to ob-
tain data for orbit computations; the precision
is also given for the NGR.

ri t r

Table 1

Sample Measurement Precisions

Equipment Monitor Station
(6 sec. average)

Range Precision
0 db antenna 36 cm
21 db antenna Q.k cm

Doppler Precision
0 db antenna O.ll* cm
21 db antenna 0.08 cm

NGR

65 cm
5 cm

0.17 cm
0.01 cm

The above figures are based upon a receiver power
of 163 dbw, which is 3 dbw poorer than that ob-
served for the first two satellites launched.
The zero db antenna is a small stub which does
not have to be aimed. A 21 db antenna is equi-
valent to a one meter dish which must track each
satellite, although the required aiming accuracy
is only about 10 degrees. If the measurement
precision at each of the L-band frequencies is



the same, the precision of the range corrected for
ionospheric refraction will be a factor of four
worse than that fundamental precision after ap-
plication of the correction algorithm. However,
by tracking the (L̂ -Î ) the refraction correction
can be obtained without significant degradation
of the basic precision, as shown in figure 3.
The precision inferred from monitor station data
which has geen aggregated to 15 minute intervals
is currently 20 cm. This is higher than ex-
pected for aggregated data, according to table 1;
however, the value of 20 cm was obtained as the
residuals of fit to five to ten hours of data.
Figure 5 shows that oscillator variations in-
tegrate to range errors of 50 to 100 cm after
5 to 10 hours, which easily accounts for the re-
sult obtained.' Hermann (private communication)
analyzed 15 minute segments of data obtained on
two satellites during an initial demonstration
of the NGR. He found the noise level of the
range measurements matched the expected 65 cm
for one satellite. The noise of frequency
measurements on each satellite at L^ matched
that expected for the frequency counter used in

the demonstration, although the equipment was
only capable of validating the precision of the
phase measurements to the 20 cm level. Fre-
quency measurements at Lg were considerably
worse than expected, probably due to interfer-
ring signals encountered in the area.

The difference in positions of two stations
based on pseudo-range measurements to four satel-
lites is equivalent in information content to
an inter-ferometric determination of relative
station positions. In such solutions, the pre-
cision of the position determination is a factor
of two to three- worse than the precision of the
range measurements due to the Geometric Dilution
of Precision (GDOP) arising from the simultaneous
solution for position and time bias. Thus the
expected precision for solutions for relative
station positions based on X-set data over a
six hour time span would be J"2x3x35/73600 = 2.5 cm,
where /2 arises from differencing data from two
stations, 3 is a GDOP, 36 cm is the precision of
six second data, and 3600 is the number of obser-
vations in a six hour interval. About the same

Precision of Monitor Station Data*

P Bf» / \ - -i »»
= *•"_ / , C A J. M

Range Variance, ° r. s/No (F^f) jjT^T l6Tv

2 L 2
Variance in Refraction Data, °M « • - -* /_!•_\

. Ml- M2 - T12 S/H0 \S*t)

Range Difference Variation, o
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where

BC = code channel bandwidth - 25 hz

S/N = signal.to noise ratio in hz - 10d'b/'10hz

c = velocity of light
.f = code frequency -10.23 mhz
T^= L-, code loop time constant ~ 10 sec

M = number of operating channels
Tv = nominal sampling interval ~ 10 sec

q = c/6U f = l/6Hh of a code chip
T12 = min (T̂ -, ̂s/̂ '. where T2 = La

tracking sequence - 60 sec
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2
+ ac_ +/ Ai
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code loop constant - 160 sec, TTg = time slot of MS

BL = costas loop bandwidth for Doppler -3.33 hz . .

fc = L^ carrier frequency -1575 ̂2 mhz

^ = c/61* fc = l/6Vth of a carrier cycle

t = integrated doppler measurement interval' ".6 sec • ' '
Tj = time interval per unit change in range due to ionosphere ~197 sec/m.

"interface control document 12U36, MCS/NSWC

.FIGURE 3 '
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level of accuracy was obtained by Goad (private
communication) in a computer simulation which
considered the geometric and other factors in
the solution in a more realistic fashion.

Because of the higher precision of phase
measurements and the successful use of such
measurements of Navy Navigation Satellites in
geodetic solutions, the Naval Surface Weapons
Center is exploring the use of such data from
GPS satellites for positioning. In this approach
phase measurements and integral Doppler counts
are made over successive time intervals during
the passage of a satellite between the start
and end of the interval can be computed. For
the lower altitude, polar, Navy satellites,
the range difference observations obtained dur-
ing one pass of the satellite over the station
provide a determination of station latitude and
the range to the satellite at the time of closest
approach of the satellite to the station. Data
from two passes at different longitudes are
required to resolve the two slant range measure-
ments into station longitude and height to
acceptable precision. For the higher altitude
GPS satellites, a three-dimensional solution
for station position can be obtained from obser-
vations made on a single pass of the satellite
over the station, but not to the precision pos-
sible using data from two pass«s. The range
differences observed during a pass can be
treated in two ways: the range differences
over successive time intervals can be assumed

to be uncorrelated, or, if the cycle count is
not reset at the time of readout, the range
differences can be accumulated to provide a
series of range measurements subject to a
range bias common to the observation set.
Simulations by Anderle (in press) indicate that
biased range data during a pass yields a pre-
cision in the determination of two components
of station position which is about equal to the
precision of the range difference measurement.
Uncorrelated range difference data provides a
precision which is a factor of three or more
worse than the precision of measurement. Due
to the high measurement precision possible,
this would still be a highly useful data type
which would permit observations of two or more
satellites sequentially with a two channel re-
ceiver. However, range difference data,
treated as either correlated or uncorrelated,
set severe requirements on the oscillator used
to make the measurements. Figure ^ (Fell,
private communication) shows that a Cesium
oscillator will produce systematic errors which
would reach 20 cm during a fit of mean frequency
offset to eight hours of range difference data.
The figure is a sample result for one sequence
of data. Fell also gives the root mean square of
the error for a large set of sequences of such
data in figure 5 as a function of time within the
pass; the rms error ranges from 10 to 15 cm, with
the maximum error in the center and at the ends
of the pass. The effect of this systematic error

Precision of NAVSTAR Geodetic Receiver*

2
Range Variance, or -

Doppler Variance, o 2
r

r .905 + ii
BL(PLL)

S/Nr
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where

c = velocity of light

B--(DLL) = one-sided loop noise bandwidth = 2 hz
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* Stanford Telecommunications Incorporated
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on station position is being computed. But it
will clearly dominate the effects of the measure-
ment error.

To summarize, pseudo-range measurements to
four GPS satellites based on correlation of the
pseudo random code transmissions from the satel-
lites can be used to determine the relative po-
sition of ground stations which are separated
by several hundred kilometers to a precision at
the centimeter level. This precision is attained
within 12 hours using a small antenna or much
more rapidly with a directional antenna. Carrier
signal measurements during the course of passage
of two satellites over a pair of stations would
also yield centimeter precision in the relative
position, but oscillator.instabilities would
limit the accuracy by an as yet undetermined
amount. Measurement precisions of code and
carrier signals have generally been consistent
with test conditions, but have not been tested
to design levels yet. The accuracy of solutions
based on either type of data would be limited by
unmodeled tropospheric refraction effects which
would reach five centimeters at low elevation
angles for widely separated stations.
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Spaceborne Ranging System
David E. Smith

Goddard Space Flight Center
Greenbelt, Maryland 20771

N79 31470

Abstract. A spaceborne laser ranging system is
described that could survey a large network of
ground reflectors, and provide, their relative loca-
tions to a precision of + 1 cm. This performance
is believed realizable for networks covering up to
10° square kilometers and from only a few days of
observations. This system could be used to monitor
crustal movements in many areas of the world and
has the potential to provide an almost real-time
system for detecting precursory ground motions
before large earthquakes.

Introduction

During the last decade or so improvements in our
ability to measure precise positions on the earth's
surface by conventional ground based techniques has
made us more aware of the existence of crustal
motions taking place at the centimeter level. This
has become particularly apparent for seismic
regions such as California where the existence of
sizable geodetic motion, both horizontal and verti-
cal, have been observed (e.g., Castle et al. 1974)
and the majority of earth scientists now seem
ready to accept that motions at the centimeter
level are probably occurring in many regions, not
only those considered seismically active or under-
going well-documented subsidence. The extension of
conventional surveying at the centimeter level into
larger areas presents difficulties from a point of
view of accuracy and the frequency with which
re-surveys of the areas can be reasonably accom-
plished. With only limited knowledge of the time
scales on which motions along plate boundaries and
plate interiors are occurring it seems highly
desirable to be able to make these geodetic
measurements almost synoptically, or at least on
an "as required" basis. Ground deformation
preceding large earthquakes is known to occur
(Scholz et al., 1973) but little seems to be known
about the time scale or the magnitude of the
deformation nor, of course, precisely where it will
occur. Thus techniques capable of monitoring large
areas on a scale that could detect possible pre-
cursory motion.and able to re-survey the area
quickly in order to confirm the initial observa-
tion could play a very important role in the
detection and understanding of this type of
crustal phenomenon; at least in so far as indica-
ting where intensive ground based measurements
might be concentrated.

Space techniques involving mobile ground based
systems, such as very long baseline interferometry
(VLBI) and laser ranging to satellites and the
moon can be expected to provide a capability close
to the required accuracy in the next several years
but it is not clear if the measurement and
re-measurement of hundreds, or perhaps thousands,
of points by these methods is practical in an
operational role. For these reasons it was pro-
posed several years ago (Mueller et al., 1975;

Proc. of the 9th GEOP Conference, An Interntitiontil Symposium on the Application* of
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Ranging System

Fig. 1.
concept.

Spaceborne ranging system: general

Vonbun et al., 1977; Smithsonian Astrophysical
Observatory, 1977), that putting a laser system
into space and putting simple unmanned reflector
systems on the ground might.have a distinct
advantage when the scale of monitoring ground
motions grew to a level of becoming a global
problem or the frequency of re-surveys coupled with
areal size become too large for the mobile space
techniques. Furthermore, it seemed that the space-
borne laser would probably have a greater potential
accuracy than these other techniques for distances
up to a thousand or more kilometers if the alti-
tude and configuration of the satellite were care-
fully chosen.

In this paper a spaceborne laser ranging system
is described and the results of performance
simulations presented that show the capability of
such a space mission in providing precision
geodetic positions on a global, near real-time
basis.

Spacecraft System

The Spaceborne Ranging System consists of an
orbiting spacecraft carrying a pulsed laser
distance measurement system that sequentially
measures, the distance to a number of retro-
reflector arrays on the ground. Figure 1 shows
the general concept of the system. Launched by the
Space Shuttle into a low altitude orbit the space-
craft is subsequently lifted into a higher orbit
by its own propulsion system. Once in orbit the
spacecraft ranges to the corner reflectors on the

59



-rth's surface, as it passes overhead. The
measurements are stored on the spacecraft and
subsequently relayed to a high altitude relay
satellite, the Tracking and Data Relay Satellite
System, for re-transmission to a ground terminal.
The measurement objective of the system is a
relative position uncertainty .in the locations of
the reflectors of + 1 cm precision or better for
separations of reflectors as large as 1200 to 1500
km. The specifications of the spaceborne and
ground reflector system are such that they should
meet this measurement accuracy for a mission to be
launched in the early to mid-1980's.

The proposed laser system (M.W. Fitzmaurice,
private communication) would consist of a Nd YAG
laser with a 200 picosecond pulse length and a
repetition rate of 10 pulses/sec. The rms range
uncertainty of a single pulse at 5 to 10 photo-
electrons is expected to be 1 to 2-cm with a bias
of a few millimeters.

The ground targets (P.O. Minott, private commu-
nication) will consist of a small corner cube

28cm

20cm

7.3 cm RETROREFLECTOR

Fig. 2. Ground reflector array.
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array of retroreflectors mountable on a permanent
pillar or a surveyors tripod. A design for these
targets is shown in Figure 2. Eight corner cubes
are mounted in a cone approximately 28 cm in
diameter at the base and 20 cm high. Each retro-
reflector consists of a glass prism, 73 mm in
diameter and the proposed housing is constructed
of aluminum or moulded plastic. Estimated weight
of the reflector array is 3 to 5 kg. Details of
the laser system and ground reflector system are
shown in Table 1.

As the first reflector of a ground network comes
into view of the spacecraft an acquisition pro-
cedure is initiated that is expected to take 10 to
15 seconds. The procedure consists of a search for
the reflector based on a priori knowledge of the
reflectors location and the position of the space-
craft. After the successful acquisition of the
first reflector the laser makes 20 to 30 range
measurements in a 2 to 3 second period and then
swings on to the next reflector taking less than
0.5 seconds for this operation even for the most
widely separated reflectors. The laser dwells 2 to
3 seconds on the second reflector making range
measurements and then moves to the next. No
acquisition time is expected to be necessary for
the second and subsequent reflectors because the .
relative location of the spacecraft and the ground
network will be updated from the corrected .
a priori positions obtained during the acquisition
of the first reflector.

On any particular pass of the spacecraft over
the network, the spaceborne ranging system will
range to a given reflector three times, each for a
2 to 3 second period; once at low to medium eleva-
tion on the approach, once at high elevation and
once at medium to low elevation on the way out.
For a thousand kilometer altitude orbit a pass of
the satellite over the network will last about 10
minutes which indicates that about 50 reflector
arrays could be surveyed on every pass over the
region assuming a 2 to 3 second dwell time and a

TABLE 1. System Specifications

Laser

Nd YAG
0.2 nanosecond pulse width
10 pulses/sec
1-2 cm rms uncertainty (single pulse) at 5-10

photo electrons
Lifetime - 5 x 106 pulses
Beam divergence - 10 arcseconds

Pointing

2-3 arcsecond accuracy

Retroreflectors

Number - 8
Size - cone, 28 cm diameter base, 20 cm high
Weight - approx. 3 to 5 kg
Materials - glass prisms, 73 mm diameter

housing - moulded plastic or
aluminum

Initial acquisition - 15 seconds
Stay time - 2-3 seconds
Transfer time - 0.5 seconds (max) between

reflectors



few tenths of a second transfer time between
reflectors. The lowest elevation at which measure-
ments are expected to be made is about 20 degrees
due to uncertainties in being able to account
accurately for atmospheric refraction. Figure 3
shows the sequence of events as the system passes
over a network.

Simulated Survey

A simulation has been performed of a survey of
the State of California by the Spaceborne Ranging
System (W.D. Kahn and T.S. Englar, private communi-
cation). In the simulation approximately 150
corner cube arrays are distributed over California
at a separation of about 50 km. Using the system
described in the previous section, the simulation
estimates the accuracy and precision with which the
relative positions of the reflector arrays can be
obtained in the presence of noise and bias on the
laser system, perturbations of the spacecraft
motion and errors in the refraction calculations.

The orbit of the satellite is assumed to be
circular at 1000 km altitude and 50 degree inclina-
tion to the equator. A medium inclination orbit
was chosen because it provides ground tracks across
California in almost orthogonal directions (south-
west to northeast and northwest to southeast) and
thus provides a strong geometric distribution of
range measurements. In contrast, a polar orbit
provides only north to south or south to north
tracks and these provide strong geodetic ties in
the north-south direction but only weak control in
the east-west direction.

The simulation has been conducted for a six-day
observation period assuming 50% cloud cover that
effectively reduces the number of successfully
observed tracks over the area from 18 to 9. The

data on these tracks is simulated at an effective
rate of 10 pulses/sec, with a noise of 2 cm and a
bias of 0.3 cm. The effect of errors in the
gravity field on the motion of the satellite were
accounted for in the simulation by adopting the
GEM 10 covariance model out to degree and order
22. GEM 10 is a model of the gravity field derived
from satellite tracking and surface gravity data
(Lerch et al., 1977). The effects of solar radia-
tion pressure and air drag on the satellite were
assumed to be in error by a constant percentage
in the estimation of their effect on the solution.
The effect of atmospheric refraction was estimated
through a two parameter (pressure and temperature)
model developed by Gardner (1977). In this model
the temperature and pressure are assumed known at
a limited number of locations in the region and
are used to develop an atmospheric model of the
whole region from which the temperature and
pressure at each of the reflectors can be estimated.

Table 2 shows the accuracy and precision of the
baselines obtainable between reflectors over var-
ious distances and summarizes the .error models
and assumptions made in the simulation. The
accuracy is the estimated total error in the base-
line; the precision is the ability to repeat the
measurement. Thus the noise in the precision is
approximately 1.44 times that of the accuracy
while the systematic errors are generally smaller
in the precision than the accuracy because of the
correlations.

The general trend in Table 2 is for all the
error sources to increase as the intersite
distance increases. The gravity model error
dominates the accuracy while the solar radiation
pressure and drag effects on the orbit are
negligible in both the accuracy and precision and
over all distances. The noise level in the

SPACEBORNE RANGING SYSTEM

-Approx. 10 mins

Fig. 3. Sequence of events as spacecraft passes
over a network.
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i/recision is larger than in the accuracy but the
gravity contribution is significantly reduced in
the precision columns showing that a large segment
of the gravity error is of a systematic nature that
is repeated from one simulation (or observation) to
the next. The atmospheric refraction is larger in
the precision than the accuracy showing that much
of this error has the property of noise. Similarly
the laser system bias behaves like noise in the
precision columns because the bias on one track is
assumed independent of any other track.

The conclusions to be drawn from Table 2 are
that a survey of the complete State of California
can be accomplished with a precision of 1 cm and an
accuracy of 3 cm in about 6 days. Making an allow-
ance for an increase in our knowledge of the
gravity field over the next several years suggests
an overall accuracy in the mid 1980's of 1 cm as a
reasonable objective.

After the gravity field and data noise, the
largest source of error is the atmospheric refrac-
tion. Alternative ways of making the refraction
correction are presently being considered. One
possibility is that the laser system operate in two
colors separated enough in frequency that the total
atmospheric refraction can be derived from the delay
between the two pulses. This is technically diffi-
cult but might be possible in the next few years.
Another possibility is to limit the observations to
greater than 30 degrees elevation. This reduces
the refraction error by about 40% but decreases the
amount of data thereby increasing the noise contri-

bution in the analysis. At the present time, with
the noise on the data a larger contribution to the
total error than the expected atmospheric refraction
it seems that restricting the elevation may not be
desirable.

Although no mention has been made so far of the
ability to measure relative height changes the
Spaceborne Ranging System does have this capability.
At this stage it appears that all error sources
affect the vertical more than the horizontal (base-
line) but that similar accuracies can be achieved
in height if the network is constrained at three
perimeter reflectors. That is, the system could
measure changes of height within the network but
not of the whole network itself or of possible
rotations of the network. This aspect is continuing
to be investigated.

Applications in Geophysics

Perhaps the single most important application
of a spaceborne ranging system is in its potential
for monitoring crustal motions in seismic zones.
The capability of providing high accuracy geodetic
measurements in a very short period of time, i.e.,
a geodetic snapshot, could have significant impact
on our ability to study pre- and post-seismic
motions. With this system it would be possible to
establish in a region such as California, a net-
work of reflector systems that could be monitored
routinely and would provide warning of any motion
at the centimeter level. Monitoring of an active

TABLE 2. CALIFORNIA SIMULATION: BASELINES

DISTANCE

(km)

150

300

600

900

1300

ACCURACY

NOISE

(cm)

.18

.20

.24

.27

.31

GRAVITY

(cm)

.54

1.06

1.65

2.21

3.09

ATM.
REFR

(cm)

.10

.I*

.16

.1C

.25

(CAS
BIAS

(cm)

.01

.01

.02

.03

.05

SOL. RAD
CRESS

(cm)

.00

.00

.01

.01

.02

DRAG

(cm)

.00

.00

.00

.00

.00

RSS

(cm)

.58

1.09

1.68

2.23

3.11

PRECISION

NOISE

(cm)

.25

.28

.34

.33

.44

GRAVITY

(cm)

.10

.19

.24

.33

.49

ATM.
REFR

(cm)

.14

.17

.23

.26

.35

MEAS
BIAS

(cm)

.01

.02

.04

.05

.07

SOL. RAD
PRESS

(cm)

.00

.00

.01

.01

.03

.DRAG

-(cm)

.00

.00

.00

.00

.00

RSS

(cm)

.30

.38

.48

.57

.75

Orbit
Mean Altitude: 1000 km •
Inclination: 50" t

Observation Period: 6 days
Cloud Cover: 501
Ho. Retroreflectors: 150 @ 50 km spacing
Measurement Hoise: ± 2cm single pulse, 10 pulses/sec
Measurement Bias: 0.3 cm
Gravity.Uncertainty: Gem 10 covariances (?.,m=22)
Atmospheric Error Model: 2 parameter

Pressure Noise: ± 1.0 mbar
Bias: 0.33 mbar

Temp. Noise: ± 1.4°C

Radiation Pressure: 33% error
Atmospheric Drag: 22% error
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region might be accomplished by regular surveying
of the area every three months, say, until such
time as evidence of motion is detected and then
increasing the frequency of the re-surveys down to
once per week, and perhaps even more frequently.
The major advantage of the spaceborne system is
that it can monitor a large enough region that it
can identify a sub-area within the survey network
of potential activity that can then be monitored
more accuractely by ground based methods.

In principle, the separation of ground
reflector systems can be as close as a few hundred
meters but in reality it would seem that the most
advantageous separation is likely to be greater
than 20 km where the accuracy of the space system
appears to start to become superior. In this
respect, it should be remembered that the reflector
systems can be located in almost any kind of
terrain and not necessarily at the most accessible
locations and that line of sight visibility between
reflectors is not a requirement, in contrast to
ground based surveying.

One of the more interesting possibilities that
this system could make possible is the "capture" of
a very large earthquake, say magnitude 7.5 and
above. By suitably instrumenting with reflectors
a number of regions .of the world which historically
have had large earthquakes and regularly monitoring
these regions over many years, we could eventually
expect to observe the geodetic development,
occurrence, and relaxation after a major shock.
Such an experiment is impossible at the present
time because of the magnitude of the task but a
spaceborne system of the kind described could
probably simultaneously monitor about ten areas
the size of California distributed around the
globe. The limitations to such an extensive
activity are primarily with the weather, which
might limit the choices of location of some
reflectors, and to the lifetime of the laser. If
we consider monitoring 10 regions around the world,
each containing 100 reflectors and we plan 10
complete surveys of each area per year, then we
have 10^ site determinations per year, which is
probably the limit that can be expected from a
single laser unit. Thus, for a 2 or 3 year
mission lifetime the spacecraft must contain a
multiple laser system.

Another area in which this system could be of
potential assistance is in routine geodetic sur-
veying. Although the accuracy of a centimeter or
two may not always be required, a large area the
size of the United States could be surveyed in a
matter of weeks with the main problem being the
deployment of the reflector array.

Many other applications of the system have been
suggested including subsidence monitoring (Kahn
and Vonbun, 1977), volcano monitoring, measuring
the changing thickness of the ice caps etc., and
these have been discussed in the report (Universitj
of Texas, 1978) of a Workshop on the Spaceborne
Laser held at the University of Texas, Austin.

Conclusion

The general concept of a spacebovne ranging
system has been described that would have a geo-
detic capability of + 1 cm in relative positioning

of a network of ground reflectors separated from
20 to 1200 km, or more. Such a system appears
technically feasible for launch in the early to
mid-1980's and could have a major impact on our
ability to observe the precursory geodetic motions
believed to occur before large earthquakes.
Indeed, established on a global scale, with survey
areas around all major seismic zones the space-
borne system could provide the first real
probability for "capturing" a magnitude 7.5, and
above, ear thquake.

Simulations of a survey of a large area indicate
that the largest error sources in the recovered
reflector positions are the gravity field and
atmospheric refraction, the latter being smaller
but less well understood and itself liable to
error. The technological consideration that
presently poses the greatest challenge appears to
be the development of a laser system that can
operate for two or more years in a spacecraft and
provide the order of 2 x 10' pulses. In the time-
scale proposed for the spaceborne laser this
development appears realizable.

As in the case for all optical systems, a con-
sideration in its operation is the weather. In
the simulations that have been performed a 50%
cloud cover has not significantly affected the
quality of the results but has extended the time
over which data must be collected, e.g., from 3
days to 6 days. For general surveying work, how-
ever, where there is little or no time restriction
for acquiring the data, it is probable that
weather may be a minor consideration.

Acknowledgements. The author would like to
thank Drs. M.W. Fitzmaurice and P.O. Minott for
providing information on the spaceborne laser and
the ground reflector system, and Mr. W.D. Kahn
and Dr. T.S. Englar for allowing me to make use of
their simulation studies. In addition, I would
like to thank Dr. F.O. Vonbun, Dr. H.H. Plotkin and
Mr. D. Premo who have played a major part in
developing the concept of the spaceborne ranging
system.

References

Castle, R.O., J.N. Alt, J.C. Savage and
E.I. Balazs, Elevation changes preceding the
San Fernando earthquake of February 9, 1971,
Geology, 2, 61-66, 1974.

Gardner, C.S., Comparison between the refraction
covariance model and ray tracing, Radio Research
Laboratory Publication No. 486, College of
Engineering, University of Illinois, Urbana,
Illinois, 1977.

Kahn, W.D. and F.O. Vonbun, Detectability of land
subsidence from space, Proceedings of the Second
International Symposium on Land Subsidence,
International Association of Hydrological
Sciences, 1977.

Mueller, I.I., B.H.W. van Gelder and M. Kumar,
Error analysis for the proposed close grid geo-
dynamic satellite measurement system (CLOGEOS),
Department of Geodetic Science, Report No. 230,
Ohio State University, 1975.

63



Scholz, C.H., L.R. Sykes and Y.P. Aggarwal,
Earthquake prediction: A physical basis, Science,
181, 803-810, 1973.

Smithsonian Astrophysical Observatory, Staff, Study
of a close-grid geodynamic measurement system,
Smithsonian Astrophysical Observatory,' Reports in
Geoastronomy, No. 5, 1977.

University of Texas, Report of spaceborne geo-
dynamics ranging system workshop, Dept. of Aero-
space Engineering, University of Texas, Austin,
1978.

Vonbun, F.O., W.D. Kahn, P.D. Argentiero and
D.W. Koch, Spaceborne earth applications ranging
system (SPEAR), J. Spacecraft and Rockets, 14,
492-495, 1977.



N79 21471
Miniature Interferometer Terminals for Earth Surveying
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Abstract. A system of miniature radio
interferometer terminals is proposed for
the measurement of vector baselines with
uncertainties ranging from the millimeter
to the centimeter level for baseline
lengths ranging, respectively, from a few
to a few hundred kilometers. Each termi-
nal would have no moving parts, could be
packaged in a volume of less than 0.1 m3 ,
and would operate unattended. These
units would receive radio signals from
low-power (<10 w) transmitters on Earth-
orbiting satellites. The baselines be-
tween units could be determined virtually
instantaneously and monitored continuous-
ly as long as at least four satellites
were visible simultaneously. Acquisition
of the satellite signals by each terminal
would require about one minute, but about
one second of signal integration, and the
collection of only a few kilobits of data
from two receiving units would suffice to
determine a baseline. Different baseline
lengths, weather conditions, and desired
accuracies would, in general, dictate dif-
ferent integration times.

The system proposed here could be used
to monitor the regional accumulation and
release of strain preceding, following,
and even during earthquakes. The termi-
nals could.be deployed in arrays of vari-
ous dimensions and densities. Their use
could also include monitoring variations
in transcontinental and intercontinental
baselines, but with reduced accuracy.
Comparisons with other systems proposed
for extensive measurements of regional
baseline vectors appear to favor this in-
terferometric approach.

I. Introduction

The technique of very-long-baseline in-
terferometry (VLBI) is only a decade old
and barely approaching adolescence. None-
theless this radio interferometric method
has seen broad application, especially in
astronomy. In geodetic applications, the
demonstrated level of repeatability of
baseline-length determinations ranges
from ~3 mm for ~1 km distances (Rogers
et al., 1978) to ~3 cm for transcontinen-
tal distances (Robertson et al., 1979).
This combination of precision and range
should make VLBI a very powerful tech-
nique for monitoring the time dependence
of regional and continental baselines.
Yet it is still not widely used for this
purpose. Why? A principal reason has
been cost. Applications of VLBI to geo-

Proc. of the 9th GEOP Conference, An Intenniliontil Sympiixiuin uti the Applicntiiiii.\ of
Gem/esyloGeuilynaniics. Ocloher2-5.1978. Dept. of Geodetic Science Kept. No. 280. The
Ohio State Univ.. Columbus. Ohio 43210.

desy have hitherto involved observations
of the random, weak, radio signals re-
ceived from distant, extragalactic, sour-
ces. The achievement of useful signal-
to-noise ratios with these sources has
dictated the use of large diameter anten-
nas, expensive atomic frequency standards,
and wideband tape-recording and correla-
ting systems.

In contrast, only very small, simple,
and inexpensive ground equipment is re-
quired to utilize the relatively strong,
precisely controlled, radio signals that
can be transmitted from Earth satellites.
Nonetheless, although several methods
have employed satellite signals to deter-
mine baselines, none of these methods has
yet achieved the measurement precision
demonstrated with VLBI. Why not? What
is the "secret ingredient" of the inter-
ferometric technique? Basically it is
the use of differencing. Interferometry,
per se, involves the differencing of the
phases of signals received at the two
ends of a baseline. With properly de-
signed equipment, the inherent "2IT" ambi-
guity in these phases of radio signals
from a given source can be eliminated,
and advantage taken of precise phase mea-
surements of the signals from several
sources, to determine a baseline with an
uncertainty equal to a small fraction of
the wavelength of the radio signals. Fur-
ther, this baseline determination does
not depend on the signals from any source
having any particular temporal regularity.

The baseline vectors determined by
radio interferometric techniques can be
related to the best known approximation
to an inertial frame: the positions in
the sky of compact, extragalactic, radio
sources. Of course, when the baseline
vector is determined from interferometric
observations of radio signals from satel-
lites, an extra step is required to re-
late the positions of the satellites to
those distant radio sources. Again, the
technique used is interferometric but,
here, use of the full panoply of the con-
ventional VLBI armamentarium is required.

A system that combines the advantages
of VLBI with the benefits of strong satel-
lite signals could open a new era in geo-
desy. We describe a relatively simple
system here. It would employ compact
ground equipment with no moving parts and
low-power radio transmitters on a set of
satellites. We dub this combination the
Mighty MITES system, MITES being an acro-
nym for Miniature interferometer Termi-
nals for Earth Surveying (or, to be pre-
sumptuous and facetious simultaneously,
the Massachusetts Institute of Technology
Engineering Success). Our system appears
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to be potentially more efficient than any
other so far proposed for the three-dimen-
sional monitoring of crustal strain ac- : •
cumulation and release over distances
ranging from tens of meters to hundreds
of kilometers. This system could also be
applied to a variety of other surveying
and navigation problems on land, sea, and
air, and in space.

In the remainder of this paper, we de-
scribe a preliminary design of the pro-
posed system, the operation of the system,
the limits on the achievable accuracy, an
inexpensive method to demonstrate the fea-
sibility of the system, some of its possi-
ble applications, and, finally, a compari-
son of the system with other space geode-
tic methods.

II. System Description

In this section we discuss, in turn,
the basic concepts underlying our pro-
posed system, our preliminary thoughts on
the design of the relevant satellite and
ground equipment, and some possible de-
sign modifications.

A. Basic Concepts

Here we outline briefly some of the
concepts upon which our proposed system
is based.

1. Observable. The basic quantity that
would be measured with this system is the
interferometric phase — the difference
between the phases of radio signals from
a single satellite received at any two
terminals. These phases would each be
obtained simultaneously for a set of dif-
ferent radio frequencies ("tones") cover-
ing a wide, ~1 octave, band so that (i)
the effect of the ionosphere could be
virtually eliminated, and (ii) the inher-
ent "2 if" ambiguity of the phase observa-
ble could be resolved. Measurements of
the frequencies of the received signals
would be made concurrently to enable con-
version of the phase differences to cor-
responding delay differences.

2. Baseline Determination. These delay
differences could be interpreted in a
standard manner to determine the compo-
nents of the baseline vector. For obser-
vations of a given satellite at a given
instant, the interferometric phase delay
can be expressed approximately as

T =
C (1)

where i is the baseline vector, s is a
unit vector in the direction of the satel-
lite being observed, and rcl represents
the difference between the epoch settings
of the clocks at the two terminals (i.e.,
their departure from synchronism). For

the purpose of this simplified explana-
tion, we assume B < rs, where rs is the
minimum distance of a satellite from a
terminal, and we suppress the effect of
the difference in rate of the clocks at
the two terminals (see Section III).
Equation (1) shows that at any instant,
the observed delay contains information
on the projection of the baseline vector
along the direction to the satellite, and
on the clock-synchronization error. To
determine all three components of the
baseline vector simultaneously with the
synchronization error at any instant, the
signals from at least four satellites
must be observed and the resultant four
linear equations solved for the four un-
knowns. For a unique solution, the satel-
lites cannot all appear to lie on the
same circle in the sky. If they do, then
the component of li in the direction of
the center of this circle cannot be sepa-
rated from T0-*-. (See also Section III.A.)

3. Reference System. We assume that the
positions of the four (or more) satel-
lites observed are known with respect to
a well-defined coordinate system. Dif-
ferent coordinate systems could be util-
ized, depending on the application. We
consider one example (see, also, Section
V): a nearly inertial coordinate system
with an orientation defined by the direc-
tions of extragalactic radio sources.
Such a system could be used if three (or
more) base stations made continual dif-
ferential interferometric phase observa-
tions of the satellites with respect to
those extragalactic radio sources that
appear in the same part of the sky (Coun-
selman et al. , 1972; Preston et al. ,1972).
Given that the vector positions of the
base stations with respect to the direc-
tions of the extragalactic sources were
already known, virtually instantaneous
measurements of the differential interfer-
ometric phases between a satellite and an
extragalactic source from observations
from each of two independent baselines
suffice to determine the satellite's di-
rection in this nearly inertial frame.
Thus, the vector baselines between our
compact ground terminals could be related
to this frame through their coordinates
in the satellite frame. The base sta-
tions would of course require convention-
al VLBI instrumentation to observe the
extragalactic radio sources. As long as
the direction of the comparison extraga-
lactic source is neither too far from
that of the satellite nor too near that
of the sun, the observations of the satel-
lite need be made only of the highest
transmitted tone.

We defer until Section IV discussion
of the limits on achievable accuracy in
the determination of the baseline vector
with respect to a reference frame.
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4. Global Positioning System. The satel-
lites of the NAVSTAR Global Positioning
System (GPS) (Parkinson, 1976), scheduled
for launch during the next few years,
will have orbits almost perfectly suited
to our proposed VLBI system. In the
planned steady-state configuration, there
will be 24 such satellites, eight distri-
buted in each of three orbital planes,
spaced by 120° in nodal longitude. With-
in each plane the satellites will be ap-
proximately evenly distributed around a
nearly circular orbit of ~63° inclination,
~20,000-km altitude, and ~12-hour period.
As a result, at any place on the surface
of the Earth at least six satellites will
always be visible, and of these at least
four will be suitably distributed (i.e.,
not all on or near any single circle in
the sky).

The expected useful lifetime of a GPS
satellite is five years with a maximum of
about seven set by the amount of stored
gas for the attitude-control system.
Thus, in principle at least, there will
be continual opportunities to modify the
payload to accommodate our proposed system.

B. Satellite Equipment

We now describe the equipment we pro-
pose to place on each satellite. First,
we discuss the factors governing the
choice of subsystems and then each of the
subsystems. For definiteness, we consi-
der the design in the context of the GPS
satellites.

1. Requirements. What special require-
ments must be satisfied by the equipment
aboard the satellites for our proposed
system to be operated successfully?
First of all, the satellite must transmit
a sufficiently strong and stable signal.
The signal must also be structured to al-
low the user to resolve the "2ir" ambigui-
ty in the interferometric phase. In ef-
fect, the same cycle of the signal must
be identified at both ends of the base-
line. The usual method of making such an
identification in VLBI is to combine ob-
servations made simultaneously at several

/ different frequencies, or tones, f^ (i=l,
2,...). The respective ambiguity spacings
in delay, equal to 1/fi, are different,
and the overall delay ambiguity can be re-
solved if, within the range of possible
delays allowed by a priori information,
there is a unique delay that is consis-
tent with the phase observations at all
frequencies. The task of resolving the
phase ambiguity is complicated, however,
by the dispersion of the propagation medi-
um and by possible interference from re-
flected signals (see Section VII). The
set of frequencies used must be chosen
with these complications in mind.

Since, for the range of frequencies of
possible interest, the Earth's ionosphere

introduces a delay proportional to the in-
verse square of the frequency of the sig-
nal, it would appear desirable to employ
the highest possible frequencies with the
proposed system. However, we must also
consider our paramount desire for a sim-
ple system. This desire to avoid, for
example, high-gain antennas and high
transmitted power levels places an upper
bound on the usable frequency. Since,
for given antenna directivities and trans-
mitted power, the received power is in-
versely proportional to the square of the
frequency, sufficiently high signal-to-
noise ratios can only be obtained simply
at low frequencies. The optimum range of
frequencies is approximately 1-2 GHz, li-
mited on the low end by the ionosphere
and on the high end by signal-to-noise
ratio considerations. An approximately
one octave spread in the frequencies of
the tones is important for the elimina-
tion of 2?r ambiguities in the face of
both the ionosphere and the possible in-
terference from reflected signals.

Within this one-octave range of fre-
quencies there are several wide bands al-
located under existing international re-
gulations for purposes that would encom-
pass those of the proposed system (Inter-
national Telecommunications Union, 1968).
This system requires relatively little
spectrum space — no more than ten nar-
row bands, each at most 100-200 kHz wide,
within the ~l-to-2 GHz range. The pre-
cise placement of these bands within this
range is quite flexible and could be ad-
apted to existing constraints. Basically,
we require one band near the low-frequen-
cy limit, one near the high-frequency li-
mit, and the others distributed between
these limits. The inter-band spacings
would range from a minimum of ~1 MHz to
a maximum of ~400 MHz. The spacings
could be in approximately geometric pro-
gression but do not have to vary monotoni-
cally with frequency (see Section III for
further discussion).

2. Transmitter. To satisfy these re-
quirements, each satellite could be equip-
ped to transmit an unmodulated circularly
polarized continuous wave (CW) with ~1
watt of power in each of up to ten bands.
To avoid having to contend with interfer-
ence between signals received from differ-
ent satellites, each of these bands could
be subdivided into contiguous, nonoverlap-
ping "channels". Since each GPS satel-
lite could share a channel with that
other satellite spaced 180 deg apart in
longitude, the number of channels need
only be 12. Setting the width of each
channel equal to 8x10"' of its center fre-
quency would allow for a tolerance on &
transmitted frequency of ±1 part in 10 ,
as well as for the extremes of Doppler
shift, of ±3 parts in 10 , that could be
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observed on Earth for signals from satel-
lites in orbits of the GPS type. Thus,
the total width of the band of 12
channels at ~1 GHz would be <100 kHz, and
at ~2 GHz would be $200 kHz. Should less
of the spectrum be available, modifica-
tions are possible to compensate, as dis-
cussed in Section II.D. Here we proceed
on the assumption that no modifications
will be required-
Transmitters are available commercial-
ly which yield 1. w of radio-frequency out-
put for 3.6 w of d.c. input power. Such
devices have dimensions and mass of about
5 cm x 5 cm x 10 cm and 0.9 kg, respec-
tively. Thus, for a total of ten bands,
36 w of DC power and a volume of 0.0025
m3 would be required. These transmitters
have an adequate long-term frequency sta-
bility of 1 part in 106 and a more than
adequate spectral purity of ~1 part in
10*° . The overall volume and mass could
undoubtedly be lowered for use in space,
especially if ten transmitters were pack-
aged together. The total DC power re-
quirements could also be lowered by some
combination of an insignificant sacri-
fice in spectral purity and a use of a
single oscillator to generate multiple
tones through modulation which, itself,
requires little power. However, to main-
tain high reliability, one would prefer
not to eliminate too much redundancy.

3. Power Combiner. The outputs of the
separate transmitters would be combined
before being fed to an antenna. Design
of such a combiner would be straightfor-
ward, involving mainly a set of resonant,
low-loss circuits.

4. Antenna. We envision each satel-
lite equipped with a circularly-polarized
antenna of modest directivity (30° ~ beam-
width £ 60°), which illuminates the en- •
tire visible portion of the Earth approxi-
mately uniformly. Such an antenna would
have at least 10 db gain, but would be
physically small and would not require
precise pointing. A suitable antenna
would also have a bandwidth sufficiently
broad to yield this gain over the span
from 1 to 2 GHz. (Variations in the
transmitting antenna's gain, as well as
in the receiving antenna's effective aper-
ture, at the frequencies of the various
tone transmissions, could be compensated
by suitable adjustments in the relative
transmitted powers.) Types of antennas
that might satisfy these requirements in-
clude cavity-backed spirals and conical
spirals. The sizes and masses of such
antennas are quite modest. For example,
a commercially available cavity-backed
spiral for these frequencies has a gain
of nearly 10 db and is about 12 cm in dia-
meter and 10 cm deep, with a mass of a-
bout 1 kg.

These characteristics of the satellite
equipment are summarized in Table 1 and
an overall block design is shown in Fig-
ure 1. This equipment would, of course,
require integration into the GPS configu-
ration. Questions of location, mass, vo-
lume, and heat generation and dissipation
all must be addressed. The only position-
al requirement is that the antenna must
face earthward; the other major require-
ment is, of course, for the appropriate
supply of direct current. Any require-
ment for uplink and downlink telemetry
would be very modest, because the system
is so simple.

C. Ground Terminal

The most important feature of the
transmitter described in Section II.A
is that it enables a relatively simple
ground terminal to be used. Each such
ground terminal would consist of an
antenna, a receiver, a frequency and time
standard, digital counting and timing cir-
cuitry, a calibration signal generator,
atmospheric sensors, control logic, a sys-
tem to store and/or telemeter data, and a
power supply. We discuss these compo-
nents, each in turn, after first describ-
ing some of the requirements that the
ground terminal must meet.

1. Requirements. The ground terminal
must have an antenna matched in circular
polarization to the satellite antenna,
but with little directivity. We wish
to avoid the complexity and expense of
re-pointing the receiving antenna, by
either mechanical or electrical means.
Further, the antenna must receive signals
simultaneously from widely separated di-
rections in the sky, with elevation ang-
les as low as 10°. The receiving antenna
must also operate over an approximately
2-to-l range of frequency, corresponding
to a wavelength range of approximately 15
to 30 cm.

With any receiving-antenna design, it
is also necessary to ensure that the
phase of the signal received directly
from a satellite is not altered signifi-
cantly (see Section VII) and in an un-
known way through interference that could
arise from waves reflected or scattered
to the antenna from the ground. The sig-
nificance of such phase errors depends,
of course, on the desired geodetic accu-
racy. In Section IV.C, we show that the
errors in baseline determination would
generally be comparable to the equivalent
path-length errors in the measurements of
the interferometric phase delays. Thus,
for example, to achieve one centimeter
baseline accuracy, would require phase
errors under 24 deg for f ~ 2 GHz. Equi-
valently, the reflected signal would have
to be at least 7 db weaker than the di-
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rectly received signal. For one milli-
meter geodetic accuracy, the field
strength of the reflected and scattered
signals, and/or the antenna's sensitivi-
ty to such signals, would have to be at-
tenuated tenfold (20 db in power) further.
On the other hand, if geodetic precision,
rather than accuracy, were the goal, as
in some applications, one could tolerate
a more cluttered and uneven environment
for the receiving antenna because the
distribution of azimuths and elevations
of the GPS satellites as viewed from any
given location repeats approximately with
a period of 12 hours, so that the signal- -
reflection pattern and the consequent
electrical phase variations would also
be repeated periodically.

2. Antenna. The requirement that the
phase of the signals received directly
from the satellite not be altered signifi-
cantly by signals reflected or scattered
into the antenna could be satisfied by en-
suring that the receiving antenna has an
unobstructed view of the sky above 10°
elevation, and that no large, elevated
planar reflectors such as building walls
or fences are situated so as to reflect
satellite signals toward the antenna. The
antenna also would have to be placed above
a ~30 to 90 cm diameter metal "ground
screen" of sheet metal or stiff wire mesh
placed flush with the ground. The exact
diameter needed and the restrictions on
the local terrain would depend on the
desired accuracy. The screen would also
serve to reduce pickup of thermal "noise"
radiated from the ground. (This method
of siting an antenna is commonly used for
high-accuracy measurements of microwave
antenna radiation patterns).

The antenna would be mounted in the
center of the ground screen and could
have various forms. We describe one
possible antenna design here. Mechani-
cally somewhat complicated, but with ap-
parently more than adequate electrical
properties, this antenna would consist
of a simple stack of crossed pairs
of horizontal, half-wavelength dipoles.
They would be made of metal rod or tubing
with each pair cut for one of the, at
most, ten frequency bands. Of course,
the closely-spaced bands could be served
by a single pair of dipoles. Each dipole
pair would be placed three-eighths of a
wavelength above the ground screen. The
two orthogonal dipoles comprising each
pair would be fed in phase quadrature for
circular polarization. Each pair could
be connected to a separate, narrowband,
receiver preamplifier if desired; more
than one pair could also be connected
efficiently to a single broadband pre-
amplifier.

With a height of 3A/8 above a hori-
zontal ground plane, the dipole pair has
greater than unity gain relative to a

circularly polarized "isotropic" antenna
at all elevation angles above about 20°,
and its gain is about -5 db at 10° ele-
vation, although the response approaches
zero at the horizon. There would also
be negligible ohmic loss with this anten-
na.

A crossed-dipole stack would have to
be specially designed and tuned to the
MITES system frequencies. However, this
task is rather simple, and the cost of
replicating the resultant antenna in
moderately large quantity would probably
be under $50 per unit.

Finally, we note that the phase-shift
characteristics of the antenna itself, in
conjunction with its ground screen, would
be unimportant if identical antennas were
used for all terminals; but, in any event,
the antennas could be calibrated on a
test range.

3. Receiver. The receiver could have
a simple, uncooled, transistor radio-fre-
quency (RF) front-end amplifier, or possi-
bly two or more such amplifiers, each
tuned to a different portion of the l-to-2
GHz range spanned by the transmitted sig-
nals. In either case the total volume
and mass of the front end would be under
100 cm3 and 0.1 kg, respectively. A sys-
tem noise temperature of 200°K could be
easily achieved and would be sufficiently
low, given the characteristics of the
transmitted signals and the antennas de-
scribed above. No difficult gain or
phase stability demands would need to be
met, because the output of the final am-
plifying stage of the receiver would be
hard-limited or "clipped", and because
delays of the signals through the receiv-
er would be separately monitored, as dis-
cussed in Subsection 6.

After passage through the front-end
amplifier, the signals received in each
of the 100-to-200-kHz-wide bands would be
mixed with a fixed-frequency local oscil-
lator (LO) signal, derived by coherent mul-
tiplication from the master oscillator,
to convert them to an intermediate-fre-
quency (IF) band centered at ~200 kHz.
The value of 200 kHz was chosen to mini-
mize the requirements on time resolution
in the subsequent measurement of the
phase of the IF signals (see Subsection
8). No lower value could be chosen be-
cause of the desire to keep the ratio of
the frequencies of the highest and the
lowest IF signals below three in order to
prevent interference from the odd harmon-
ics generated by clipping. The down con-
version to IF might be accomplished in a
single stage with a quadrature-phasing,
single-sideband mixer of the type de-
scribed by Rogers (1971), or depending
on considerations of dynamic range, sta-
bility, etc., two or more conversion
stages might be used.
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4. Time and Frequency Standard. Since
observations would be made of at least
four satellites simultaneously, the depar-
ture of the clock at each terminal from
synchronism in epoch (and rate) with the
clock at every other terminal can be de-
termined from the observations as ex-
plained in Section II.A.2. A high order
of stability is therefore not required of
the time and frequency standard at each
terminal. The primary requirement is for
sufficient short-term frequency stability,
Of ~1 part in 1010 , to maintain phase co-
herence during each, approximately one se-
cond, period of coherent integration.
Long-term stability of ~1 part in 10s is
desired to facilitate acquisition of the
satellite signals. The need for the ~1-
sec observation periods of different ter-
minals to overlap substantially implies
that time must be kept at each terminal
to an accuracy better than about 0.2 sec-
onds, unless the observations are made
continuously. In the latter case, inter-
polation between successive observations
could be used to "match" time tags. Other-
wise, drift in epoch error would have to
be monitored and the clock in each termi-
nal would have to be reset periodically,
via telemetry if necessary. (See, also,
Section III.A.)

These requirements on frequency and
time are readily met by a compact, commer-
cially-available, crystal oscillator. We
shall henceforth refer to this as the
"master" oscillator.

5. Digital Counting and Timing Cir-
cuitry . The digital counting and timing
circuitry comprise the heart of the termi-
nal and we describe them in some detail
here. For convenience in description, as-
sume that the received signals have been
converted to the IF band, centered at ~200
kHz, as mentioned in Subsection 3. Each
of these IF signals, one for each of the
up to ten RF bands, would be bandpass
filtered to approximately 100 to 300 kHz
and symmetrically limited or "clipped" as
mentioned earlier, to obtain a two-level
signal which would be switched via "logic"
circuits to selected inputs of a set of
approximately 20 identical modules (see
Subsection .8). Each such signal could
be directable to the input of any module,
according to the plan discussed below, al-
though a more efficient arrangement is
possible. The function of each module
would be to measure the phase and the fre-
quency of one signal from one satellite.

The IF input to a module would be fed
to a second-order phase-locked loop whose
bandwidth under the expected conditions
Of +10 db or greater signal-to-noise ra-
tio (SNR) could be switched to values of
either 7.5 Hz or 30 Hz, and whose track-
ing range in either case would span the
IF band of from 100 to 300 kHz. (Note

that the SNR is inversely proportional
to the bandwidth of the loop and that the
power received by the crossed-dipole an-
tenna will be inversely proportional.to
the square of the radio frequency. Hence,
under the assumption that the effective
radiated power from each satellite is the
same for all tones, the loop bandwidth
for reception of the 2-GHz signals must
be fourfold smaller than the loop band-
width for the 1-GHz signals in order to
maintain the same value of SNR.) The
loop would be locked to, and would track,
the first suitable satellite signals en-
countered in this band. The loop SNR
would be at least +10 db, and the corres-
ponding root-mean-square (rms) random
phase error in the loop output would be
less than 13°, given (i) the effective
transmitted power of ~10 w (1 w trans-
mitted, coupled with 10 db of antenna
gain); (ii) the worst-case satellite ele-
vation angle of 10°; (iii) the crossed-
dipole receiving antenna; (iv) the re-
ceiving system noise temperature of 200°K;
(v) the 2-db clipping loss; and (vi) the
30-Hz and 7.5-Hz loop bandwidths for the
1-GHz and 2-GHz signals, respectively.
The dynamic tracking error due to the
time-rate-of-change of the input signal
frequency would be well under 1°, as
would the static phase error, even with
the use of the narrower loop bandwidth
for the highest-frequency signals. The
loop' output would be fed to digital cir-
cuits which would perform two functions:
(i) a continuously accumulating count of
the integral cycles of the locked oscilla-
tor; and (ii) an accurate measurement, mo-
dulo one cycle, of the oscillator phase
relative to that of the receiver clock.
The instantaneous value of the accumu-
lated cycle-count would be sampled non-
destructively at selected times, accor-
ding to the clock. The phase measurement
would also be made at selected times,
with ~100 ns time resolution, equivalent
to ~0.02 cycle phase resolution at the
~200 kHz IF. This measurement could be
made with a digital start-.stop counter
with a "clock" rate of 10 MHz. The count
.would be initiated by a command from the
ground terminal clock, and would be halt-
ed appropriately by the output of the
locked oscillator, for example, by the
next occurring positive-going transition.
Averaging would be performed by timing a
succession of such time intervals (i.e.,
by restarting and restopping the count)
over a time span of approximately one se-
cond. By virtue of this averaging, the
rms random noise of the equivalent phase
measurement could be reduced to less than
5°, the equivalent of 2mm of electrical
path length at a frequency of 2 GHz.
(The equivalent noise bandwidth of the
measurement would be '-2 Hz instead of ~1
Hz because of the image "fold over": for
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the 2-GHz signals, the SNR in this band-
width would be >18 db.)

The phase-locked-loop portion of each
module could be implemented with low- -
power, analog, integrated circuits and
low-power Schottky transistor-transistor
logic (TTL) circuits. All of this cir-
cuitry combined would consume less than
0.5 w. Continuous cycle-counting could
be performed by a standard, low-power,
"large-scale integrated" (LSI) circuit
that also would consume about 0. 5 w of
power. The 100-ns resolution timing
could be implemented with standard TTL
circuits that would use approximately 2
w. However, power would have to be sup-
plied to the latter circuitry only for
the ~1 second interval during which the
fractional-cycle phase measurement was
being made. For many applications,
these measurements might be repeated
infrequently, at several-minute inter-
vals, for example. In such cases, the
average power consumed by each module
would remain at the ~1 w level required
to sustain the phase-locked-loop and
cycle-accumulating circuits. Inasmuch
as the complete receiver would require
about 20 such modules, low power con-
sumption per module is an important ad-
vantage.

The feasibility of building a module
with the characteristics described has
been demonstrated by the differential
Doppler receiver developed by H. F. Hin-
teregger and one.of us (C.C.C.) and ap-
plied to differenced VLBI observations
of the signals transmitted from the Apol-
lo lunar-surface experiments packages
(Counselman and Hinteregger, 1973; Coun-
selman et al., .1972; see also Figure 3 in
Counselman, 1976).

6. Calibration Signal Generator. Sig-
nals from satellites would undergo delays
in the RF amplifier(s), the mixers, and
the IF amplifiers of the receiver. These
delays could be calibrated by injecting a
suitable signal of low power directly in-
to the RF input of the receiver. The ca-
libration signal could consist of a peri-
odic train of pulses, each 520 ps in dura-
tion and all derived directly from the
master crystal oscillator. A pulse repe-
tition frequency of ̂ 100 kHz would be cho-
sen so that at least two of the harmonics
of this calibration signal would appear
within the passband of each IF amplifier.
Two harmonics are required to monitor the
group delay as well as the phase delay
variations of the receiver. The group de-
lay — the variation of phase with fre-
quency — is important to monitor because
the signals received from different satel-
lites have different frequencies.

The phases of the calibration-signal
harmonics would be measured in exactly
the same way as would the phases of the

satellite signals. This method has been
used successfully in the calibration of
other geodetic VLBI receiver systems, at
the millimeter level" of accuracy (Whitney
et al., 1976; Rogers et al., 1978). When
combined with the results from just one
set of measurements of the phase-shift-
vs.-frequency characteristics of the IF
portions of the receiver, carried out
when these are originally built, the in-
formation from the calibration signals
should serve to account for all receiver
phase variations to within an uncertainty
of under 1 deg. The calibration signals
would not have to be monitored continuous-
ly, but could be checked, for example, be-
fore and after each satellite tracking
period as discussed below.

7. Atmospheric Sensors. The delay of
the radio signals introduced by the neu-
tral atmosphere must be modeled accurate-
ly, as discussed in Section IV.A. Thus
we would include a suitably compact, elec-
tronically-readable barometer, thermome-
ter, and hygrometer in each interferome-
ter terminal. Such instruments are avail-
able commercially and are incorporated,
for example, in some compact satellite
Doppler-tracking receivers. If the data
from a particular set of terminals are to
be analyzed at a central location, it may
be feasible and more economical to omit
the sensors from the terminals and to in-
terpolate from weather-station records to
obtain the values of the atmospheric para-
meters (see Section IV.A).

8. Control Logic. All of the control
functions to be carried out in the ground
terminal could be automated straightfor-
wardly through the use -of an integrated-
circuit microprocessor. Routine func-
tions would include collection of data
including the atmospheric information,
the cycle-counts, the time-increments,
and the received signal and noise levels.
Less routine functions would include the
determination of the proper phase calibra-
tion of the signals received in the dif-
ferent bands. The switching of the phase-
locked loops to the appropriate frequen-
cies for acquisition of the satellite sig-
nals would also be automated. For signal
acquisition, at least two alternative
strategies could be followed, each based
on the controller's ability to (i) moni-
tor the frequency of the oscillator in
each phase-locked loop through cycle-
counting; (ii) slew each such oscillator
upward or downward in frequency; and (iii)
note the amplitude of the coherently-de-
tected signal from each.phase detector.

If the controller were in two-way com-
munication with a central processing sta-
tion, this station could instruct the
controller regarding the times and fre-
quencies at which new satellites could be
acquired. But it would also be possible.
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and often preferable, for the controller
to operate automatically. At preset in-
tervals , each of the 12 frequency chan-
nels in the lowest-frequency (~1 GHz)
band would be swept by a phase-locked
loop searching for a signal. (Note that
it is vastly more efficient to conduct
the search at the lowest frequency be-
cause (i) the loop bandwidth is wider;
(ii) the loop time constant is shorter;
and (iii) the spectrum to be searched is
smaller. Since the first two factors
each vary with the square and the third
with the first power of the radio fre-
quency, we conclude that the search time
depends- on the fifth power of the radio
frequency!) For the signal strengths and
bandwidths given previously, approximate-
ly 10 seconds would be required for one
loop to search completely one of these
8-kHz-wide channels. Of course, differ-
ent loops would be programmed to search
different channels simultaneously. Once
a new satellite had thus been acquired,
others of the ~20 loops could be assigned
by the controller .to lock onto the sig-
nals transmitted in the other bands by
the same satellite. Less searching would
be required in this step, since the Dopp-
ler shifts would be known.

Whenever a satellite is acquired, the
phases of all of the sinusoidal signals
that it transmits would have to be mea-
sured simultaneously at least once, to
later enable the interferometric phase
ambiguities of the signals to be properly
resolved. This task would require the
simultaneous commitment of up to ten
phase-locked loops to that one satellite.
However, once this task, which would take
only a few seconds, had been accomplished,
only two loops would be needed to track
the highest and lowest frequency signals
.-from the satellite. Thus, after elimina-
tion of the 2Tr ambiguities, it would be
necessary to maintain a continuous count
of the cycles received from these two
signals only to remove ionospheric ef-
fects. In the steady state, simultaneous
tracking of, say, six satellites would re-
quire twelve loops, and eight loops
would remain for other tasks. These
tasks would include the periodic moni-
toring of the phases and amplitudes of
the calibration signals in all of the IF
bands, and the searching for new satel-
lites. To reach the steady-state condi-
tion after five of the six satellites
have already been acquired will require
up to 20 of the phase-locked loops —
ten for the steady state tracking of the
first five satellites and up to ten loops
to enable the proper phase connection to
be made for the signals from the sixth
satellite. The total time to reach a
steady state would, on average, be about
one minute.

The control logic must also contain
means to recognize any lock on a spurious

signal and to reject this signal; in such
a scheme, advantage must be taken of the
known relation between the frequencies of
the various tones transmitted by each sat-
ellite.

9. Data Storage and Telemetry. We es-
timate that about 3500 bits of data would
need to be stored at, or transmitted^by,
each terminal for the initial determina-
tion of a baseline. This total includes
allowances of 33 bits for the integer-
cycle count, 9 bits for the fractional-
cycle phase measurement, 12 bits for the
measured value of frequency, and at
least 1 error-flag bit to indicate loss
of lock for each of the up to 10 signals
received from each of 6 satellites, plus
a few hundred bits for time tags and
other labels, and for data on the atmos-
pheric parameters. This quantity of data
could be transmitted over an ordinary
telephone line in 2-3 seconds. After the
initial signal-acquisition and phase-
ambiguity-resolution operations had been
completed, and when only two.phase-locked
loops were tracking each satellite, a
baseline redetermination could be per-
formed with an additional 1 kilobit of.
data from each terminal. Data from a
large number of observations could also
be stored within the terminal in inexpen-
sive, solid-state memory devices, and
could be collected later, for example by
"dial-up" telephone. With the addition
to the terminal of a 1-watt microwave
transmitter, the data could be relayed
from a remote to a central location
through a satellite repeater. Alterna-
tively, if a telephone line were availa-

TABLE 1, Possible Characteristics of
Satellite Equipment for Use
with the Mighty MITES System

Equipment Description/
Characteristics

TRANSMITTER

Frequencies

Polarization
Power
Total DC Input
Total Volume
Total Mass

ANTENNA

Type
Bandwidth
Beamwidth
Gain
Dimensions

Mass

<10 tones spaced be-
tween 1 and 2 GHz
circular
~1 w per tone
< 35 v
-0.0025 m3

<10 kg

cavity-backed spiral
~1 to 2 GHz
~30 to 60 deg
<10 db
12 cm dia x 10 cm
deep
•- 1 kg
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Pig. 1, Block diagram of radio transmitting equipment to be placed on satellite, for
use by Mighty MITES.

ble within ~50 km, a UHF or VHF radio
link and a telephone "patch" could be
used.

10. Power Supply. The complete ter-
minal as described would require about 50
watts of power. Thus, it could not oper-
ate continuously and unattended for long
periods without a steady power source.
For applications in which observations
every second were not required, the aver-
age power consumption could be kept to
about 1 watt, since most of the electron-
ics, save the master crystal oscillator
and the clock, would not have to be pow-
ered except during observations. In
these applications, power might be drawn
from batteries charged by an array of so-
lar cells.

These characteristics of the proposed
interferometer ground terminal are sum-
marized in Table 2. See also Figure 2.

~I-2 GHz -100-300kHz
RF IF
AMPL SSB AMPL

MIXER

D. Possible Design Modifications

The particular design we described was
motivated mostly by the desire for simpli-
city and reliability. However, many modi-
fications of the design of the Mighty
MITES system could be made to accommodate
different requirements or constraints.
For example, if necessary, the bandwidth
required for the system could be reduced
substantially with perhaps negligible de-
gradation of performance. It is likely
that a simple analysis, yet to be per-
formed, would show that satellites sepa-
rated by only 90° in orbital longitude
could be assigned the same nominal trans-
mitter frequencies without risk of mutual
interference, because of the difference
between the Doppler shifts of their sig-
nals as received on the Earth. If so,
the number of channels, and the total
bandwidth, could be halved. It might

I PHASE -MEASUREMENT MODULE I

r+. SIGNAL AMPLITUDE

L- DIGITAL
-p DATA

I

Fig. 2. Block diagram of radio signal receiving and processing portions of Mighty
MITES ground terminal. One RF-to-IF converter and one IF amplifier are required for
each of the up to ten RF bands. A total of 20 phase-measurement modules are required,
as explained in the text.
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even be feasible to reduce the number of
channels in each band to one; that is,
all 24 satellites might have the same
nominal transmitter frequencies. Typical-
ly, about eight satellites are simultane-
•ously visible at a given ground location,

TABLE 2. Possible Characteristics of
Ground Equipment for the
Mighty MITES System

TABLE 2. (continued)

Equipment
Description/
Characteristics

ANTENNA

Type

Polarization

Frequencies

Gain

Crossed dipoles
stacked 3X/8 above
~30 to 90 cm diam-
eter ground screen

Circular

Selected coverage
from 1 to 2 GHz
to match trans-
mitted tones
>1 relative to
circular "isotro-
pic" antenna for
elevation angles
>20 deg; -5 db at
elevation angle
of 10 deg

RECEIVER SYSTEM

Pre-amplifier(s)

Frequency Range

IF Amplifiers
Center Frequency
Bandwidth

Time and Frequency
Standard
Short-term Stability
Long-term Stability

Digital Counting and
Timing Circuitry
Phase-Locked Loop Band-
widths
Time Resolution
RMS Noise in Phase
Measurement

Uncooled tran-
sistor (s)
1 to 2 GHz

<10 units
200 kHz
200 kHz

Crystal oscil-
lator
~1 part in 1010

~1 part in 106

~20 units

7.5 and 30 Hz
100 nsec
<5° for one sec-
ond integration
in worst case

Calibration Signal
Generator
Pulse Duration
Pulse Repetition
Frequency

Atmospheric Sensors

Controller

£20 psec

<100 kHz

Barometer, ther-
mometer , hygrom-
eter

Integrated
circuit
microprocessor

Equipment Description/
Characteristics

Receiver System (continued)

Data Storage or
Telemetry
Capacity

Medium

Total Power
Peak
Average

Total Mass

Total Volume

1000-3500 bits
per baseline
determination
Solid-state
memory, cassette
recorder, radio
link and/or
telephone line

-50 w
~1 w

-15 kg

-0.1 m3

but the Doppler-shift and random, trans- •
mitter-frequency, differences would cause
the eight received frequencies to be scat-
tered throughout the width of the band.
Two received signals would have frequen-
cies differing by less than, say, 5 Hz
probably less than 5% of the time. It
should be possible to design a receiver
to make accurate phase measurements on
unmodulated signals which have similar
strengths and frequencies that differ by
as little as 5 Hz; the receiver could al-
so give an indication of when valid mea-
surements were not obtained due to insuf-
ficient frequency separation between two
signals. However, this approach might
introduce considerable complication into
the receiver. A more efficient approach,
if it were desired to have many or all
satellites sharing a single channel,
might be to modulate the signal trans-
mitted by each satellite with-a unique,
but narrowband (•*! kHz) "code" signal
which could be detected in the receiver
and used to discriminate between the
transmissions from the different satel-
lites. The latter approach is in fact
used with the standard GPS navigational
signals, except that the codes employed
are rather complex and the modulation
bandwidth is over 1 MHz. (The high GPS
code complexity and modulation bandwidth
are required for other purposes that are
not essential to our system.)



III. System Operation and Costs

In this section, we recapitulate brie-
fly the operation of the Mighty MITES
system with some more detailed emphasis
on the technique for elimination of the
2Tr ambiguity in the phase-delay measure-
ments. We also comment very briefly on
the costs of the system.

A. Operation

Each satellite would transmit a set of
up to ten different tones. Each tone
from each satellite would lie in a given
radio-frequency (RF) band. These bands,
up to ten in all with each 100 to 200 kHz
wide, would be distributed suitably be-
tween ~1 GHz and 2 GHz. The ground ter-
minal antenna, being approximately omni-
directional for elevation angles above 10
deg and sensitive to signals in each of
these bands, would pick up the tones from
those satellites within view. The incom-
ing signals in each band would then be
amplified and converted to an interme-
diate frequency (IF) band, centered at
-200 kHz, by mixing the amplified signals
with a local oscillator signal derived by
coherent multiplication from the master
crystal oscillator (Section II.C.4). The
resultant IF signals would then be band-
pass filtered, to select signals within
a 100 to 300 kHz band, and clipped to ob-
tain a two-level signal that could be
handled easily by digital circuitry. A
subset of the ~20 modules (Section II.C.
8) that contain . phase-locked loops would
be automatically directed to search for
signals originating in the 12 different
channels in the lowest RF band (Section
II.B.2), since the efficiency of the
search would be proportional to the in-
verse fifth power of the RF. (While the
terminal is tracking signals from a given
set of channels in this band, further
search would be confined to the remaining
channels .) After acquisition of a signal
in the lowest band, the terminal would
seek to acquire the signals in each of
the corresponding channels in the up to
nine higher-frequency bands. The known
separations between the frequencies in
the various bands would enable this
search to be conducted very efficiently.
Should the search fail in a sufficiently
large number of bands, the originally-
acquired signal would be assumed to be
spurious and a new search of the channel
in the lowest RF band would be undertaken
picking up from the frequency of the spu-
rious signal. Only ten seconds would be
required for a module to search complete-
ly each ~8 kHz wide channel (Section II.B.
2) in the lowest RF band as the loop band-
width would be ~30 Hz (Section II.C.5),
and its time constant ~0.03s. Any module
would also be able to track any signal
in the total 200 kHz-wide IF band. The

signal-to-noise ratio for the satellite
signals received would be sufficient for
these operations to be carried out for
elevation angles as low as ~10 deg.

The outputs from the set of loops
which had been locked to the up to ten
tones transmitted by a satellite, would
be analyzed by digital circuits to (i) ac-
cumulate a continuous count of the number
of integral cycles made by the locked
oscillator in the loop; and (ii) measure,
modulo one cycle, the phase of this sig-
nal, relative to the clock in the termi-
nal which is controlled by the master
crystal oscillator. These measurements,
combined, would constitute the basic one
to be made by each ground terminal: the
total phase of each of the up to ten
tones received from each of the satel-
lites being tracked. These phases would
also be calibrated for the effects of de-
lays within the receiver (Section II.C.
6). The resultant total phases would be
suitably averaged, say over one second,
and time tagged according to the clock
in the terminal. After initial acquisi-
tion, it might be sufficient for some ap-
plications to continue to monitor only
the phases of the signals in the highest
and lowest frequency channels for each
satellite (see Section II.C.8).

In one mode of operation, these avera-
ged data would be transmitted, along with
auxiliary information including the mea-
sured values of the frequencies of the
signals (Section II.C.9), from each ter-
minal to some central location. At this
central location, the data from any pair
of terminals could be analyzed to (i)
remove the 2ir ambiguity and, simultane-
ously, the effect of the ionosphere; and
(ii) estimate the components of the base-
line vector between the locations of the
two terminals. To perform this task,
additional information is needed, namely
the positions of the satellites as func-
tions of time. Crude or refined, a^ pri-
ori, information on terminal locations
could also be used.

The radio frequencies of the tones
would be distributed between ~1 and 2 GHz
in a manner designed to facilitate remo-
val of the 2ir ambiguities in the inter-
ferometric phase delays. This distribu-
tion would involve spacings in frequency
that are nearly in geometric progression,
starting from a minimum spacing of about
1 MHz. (A strictly geometric progression
would not be used because (i) a priori
knowledge, e.g. of the ionosphere, would
be incorporated in the choice of the
first few spacings; (ii) the total
spread would be limited by other con-
straints; and (iii) we would wish to be
conservative.)
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The phases of each of the signals mea-
sured by each terminal could be converted
to delay via use of the measured value of
the radio frequency. The 2ir ambiguity
and the ionospheric effects would be eli-
minated from the resulting set of up to
ten interferometric phase delays at each
measurement epoch by a "bootstrap" algo-
rithm in which the ambiguity is elimina-
ted first between the delays that result
from measurements at the closely-spaced
pairs of frequencies. These frequencies
would be placed at the high, 2 GHz, end
of the total band since the uncertainty
in the ionospheric effects would be low-
est there. Apart from the effects of
noise, the shape of the ambiguity-free
phase-delay vs. frequency curve is
accurately known and, of course, taken
into account in the algorithm. We omit
the detailed presentation of this fairly
straightforward algorithm to spare the
reader the superficial complications en-
gendered by symbols being festooned with
the three sets of subscripts and super-
scripts necessary to distinguish the
different satellites, ground terminals,
and tones.

For continuing observations of the
same satellites from the same terminals,
the ambiguity and ionospheric elimina-
tion algorithms could be largely by-
passed after the initial elimination.
Only the interferometric phase delays for
the highest and lowest tones need be fol-
lowed continuously; these could be com-
bined very simply to remove the ionos-
pheric effect. Similarly, for terminals
closely-enough spaced for ionospheric
effects to be negligible, the ambiguity-
removal algorithm could be simplified
somewhat.

The corrected interferometric phase
delays for the satellites tracked from a
pair of terminals would be analyzed by,
say, a standard least-squares algorithm
for each epoch to determine the vector
baseline, as outlined in Section II.A.2.
Variations in clock behavior at either
terminal over the signal integration
interval would not affect the baseline
result since each satellite is observed
at the same times from a given terminal.
The effect of such variations would
therefore cancel because of the linearity
of Equation (1), which would cover the
same time interval for the observations
of each satellite. However, a "common-
mode" error in the epochs of the clocks
at the two terminals would affect the
baseline result because the assumed posi-
tions used for the satellites would be
incorrect. Time tags on the interfero-
metric data accurate to a millisecond
would reduce this error to a tolerable
level. Such clock accuracy could easily
be maintained for terminals in two-way

communication with a central processor.
It would also be possible to obtain this
information directly from the signals
transmitted by the GPS satellites in
their normal mode of operation. Alter-
natively, with observations of at least
five satellites simultaneously, one could
solve for this common-mode epoch error.
In general, at least six satellites would
be tracked simultaneously and thus some
redundancy would be retained.

B. Costs

It is obviously premature to discuss
in detail the costs of a Mighty MITES
system. However, a few general state-
ments can be made. The ground terminal,
if replicated in reasonably large num-
bers, should not cost more than a few
thousand dollars per unit which would
make the capital equipment costs negli-
gible compared to the overall costs of
the system which would likely be domina-
ted by labor costs. Because of their
potential simplicity and reliability, and
ability to be operated unattended, the
Mighty MITES could, however, allow the
labor costs to be reduced relative to
those for many other monitoring systems
(see Section VII).

The cost of the equipment to be added
onto the GPS satellites, if amortized
over a large number of ground terminals,
might not add significantly to the over-
all systems costs. Neither would the
cost of a central computer be signifi-
cant since most of the computations are
carried out in the ground terminals.
However, the development costs for both
the ground-based and the satellite parts
of the system, despite their intended
simplicity, would likely be of the order
of a million dollars.

IV. Limits on Attainable Accuracy

The accuracy attainable in baseline
determinations will be limited primarily
by errors in knowledge of (i) the propa-
gation medium and (ii) the positions of
the satellites. The effects of both of
these sources of error increase, albeit
differently, as the length of the base-
line increases; we discuss each in turn.
Finally, we discuss the less important
limits due to the relative geometric
configuration of terminals and satel-
lites, and due to instrumental effects.

A. Propagation Medium

The propagation medium contains, in
effect, two components: the ionosphere
and the atmosphere. The influence of the
former can be virtually eliminated, as
described in Section III, by utilizing
its dispersive nature. The tropospheric
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effect on the electrical path length of
the radio signals is harder to deter-
mine because the neutral atmosphere is
nearly non-dispersive throughout the
radio band of frequencies. This effect,
typically about 8 ns at the zenith, is
variable by about 1 ns, due mainly to
variations in the amount of water vapor
in the atmosphere. If ground-level
measurements of atmospheric pressure,
temperature, and dew point are used to
calculate the atmospheric zenith delay,
the rms error in the result may be re-
duced to approximately 2 to 3 cm (Murray
and Marini, 1976). However, for base-
lines of a few kilometers or less in
length, and for sites at nearly equal
elevations above sea level, the atmos-
pheric delays introduced at the two ends
of the baseline tend to cancel to a high
degree. Our limited experience with
such short baselines shows, for example,
that tropospheric effects can be lowered
to the millimeter level (Rogers et al.,
1978) and, in appropriate climates, to
the tenth millimeter level (Elsmore and
Ryle, 1976) for baselines of length up
to five kilometers. For long baselines,
a series of interferometric measurements
by our group (Robertson et al., 1979)
involving the Haystack and Owens Valley
antennas, separated by nearly 4,000 km,
demonstrated that a dozen baseline length
determinations, distributed over a one
and a half year period, show repeatabil-
ity at the three centimeter level with
the use of only surface measurements of
atmospheric parameters. Higher accuracy
results might be obtainable through use
of water-vapor radiometers (see, for
example, Schaper et al., 1970 and Moran
and Penfield, 1976) to monitor the water-
vapor content above each terminal; per-
haps the contribution of the troposphere
to the uncertainty in baseline-vector
determination could thereby be reduced to
the centimeter level in all three com-
ponents even for baselines of transcon-
tinental dimensions. However, the effi-
cacy of water-vapor radiometers for this
purpose has yet to be established
reliably in VLBI experiments under vari-
ous climatic conditions. Moreover, at
the present stage of technology, the
water-vapor radiometers would be much
larger, and more expensive, than our pro-
posed ground terminals — the use of such
radiometers would be similar to the tail
wagging the dog.

One can also take advantage of avera-
ging. Since a baseline determination can
be made, on average, once per second, one
can afford for most applications to aver-
age the results for many minutes or
longer. Further, with more than four
satellites observed simultaneously,
another form of redundancy is possible.

For both types, one can use the level of
stability of the data and of the results
as an indication of the accuracy of the
baseline determination.

B. Satellite Positions

Errors in our knowledge of satellite
positions are muted in their effects on
baseline determination by the ratio of
the baseline length to the satellite
altitude. Thus for baseline lengths of
a few hundred kilometers, the sensitivity
to satellite position errors is reduced
by a factor of nearly two hundred for
satellites of the GPS type. For example,
to achieve "instantaneous" accuracies of
2 cm over a 100-km baseline would require
satellite position errors smaller than
4 m. (Note that for a baseline short
compared to the satellite altitude, the
interferometric delay is sensitive
primarily to the direction of the satel-
lite, not to its altitude). For trans-
continental baselines, the immunity fac-
tor is under ten and satellite position
errors become of correspondingly greater
importance. But, as discussed earlier,
effects of satellite position errors
might be reducible to the level of the
atmospheric errors if base stations were
equipped to tie the satellite positions
continuously over the required periods
to those of extragalactic objects through
differential VLBI observations. Avera-
ging the baseline results over long
periods of time, and, hence, over many
satellites, would be acceptable for many
applications and would tend to reduce
the effects of satellite position errors.

C. Geometry

We now consider the effects on the
accuracy of baseline determination of the
geometric distribution of the satellites.
Given the uncertainty in the measurement
of interferometric phase delay, the
determination of the corresponding uncer-
tainty in the estimate of the baseline
vector is non-trivial. The task is com-
plicated largely because of the unknown,
systematic, effects introduced by the
neutral atmosphere. However, one per-
tinent question can be answered by an
elementary analysis: What is the purely
geometrical multiplying factor in the
conversion of phase-delay uncertainty to
baseline-component uncertainty? To ob-
tain an answer, we. used the following sim-
plified expression for the interfero-
metric phase delay obtained from obser-
vations of a satellite by two terminals
(see, however, section III.A):
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~ 90r

(2)

r < s,

where r^ (i=l,2) and s are vectors, from
the center of the Earth to the terminals
and to the satellite, respectively. The
analysis was based on the GPS configura-
tion, with two satellites in each of the
three orbital planes assumed to be cros-
sing the equator at t = 0. Baselines
with F2~rl I ̂ s were considered as an
illustration; under these conditions,
the term in brackets in Equation (2) can
be ignored. However, the effects of
parallax, due to the finite altitude of
the satellites, must be considered and so
s was calculated for the vector from the
baseline midpoint to the satellite. Ob-
servations were assumed to be made of all
satellites whose elevation angles, as
viewed from the terminals, exceeded 10
deg.

From such observations, at each inst-
ant, the three components of the base-
line vector and the epoch offset of the
clock at one terminal with respect to
that of the other, could be estimated and
the standard errors in these estimates
determined. The results from the analy-
sis and related information on the geo-
metry are presented in Figures 3 and 4.
Figure 3 is based on the terminals being
placed at a north latitude of 40 deg and
at a longitude coincident at t = 0 with
an ascending node of one of the orbital
planes of the satellites. In Figure 3a,
we show the elevation angles as functions
of time for all satellites visible from
the terminals. Figure 3b shows the
results of the error analysis: the stan-
dard deviations in the estimates of the
vertical and the two horizontal compo-
nents of the baseline as functions of
time. The standard deviations are given
in units of the standard error in the
determination of the interferometric
phase delay. For either of the two hori-
zontal components, the geometric multi-
plication factor is never more than 1.2
with its average value being about 0.8.
The multiplication factor is larger for
the -vertical component whose uncertainty
depends more importantly on the total
spread of the elevation angles. Thus,
as can be seen in the figure, the multi-
plication factor is relatively large
when the spread is small, and vice versa.
For all three components, the standard
errors as functions of time are discon-

(o)

3 4
(hours )

I D 0 1 2 3 4 5
TIME (hours) —••

Fig. 3. Error analysis for Mighty. "MITES
system.

(a) Elevation angles of satellites as
seen from ground terminals at 40°N.
latitude. Observations are made of all
satellites visible above 10° elevation,
except at t=6 hours, when the two satel-
lites with elevations of 9.7°, indicated
by the asterisk (*), are also observed.

(b) Standard errors of estimates of base-
line vector components, computed at time-
intervals of 20 minutes. Points plotted
at these intervals have been connected
by continuous lines for clarity, although
actual "curves" have discontinuities when
satellites cross 10° elevation limit.
Unit of baseline uncertainty is the
standard error in measurement of inter-
ferometric phase delay, converted to
equivalent path length. At time=6 hours,
results are shown both for 10° (regular
symbols) and for 9.7° (asterisks) eleva-
tion-angle cutoffs.

tinuous when a satellite passes either
inside or outside the allowable elevation
angle limit. We also note in the figure
that if the elevation angle cutoff at
t = 6 hr were lowered by only 0.3 deg,
the multiplication factor for the ver-
tical component would drop nearly two-
fold, the total spread in the elevation
angles then included being increased
thereby from about 30 to 50 deg. Figure
4 contains the corresponding results for
observations from terminals placed at
the same longitude, but on the equator.
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Fig. 4 (a) and (b). Same as Fig. 3,
except that terminals are at the equator.

The above error analysis, as mention-
ed, ignores the effects of the tropo-
sphere and of the uncertainties in the
orbits of the satellites. To obtain an
indication of the magnitude of the eff-
ects of the troposphere, we repeated the
analysis, but with the standard error for
each observation equal to the cosecant of
the elevation angle and with the eleva-
tion angle "cutoff" maintained at 10 deg.
The results are summarized in Figure 5.
Here we see that the multiplication fac-
tors are larger, as expected, reaching up
to 2.0 and 2.5, respectively, for the
horizontal components for terminals at
40 deg and 0 deg latitude. The corres-
ponding factors for the vertical compo-
nent are both about 5.0, which serves to
emphasize the importance of the observa-
tions being widely distributed in eleva-
tion angle, and, especially, being exten-
ded to high elevation angles.

In a further refinement, we could
solve in addition for the common mode
epoch error (see Section III.A).

D. Instrument

For very closely spaced terminals the
accuracy attainable in baseline deter-
mination could be limited by instrumen-
tal effects. For example, with a 100-
meter spacing of terminals, of some
interest for surveying and for monitor-
ing the effects of.earthquakes (see Sec-
tion VI), the contribution to the error
in baseline determination from the trop-
osphere in good weather should be under
1 millimeter and from the satellite-
position uncertainties under 0.05 milli-

meters. Any instrumental effects of
order 1 millimeter could, under these
circumstances, degrade the system per-
formance. Thus, it would be especially
important for such applications to mini-
mize the effects of ground reflections,
as discussed in Section II.C. With
proper design and calibration, other
sources of systematic errors in the
instrument could probably be kept to a
level of about 0.3 psec, equivalent to
0.1 mm in distance. The random errors,
due to signal-to-noise limitations (Sec-
tion II.C), could be reduced to this
negligible level after less than ten
minutes of integration. Should the
ground reflections be the dominant con-
tribution to the error, this fact would
be disclosed in the slow variations with
time of the estimate of the baseline,
caused by the changing directions of the
signals. These variations would also
tend to repeat with a 12-hour period,"as
indicated earlier.

A potential problem with current geo-
detic applications of VLBI concerns the
determination of any changes with time
of the length of the signal path through
the antenna system. With the large
structures now in use, one must account
for deformations associated with changing
winds, temperature, and gravity loads
(see, for discussion, Rogers et al.,
1978). However, for a miniature ter-
minal with a dipole-type antenna such
changes are negligible at the millimeter
level due to the small size and rigidity
of the antennas.

V. Demonstration Experiment

Could the feasibility of this system
be demonstrated without the use of four
or more satellites? The answer is yes,
and the means are quite economical, too.
A transmitter could, for example, be
flown on each of four, small, private
planes. More planes could be used for
redundancy and, in addition or in repla-
cement, one or more transmitters could •
be placed at suitable ground locations.
For purposes of discussion, we assume
that only four planes would be used. The
planes could fly at altitudes of about 2
to 3 kilometers and each could hold a
tight, nearly circular, pattern of radius
about 0.5 kilometers. The horizontal
separation between planes could be about
5 to 6 kilometers to ensure good geo-
metry without the use of excessively low
elevation angles. The four planes could
each be tracked in three dimensions by a
simple set of four or more ground ter-
minals, separated by, say, 50 to 100
meters and arranged suitably to ensure
good geometrical relations. These ground
terminals would be connected with phase-
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stable links, as in conventional radio
interferometry, to eliminate clock epoch
offsets as unknowns. Thus, the three,
simultaneous, independent, measurements
of interferometric phase for the signals
from each plane would suffice to deter-
mine the three coordinates of the plane
with respect to the reference frame de-
fined by the four ground terminals. The
relative surface locations of these
ground terminals could easily be deter-
mined with the use of classical tech-
niques to within a centimeter. Two,
additional, "test" terminals could be
placed near the center of the array of
four terminals, about 10 or more meters
apart from each other to reduce inter-
ference to a negligible level, and their
vector separation determined from the
signals received from the transmitters on
the four planes. The epoch of the clock
at one terminal would have to be known
quite accurately a priori, or, alterna-
tively, a fifth plane could be employed.
The accuracy of the determination of the
separation of the test terminals could be
checked easily to the millimeter level
with the use of simple, classical, geo-
detic techniques. The accuracy of the
VLBI determination should be at the
centimeter level, or below, depending on
the accuracy of the location of the
planes and on the relative separation of
the various terminals. The direct tropo-
spheric effects on this accuracy will be
negligible, because of the small size of
the array.

As an additional test, very low eleva-
tion angles could be used and the results
compared as a function of terminal sepa-
ration. It might also prove useful, with
perhaps higher flying craft, to test
extensively the effects of the tropo-
sphere on baseline determination in var-
ious locations and weather conditions.

Either of these simulations can be
used to test just about all aspects of
the proposed system, save for the tech-
nique to eliminate the effects of the
ionosphere on the phase-delay measure-
ments. Although only few may see the
need for an actual test of this tech-
nique, because of our firmly based
knowledge of the dispersive nature of a
plasma, such a test is possible to per-
form. For example, one could use con-
ventional VLBI observations of extra-
galactic radio sources; the center
frequencies of the spectral regions
sampled would be matched to the fre-
quencies of the tones proposed for the
satellite transmitters. The sampled
regions of the spectrum would not be so
narrow as for the tones because of the
necessity to attain adequate signal-to-
noise ratios. However this difference
is inessential. The main difficulty with

this test involves the need to develop
suitable feed systems for the large
antennas to cover the -1 to 2 GHz range
effectively. Although observations of
more than one source simultaneously will
probably not be feasible in this test,
the results from interleaved observa-
tions of a pair of sources can be used
in much the same way as proposed for the
Mighty MITES System.

VI. Applications

There are a large number of potential
applications of this interferometric
system. We discuss some of these briefly.

A. Earthquake Monitoring

A primary use of the Mighty MITES
would be to monitor the regional accumu-
lation and release of strain. Their use
would be most effective in regions around
a fault such as the San Andreas where the
terminals could be distributed widely,
and yet densely, in the immediate vici-
nity of the fault and the data collected
routinely. In effect, a seismic array
could be set up, capable of measuring
displacements with millimeter to centi-
meter precision in the 0 to 1 Hz part of
the spectrum. The extraordinary time
resolution of these measurements of base-
line vectors and the high accuracy,
especially for short baselines, should
allow a very complete geometric charac-
terization to be made of the crustal
movements during actual earthquakes.
Moreover, during earthquakes, any errors
in our knowledge of satellite positions,
which change slowly with time, would not
significantly degrade the accuracy with
which the changes in baseline vectors
could be determined with .the terminals.*
These Mighty MITES should be sufficiently
inexpensive to allow a dense net to be
set up, and their ability to operate un-
attended should also cut down dramati-
cally on the cost of the overall monitor-
ing system, as indicated in Section III.
B.

Compact terminals could probably be
designed to operate under rather extreme
temperature and wind conditions; thus,
such terminals could be placed at other-
wise inaccessible locations, for example
at the many Asian sites of geophysical
interest where plates seem to be colli-
ding and fracturing. Due to the use of
low radio frequencies in our system, the
signals could even penetrate through sub-
stantial snow and ice cover. However,

* Note, however, that during and immedi-
ately preceding and following earth-
quakes insufficient time would be avail-
able for averaging out short-term mete-
orological effects.
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signal reflections at the various inter-
faces might be devastating. In addition,
under heavy snow or ice conditions, it
might be necessary to use, say, radio-
isotope power to melt the snow and ice,
and to operate the receiver and the trans-
mitter, the latter to convey the data via
a suitable satellite link to a data col--
lection and processing center. Perhaps
an acceptable global environmental impact
statement could be adopted that would
allow use of radioisotopes for such
purposes.

In any event, the terminals could be
built to survive winters and operate
during the remainder of the year in nor-
mal fashion with, say, solar cells pro-
viding a source of power.

B. Land Surveying

These terminals could also be used for
more conventional surveying. For exam-
ple, for local surveying, over distances
of a few kilometers or less, two or more
terminals could be employed. The sur-
veyor would merely have to set the ter-
minals down at the positions whose vector
separations are desired and, after the
minute or so required for signal acqui-
sition, baseline results could be ob-
tained once per second. The surveyor
would also require satellite-position
information, a small microprocessor,
and either a radio or a line link to each
terminal to be able to determine these
baselines. The needed computations could
easily be done in real time and would
thus allow the surveyor to complete his
tasks virtually as fast as he could place
the terminals at the desired positions.
Of course, observations could be contin-
ued by the surveyor as long as desired
and the changes, or fluctuations, in the
baseline vectors, as well as their run-
ning averages, could be monitored.
Averaging largely removes the effects of
short-term atmospheric fluctuations,
caused, for example, by passing clouds.

Semi-permanent, self-contained, local
arrays of terminals could also be used
for a variety of purposes. As examples,
we mention the monitoring of local crus-
tal movements in the vicinity of nuclear
plants, wells, pipelines, dams, mines,
and rocket launching sites, and even the
monitoring of oil rigs in the sea. In
some cases, combination with gravity mon-
itoring will yield a more powerful set of
data for .the determination of both crustal
motions and changes in the mass under-
lying the area.

For purposes of both two-way communi-
cation and supply of power, a direct
electrical link to each terminal might
be more suitable for fixed installations
designed for long-term monitoring. If
direct links are not convenient, small

cassette recorders could be used to
store the data which could be collected
intermittently.

C. Navigation

A number of navigational uses can be
envisioned for the Mighty MITES. For
example, they could be used aboard air-
planes, boats, or land rovers. There
should be no difficulty in the acqui-
sition of satellite signals even aboard
moving vehicles, provided the accelera-
tion is not too high. Thus, a "one
tenth g" acceleration could easily be
tracked by the receiver. For signifi-
cantly higher accelerations, a change in
the design of the signal lock-on system
might be required. The information on
changes in vehicle position would also
have to be transmitted to a central pro-
cessor. Alternatively, the matching
interferometric information on the sig-
nals received at some known, fixed site
or sites could be transmitted to all
vehicles from a central location and the
determination of position carried out
aboard each vehicle.

D. Spacecraft Tracking

The concepts involved in the Mighty
MITES System could also be used in space
applications. For example, with some
modifications of the system to account
for orbital motion, the vector separa-
tion between any two satellites could be
monitored continuously provided both view
the same five GPS satellites simultane-
ously. In fact, the GPS satellites them-
selves, if so equipped, could monitor
their own vector separations! (However,
one would have to take care in the fre-
quency allocations to insure that the
transmitted signals did not interfere
with those received.) The reference sys-
tem for the direction determinations
would be an ensemble average; this
(changing) system could be related to the
extragalactic radio source reference
frame through the previously-described
differential VLBI measurements.

Another possibility is to use a set of
these compact terminals at fixed loca-
tions to track any satellite equipped
with an appropriate transmitter. With
each terminal augmented by a suitable
frequency standard, the accuracy achiev-
able with this system (see, for example,
Preston et al., 1972) might well be com-
petitive with that now obtainable from
laser tracking. In addition, the VLBI
system would have the advantages of being
all weather and having far less expensive,
ground equipment. (Even the transmitter
may be less expensive than the satellite-
borne optical corner reflectors.) Satel-
lite programs such as SEASAT and LANDSAT,
some of whose scientific results depend
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importantly on the continuous determina-
tion of orbits with high accuracy, might
especially benefit from use of this VLBI
tracking system. The GPS satellites
could, of course, also be tracked in this
mode.

E. Gravity Anomalies

One possibly useful application of
these concepts may be in the measurement
of gravity anomalies on the Earth. Consi-
der a pair of "drag-free" satellites sepa-
rated by, say,200 to 300 km, and travel-
ing in an orbit of that altitude. If each
satellite were equipped with an appropri-
ately modified Mighty MITES terminal to
observe the GPS signals from the GPS sat-
ellites, sensitivity would exist to
anomalies of the strength of 1 mgal or
greater, averaged over areas of about
200 km in linear extent. The limit on
accuracy of this novel tracking system
would be set by the (high-frequency)
uncertainties in the knowledge of the
orbits of the GPS satellites. Signal-
to-noise ratios and instrumental calibra-
tions should easily be obtained which do
not limit the system sensitivity above
the stated spatial and temporal resolu-
tions . There would be no contribution
to the uncertainty by the troposphere,
unless the GPS satellites were replaced
in whole or in part by ground terminals.

Another variant of this general scheme
would be to place a tone-transmitter on
each of the low-orbit satellites and to
place receivers on the GPS satellites.
Three-dimensional tracking of the low-
orbit satellites could then also be
accomplished in the GPS-defined reference
frame, given suitable frequency standards
aboard the GPS satellites. Again only
high-frequency "noise" in the orbits of
the GPS satellites would limit the sensi-
tivity of the system to gravity anomalies.

F. Miscellaneous

One can also envision the Mighty MITES
system being used for virtually instant-
aneous 'time transfer over transcontinen-
tal and intercontinental distances at
about the few nanosecond level of
accuracy. Here the accuracy would be
limited primarily by the uncertainty in
the knowledge of the positions of the
GPS satellites.

Other possible applications include
monitoring the motion of icebergs and,
for example, ice topography in locations
such as Greenland and Antarctica. Of
course, during severe weather conditions,
the operation of the system would be
subject to the same constraints as men-
tioned in Section VI.A.

We should emphasize that all of these
potential applications must be considered

in far greater detail before their utili-
ty can be assessed properly.

VII. Comparison with Other Space Systems

How does this VLBI system compare with
other "space" systems proposed for geo-
detic applications? We examine briefly
five such possible systems as examples:
the GPS, with and without modification of
the satellites; a conventional VLBI
system; a satellite Doppler positioning
system; a ground-based laser system;
and a spaceborne laser system.

A. Global Positioning System

The various options originally con-
sidered for GPS ground terminals were not
intended to yield accuracy in position
determination better than about 1 meter.
A crucial question is: can the already
planned GPS signals be utilized in other
ways to yield substantially higher
accuracies in position determination?
Various possibilities can be envisioned.
One possibility (MacDoran, 1978) would
be to receive the GPS signals interfero-
metrically as if they were random noise,
as from extragalactic radio sources.
Because of the strength of the' GPS sig-
nals, even when treated as random noise,
a 1-meter diameter, transportable, ant-
enna can be used with conventional VLBI
receiving and data processing techniques.
The estimated precision in baseline
determination (MacDoran, 1978) is 2 cm
from 1.5 hours of data collection for
baselines <300 km in length. This sys-
tem promises comparable accuracy to that
claimed for the Mighty MITES system, but
at the sacrifice of cost, simplicity,
and time resolution.

Another possibility is to utilize
knowledge of the pseudo-random noise GPS
codes so that the effective noise band-
width at the receiver is of the order
of, say, ten Hertz instead of the order
of ten Megahertz. One may then consider
rapid determination of the interfero-
metric group delay, at both the -1.2 and
the -1.6 GHz GPS bands, with accuracy
sufficient to determine the ionospheric
contribution and to eliminate the 2ir
ambiguities in interferometric phase
delays. The two phase delays, one at
each of the two frequency bands, could
then be combined to refine further the
knowledge of the ionospheric contribu-
tion and to yield an accurate vacuum-
equivalent phase delay. (The require-
ments on group-delay accuracy are some-
what ameliorated for sites closely-
enough spaced for the ionospheric effects
on the interferometric observable to be
negligible,) If this technique were
viable, then the same accuracy in base-
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line determination could be achieved as
with the Mighty MITES system. However,
one important caveat which bears on the
cost must be considered: the achievement
of sufficient group delay accuracy to
eliminate the phase delay ambiguity may
entail considerable complication with
such a narrow (=1 %) fractional bandwidth
available at each GPS band. Although
signal-to-noise ratios appear sufficient,
systematic effects on the frequency
dependence of the phase delays could be
serious. As an oversimplified illustra-
tion, consider ground reflections of the
signal that introduce an (erroneous) con-
tribution to the slope of the phase of
the signal as a function of frequency
across the band. A difference in phase
of only 1°, in opposite directions, at
both ends of a 10 MHz band, would intro-
duce an error in group delay equivalent
to a displacement of about 15 cm — a
large fraction of the ~20 cm wavelength
at 1.6 GHz. To be more quantitative
about the possible sources of such re-
flected signals, we note that the root-
mean-square (rms) phase error due to, say,
isotropic scattering by objects near
the antenna is given approximately by

.1/2 = 10 -deg,

where a is the cross section of the ob-
ject, R is its distance from the antenna,
and both are measured in compatible
units. We assume here that the receiving
antenna is isotropic. Thus, an object
such as a tree with a 2 m2 effective
cross section, situated 15 m from the
receiving antenna, would lead to a 1 deg
rms phase error. To cut this figure to
0.1 deg would require the gain of the
antenna to be 20 db less in the direction
of the scattered radiation than in the
direction of the directly received sig-
nals. A simple antenna with such high
directivity could not receive signals
from all satellites simultaneously;
hence the effects of instabilities of the
frequency standard could not be elimina-
ted simply by subtraction, as in the
Mighty MITES system. A more stable, and
presumably more expensive, standard would
be needed. Alternatively, one could em-
ploy a phased-array antenna in either of
two modes. In the simpler, but still
rather elaborate mode, the pointing of
this antenna could be cycled from satel-
lite to satellite with the phase-locked
loops that track the signals from any
given satellite being gated in synchro-
nism with this cycle. (The period of
the cycle should be short compared with
the time constants of the phase-locked
loops.) In the second mode, the array
could observe all visible satellites si-

multaneously at the cost of multiple
amplifiers and phase shifters for com-
bining appropriately the outputs from
the different elements of the array.
We conclude that this problem of elimi-
nation of the 2ir ambiguity in phase with
the planned GPS signals may require a
rather expansive system to insure suf-
ficient suppression of the effects of
ground reflections (see also Section
II.C).

In regard to systems, like ours, that
involve use of modified GPS signals, one
might enquire about non-interferometric
schemes as well. We considered several
such possibilities, for example a system
in which the terminals received and
transponded a ranging code to each satel-
lite. None of these schemes looked as
attractive as our interferometric system.
Each had a serious flaw that seemed
very costly to overcome.

B. Conventional VLSI System

A relatively large, transportable,
conventional VLBI system that is used to
observe extragalactic radio sources has
several advantages over our compact ter-
minal. First, since the observed signals
are from extragalactic sources whose
positions are virtually static, no orbit
determinations are required and loss of
accuracy in baseline determination with
increasing baseline length is much more
modest; second, the addition of water-
vapor radiometers to allow possible
achievement of higher accuracies in the
estimate of tropospheric effects, is a
relatively smaller complication for the
larger system. The disadvantages of the
larger VLBI system are partly economic:
compact units, operating unattended,
should prove far more cost effective with
virtually unlimited numbers of such ter-
minals usable simultaneously; and part
technical: the temporal resolution
achievable with the compact units should
be at least three orders of magnitude
better than with the larger system.
Furthermore, determinations of baselines
between all sites of interest simultan-
eously, which would be feasible only with
compact terminals, would obviate the need
for knowledge of polar motion and earth-
rotation variations to "tie" all inter-
site vectors to a common reference system.

C. Satellite Doppler System

The satellite Doppler system, which is
used to determine positions on Earth from
the Doppler shift of signals transmitted
by satellites, has one distinct advan-
tage over any VLBI system: each ground
unit can be used independently to deter-
mine the position of any point on the
Earth's surface in a suitably defined



Earth-fixed reference system. However,
this system has the apparent disadvantage
that much more time of the order of many
hours and perhaps days, may be required
to determine the position of the receiver
with accuracy comparable to that achiev-
able between sites with VLBI; in fact,
the attainable accuracy in relative posi-
tion determination may still be several-
fold worse than that attainable with a
VLBI system.

D, Ground-Based Laser System

Another system that could be used for
monitoring crustal motions entails the
use of highly-transportable lasers to
observe the LAGEOS satellite from various
sites (Bender et al., 1978). It is
estimated that each such laser system
would require several days per site to
obtain a vector position with uncertainty
at the centimeter level. Although the
accuracy achievable with this system may
be comparable to that expected with the
proposed Mighty MITES system, the cost of
each laser system will probably be more
than a hundredfold greater and will re-
quire, on average, about a thousandfold
longer time per position determination.
The laser system would therefore suffer,
relative to the Mighty MITES system, from
the same difficulties discussed in con-
nection with the conventional VLBI system.
The main advantage of this laser system,
as with every optical system, is its
relative immunity to the effects of the
water vapor in the troposphere (see
Subsection E). Of course, optical sys-
tems are also freed from the complica-
tions entailed in the removal of ionos-
pheric effects.

E. Spaceborne Laser System

The spaceborne laser system, which
would measure the echo delays of signals
reflected from arrays of optical corner
cubes on the ground (Smith, 1978), has
one main advantage with respect to the
.VLBI system: The laser signals are
about 40 times' less sensitive than radio
signals to the effects of atmospheric
water vapor on the propagation times of
the signals. The Mighty MITES system,
on the other hand, has several distinct
advantages over the laser system. First,
with the Mighty MITES, baselines could
be monitored continuously whereas, with
lasers, the monitoring would be only
intermittent, due both to weather inter-
ruption and to lack of continuous satel-
lite coverage; measurements coincident
with earthquakes, for example, might
therefore be missed with the laser sys-
tem. Second, the Mighty MITES system
could be used effectively for long as
well as for short baselines (although at
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Fig. 5 (a) and (b). Same as Figs. 4 (b)
and 3 (b), respectively, except that here
the standard error in the measurement of
the interferometric phase delay, instead
of being unity, is equal .to the cosecant
of the elevation angle of the satellite.

greater expense because of the expected
need to monitor the satellite orbits
with larger VLBI systems), whereas the
laser system, which may require a low
orbit for the laser, would probably be
considerably less effective in the deter-
mination of transcontinental baselines.
Third, the spaceborne part of the Mighty
MITES system is well within the state of
the art and should have a lifetime of at
least several years. By contrast, a
laser system which can transmit pulses
unattended and unmaintained at the
required rates for such a period has yet
to be demonstrated. However, only one
satellite at a time is required for the
spaceborne laser system whereas many are
required for the Mighty MITES system.
(On the other hand, the requirements for
pointing are far more severe for the la-
ser than for the radio system.) With
regard to the lifetime of the ground-
based parts of the laser and radio sys-
tems, it is not clear which has the ad-
vantage: one must balance the maintenance
of the electronic equipment, which may be
capable of unattended performance for
several years, against the erosive and
obscuring effects on the corner cubes
of wind-blown dirt and rainborne dust.

The Mighty MITES receiver and elec-
tronics package could be placed under-
ground, with only the antenna exposed to
view. It is thus unclear whether corner
cubes, which would be totally exposed
above ground, or the radio terminals
would be a greater attraction for
souvenir hunters.
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Abstract. The National Ocean Survey is devel-
oping an automated system to derive parameters of
horizontal crustal motion from existing geodetic
data by the process of least-squares estimation.
The estimated parameters will describe crustal
motion as a function of geographic position. The
system will first be tested in the Imperial Val-
ley region of southern California, using data
from 8 individual field .projects spanning four
decades of time.

Introduction

Global models for tectonic activity hypoth-
esize the existence of rigid plates rotating with
constant velocity. In contrast, local crustal
motion as observed by geodetic and geophysical
instrumentation varies from nearly continuous
creep to the stop and go process associated with
large earthquakes. To better understand the
transition from global to local phenomena, the
National Geodetic Survey of the National Ocean
Survey is performing several studies of the
geodetic data of the past 100 years on a re-
gional level. These studies are designed to
establish the pattern of horizontal crustal
motion in areas from 100 to 300 km in diameter.
This paper describes one of the techniques being
used and some preliminary results obtained from
a pilot study of the Imperial Valley area in
southern California.

The participation of the National Geodetic
Survey in crustal motion study is required by
the forthcoming redefinition of the North Amer-
ican Horizontal Datum. A new adjustment of the
entire U.S. control network will accompany this
redefinition, and new positions will be pub-
lished in 1983 for all stations of the con-
trol network. The following arguments are pre-
sented to support the geodetic community's need
for a better understanding of crustal motion.

1. In any adjustment which incorporates data
from different epochs, especially in an
area of crustal movement, the observations
need to be reduced to a model of the earth
which allows geodetic positions to vary
with time.

2.. A model for crustal motion is needed for
predicting the changes in position of pub-
lished stations. To the extent feasible,
parameters of motion could be published
in 1983 along with station positions in a
fashion similar to star catalogs.

3. A better understanding of crustal motion
will help to better define requirements
for reobserving disrupted sections of .the
control network.

Proc. of the 9th GEOP Conference, An International Symposium on the Applications of
(leodesv to Geoilynninics. October 2-5.1978. Dept. of Geodetic Science Rept. No. 280. The
Ohio Slate Univ.. Columbus, Ohio 43210.

The Technique

In most studies of crustal motion the usual
technique is to compare different surveys of the
same geodetic network, two epochs at a time.
The technique to be discussed here will differ
out of necessity. The geographic areas of study
will generally be larger than the area covered
by any one field project, and in most cases the
various field projects will only partially over-
lap one another since most of them were observed
to establish geodetic control where it pre-
viously did not exist, not for crustal motion
study. The basic technique is to estimate param-
eters describing crustal motion by a simulta-
neous least-squares adjustment of all the per-
tinent geodetic data. This is accomplished by
introducing into the adjustment a mathematical
model which describes station positions as a
function of time. The following paragraph
describes the model which was used in the Impe-
rial Valley pilot test.

In the model the region of study can consist
of one or more subregions. Existing fault lines
will usually provide the boundaries between
subregions. The latitude <(>t and the longitude
Xt of a geodetic station in the i

th subregion
at time t are given by the formulas.

i,3

i,2

Here to is a fixed time of reference, and
(4>t >^t ) are *-he geodetic coordinates of the
station at time to. Each f^ j for l<j<4 is a
function over the variables |t and At . In
the first applications of the technique1 these
functions will be of the form

+ b, + b,

Note that this models the motion as a contin-
uous function of time and a discontinuous func-
tion of position with the discontinuities occur-
ring along the boundaries between subregions.
Existing horizontal survey data in the form of
directions, distances, and azimuths can be input
into the adjustment process to obtain the least-
squares estimates for the unknown coordinates
(<f>t ,At ) and the unknown coefficients ^>±tjl'k.

This technique has several advantages over the
standard technique of directly comparing two sets
of measurements of the same quantities. It
allows for the linking together of neighboring
field projects into a single data set even though
several years might exist between the times when
the individual field projects were observed. It
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allows for the rigorous Inclusion of astronomic
azimuths which may have been observed separately
and the inclusion of data at stations which have
been destroyed. Additionally, the model pro-
vides a built-in mechanism for interpolating the
values of velocity and acceleration over the
entire .region of study. Finally, the model gen-
eralizes 'the information contained in the data.
This last point can be considered a disadvantage
as well as an advantage. It is an advantage in
so much as the concern is toward regional trends
as opposed to local details. For example, local
movement phenomena like hillside creep will be
smoothed-out. On the other hand, it is a dis-
advantage in that unmodeled variations in re-
gional motion will also be smoothed-out. For
example, motion across an unmodeled, yet active,
fault will be interpreted as a continuous func-
tion of position. For this reason the standard
technique of directly comparing two sets of
measurements over the same quantities will
never be fully abandoned. Instead it will pro-
vide the standards by which to evaluate the ac-
curacy of the mathematical model.

Although information is lost In the process
of modeling the motion, a model is desired to
provide a clear overall picture. When the in-
adequacies of a model are identified, the model
can be refined. The study of the Imperial
Valley data was conducted as a pilot test to
evaluate the above model, identify its inade-
quacies, and suggest how the model might be
changed to more accurately reflect the physi-
cal situation.

The Data

Of the seismic areas in the United States,
the Imperial Valley and its immediate sur-
roundings represent the most frequently ob- -.
served part of the national network over any
geographic area of comparable size. 'The basic
network was observed in 1934. After the El
Centro earthquake of May, 1940 (Richter scale
magnitude =7.1) the network was reobserved
in 1941 to determine a new set of positions for
several geodetic stations. Observations of the
basic network were performed in 1954-55 and
again in 1967 for the specific purpose of study-
ing post-seismic activity in the area. In the
period 1974-76 two field projects along the
southern extent of the network were observed as
part of the Transcontinental Traverse. . This
study also includes two minor field projects
in the area, a 1942 triangulation survey around
the southern half of the Salton Sea and a 1959
highway traverse survey extending parallel and
about 10 km north of the Mexico-California
border. Figure 1 shows the essential part of
the network which was studied and its relation-
ship to the fault system in the area.

Different parts of this data were previously
investigated. The results of these investiga-
tions can be used to evaluate the performance
of the model. Displacement vectors for the
region were reported by Meade [1948] for the
1934-1941 period, Whitten [1956] for the 1941-
55 period, and Gergen [1978] for the 1941-1976
period. Miller et al. [1970] published dis-

TRIANGULAT10N
IN THE

IMPERIAL VALLEY

Fig. 1. Triangulation in the Imperial Valley and its relationship to
the fault system.



placement vectors and strain components for
various periods using appropriate subsets of
the 1934-41-55-67 data. A geophysical interpre-
tation of the data was given by Scholz and Fitch
[1969] by comparing the 1941-55 data to the dis-
location model of Chinnery [1961]. Interpreta-
tions of the data were also performed by Savage
and Burford [1970], Barker [1976], and Thatcher
[1978]. Each of these last three papers ana-
lyzed the strain components derived from the
1941-55-67 data by the method of Frank [1966].

Experiments with the Model

The model as programmed for this pilot test
allows the user to partition the region of study
into three subregions and to solve for 15 coef- ~
ficients (all terms in <|> and X up to degree four)
for each of the four polynomials associated with
a subregion. This gives the user a total of 180
parameters with which to describe the motion.
The experiments are to determine the appropri-
ateness of these parameters. However, it was
first necessary to establish the location of
active faults. This was accomplished with geo-
logical maps and an adjustment of the data to a
model which does not include any time param-
eters. The'geological maps located the known
faults. The residuals obtained from the ad-
justment identified which of these faults were
the most active. In some instances the maps
were ambiguous as to the location of a station
relative to the fault. Station B in figure 2
illustrates the problem. These ambiguities were
resolved by assuming one sense for the relative
motion between opposite sides of the fault and
checking whether the. angle a at B measured clock-
wise from A to C is increasing or decreasing with
time. In figure 2 right-lateral motion is as-
sumed. Thus, if B were to the left of the fault,
then the angle a would decrease in size with
time. If B were to the right of the fault, the
angle would increase. Note that the situation
is reversed if left-lateral motion is assumed.

Once the location of the active faults were
incorporated into the model, the data was read-
justed several times. The first readjustment
revealed an inadequacy of the model in that it
could not accommodate large discontinuities in
motion as a function of time such as those which
occurred along the Imperial fault as a result of
the 1940 El Centre earthquake. To continue with
the test all pre-1940 data was removed from the
data set except for a 1935 astronomic azimuth
near station YOTE (see figure 1). This azimuth
was retained for better orientation control over
time. In retaining the azimuth it is assumed
that the distance between the location of this
observation and that of the earthquake is suf-
ficiently large that the orientation of the
observed line did not change discontinuously at
the time of the earthquake. Future mathematical
models need a feature to accommodate the rela-
tively instantaneous shifts in position associ-
ated with major earthquakes.

With the pre-1940 data removed, the remaining
data revealed a velocity pattern corresponding
to a general shrinking of the network, indicat-

ing a problem with scale. The 1959 highway
traverse, the 1967 observations, and the two
Transcontinental Traverse projects 1974-76 all
have sufficient electronic distance measurements
to render good scale control for these epochs.
However, closer examination of the 27 observed
distances of 1959 indicated that they were too .
long by an estimated 13 parts per million.
These observations were accordingly rescaled
for the purpose of this test. Further investi-
gation of these distances is being undertaken.

An adjustment with the rescaled distances
revealed a velocity pattern corresponding to a
rotation about the fixed station, indicating an
orientation problem. The data includes 13 as-
tronomic azimuth observations, one observed in
1935, one in 1967, and the remaining 11 as part
of the two Transcontinental Traverse projects
1974-76. These azimuths are not suspected to
contain any serious non-random error. Instead
the results indicate a case of modeling obser-
vational errors as movement. The model is a
second degree polynomial in time and the above
azimuths essentially represent three epochs,
i.e., three points on the graph of network ori-
entation versus time, the minimum required to
determine a second degree polynomial. Hence
all error in these three epochs of orientation
is absorbed into the model. For the first two
epochs, 1935 and 1967, the orientation is de-
termined by a single observation. It is not
unreasonable for an astronomic azimuth to be
in error by one arc second which corresponds to
0.485 meters at distance of 100 km from the
fixed station. Further evidence of this effect
was revealed by the high correlation coeffi-
cients between the estimated parameters which
are linear in time and the corresponding param-
eters which involve the second power of time.
Consequently, the data does not allow for the
solution of an acceleration term. One way to
overcome this weakness in the data would be
to enlarge the network so as to include addi-
tional orientation control from nearby projects.
There is a limit, however, to the effectiveness

Fig. 2. The position of station B relative to
the fault can be established by the direction
of change in the angle a with time.
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of this technique. The more distant the ob-
servations are from the location of interest,
the smaller is their relative information
content.

With the elimination of all terms involving
the second power of time, a solution involving
16 time parameters was obtained. In this solu-
tion the polynomial in the ith area is of the
form

where l<.i<3, l<j<2 and ($,X) are the coordinates
assigned to the station ORIENT. The constraints
b i l l = b i 2 , l = 0 were imposed. This corre-
sponds to the'assumption that station ORIENT in
subregion 1 did not move with time. The esti-
mated values for several parameters in this
solution were below the estimated values of
their standard errors. Hence, additional con-
straints need to be imposed to compensate for
the inadequacies of the data. Some experimental
adjustments were performed constraining differ-
ent combinations of weakly determined parameters
to specific values. Figure 3 illustrates the
velocity vectors relative to station ORIENT
obtained in one of these experiments. Here
the five constraints bj 2 2 = ^2 1 1 = ^3,i,3 =
b 3 2 1 = t > 3 2 3 = 0 were imposed'in addition to

fixing station ORIENT. The heavy wavy lines
in figure 3 correspond the subregion boundaries
input to the solution and dividing the region
into three subregions. The error ellipses in
figure 3 indicate the 95% confidence limits for
the velocity vectors. Note that error ellipses
are relative to the origin and depend on the
choice of constraints.

Statistical analysis in the form of an F-test
indicate that the 11 parameter solution of
figure 3 is overconstrained relative to the 16
parameter solution at the 0.01 significance
level. A few more adjustments were attempted
to find the optimum set of constraints utiliz-
ing the statistical concept of fixing a para-
meter whenever there is insufficient information
to significantly estimate its value. Sometimes
more realistic constraints can be derived from
the physical theory itself. Both the 16 and 11
parameter solutions result in nonsymmetric
strain matrices for each subregion. Physically
this corresponds to a rotation of the network
with time. The average rotation of the network
obtained from these solutions is of the order
of 0.1 (10~6) radians/yr. Since the estimated
standard error in astronomic azimuths is 5.3
(10~6) radians [Strange and Pettey, 1977], this
rotation is probably only noise in the 13 ob-
served azimuths. If it is physically plausible
that the overall network does not rotate with

CRUSTAL MOTION
IN THE

IMPERIAL VALLEY
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Fig. 3. The velocity vectors relative to station ORIENT as obtained
from an 11 parameter solution of the 1941-76 data. The ellipses are
the 95% confidence limits, and the heavy wavy lines represent the
subregional boundaries supplied in the solution.
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time, then a more realistic type of constraint
is to restrict some or all of the strain
matrices to a symmetric form. Experiments with
this type of constraint could not be performed
in time to include them in this report.

Evaluation of the Model

The results of the various solutions trans-
late into north-south contraction in the Impe-
rial Valley in addition to right-lateral strike
slip motion along the faults. The interpreta-
tion of north-south contraction was at first
questioned as a possible result of poor scale
control in the data. However, the same inter-
pretation was obtained [Savage et al., 1978]
from trilateration networks observed by the U.S.
Geological Survey between 1972 and 1978. The

data used by Savage et al. and the data of this
study have no observations in common. Possible
corroboration of the north-south contraction
hypothesis is also provided by the observed
subsidence in the area to the southeast of the
Salton Sea (vicinity of station CALIPATRIA in
figure 1) relative to the area just north of
the Mexico-California boundary [Reese, 1977].
This subsidence is based on three epochs of
leveling data spanning the period 1972-76.

To further check the accuracy of the model,
the 16 parameter solution is compared in table
1 to the results obtained by Miller et al.
[1970] and Savage et al. [1978]. In general the
velocity vectors of this study have a more north-
south trend than those of the other two studies.
However, the difference is not statistically
significant. Since a symmetric strain matrix was

TABLE 1. Comparison of velocities relative to OLD BEACH deduced from 1941-67
triangulation [Miller et al., 1970], 1972-78 trilateration [Savage
et al., 1978], and the 1941-76 triangulation and trilateration of
this study.

Station Epoch Hi (East)
(mm/yr)

V2 (North)
(mm/yr)

BUTTE

OROCOPIA

ALAMO

SODA .

KANE

FISH

DIXIE

OFFSET 225

CARRIZO

OFFSET 229

41-67
72-78
41-76

41-67
72-78
41-76

41-67
72-78
41-76

41-67
72-78
41-76

41-67
72-78
41-76

41-67
72-78
41-76

41-67
72-78
41-76

41-67
72-78
41-76

41-67
72-78
41-76

41-67
72-78
41-76

16
3 ± 9
2 ± 8

1
6 ± 4
4 ± 9

0
1 ± 2
0 ± 3

-16
-3 ± 3
-10 ± 5

-20
-7 ± 5
-10 ± 7

-15
-12 ± 5
-11 ± 10

-11
-22
-13

± 9
± 14

-5
-31 ± 14
-15 ± 18

-15
-19
-13

8
14

2
-2 +.12
-15 + 5

1
-4 ± 4
-8 + 8

3
-1 + 3
5 ± 3

9
13
18

4
10

19
16 ± 4
23 ± 8

26
24 ± 4
33 ± 12

33
27
35

43
22
38

33
29

+ 4
± 9

+ 10
± 9

± 5

-16
-24 ± 14
-16 ± 19

36 ± 13

35
33 ± 5
40 ± 12
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assumed by Savage et al., the standard errors
associated with their values are in general
smaller than those of this study. ..

In table 1 the numbers representing the solu-
tion of this study would change by varying the
number of parameters which are estimated. Some
variations of the model that deserve investi-
gation are the inclusion of the Sand Hill fault
which runs from station GRAY northwesterly to
station FRINK (figure 1), and the inclusion of
a fault line in the vicinity of station OFFSET
227. In addition to varying the allowable coef-
ficients of this model, it is desirable to re-
fine the entire mathematical model so that the
estimated parameters correspond closer to phys-
ically observable quantities like the elasticity
of the crust or the depth of faulting. On the
other hand, even if the model were perfect the
results of this study could differ from the
results of Miller and Savage. The results of
Miller are based only on the 1941 and 1967 net-
works with the assumption that three stations
were fixed in time. The results of Savage rep-
resent different data over a significantly
shorter time span and were obtained by assuming
one station and one azimuth fixed in time. Fi-
nally, recall that the model is unable to ex-
tract acceleration information from this particu-
lar data set. Thus it is impossible to check
Thatcher's [1978] result that the average veloc-
ity across the extent of the fault zone decreased
from 82 ± 11 mm/yr for the 1941-54 period to
23 ± 15 mm/yr for the 1954-67 period.

Conclusion

The pilot test in the Imperial Valley demon-
strated the advantages of fitting a model to
the data. ' In particular, data from several
sources can be assimilated. Observations of
scale, orientation, and triangulation which
could not be used directly by the technique of
comparing two sets of observations over the
same quantities have been included in a single
data set. In the same manner the model will
allow for the merger of classical geodetic ob-
servations with data derived from radio inter-
ferometry, creepmeters, Doppler, and satellite
lasar-ranging observations. However, before
embarking on such an ambitious project, a model
is sought which corresponds more closely to
physical reality. This pilot test was a pre-
liminary step in constructing such a model. It
provides a departing point for future models and
it reveals to some extent the information con-
tent of classical geodetic data.
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Abstract. Observations of strain accumulation
along plate margins in Japan, New Zealand, and
the United States indicate that: 1) a typical
maximum rate of secular strain accumulation is on
the order of 0.3 ppm/a, 2) a substantial part of
the strain accumulation process can be attributed
to slip at depth on the major plate boundary
faults, and 3) some plastic deformation in a zone
100 km or more in width is apparently involved in
the strain accumulation process.

CONVERGENT PLATE BOUNDARY

LITHOSPHERE

ASTHENOSPHERE

Introduction

Repeated geodetic surveys along plate margins
show gradual changes imposed by the motion of
plates as well as abrupt changes occurring at the
time of great earthquakes. Secular changes in
angles within a triangulation network may amount
to 6 arcseconds/century or more, and 10-km lines
in a trilaleration network may change length at a
rate of 0.3 m/century or more. Probably the best
way to display the changes observed in geodetic
networks is by means of the inferred strain
field. The strain field is preferred to the
displacement field for two reasons: 1) Strain is
calculated from the local changes and does not
involve accumulation and propagation of errors
across the network. 2) The displacement field
is generally ambiguous to the extent that the
relative translation and rotation of the two
surveys is uncertain. The general procedure for
calculating strain is to treat a network as a
whole or some subsection of it as subject to
uniform strain, and then to find the uniform
strain field that best accounts for the observed
changes in angles (triangulation) or length
(trilateration). Because scale in triangulation
is somewhat less certain than angles, it is
probably best to calculate only the shear
components Y,-= exx~

eyy and ^2 = 2exy directly
from the angle.changes rather than attempt to
calculate the complete surface strain field.
(Notice that the shear components are given in
engineering shear, twice the tensor shear.)
Schemes for calculating strain from triangulation
data have been described by Frank (1966) and
Prescott (1976). For trilateration data a scheme
similar to that .used by Scholz and Fitch (1969)
is recommended. The data should be sufficiently
redundant such that not only can the strain
components be determined but also reasonable
estimates of the standard errors in those
components.

The mode of strain accumulation along a plate
boundary depends to a large extent upon the
nature of the plate boundary. In the simplest
model the plate boundary is thought of as a zone
several hundred kilometers wide that accommodates
relative plate motion by continuously distributed
deformation (Figure 1). At a convergent boundary
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-TRANSCURRENT- PLATE BOUNDARY

Boundary
Zone

PLATE I PLATE 2

Fig. 1. Plastic boundary zone at the plate
margin. The upper figure shows a vertical
section across a convergent boundary, and the
lower figure shows a plan view of a transcurrent
boundary.

this zone would be squeezed horizontally and
perhaps thickened vertically, whereas at a
transcurrent boundary the zone would undergo
distributed shear parallel to the boundary. More
elaborate representations of plate-boundary
accommodation generally involve gradual slip at
depth on great plate-boundary faults with
occasional abrupt seismic slip on the upper
reaches of the fault. Such representations are
based upon dislocation models of faulting
(Chinnery, 1961; Freund and Barnett, 1976). A
dislocation model for a convergent plate boundary
is shown in Figure 2 where the strain released by
a major thrust earthquake at a plate boundary is
shown. The strain release in that figure is
calculated for a constant reverse slip of 1 m
over the entire width W of a two-dimensional
fault (infinite length perpendicular to the plane
of the paper in Figure 2). Because the actual
slip on a fault is not constant but presumably
varies smoothly, the actual strain profile would
be a somewhat smoothed version of the profile in
Figure 2. For this reason the short interval of
contraction (negative strain) in Figure 2
probably would not be observed. Because H is
typically J.OO km or so and the slip in a major
earthquake perhaps 5 m, the strain release may
exceed 20 ystrain over distances of several
hundred kilometers. In the period between great
earthquakes, an amount of strain equal to that
released coseismically must accumulate. Thus,
the strain accumulation rate should on the
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Fig. 2. Dislocation model of a convergent plate
margin. The upper sketch shows the strain
release by slip on the thrust fault shown in the
lower sketch.

average be equal to (but opposite in sign from)
the quotient strain release divided by time
between earthquakes. This accumulation is
Presumably due to slip on the deeper sections of
the fault that did not slip at the time of the
earthquake. Figure 3 shows the equivalent model
for strain accumulation at a transcurrent plate
boundary.. In this figure the strain accumulation
(top center) has been calculated for slip at
depth on the fault (top left). The earthquake is
represented by the abrupt transformation from the
configuration shown at the top of the figure to
that at the bottom. A striking difference
between the two models (Figures 2 and 3) is that
strain accumulation is concentrated very close to
the plate boundary in the transcurrent model
whereas it is broadly distributed at the
convergent boundary.

Japan

Figure 4 shows the total shear component y =
(Y,2 + Y2

2 )1/2 accumulated in Japan during the
interval 1900-60. In that figure the magnitude
of the .total shear component is represented by
the length of the bar symbol and the direction of
the.bar indicates the strike of the plane of
maximum shear. (If the plane of maximum
left-lateral shear is shown, a solid bar is used;

if the plane of maximum right-lateral shear is
shown, a dashed bar is used. In either case one
symbol may be replaced by the other symbol drawn
perpendicular to the first.) The direction of
the axis of maximum contraction is U5° counter-
clockwise from the solid bars and 45° clockwise
from the dashed bars. Recall that Figure 4 shows
the net strain accumulation during the 1900-60.

DISPLACEMENT

.tt.mtt

• Fig- 3- Dislocation model of a transcurrent
plate margin. Strain (top center) accumulates in
response to slip at depth on the fault (top
left). An earthquake releases the strain (lower
sketches).



Several major earthquakes occurred in Japan
during that period, and the strain released in
those seismic events locally dominates the total
accumulation of strain. This circumstance has
introduced some complexity into the patterns
shown in Figure 4.

We will discuss here only the south coast of
Japan between longitudes 133°E and 140°E, the
region of interaction with the Philippine Sea
plate. That plate underthrusts Japan in a
generally northwest direction resulting in a
uniaxial northwest-southeast compression (solid
bars north-south or dashed bars east-west).
Stress release by a major earthquake results in a
local uniaxial northwest-southeast extension
(solid bars east-west and dashed bars north-
south). With this background, it is easy to
interpret the strain accumulation along the south
coast of Japan in Figure 4. Only in the Tokai
district (longitude 138OE) and perhaps extreme
western Shikoku (longitude 133°E) is the
expected northwest-southeast compression
apparent. Elsewhere along the south coast there
is a northwest-southeast extension corresponding
to strain relief by the great 1946 Nankaido
(longitude 134OE), 1944 Tonankai (longitude
136QE), and 1923 Kanto (longitude 140°E)
earthquakes. It is not hard to see why the
Japanese are presently concerned about an
earthquake hazard in the Tokai district.
Although the strain measurements are quite
consistent with the dislocation model of Figure 136'
2, the possibility that some of the accommodation
occurs by anelastic deformation distributed over
a broad boundary zone (Figure 1) is not as--
excluded. Measurements of strain accumulation
and release over several earthquake cycles could
identify the relative contribution of continuous
anelastic deformation and discrete dislocation Hokurik
motion.

132*

New Zealand

As a second example we consider the deforma-
tion in New Zealand as described by Walcott
(1978a). New Zealand lies along the Pacific-
Indian plate boundary about 1500 km north of the
present pole of relative plate rotation. Because
of the proximity of the pole of rotation, the
relative motion of the Pacific and Indian plates
changes from approximately normal convergence at
the rate of 50 mm/a (Pacific plate being under-
thrust) on North Island to highly oblique
convergence.at the rate of 40 mm/a (Indian plate
being underthrust) on South Island.

The rate of strain accumulation in New Zealand
as determined from triangulation data by Walcott
(1978a) is shown in Figure 5. (Notice that in
Figure 5 the bar indicates the direction of the
axis of greatest contraction rather than the

Ŝ ^̂ f̂flUWKF?.
^̂ IQ̂ ^̂ '/̂ W1 i«-•\--X- -/ /JJĥ -~/̂ \ / • \>--Si>a'TSGr IM

200 KM

3<r

Fig. 4. Shear strain accumulation in the period
1900-60 in Japan (except Hokkaido). . The length
of the bars is proportional to the magnitude of
the engineering shear strain and the orientation

-so- is in the direction of the plane of maximum
left-lateral shear for the.solid bars and
right-lateral shear for the dashed bars. (From
Harada and Kassai, 1971).
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Fig. 5. Rate of shear strain accumulation in
New Zealand as given by Walcott (1978a). The
bars are in the direction of maximum compression,
and the magnitude of the engineering shear strain
in units of 10-7/a is given by the number
beside the bar. Open circles indicate regions
where no significant strain rate was observed.
The dashed line running the length of the South
Island shows the position of the Alpine' fault.

strike of the plane of maximum shear as in Figure
4). These strain rates represent the average
rate of accumulation over periods generally in
excess of 60 years and in some cases may include
strain release associated with major earthquakes,
as in northeastern New Zealand, site of the 1931
Hawke's Bay earthquake (Walcott, 1978b). There
the shear strain (Figure 5) shows a northwest-
southeast extension typical of strain release
rather than compression expected for a convergent
boundary. In central New Zealand the compression
axis is approximately normal to the plate
boundary as expected for convergence of the
Pacific and Indian plates. In the southern part
of New Zealand the compression axis has rotated
counterclockwise so that the relative plate
motion is oblique to the plate boundary along the
Alpine fault. The. strain 'accumulation rates are
also quite consistent with the plate tectonics
model. As shown in Figure 5 the strain
accumulation appears to average about 0.3

ustrain/a across a zone perhaps 200-km wide,
implying relative motion of about 60 mm/a. Such
continuously distributed deformation is, of
course, implied by the models in Figure 1. The
observations on North Island where plate
convergence is dominant could also be explained
by the model of Figure 2 which provides for a
broad distribution of strain. Superficially at
least, the observations of a broad distribution
of strain on South Island would appear to exclude
the transcurrent boundary model of Figure 3-
However, there is some evidence that the strain
in South Island is appreciably concentrated along
the Alpine fault. For example, the two adjacent
strain determinations of 0.2 and 0.7 ustrain/a (2
and 7 in units of the figure) on the central west
coast of South Island in Figure 5 represent
measurements solely on the western fault block
(0.2 ustrain/a) and spanning the Alpine fault
(0.7 ystrain/a), respectively. The appreciably
higher strain rate in the latter case indicates
that a major part of the plate motion is
accommodated by slip on the Alpine fault in that
area.

United States

The San Andreas fault in California is
presumed to define the transcurrent boundary
between the Pacific and North American plates.
Measurements of strain accumulation in central
California, where the San Andreas fault is
reasonably straight and closely parallel to the
direction of relative plate motion, are shown in
Figure 6. Because the measurements shown in that
figure are based upon trilateration surveys, the
complete strain tensor including dilatation may
be calculated. On the average the strain is a
shear parallel to the fault and of magnitude
about 0.3 ustrain/a engineering shear. (The
tensor shear is half as large.) The breadth of
the shear zone is somewhat greater than might be
expected from the model of Figure 3, perhaps
partly because accommodation of plate movement is
distributed over several subparallel faults.
However, even the sum of the motion on the faults
seems to be perhaps 30 percent less than the
anticipated plate motion; whether the missing 30
percent of the motion is accommodated on offshore
faults or distributed over a broad anelastic zone
is not known.

Along a 100-km-long straight section of the
San Andreas fault south of the Gavilan net
(Figure 6), the plate motion is particularly
simple. No appreciable strain accumulation is
measured on either side of the San Andreas fault,
and the entire relative motion appears to be
accommodated by steady slip on the fault as shown
in the lower diagrams of Figure 3- The relative
plate movement measured directly over a zone a
few kilometers in width is about 32 mm/a (Savage
and Burford, 1973), a value substantially below
the 55 ma/a estimated for relative plate motion
averaged over the last 4 Ma. The discrepancy may
indicate that another fault system, perhaps
offshore, accounts for part of the relative plate
motion or alternatively that a very broad plastic
zone (Figure 1, lower) may be involved.
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Fig 6. Average principal tensor strain
accumulation rates along the San Andreas fault
system (heavy lines) in central California for
the period 1970-76. The strain rates shown are
averages over the areas shown in the associated
polygon. The units are strain/a; e, denotes the
most tensile strain rate, and e2 the most
compressive strain rate. (From Prescott et al.,
1978).

"The plate boundary is somewhat more
complicated in southern California. There the
San Andreas fault exhibits a major bend so that
an element of plate convergence is introduced.
In spite of the bend in the plate boundary, .the
strain accumulation pattern is remarkably

OARLOCK
1973-1978
«I"-O.OI±0.03

-O.I7±0.04

Fig. 7. Average principal tensor strain
accumulation rates along the San Andreas fault
system (heavy lines) in southern California for
the period 1971-78. The strain rates shown are
averages over the area shown in the associated
polygon. The units are strain/a; et denotes the
most tensile strain rate, and e2 the most
compressive strain rate (From Savage et al.,
1978).

simple: essentially a uniaxial north-south
contraction over a broad region as shown in
Figure 7. The origin of this strain field is as
yet unexplained. It may be a short-term
aberration in the secular strain accumulation as
the period of measurement spans only five years.
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Multiple Wavelength Geodesy
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Abstract. We are constructing an apparatus
which should be able to measure baselines up to
50 km long with a fractional uncertainty of about
5 xiCT8. The instrument will measure both the
optical length and the required correction due
to the refractivity of the atmosphere using
three wavelengths transmitted in one direction
over the path to an active receiver. The three
wavelengths are 632.8 nm, 441.6 nm and 3.7 cm.
The two endpoint instruments are synchronized
using subsidiary return transmissions at 632.8
nm and another telemetry signal. The one-way
nature of the system allows an increase in range
over existing round-trip systems.

Geodetic measurements have important bearing
on many areas of tectonophysics such as plate
tectonics and earthquake processes. In particu-
lar precise geodetic measurements are needed to
understand how strain fields near plate bounda-
ries change with time and why there are stresses
in the interiors of plates large enough to cause
isolated zones of seismicity.

These questions are being addressed using
fixed geophysical instruments and portable
instruments. Although one instrument might be
used for all geodetic measurements, there may
be some advantage to considering different tech-
niques for the portable and fixed measurement
programs.

In the case of a permanent observatory,
weight and size are second order considerations,
and emphasis should be placed .on accuracy and
sensitivity.

Berger and Levine (1974) have estimated the
power spectrum of the random fluctuations in
strain over a wide frequency range. They con-
cluded that the power spectrum is inversely pro-
portional to the square of the frequency, and
that the power at 1 Hz is approximately 8 x10~28

(AL/L)2/Hz.
The important point is that they used two

very different instruments located 2000 km apart
in very different geologies. The two spectra are
essentially identical in spite of these differ-
ences. This suggests that both instruments are
limited by the same processes within 'the earth
and that their power spectra represent a lower
bound to what might be obtained using other tech-
niques .

Their results do not support the widely-held
beliefs that installations in mines or tunnels
present insuperable problems and that long (800
meter) baselines are a priori- better than shorter
(30 meter) ones. The instruments appear to be
limited by pier tilt, local effects, and, pos-
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sibly, by drift in the wavelength stabilizer.
These are correctable, at least in principle, so
that it is not unreasonable to expect that a
carefully designed instrument of moderate length
(of order 100 meters) could be installed a meter
or two below ground level, and that such an in-
strument would be limited by earth noise for
periods shorter than a few years. Furthermore,
readout schemes are possible which would obviate
the need to operate the instrument continuously.

A strainmeter of this type would have only
two weaknesses. First, it would be impractical
to move to a new site since a significant frac-
tion of the cost of the system comes from site
preparation and installation. Second, it might
be influenced by local effects such as tilting
of the piers or shears within the ground in the
immediate vicinity of the piers.

These local effects were not a problem in the
Poorman Mine because it was a hard-rock site far
below ground level, but it is possible that they
will be the dominant problem at surface (or near
surface) sites even if the material appears to
be competent.

Berger.has studied these problems extensively
at the Pinon Flat Observatory. He finds sig-
nificant correlations between rainfall and
changes in strain rate and an anomalous shear
in the top few meters of the ground under the
pier (Berger, 1978). He concludes that the
only way to deal with this problem is to refer-
ence 'the endpoints to deeper, presumably more
stable, rock.

These sorts of difficulties will limit mea-
surements made with instruments of any length.
Anomalous pier motions on the order of milli-
meters represent fractional changes of parts in
108 even over 50 km baselines, so that such ef-
fects will make significant contributions to the
error budget of any instrument now in operation
or under construction. It is very important that
these effects be studied in detail. It would be
especially useful to compare measurements made
in the same area by instruments using very dif-
ferent length baselines.

Laser strainmeters are clearly unsuitable if
the instrument must be portable. In this case
we must use an instrument capable of measuring
distances through the atmosphere. There are
many instruments which have b'een designed to
perform such measurements (Slater and Huggett,
1976). Since all such instruments effectively
measure the transit time for some electromagnetic
signal, it is necessary to know the actual speed
of light in the atmosphere in order to derive the
distance.

The refractivity (the deviation of the index
.of refraction from unity) of the atmosphere is
about 3 x 10"1* for visible wavelengths. Since it
is desirable to measure distances with a frac-
tional uncertainty of less than IxiO"7, the
atmospheric correction is very important. The
refractivity is a function of atmospheric tern-
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perature, pressure and'humidity so that making
the corrections using meteorological data is
cumbersome but possible. For optimum results
the atmosphere must be sampled along the path,
usually using sensors carried by an airplane
(Savage and Prescott, 1973).

Methods which determine the refractivity of
the atmosphere by measuring its dispersion (i.e.,
the apparent difference in distance between mea-
surements made using different wavelengths) have
been proposed for some years (Bender and Owens,
1965).

The use of two optical wavelengths, for ex-
ample, enables one to determine the dry-air con-
tribution to the refractivity, but does not cor- •
rect for the refractivity due to water vapor,
since the refractivity-of water vapor is almost
non-dispersive across the visible spectrum. The
addition of a third measurement at a microwave
frequency allows nearly perfect determination of
the index except for a small term which can al-
most always be determined using temperature mea-
surements at the endpoints. An analysis by
Thayer (1967) of such a three-wavelength system
suggests that baselines up to 50 km long could
be measured with fractional uncertainties of
3xlO~8, and that the main limitation on the
accuracy of such a measurement would come from
the difference in the paths traversed by the two
optical wavelengths due to the vertical gradient
in the refractivity of the atmosphere.

Instruments which measure the refractivity of
the atmosphere using multiple wavelength methods
have been described by Slater and Huggett (1976)
and by others (Wood, 1971). The one shortcoming
of these instruments is that they can measure
only rather short baselines (up to 15 km). These

instruments are limited by spreading and attenua-
tion of the beam in the atmosphere and by an
inability to totally distinguish between a true .
return signal and light scattered backwards from
the exit optics of the transmitter.

If these systems are converted to one-way
operation by replacing the retroreflector by an
active receiver and a second transmitter, then a
large increase in returned signal will result.
The increase in range realized by conversion to
one-way operation is at least a factor of two
(if the signal-to-noise ratio is limited pri-
marily by attenuation) and may be considerably
more than that.

The simplified schematic diagram of such an
instrument is shown in Figure 1. Light from the
source is sent through the local modulator, tra-
verses the path, and then goes, through the far-
end modulator before detection. After being
twice modulated the light at the detector will
show variation at the difference frequency
ft, = fi - f'2 (the other, higher, frequency com-
ponents are not detectable). If two different
optical wavelengths are sent through the system
simultaneously, the two signals at the far end
will show a phase difference proportional to the
refractivity of the atmosphere. If a third light
source sends light backwards through the system,
it will arrive at the original end with a phase
proportional to the transit time along the path
and the various oscillator offsets. If a secon-
dary link is used to transmit synchronising in-
formation between the two ends then both the
dispersion and the distance may"be determined.
This link is most conveniently done using a
microwave carrier, in which case the phase-shift
of the microwave carrier provides information

Modulator

D

-*«•
4?rf2D

c1

Fig. 1. Principle of two-way optical distance
measurement. Note that the measured phase de- :
pends only on the frequency of the oscillator at
the end where the measurements are made.
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about the contribution of atmospheric water
vapor to the refractivity.

Figure 2 shows a block diagram of the complete
instrument. The dispersion measurements are made
using 441.6 nm, 632.8 nm and 8.1 GHz. The red
(632.8 nm) signal is sent back along the path for
the distance measurement.

Figure 3 shows the calculated range of the
instrument, and compares it with a retroreflect-
ing instrument using similar technology. The
lower three curves are for the retroreflecting
instrument and the upper ones for the two-way
design. Both systems are assumed to use 5 mW
lasers with 1% overall detection efficiency.
The range is defined to be the distance at which
shot noise limitations allow a measurement with
an uncertainty at 1x10~8 in 10 seconds. We
feel that an angular beam spread of 10 arcsec-
onds is probably realistic for a typical atmo-
sphere. .

An instrument designed according to these
principles is currently under construction. This
instrument can be easily broken down into pieces,
the heaviest of which weighs about 60 kg so that
it can be assembled by two people at.any location
accessible by a four-wheel drive vehicle or a
helicopter.

It is possible to use the principles of the
multiple wavelength system to construct a three
wavelength refractometer. Such an instrument
would measure the index of refraction of the
path but would not measure the distance.

Although such an instrument would use essen-
tially the same hardware as the distance-mea-
suring instrument, the electronics are measurably
simpler and no return transmissions, are necessary.

Such an instrument might prove useful as an
adjunct to existing geodetic instruments.

This work is supported in part by NASA Grant
No. NSG-7344 through the University of Colorado.

References

Bender, P.L. and.J.C...-Owens, Correction of opti-
cal distance measurements for the fluctuating
atmospheric index of refraction, J. Geophys.
Res.. JO, 2461-2, 1965.

Berger, J., private communication, 1978.
Berger, J. and J.^Levine, The spectrum of earth

strain from 10~8 to 102 Hz, J. Geophys. Res.,
79, 1210-4, 1974.

e= 12 20. 70 Hz
50 km

Fig. 2. Block diagram of the prototype system.
"UHF" is a low bandwidth telemetry channel. The
various phase measurements are identified with
subscripts r for red (632.8 nm), b for blue
(441.6 nm) and vi for microwave (8.1 GHz).

101



Visibi l i ty (km)
50 35 20 10

0 0.1 0.2 0.3 0.4 0.5 0.6

Attenuation (km~1)

Savage, J.C. and W.H. Prescott, Precision of geo-
.dolite distance measurements for determining
fault movements, J. Geophys. Res.. 78, 6001-8,

1973. . ... .
Slater, C.R. and G.R. Huggett, A multiwavelength

distance measuring instrument for geophysical
experiments, J. Geophys. Res., 81. 6299-6305,
1976.

Thayer, G.C., Atmospheric effects of multiple
frequency range.measurements, Technical Report
IER 56-ITSA 53, Environmental Science Services
Administration, Rockville, MD, 1967.

Wood, L.E. , Progress in electronic surveying,
U. S. National Report, EOS. 5_2_, IUGG17-21,
1971.

Fig. 3. Calculated range of one-way (upper
curves) and retroreflector EDM instruments as a
function of optical beam spread and atmospheric
attenuation.

102



Problems and Advances in Monitoring Horizontal Strain
Michele Caputo

Istituto di Fistca, Universita degli Studi
Roma, Italy

21475*̂

Abs tract . After a brief description of
the modern instrumentation used in Geodesy
for the detection, of the deformations of the
crust of the Earth, follow a list of problems
and a discussion concerning the needs for
the survey of -the physical quantities of in_
terest in geodesy, geology, geophysics and
engineering such as the strain invariants,
the optimal network of baselines and the ac_
curacy . An analytic method is also given for the
computation of the effect of a source of dilatation

in a spherical Earth.

In t roduc t ion.

From the observation of the stress drop
in the earth's crust caused by earthqua-
kes in several regions of the world we have
learned that the most frequent stress drops
are those at low level (Caputo, Console., C1978));
but we have also learned that str-ess drops
ofless than 0.4 bar are almost never found
in earthquakes recorded with usual Seismo-
graphs. The corresponding strain released
amounts to several parts of 10" . This is a
quantity which is measurable with instrume-
nts of various type, including portable ge£
detic instruments, with an accuracy better
than 10%. This in turn implies that we can
try to monitor the accumulation of strain
which preceedes the earthquakes. The same
accuracy is sufficient for monitoring the
deformation of large structures such dams,
bridges, buildings, tunnels, mineshafts and
others. To determine this accumulation of
strain one should observe directly in the
rock. This in turn can be achieved with se-
veral techniques some of which are of geo-
detic interest. Other geodetic techniques
are of lesser accuracy but are of interest
because they can be applied in some circum-
stances when the more accurate techniques
are not possible because of logistic diffi-
culties; they will be discussed in a separa-
te presentation.

In the following we shall first describe
the geodetic techniques used, in the past,
and discuss for future needs. Some advances,
will also be presented.

Geodetic measurements.

The basic concept in the geodetic raeasu
rement of horizontal deformation is that
the distances between selected points are
measured at different times and then com-
pared. The instrumentation is based on el-
ectromagnetic waves which are used in two
ways. .

One way is to observe the mot-ion of the
interference fringes of a monochromatic

Proc. of the 9th GEOP Conference. An Iniermitiotnil Symposium on the Applifiirion* t>f
Geodesy to (Iniilymimii-s. Oiloher2-5.1978. Dept. of Geodetic Science Repl. No. 280, The
Ohio Slate Univ.. Columbus, Ohio 43210.

light source caused by the relative motion
of two bench marks connected with the light
source and a reflector. This method allows
to monitor continuously slow variations of
distances with a resolution of the order
of 10~10. The distance between the bench
marks is limited by the fact that the light
beem should stay in the vacuum; distances
of almost 1 km have been used. There should
not be basic difficulties in making this
instrument portable or to operate it betw-
een bench marks connected to the rock such
as in natural caves in mine shafts, rail-
way of road tunnels, or in tunnels drilled
for this purpose. Since the instrument does
not give any absolute measurement of dist-
ance but it monitors its variation the
need to make' it portable is for saving time
in assembling it and to make its use easier.
A good example for this type of instruments
is that of Wyatt and Berger (1978). A me-
thod of much lesser accuracy, at most one
part in 10~? , but of much easier and faster
use, is that of measuring distances between
several points using laser instruments with
one or more colors.To increase the accuracy
of the instruments with one color Slater
and Huggett (1976) introduced the technique
of using a radial set of baselines, of al-
most instantaneous measurements and of com
paring the ratios of the lengths of the ba_
selines at different times to detect rela-
tive variations of length. The method redii
ces the errors due to the variation of the
atmospheric parameters and is applicable
with the hypothesis that the longterm chan-
ges in the index of refraction over the ba-
selines are proportional to the index of
refraction at each line; the proportiona-
lity coefficient must be the same for all
the lines in the array during the specific
survey. The method of the ratio is useful
because it requires to record the atmosphe:
ric parameters during the survey only at
one end point.of the baseline. The preci-
sion of the method is about one or two parts
in 10~7. .

This method has been succesfully used
by measuring the atmospheric parameters at
both end point of all.base 1ines for very
long baselines (of the.order of 100 km);
the precision of the method is reported of
2 parts in 10~7((Carter and Vincenty (1978)).
Another method to minimize the errors due
to the non uniform and constant atmosphere
has been introduced by Farm (1973, 1975);
he used.base.1ines over flat terrain and
made the observations only when the wind
was almost parallel to the baseline.

These methods do not give the absolute
measure of the baseline with the same ac-
curacy obtained measuring the average at-
mospheric parameters along the baseline by
means of an aircraft (Savage (1975) and Sa-
vage and Prescott (1973)) although the va-
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riations of the length of the baseline is
obtained perhaps with greater accuracy.

However the best results in measuring
the variations of the length of baseline
and its absolute length are obtained with
a multiwave length geodime ter (Hugge t et al .
(1977), Slater and Hugget (1976)) with an
accuracy of 10"? in the variation of the
length and in the absolute value of the
length of the baseline. It seems therefore
that the accuracy of the instrumentation
would allow to obtain the necessary accu-
racy on the surface of the earth.

The computation of the strain invariants.

Problems which are still partly or com-
pletely unsolved are those connected .with
logistics and cost. But the most important
problem to solve is the meaning of the in-
formation which. is now being collected on
the surface. of ttie earth in connection
with what is happening below it and which
we really want to know. Strictly speaking
the problem which I should discuss here is
two dimensional but in reality the problem
is intrinsically threedimens ional and one
should never forget it. Therefore. I shall
try to set i.t.in its proper space, the par_
tition line between horizo.ntal and verti-
cal deformations will be set later where
and how it will seem most proper.

The stress accumulated in the Earth's
crust probably has uniform distribution
over fairly large scale at least in the
tectonic processes. This circumstance al-
lows to observe all. the components of the
stress and therefore the stress invariants
even when the . basel ines of the trilatera-
t ion are . large . .

. If one succeeds in measuring the displa-
cement vectors

V U 10 ' U 20 ' U 30 ) ' "1 ( U 11 ' U 21 ' U 31 ) ' "2 ( U 12 ' U 22 '

U 3 2 ) , u 3 (u^ , u 2 3 , u 3 3 ) , P j ( x . j , x 2 j . x 3 j ) , j = 0 . 3 ,

fr jj are cartesian orthogonal coo rd ina t e s w i t h
the x, axis normal ' to the s u r f a c e of the
E a r t h ; , a s suming tha t the d i s p l a c e m e n t i s
a l inear f u n c t i o n of the c o o r d i n a t e s , one
may w r i t e the f o l l o w i n g sys tem of 9 equa-
t ions .

'
u. -U-.
J .1 J O

in the 9 unknown which will give the
the strain and therefo

-=
components of j
re the invariants. It may be noted that on
the surface of the Earth one may reasona-
bly assume

du du.j du.

dxj, ' dx̂ "

du,, du2 _ 3
dx ' dx

du, _ l
si-1 dx.
si

dn

where si is the Poisson ratio. It is obvi-
ous that if one observes only horizontal
displacement and one estimates the invari-

ants with the hypothesis that -5 = -T =
= 0 , with few exceptional 3 .3
cases (e.g. see Caputo 1978), the results
could be misleading. The cavity effects and
the topographic and thermal effects (Harri-
son 1976, Harrison and Herbst 1977) give
classic examples of wrong interpretation
of strain observed in wrong places or bet-
ter they give examples of wrong extrapola-
tions of data, as it wou.ld be in our case.

Since we can measure, displacements-on .'
the surface of the Earth the question is:
how may we observe the displacement vector
in points under the surface of the Earth?
An estimate of the vertical component 3
at depth could be made by measuring dx.
directly the dilatation d and then subtrac^
ing the surface components computed with
measurements on the surface of the earth.
The Sacks Everston .-(Sacks et al. 1971) di-
latometer is a good example of an instrum-
ent which can measure dilatation with an
accuracy of 10"^. But the additional know-
ledge of d does not allow to compute the
maximum shear strain and its direction which
are of the.greatest importance. The real
problem is to estimate

du, du du, du.. '
j—-'-3 , -j-^— and -\ ., levelling s allow todx. d* ' dx3 dx, °

estimate the last two and therefore to retrieve
the first two, but only on the surface.
Operating in a mine shaft could be an expe-
riment to try, however, in this case, the
displacement at the end of the baseline
could be determined only by means of an
open poligon with an accuracy which w'ould
hardly be acceptable and in any way would
be by far inferior to that of the surface
measurements. The use of a road or railway
tunnel could allow to determine the displa-
cement vector with a closed poligon, but in
most cases the tunnel would not be located
in a useful position. The problem is open
and it is one of the most important.

A problem which I think we should also
consider is that of the most suitable di-
stribution of the baselines or of the bench
marks for determining the distribution of
strains on the surface of the Earth in the
case of the hypothesis du,/dx3 = du /dx_=0.
In this case the system (1) is reduced to
2 linear systems of 2 equations each namely

'11 '10
dx2

(x2l"x20)

U12- U10

U21~ U20

U22~ U20=

dx,

du

5x

dx^ (X12-X10)+

dx2
(x22"X20)

(2)
(

21 X20)
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The matrix of the coefficients in both sy-
stems is

10

V ~ X
12 10

X21 " X20

V —• X
22 20

(3)

which should be different from zero... There^
fore the three points P , P , P ̂ , 'shou Id np.t
b e i n a s t r a i g h t l i n e .

Accuracy of the determination of strain.

(x,)=s(x_)in the dete£
the coordinates oi

Given the m.s.e.s
mination of the coordinates or the points
of the network in-all the surveys, which..
in turn give the displacement vectors, th'e
m.s.e. of the invariants.are
approxima tion

s(d) = , 1
,2

in the f i r s tc

2s

s ( a ) = s

s (S) = 2VT" 7

W h e r e S is the m a x i m u m - shear s t r a i n , a i s .-
its d i r e c t i o n , z is the ang le P. P P and

d and d are the length of P. P, and P P .
If the strain field is uniform then the best
s(a) and s(S) are obtained for z = ir/2 and for
d and d very large. This implies that when
one computes the strain invariants one loses
at least a factor 3 in the accuracy.

(4)

Fig., la - Dilatation as function of time in
the period 1970-1977 in the Phl£
grean Fields near Naples. Each
diagram gives the dilatation in
the point connected by the dasli
ed arrow. In the top left diagram
are indicated the units of dil£
tation and the time interval in
which it has been accumulated.

Fig. lb - Dilatation as;function of time
in the period 1970-1977 in the
Phlegrean Fields near Naples.
Each diagram gives the maximum
shear in the point connected by
the dashed arrow. In the top
left diagram are indicated the
units of dilatation and the time
interval i-n which it has been a£
cumula't'e'dv

SICILIA

km lengths scale
Fig. Ic - Network of baselines for the msa_

surement of displacements across
the Messina Straits.

When the strain field is not uniform
formulae (4) set a limit to the accuracy of the
determination of the invariants. It is the
indetermination principle of the strain fields
observations, which is expressed by

-J ( > s
where e is the strain observed in the p a t h / .
An almost complete example of a determination
of a strain field is that of the Phlegrean Fields
near Naples (Caputo 1978) shown in Fig. la, lb.
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Fig. Id - Displacement reported in the two
points located North in the net-
work of Fig. 1 .
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Fig. le - Network of baselines for the me£
suremnt of strain in the Ancona"
area.

The accuracy which one may achieve with
standard portable instrumentation and pro-
cedures in a triangular network with 5 km
base.lines is s~l cm and one ob'tains s(d) =
=6'10~6j if one uses the mekometer then
s ~ 2 mm and the baselines are 2 km there-
fore s(d) = 3-10~6; by using a multiwave-
length geodimeter with baselines of 5 km
s(d)would be 3-10~7.

It is desiderable to develop numerical
methods and network designs in order to im
prove the accuracy in the determination of
the invariants.

\ /

[0008

0 D 2030Km

Fig. If - Network of baselines 'for the me£
suremnts of displacements between
the Appennines and the Alps.

With reference to the network design
let us consider the limiting case of a
work of infinite size in two dimension. If
the distribution of the strain is unknown
obviously one should consider the most sym
metric distribution of bench marks. Accor-
ding to the principle of the Pflastersatz
the most simple distributions of points
which have properties of symmetry are the
three indicated in the Fig.2

When one considers the baselines needed
to determine the invariants of strain one
sees that the networks (c) of Fig.2 is not
convenient because of the length of the ba-
selines which should also be VT~1 (with 1
the minimum distance between points).
-. Since the two networks of points (a) and
(b) have no.condition equation the ratio
of the numbers of measured baselines to
the number of points where the strain is
measured is the same. Also, to the first
order s(d) = —^— for the network (b) , &
s(d)= |-! for(a)O;that is they are almost
the same. However the distribution of the
points where the invariatns are measured
is better in (a), because in (b) some poi-
nts have the invariants which are direct
interpolation of others.

We may also note that it may be needed
to reinforce the strength of the networks
which we have considered here and for whi-
•ch, it is immediately seen that the condi-
tion equations are non existing. If the '
baselines are short enough one may consi-
der to measure some of the angles or some
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(C)

Fig. 2 - Possible networks of baselines
formed with regular poligons.

more baselines between the existing points.
For instance in the network which we used
across the Messina Straits (Caputo et al.
(1974)), when we measured only the baseli-
nes we had only one condition equation;
we had more condition equations when (at
times) we measured also the angles; the
decision to adopt this procedure was due
to logistic problems. In the case -of the
network of the Ancona area (Baldi et al.
(1976)) we decided instead to add more poi-
nts to the network and we had 9 condition
equation. The method of adding more base-
lines is often preferred to the measure-
ment of angles because one obtains the
strains in a larger number of points and
therefore obtain a higer resolution in the
distribution of strain; also with the mo-
dern instrumentation, in networks with ba-
selines of 10 km or longer, the measurem-
ent of angles is almost one order of magn^
tude less accurate. Before closing I must
call the attention to the set of problems
which I raised and which we should eventu
ally discuss with the many more which pro_
bably will be raised after my presentation..
These problems are

a) the need to have a threedimensional
description of the strain fields

b) the need to have available a multi-
wave length geodimeter

c) the need to monitor strain on long
baselines with an interferometer ea-
sy to install and to operate

d) the need.to measure on bench marks
which are rigidly connected to the
medium to observe

e) to establish networks which are opti-
mal for the final objective

f) to select a test ground where to make
an experiment to sat is fy .'all these re_
quirement and to do the experiment.
(This is a proposal for those who are
interes ted ) .

g) to develop mathematical models for the
displacement fields caused.by internal
perturbation of the Earth elastic
field.

h) the use of theodolites, in conjunction with
electromagnetic distance equipment with
accuracy 1, is of use only if the length of the
baseline 1 is 1 < 8 • 10 s in which case its
error would be 2 s.

i) preference to interferometers when investi-
gating slow rate accumulation of strain.

j) need to adjust the observed displacement
fields with the Navier equations.

The displacement field caused by a source
of dilatation in a spherical Earth.

It has been established that pryor to
some earthquakes there.is a deformation
of the.Earth's crust measurable on its
surface. According to the_dilatancy model
in some cases this deformations caused by
a dilatation in a threedimensional.port-
ion of the Earth's crust. It is therefore
needed to have a threedimensional geome-
tric elastic model of this phenomenon for
the - interpretation of the geodetic data.

A solution.for a flat Earth model and
a point source of dilatation has been g^
ven by Sacks et al (1975); we shall ex-
tend here this solution to a spherical
Earth model S of radius r and a point
source of dilatation P at a distance h
from the center of the Earth.

The method consists in finding first
the field u generated by the dilatation
source in P in an infinite space assum-
ing the origin of the polar coordinate sy-
stem in P.; then.we shall move the origin
of the coordinates in the center 0 of S
and finally add. to u a vector v which reri
ders the component of the stress applied
to S nil on S as it naturally is. In a
more°sofistica?ed solution one may render
t such to balance the weight caused by
trie topography.

We shall assume that the body forces
caused by the.source and its perturbation
are negligible; in the first approximat-
ion this is acceptable when the source

dimensions and the dilatation are limited
to realistic cases. We assume also that
the gravity field of the Earth has negli-
gible effect with.respect to . the other
fields playing the major role in this phe
nomenon. Solutions taking into account
all those effetcs would obviously be more
accurate; the solution presented here is
considered only a first approximation of-
the spherical Earth.

The displacement caused in the space
by a generic source if dilatation in P
with the condition of convergence at infi
nity is ~~

ur= dV r -2
(5 )
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where dV is the change in volume of any
volume which includes P . It is immediat£
ly verified that the dilatation.of this
displacement field is nil at all points
different from P.. .

The formule for the mentioned transfojr
matioh of coordinates, with reference to
the figure 3 are

r' =F
2 . 2 . , ( I h s in z

r +h -2rh cos z 2 = —:J sin a
(6)

and subs t i t u t i ng in (I) we ob ta in

ur=dV f 2 2r~+h -2rh cos z cos a1-5

(7)

r 2 2 1-i
r +h -2 r h cos z | 2 sin a

where sin a and cos a are obtained from
(6):

sin a = h sin z |ri+hi-2 r h cos z 1

i
.2 . 2
h sin z

(8)

cos a
_ 11 O .1.11 £• _

\L- -n •L r +h -2 rh cos z -I

dV(r - h cos z)

r2
+h2-2r h cos z]3/2

(9)

dV h sin z

+h.2-2r h cos z 3/2

1 and m are the elastic parameters.
The components of the stress of the

lution v are

J[
(n) Pn

(31

oo

t =m Zv n (n B + A )rz , L i.n i,n

+A 1 r-2l^
3,nJ J dz

r"+Rn-2) B +[_ 3,n

Fig . 3 - C o o r d i n a t e sys tem used in fo rmu-
lae (5) th rough ([2).

We shall compute now the solution v of
the Navier equations which is to be added
to u in order to obtain the.final solut-
ion U + v such that the stress components
t applied to S are nil on S .
According to the formulae of Caputo (1961)
the general solutions of the Navier equa^
ions in the axisymmetrical case and homo-
geneous Earth of this case are

E ._
-(Bl,

n+i . n-lN 2n+i
3,n r

dPn

2n(n+i) dz

J3,n

1,0
3g+5
2 R — —5 m

(10)

If we r equ i r e tha t the componen t s of the
s t ress t of the s o l u t i o n u + v app l i ed
to S are nil on S the cond i t i ons are

n SKn+3)l+2m(n+i) 1 A. -ln(n-H) B lr"+|_'L J . i,n • l.nf

+ i ) I3,n} r r2]Pn+ (n-i)(H-2m)A. - 1 n(n3,n

(12)

- ; - -^-(u sin z) +2m|^r.| =0
r0 sin z dz z r=ro L Jr=r

Y [(A +nB, )r" +(A. +(n-2)B", )r n~2l^n I i,n i,n o 3,n 3 ,n o
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^Zn+ I":dz [
duz
'dr~

Hz.
r

dur
dz = 0

where A and B are the unknown.
i , n . i,nAn expansion or u ana u , appearing

in (1$ , in series of Legendr^ polynomials
gives finally the values of A. and B .
to sobstitute in (10) to obtain'the fina'l
solution.

The extension of this result to a pre-
stressed, Earth is almost obvious. What
we really need is to prepare tables and

figures with the computations of the
effects of a dilatation in P-^ according
to the formulae and to observe the phen£
mena on the real Earth.

The extension of the results of this section
to a layered Earth is also trivial (Caputo 1961).

Fig. 4 - The four points P. should not belong to a
single plane.
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N79 21476
Detection of Horizontal Crustal Movements by Photogrammemc

Methods

The photogrammetric methods can be applied only
if the horizontal displacements of the ground are
of the order of several centimeters, because the
standard error of the points so determined cannot,
at the present time, be smaller than two centime-
ters.

The procedure to be adopted, which has already
been applied with satisfactory results for the den
sification of geodetic nets, is the aerial analy-
tical triangulation; therefore we shall here deal
only about this method.

The taking can be executed with wide-angle ca
meras (f = 15 on), or normal-angle cameras (f =
= 30 cm) and format 23 x 23 cm. Since the avera-
ge scale of photos must be chosen in relation with
the desired accuracy and then is independent of
the principal distance of the cameras, the number
of photos is constant, whereas the flying hei-
ght varies according to the focal length. We be-
lieve it advisable to use normal-angle cameras, be
cause the lens have less distortion, better defini
tion and are less influenced by the atmospheric re
fraction. Furthermore the small value of the ratio
b/H does not remarkably influence the planimetric
accuracy.

The scale of photograms must be large, because
the measure error of the comparator is practical-
ly constant. However, an upper limit to the scale
is given by the image motion (l.M.) which, at pre_
sent, is not corrected and reaches sensible val-
ues if the photos are taken at low altitude.

Let us take into consideration the scales
1:3300 and 1:5000 which correspond to flying he-
ights of 1000 m and 1500 m with f «= 30 cm (or 500
m and 750 m with f = 15 cm) and let us compute
the values of the l.M.

If the plane speed is 250 km/h which correspo-
nds to about 70 m/sec and the exposure time is
0.0014 sec, the l.M. is 30 u m for the lower fly_
ing height and is therefore larger than that ge-
nerally accepted. At the higher height it reduces
down to 20 vi m. This simple computation, together
with the reduced number of the photos to be exa-
mined suggest, in our opinion, a flight 1500 m
high, with focal length of 30 cm. At this height
the effect of the atmospheric refraction is of a
few y m in the image plane and therefore the er
rors due to its approximate evaluation are ne-
glectable.

It is advisable to execute the strips with a
minimum 60$ forward and side overlap. The 60/J si-
de overlap is extremely useful in these types of

Proc. of the 9th GEOP Conference, An International Symposium on the Applications of
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high precision photogrammetry even when only the
planimetric position is wanted because, by doing
so, the image of the same point appears on seve-
ral photograms.

It is also strongly advisable to plan two dif-
ferent sets of strips in two perpendicular direc
tions both because the number of images of the sa
me point is still increasing and because it looks
like that some systematic errors depend on the di
rection of the flight.

If we consider a 5 x 5 km~ block, photo-scale
1:5000 and 6Ofc forward and side overlap, we will
require 10 strips of 10 photograms each, that is
to say a total of 200 photos, 100 in each flying
direction.

We are therefore dealing with a small block
which does not entail any computational diffictd
ty. Even if the linear dimensions of the block
become twice as much, the photograms to be measu
red go up to 800, which is still a relatively m£
derate number.

The control net must consist of a series of
points, whose three coordinates have to be known,
located along the block perimeter, at a distance
from each other not larger than four times the
base length, that is to say that in a flight ta-
ken from an altitude of 1500 m with a normal-an
gle camera, they must not be farther than 1.8 km.
However, in the case of smaller blocks (i.e. 5 x
x 5 km^) it is better to choose the ground po-
ints nearer to each other so that their number
will be sufficient for the adjustment. It is not
retired, but advisable, to determine some extra
points in the central part of the block, provided
they are situated in areas that are not liable to
move, just as the control points in the perime-
tral zone should be.

The ground control net should be determined
with the utmost accuracy, but it is hard to make
the standard error of the coordinates go lower
than the error of the points determined by means
of the analytical triangulation. However, this is
not very important because the successive compu-
tations will make use of the same points and of
the same set of weights. The most important fact
is that the ground known points be located in
stable positions.

The signalization is on the contrary quite im
portant. All the ground points, that is control
and new points, must be signalized. It is general
ly accepted that the best type of signal is a
light disk, yellow for instance, surrounded with
a black square tar paper. The size of the disk
has to be chosen in relation to the size of the
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comparator measuring mark;•if the diameter of the
latter is 40 y m, the disk image can be about
50 Urn so that, in. the above mentioned hypothesis
of 1:5000 scale photos, the actual diameter can
be 25 •!• 30 on wide.

The measures will have, to be executed with a
high precision monocomparator such as, for instan
ce, the Ascorecord by Zeiss Jena, the PK-1 by
Zeiss Oberkochen, the Mann, and will have to be
repeated in two perpendicular directions. Further
more it is advisable to repeat each reading from
two to four times.

The machine coordinates are transformed in the
plate coordinate system by means of a rototransla
tion and a scale variation computed on the basis
of the measured coordinates of the fiducials of
the camera. He can remark in this instance, that
it would be possible to use a grid camera, but re
cent experiments have shown that the increase in
precision is very small.

Furthermore, the transformed coordinates are
corrected for lens distorsion and comparator er-
rors; as far as the latter is concerned, it :must
be noticed that the Ascorecord and the PK-1 have
errors not larger than 1 jim. The refraction cor-
rection can be given to the plate coordinates or
during the triangulation computations. In any ca
se, it doesn't go beyond 3 •Ji m.

The best method for the adjustment of block
triangulation is no doubt the bundle method which,
in the scheme we have here proposed, is very ri-
gid, since each point can be measured on several
photos.

Nowadays it is certain that the adjustment by
the method of least squares is not-completely sa
tisfactory since it doesn't take into account the
small systematic errors that are extremely harm-
ful in the error propagation. The most extensive
ly applied procedure for their correction consi-
sts in giving the plate coordinates some further
corrections in form of polynomial functions of
the coordinates themselves with constant coeffi-
cients (additional parameters) for all the strips
or, at least, for those having the same direction.
The 'conditions those parameters must satisfy are
essentially two: to be significant and uncorrela
ted, both among themselves and the parameters of
external orientation.

Some researches have been carried out in this
direction and some expressions have: been proposed;
we can mention, among those which have proved sac
cessful, the ones given by Brown and by Ebner.

In the most recent experimental essays the
standard error that can be obtained in each of
the planimetric coordinates is not larger than
4 um at the photo scale. If the photos have a
1:5000 scale, this figure corresponds'to an' er-
ror of 2 cm in the ground. This is a result that
only few years ago no one would have dared to

dream of.
Of course the standard error of the.differen-

ce between coordinates referring to different ti-
mes goes up to 2.8 cm, so that displacements of
the order of 5 cm that groups of points have un
dergone in time, can be detected. However -the
most important thing is that the displacements
be similar in value and direction; .in other words
a judgement cannot be made on the displacement of
a single point, but one the average displacement
of groups of suitably chosen points.
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Abstract. The use of analytical aerial triangu
lation is suggested, by particular rules, to deter
mine horizontal displacements of soil. This method
is suitable provided the coordinate variations be
higher than 5 cm.
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Foreword. Althoughthe title of the pa-
per indicates a general presentation, I am
exposing only some special cases from our
country, Venezuela. Naturally, these special
cases may contribute to general conclusions
later on. It was a splendid idea from Dr.
Charles Whitten to include in this presenta-
tion man-made big structures. As I see it
now, in discussing crustal deformations, big
structures cannot be excluded because they are
affected too, as well as the geodetic nets
which should control the structure. There
exists a certain public interest in the stabi-
lity and security of structures and we may
further this interest for more support for our
programs. We should see "local deformation
and movement measurements" as a program which
includes deformations and movements of struc*
tures like bridges, dams, tunnels etc., earth
surface deformations as subsidences and hor-
zontal components caused by water- and oil
withdrawals and the natural neo tectonic move-
ments and deformations; that is because some-
times there could be a superposition of com-
ponents coming from different sources.

Abstract. Along Bocono Fault were instal-
led local high precision geodetic nets to ob-
serve the possible horizontal crustal defor-
mations and movementso In the fault area
there are fan big structures which are also
included in the mentioned investigation. In
the near future, measurements shall be exten-
ded to other sites of Bocono Fault and also to
the El Pilar Fault. In the same way and by si-
milar methods high precisian geodetic nets are
applied in Venezuela to observe the behavior
of big structures , as bridges and large dams
and of earth surface deformations due to indu-
strial activities,) This presentation gives
some general and detailed information about
the measurements and net installations at the
follbwiiig sites and the mentioned structures:
(a) Bocono Fault and dam at Mitisus, (b) Boco-
no Fault at Mucubaji, (c) Bocono Fault and tun-
nel at Yacambu, \.d) faults and dams at Uribante
Caparo, (e) Guri Dam, (f) Maracaibo-Lake-Bridge
(g) Orinoco River Bridge, (h) oilfield of Tia
ouana, (i) Socuy-Tule dams.

Introduction. As a result of geological
investigations the Bocono- and the El Pilar
Fault separate the Caribbean Plate from the
South American as is shown in figure 1. Be-
tween the ecological department of IVIC (in-
stituto Venezolano de Investigaciones Cienti-
ficas) and the geodetic department of Zulia
University was established a geodetic investi-
gation program to control the behavior of
fault sites and of some big structures located
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in the fault area (fig.4). This program is
supported principally by CADAFE (Empresa de
Energia Electrica del Estado Venezolano}, by
Conicit (Consejo Nacional de Investigaciones
Cientificas y Tecnologicas - Venezuelan re-
search counsel), and by the engineering fa-
culty of Zulia University. The observations
of bridge behavior are made through a coope-
ration program with the MTC (Ministerio de
Transporte y Comunicaciones), the Socuy-Tule
dams with MARN (.Ministerio del Ambiente y Ke-
cursos Katurales), the Guri Dam with EDEIX3A
(Electrificacion del Caroni) as part of CVG
(Corporacion venezolano de Guayana), the oil-
field measurements with Maraven (Venezuelan
oil company) and the Yacambu tunnel measures'
ments with TRAHARG (Venezuelan geodetic com-
pany). In figures 2 and 3 we see the sites of
faults and structures, subjects of geodetic
investigationso In figure 5 are shown in a
schematic representation the geodetic net
installations at Tia Juana oilfield, Socuy-
Tule dams, Maracaibo-Lake-Bridge, Guri Dam,
Uribante-Caparo project and Orinoco Bridge.

Mucubaji

In the Mucubaji i'ault area were installed two
local precision netst The principal net with
10.5 km maximum extention and the secondary net
as a small extention net with maximum side
lengths of 1.8 km (fig.6). The principal net
covers laterally the total fault area and the
observation stations are anchored in solid
rock, as is shown in fig.6 (.bottom). The small
net extends around the visible fault trace and
is located on moraines in consolidated soil or
on individual rock sites. The foundation of
the observation stations as shown in fig. 6 va-
ries according to the soil conditions. All ob-
servation stations have the forced centering
device for all types of instruments and tar*
gets. The two nets were measured as com-
bined trilateration-triangulation. In the
principal net only five distances could be
measured in the first net determination due
to topographic and weather conditions at that
time. Two distances were measured several
times with the Geodimeter Model 8 Laser and
three distances several times with Tellurome-
ter 1000. (it should be mentioned that the
laser instrument can only be operated in two
distances of the principal net due to its own
weight and the very difficult accessibility of
the stations). Angular measurements were made
with T3 and DKM 3 theodolites and as targets
were used specially constructed metal plates.
The distances in the small net were measured
with Hekometers, ELDI 2 and ELDI 3 instruments
and angles were measured with T3 and DKM 3
instruments. The Mekometers were run by per-
sonnel from Prof. Linkwitz's institute at
Stuttgart University in a cooperation program.
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Pig. 1 Schematic representation of tectonic relations in the Caribbean area.
The arrows show relative movements. The Caribbean Plate is seperated from the
South American Plate by the Bocono and the Pilar tfault. (Molnar and Sykes 19695
Schubert 19?0a).
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Fig. 2 Map of Venezuela, showing the principal faults and the sites of
Socuy-Tule Dams, Lake Bridge, Tia Juana oilfield, Orinoco Bridge, Guri Dam
and Tfribante-Caparo project.



Fig. 3 Bocono Fault system in the Venezuelan Andes mountains showing the
study sites Mucubaji, Mitisus and Yacambuo

Measurements started in spring 1975 and lasted
about one year in the principal net. The
small net was measured three timesi 1975, 1976
and 1977« The 1975 and 1976 measurements are
combined trilateration-triangulation with Me-
kometers and T3/DKM 3, and in 1977 only dis-
tances were measured with ELDI 2 and ELDI 3«
In the principal net the free net work adjust-
ments gave an accuracy range from +0.8 to
+2.1 cm in coordenates (see table 1). In the
secondary net the free net work adjustments
gave accuracy ranges in coordenates: 1975 from
+_ 0.8 to +_ 1.6 mm -Mekometer with angles-,
1976 from + 0.7 to + 1.4 mm -Mekometer with
angles-, 1977 from +_ 1.5 to +_. 2.8 mm -only
ELDI length measurements-, (see table 2).

TABLE 1. Computacion Results In The Prin-
cipal Net At Mucubaji

P.No. iMx(cm) y(m) ^My(om)

1
2
3
4
5
6
7
8

13579,780
15378,922
15343,666
14664,429
10000,001
10583,620
10259,229
10000,006

0,8
1,2
0,9
0,9
1,1
1,0
1,1
0,9

7632,521
13350,643
17040,829
17826,734
17446,142
14584,284
10787,580
10000,011

1,5
0,9
0,9
0,9
1,2
1,1
1,8
2,1

TABLE 2 Computation Results Of The Small
Mucubaji Network

P. No. Year (m)
(mm) (mm)

9

10

11

12

13

14

15

16

1975
1976
1977
1975
1976
1977
1975
1976
1977
1975
1976
1977
1975
1976
1977
1975
1976
1977
1975
1976
1977
1975
1976
1977

9593

10000

10444

10671

10519

10400

10000

9465

,748
,744
,747
,002
,005
,005
,733
,736
,735
,059
,056
,056
,561
,559
,555
,740
,741
,742
,000
,003
,001
,427
,426
,429

1
1
2
1
1
1
1
1
1
1
1
2
1
0
2
1
0
2
1
1
2
1
1
2

,5
,3
,6
,0
,0
,5
,0
,1
,6
,5
,4
,3
,2
,8
,8
,6
,9
,5
,1
,2
,0
,0
.0
,5

9843

10000

10099

10169

11445

11315

10985

10560

,714
,714
,717
,000
,001
,006
,985
,986
,983
,278
,280
,278
,089
,089
,086
,878
,878
,875
,165
,163
,166
,885
,885
,884

0
0
2
0
0
2
0
0
1
0
0
1
0
0
2
1
0
2
0
0
1
1
1
1

,8
,9
,0
,8
.9
,5
,9
.8
,9
,9
,9
,9
,8
,7
,1
,0
,7
,2
,8
,9
,7
,0
,0
,9
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rig. 4 Schematic representation of geodetic systems installed and planned
along Bocono and Pilar Fault.
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(1) TIA JUANA OILFIELD

o
2 Km
(First Part)

(2) GURI - DAM

9 Km

(3) SOCUY - TULE - DAMS

7 Km
2.5 Km

(4) URIBANTE - CAPARO

HYDROELECTRICAL PROJECT

4 DAMS
4 TUNNELS

First Netinstallations
under way

(5) MARACAIBO - LAKE - BRIDGE

10
Km

(6) ORINOCO BRIDGE

3
Km

(Schematic representation without scale)

Pig. 5 Schematic representation of geodetic stystems to investigate movements
of structures and earth surface.
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Fig. 6 Principal (large) and secondary (small) net at Mucubaji site including
type of structure of observation stations.
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Fig. 7 Difference vectors as result of coordentate determination in the small
Mucubaji net 1975 (.initial;, 1976, 1977*

La Mitisus

At "La Mitisus" (figure 3) we have three pre-
cision nets: 1. the principal dam system, 2.
the "Pentagon" as security system of the dam
system (the two systems are shown in figure 9)
3. the fault system as shown in figure 8,
where the "Pentagon" mentioned before, consti-
tutes the center part. The observation sta-
tions, constructed at each point, are similar
to those installed at Mucubaji and as demon-
strated in figure 6. Due to the different
precisions, the measurements and computations
are independent in the dam system and in the
fault system (see tables 4 and 5). There are
used two local coordenate systems: The fault
system has Fb as origin and Fb - Fd as main
direction? the dam system is computed in UTM
with local coordenates. The two systems are
connected in between through the "Pentagon"
which belongs to the two coordenate systems.
Measurements started in September 1973 at the
dam site to observe the deformation of the
structure and its surroundings which are si-
tuated in the Bocono Fault zone. The measure-
ments for the dam are made through triangula-
tions, using T 2 and sometimes T 3 instruments.
The accuracies after adjustments after each
triangulation vary between 0.3 to 1.4 mm in

the coordenates. In this way the movement vec-
tors of the damcrest are shown with high sig-
nificance, as we can. see in figure 10, where
the movement vectors indicate the horizontal
crest components of the dam deformation be-
tween low- and high water in the reservoir.
In the figure the dashed line represents the
dam axis. The dam is a doble curved concrete
structure, 70m high and 210m long. The power-
house lies about 16 km from the dam at a
height difference of approx. 900m below.
The energy capacity is of 240 MW. The fault
system was measured first in 1974/5 and shall
be observed again in 1979. The coordenates
and accuracies are shown in table 4= The
.scale, of the fault system was obtained through
a trilateration in the Pentagon, applying a
HP 3800 (see table 3). Later, T3 measurements
completed the fault system observations.

Yacambu

The "Yacambu project", consists of two big
structures: a doble-arc concrete dam of 150m
height and a 24 km tunnel, which transports the
water of the Yacambu river through the mountain
chain of the Andes from south to north. The
tunnel crosses Bocono Fault at Km 15 from the
south entrance. Along the curved tunnel pro-
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Fig. 8 Fault net at Mitisus

TABIiE 3 Double Distance Measurements With
HP 3800 In The Pentagon

D

Fb -Pd
Fb -Pc
Fb -F2
Fb -FJ
F2 -Fo
F2 -Fd
F2 -F3
F3 -Fn
FJ -Fd
Fd -Fc

1

656,624
490,599
509,092
580,804
667,522
627,080
202,222
527,926
465,020
266,246

: 2

,627
,604
,100
,806
,527
,087
,220
,927
,023
,245

.'M

,6255
,6015
,096
,805
,5245
,0835
,221
,9265
,0215
,2455

D - Hor.

656, 6u6
487,530
508,827
580,749
666,427
626,978
202.044
571,018
465,012
261,551

TABLE 4 Coordenates And Accuracies In The
Fault Betwork.

Fa
Fb
Fc
Fd
Fe
Pf
F1
P2
F3
F4
P5

X

9818,471
10000,000
10457,216
10656,609
9800,972
10097,675
9741,673
10226,119
10420,469
10904,227
10383,998

+ Mx(mm) y ± I

1,9 10023,178
0 10000,000

2,8 10169,259
1,7 10000,000
2,7 10449,179
2,9 10625,525
2,3 9654,599
2,1 9544,175
2,o 9599,408
2,9 9101,358
1,7 8909,294

r̂(mm)

1,3
0

2,6
0

3,2
2,9
2,2
1,4
1,4
2,8
3,3

Fig. 9 Santo Domingo Dam triangulation with security system (pentagon F2, F3, Fb,
Fc, Fd as part of the fault net).
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Fig. 10 Movement vectors of the dam creat between February and May 1975
(low- and high water in the reserveir)o

jection a typical combined trilateration-tri-
angulation was installed. The narrow band of
the net work has the advantage of a high pre-
cision traverse: strong lateral rigidy by an-
gular measurements and strong longitudinal ri-
gidy through the distances (figure 11). i'or
the distance measurements was used an "Elec-
trotape". There were measured 45 distances
and 76 angles, having thus 121 observation
equations for 34 unknowns. For the final com-
putations, shown in this paper, the "free net-
work adjustment method" was used. Measure-
ments were made at two epochs: 1973 and 1975*
Between the two measurements strong coorde-
nate differences showed a change of sign,
where the network passes Bocono Fault (table
6). The question arose, if these coordenate
differences were significant enough in com-
parison with the coordenate accuracies to de-

TABLE 5 Coordenate Accuracies uf Three inde-
pendent Determinations Of 2 Fault -
points(>1,N2> And 2 Dampoints(l,Il)
In The Dain Network (in mm)

Station I M x i My + MX I My ± MX ±

H1
H2
I
II

0,9
0,4
0,4
0,4

0,9
0,6
u,6
0,4

1,3
0,8
0,1
0,6

1,4
1,2
U,8
0,6

0,6
0,4
u,3
0,4

0,7
u > 6
0,5
0,4

termine a possible crustal deformation, due
to Bocono Fault. As shown in table 6,the
maximum value in coordenate changes is 52mm
in x-direction at point 6, 47nun in y-direc-
tion at point 10. The maximum difference
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Fig. 11 Combined triangulation-trilateration for Yacambu tunnel and difference
vectors 1973 - 1975
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vector exists atpoint 6 with 63 mm. In the
mentioned point the accuracies in the coorde-
nates by single determination are 20 to 25 mm.
V/e see that the coordenate accuracies show er-
rors still too high for real significant move-
ment. Nevertheless, at points 6 and 7, where
we have strong difference vectors south of Bo-
cono i'ault, we may come to a certain expres-
sion about the existence of movement. At
these points the cofactors of the variance -
covariance matrix are (.values from 1973)!

point 6 - Qxx = 0.14, Qyy = 0.11, Qxy =
- 0.0037, point 7 - Qxx = 0.13, Qyy = 0.13,
Qxy = - 0.0026, The low covariance values in
comparison with the variance values show very
little correlation. At these points the com-
putation of the accuracy values for the dif-
ference vectors gave: point 6 - Difference
vector it = 63mm, MD = +_ 32mm, point 7 - dif-
ference vector D = 56mm, MD = 31mm. Thus, we
can say, that the accuracy values expressed in
"mean square errors" have the half size in
comparison with the vectors. This is true
only for points 6 and 7« As we may deduct
from table 6, in the other points the rela-
tion is not so good. Therefore, I incline to
say that it is still too early to speak of sig-
nificant movements in the fault area. But it
is still interesting to outline: 1. the change
of, sign of the coordenate differences at Bocono
J'ault trace, 2. the directions of vectors,
showing all toward Bocono Fault trace, 3. in-
creasing values of vectors approaching Bocono
Fault, specially in points 6, 7> 10, 12.
Therefore, we may interprete these results as
an obvious trend situation, showing possible
compression in the 1'ault surroundings. A
trend analysis, as used sometimes in gravity
measurement computations, may be very useful
for the interpretation of the existing results.
Further measurements shall bring more infor-
mation.

Uribante - Caparo - Project

The Bribante - Caparo project is one of the
largest hydroelectrical enterprises on the con-
tinent. Several net work installations are un-
der way at this moment to investigate the beha-
vior of dam- and tunnel structures, their sur-
roundings and the existence of fault traces in
the area. The net installations are very simi-
lar to those discussed before. Definite infor-
mation about measurements, instrumentation and
results shall be given at later events. The pro-
ject consists in the interconnection of four
large dams from Uribante River at 1104 m above
sea level down to Caparo River at 277 a.s.l.
The interconnections are realised through tunnel
constructions. The dimensions of the struc-
tures are: La Honda Dam - L= 450m, H=» 118m; Las
Cuevas Dam - L= 740m, H= 106m; Borde Seco Dam-
L= 340m, H= 108m; La Vueltosa Dam - L= 430m, i
H= 118mj Uribante Doradas Tunnel - L= 7884m;
Doradas Camburito Tunnel - L= 4484m; Agua Lin-
da Doradas Tunnel - L= 5500m; Camburito Capa-
ro Tunnel - L= 640nu The total hydroelectrical
capacity of the final project is 2.260 MW. The

project is situated in the Tachira, Merida y
Barinas states of Venezuela in the west, south
of Maracaibo Lake, near'San Cristobal, capital
of Tachira. The total length of influenced
area of dams, tunnels and reservoirs comprises
about 80 km.

Guri

Guri Dam is the biggest hydroelectrical insta-
llation in Venezuela and shall be at completion
one of the biggest on the continent. At this
moment the energy capacity is of 2.100 MW, at
the final stage of construction will be about
9.000 MW. The dam is situated on Caroni Hiver
in the south eastern part of Venezuela (see
figure 2). The Uaroni River contributes to
the Orinoco River from the south and is the
second river of the country. The hydroelec-
trical generation is principally used for the
development of the industrial area, situated
near Ciudad Guayana at the entrance of Caroni
in the Orinoco River. The act ual length and
maximum height of Guri Dam are: L= 690m,
H= 106m (main dam), the final length and max.
height are: L= 6-7 km, H= 160m (see figure 12).
The first geodetic measurements in situ star^
ted in 1956. 1950 Cartografia Kacional (na-
tional survey) completed the Caroni triangu-
lation. From that time on several local net
works were used for construction surveys and
behavior measurements. Actually, .precision
measurements through triangulations and
levellings are applied to determine the beha-
vior of the dam structure. In figure 13» we
see the results in a three dimentional re-
presentation of the movement of point 19» si-
tuated on the right side rock fill dam.
This movement is the consequence of the conso-
lidation deformation of the dam, as we can
note from the down-slowing motion of the dif-
ferent components. The movements as functions
of time have already an asymtotic approach.
For the final project development of Guri all
existing geodetic network shall vanish be-
cause of the extention of the new reservoir
at 54 m uplift of lake level. Therefore, a
new observation system was planned and is ac-
tually in execution as shown in figure 12.
This network is a combined triangulation -
trilateration system and in the observation
points will be concrete pillars as shown in
Mucubaji and Mitisus.
This geodetic program is going to work in com-
bination with geophysical measurements, spe-
cially with the microseismological net alrea-
dy prepared in the dam and reservoir area. The
extention of the observation net is planned,
as shown in figure 12, to the surroundings of
the future lake.

Maracaibo Lake Bridge

Maracaibo Lake Bridge has a length of 9 km and
is situated in the southern part of Maracai-
bo city. The bridge spans Maracaibo Lake at
one of the narrowest parts. The maximum
height of the bridge table is 50m above lake
level at the bridge site. The bridge is a pre-
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Fig. 12 Geodetic observation system for the final construction stage of Guri Dam
TABLE 6 Results Of The 1973 And 1975 Net -

work Computations At Yacambu

Pig.. 13 Accumulated.3 dimensional movements of
point 19 located in the actual right side rockfill
dam of Guri.

1975 - 1973 1973 1975

P. x y D ±Mx
(mm) (mm) (mm) -(mm) (mm) (mm) (mm)

1
2
3
4
5
6
7
8
9
10
11
12
13
H
15
16
17

44
35
45
41
26
52
49
-21
-37
-31
-24
-43
-19
7

-1_

-30

-14
-15
-28
-31
-27
-36
-27
20
11
47
40
33
9
4
12
_.
19

46
38
53
51
37
63
56
29
38
56
47
54
21
8
12_

35

27
27
26
26
27
22
21
19
22
22
20
21
28
31
25

36

24
22
22
21
17
20
21
20
18
24
22
19
16
25
19_

32

29
29
28
28
29
24
23
22
24
24
21
24
31
34
28_

36

26
23
23
23
19
23
22
20
21
25
25
20
18
27
21_

33
TABLE 7 Height Of Maracaibo Observation

Towers And Visuals Over Lakelevel

Station Construction
Height

Camacho
San Francisco
Palmarejb
Iguana Sur
Iguana Morte
Redonda
Tsla de Aves
Punta Piedras N
Manzanillo

11,50
11,50
11,5"
9,50
9,60
9,50
7,50
7,50
7,50

m
m
m
m
m
m
m
m
m

Visual over
Lake Level

12,00
12, 5"
17,00
14,00
11,50
18,00
12,00
20,00
27,50

m
m
m
m
m
m
m
m
m



stressed concrete structure, where beams of
46.6 m length were prefabricated on shore and
used later on in the construction process.
For the horizontal control of the bridge was
installed a triangulation, as we see in fig.
14» with error ellipses in the outer stations.
The ellipse values are in mm. At each net
point was erected an observation tower of
7.50 m to 11.50 m height (see figure 16;.
The forced centering device is the same as
used in the other networks described before
and shown in figure 6. The different con-
struction heights of observation towers and
the height of visuals above lake level is to
be seen in table J, The network is a local
system, with coordenate origin at bridge pil-
lar 1: x0 = 10 000 000, y0 =• 10 000 000.
The following instruments were used for the
net installation: Tellurometers, T3 and DKM3«
It was necessary to undergo an extensive re-
search program to investigate the strong at-
mospheric perturbances in the bridge site and
lake area. Horizontal- and vertical refrac-
tion investigations showed periodical influ-
ences as functions of time in optical measure-
ments. For electromagnetic measurements with
Tellurometer it was necessary to determine
the refraction index distribution over the
lake area to obtain minimum perturbanced va-
lues in the side measurements.

Orinoco River Bridge

Orinoco River Bridge is a suspension bridge
of L = 12?2m with a main span of 712m. The
total bridge length with connected concrete
spans is L = 1679m. The height of bridge
towers is 14<Jm above cero river level, and
of the bridge table 68m. The maximum water
depth at bridge site from cero water level is
45m and the high water range from cero water
level is about 20m. Due to this big range of
water level we distinguish two characteristic
streambedsj the low water bed and the high wa-
ter bed (see figure 15)• The level change is
periodical: low water in March, high water at
the end of August. The medium level change per
day is 10 cm. These special conditions were
essential for the network planning. The net-
work, as seen in figure 15, has two parts: the
main system, surrounding the suspension bridge
and located around the low water bed (figure
16), and the security system on higher parts
which are islands in the high water zone, and
in the north two stations outside the high wa-
ter bed. 1'he security system has the princi-
pal purpose to serve as a possibility to repro-
duce local net deformations of the main net.
In the net points were used concrete towers
from 3 to 12 m height, as shown in figure 16,
with forced centering device as mentioned be-
fore. The coordenate system is a local one as
applied at Uaracaibo Bridge. The point accu-
racies are shown in figure 16 by error ellip-
ses (max. and min. values 2.6mm, 0.9mm).

Tia Juana Oilfield

As a consequence of the withdrawal of oil from
the approx. 500m deep soil strata, a. considera-
ble subsidence of the ground surface of the
oilfields has occured. These subsidence va-
lues are now about 4 meters at the center of
the three main oilfields (figures 17, 18):
a. Pueblo Viejo - Bachaquero, b. Lagunillas,
c. Tia Juana. The 1974 - 1976 rate of move-
ment has been at: a. Pueblo Viejo - Bacha-
quero - 17 cm (max), bo Lagunillas - 39 cm
(max), Tia Juana - 33 cm (max). The sub-
sided parts on land are protected by dyke con-
structions permanently under supervision. The
height of the dykea increases according to
the subsidence of the area involvedo Figure
18 shows the subsidence cone at Tia Juana
Oilfield. Caused by this subsidence, hori-
zontal cracks of width up to 1m have appeared
at the edges of the cone as shown in figure 19
where the dashed lines show the location of
these cracks. The subsidence measurements
started at Lagunilla site in June 1926, at
Tia Juana site in November 1937 and at Pueblo
Viejo-Bachaquero site in April 1̂ 38. At this
moment, measurements of the total area are
carried out every two years by the "Departa-
mento de Topografia de Maraven". Before the
nationalization of the Venezuelan oilindustry
the measurements were made principally by
"Shell Oil Company of Venezuela"0 Between
Maraven and the geodetic department of the
University of Zulia a new, more complete
measurement program was establishd, which in-
cluded a "geodetic-geophysical study of the
subsidence area". The additional investiga-
tions to be carried out are: 1. Horizontal
control by high precision geodetic network,
2. gravity measurements, 3» seismic measure-
ments and registration, 4« study of the Z-com-
ponent of the geomagnetic field. The horizon-
tal control is carried out to observe horizon*
tal components of the subsidence movement. The
observations are made through a high precision
traverse of various interconnected quadrilate-
ral figures of the Hollister type, in which are
measured the outer sides with the electro-op-
tical method (Zeiss ELDI 2) and the inner and
outer angles at the traverse points with Wild
T3 and Kern DKM3 theodolites. The diagonal
lines of the Hollister figures are not mea -
sured, but computed afterwards (figure 19)»
All measurements are made from reinforced con-
crete columns with forced centering device«
The accuracy of adjusted measurements gives a
mean square error in coordenates of about
+ 3 mm (table 8).

Socuy - Tule Dam System

The two dams, Socuy and Tule, are located in
the north-west of Maracaibo (figure 2). They
are constructed as rockfill and earth dams and
are interconnected through a tunnel and an
open canal. The rivers controlled by these
dams are the Socuy and the Cachiri River which
are coming from the mountain range between
Venezuela and Colombia.) The dimensions of
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Punta Camacho

Fig. 14 Maracaibo Lake Bridge triangulation with error ellipses»

TABLE 9 Coordenate Accuracies Socuy Wet

TABLE 8 Coordenate Accuracies In The High
Precision Traverse

Station (mm) (mmj

U 1
U 2
U 3
U 4

. U 8
U 9
U 10
U 11
U 12

3,0
2,7
2,3
2,1
1,9
2,7
3,2
3,3
2,8

2,6
2,6
2,9
2,8
2,5

.2,4
2,6
3,1
3,3

Station (mm)- (mm)

1
2
3
4
5
6
7
8
9
10
11
12
13
14

1,7
1,1
1,1
2,4
1,7
1,6
1,7
2,8
2,7
2,7
0,9
1,0
1,7
0,9

0,7
0,5
0,5
1,1
0,4
0,5
0,7
1,4
1,0
1,0
0,5
0,6
0,7
0,5
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Fig« 15 Location of Orinoco Bridge triangulation.

Socuy dam ares main dam - L= 1300m, H= 40m;
side dam - L= 1600m, H= 14m» and the dimen-
sions of 1'ule dam: L= 5200m, H= 20m. The tun-
nel length is 1035 m and the length of the
canal is 5240 m. For this large extention
complex there were located several local geo-
detic systemso We distinguish four different
control systems t Network 1 with ground fixed
stations, as combined triangulation-trilatera-
tion, serves as controlnet for the surroun-
dings of Socuy dam and lake. Network 2, as
shown in figure 20 (1>, with pillar observa-
tion stations similar to those at Mucubaji,
only with different foundations, serves .as ob-
servation net to investigate the deformation
of Socuy main dam. Network Ji as shown in fi-
gure 20 (2), with pillar observation stations
is the observation net to investigate deforma-
tions of Tule damo Network 4t with ground
fixed stations, is a high precision traverse to
control the tunnel and canal and to connect the
different dam networks -see figure 20 (3)-o
Networks 2 and 3, too, are combined trilaterati-.
on - triangulations. Distances were measured
in net 1 with DI 10 and ELD1 3, in the other
nets only with ELDI 3« All nets were compu-
ted as free networks and combined together

through coordenate transformations and later
on transformed also to the national system -
figure 20 (4)-. Table 9 shows the results
of the Socuy adjustment! instruments - ELDI 3,
DKM 3; observation equations: 296, unknowns:28
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Figo 16 left: Main net of Orinoco Bridge triangulation with error ellipses,
right: Construction type of observation towers for Maracaibo and
Orinoco Bridge triangulation.
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Figo 18 Subsidence cone of Tia Juana oilfield.

U 1

Fig. 19 High precision traverse to investigate the horizontal movements of
surface cracks at Tia Juana oilfield.
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A - B SOCUY DAM

A - B TULE DAM

A - B TUWEL + CANAL

Fig. 20 (1) Soouy Dan - triaugulation-trilateration, (2) Tule Dam -
triangulation-trilateration, (3) Preoiaion traverse for Socuy ttmnel and
canal and to combine the Socuy and Tule nets, (4) Schematic representation
for the combination and transformation of the different coordenate systems at
Socuy-Tule.
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Abstract. While space and terrestrial systems
can provide the surface motion boundary conditions
needed to constrain theories of tectonic driving
forces and plate behavior on the large scale and
in detail at some transform fault boundaries, the
problems of new crust emplacement and its initial
deformation as it is incorporated into the steady
state plate motion at intermediate and fast
spreading centers (5 cm per year full rate or
greater) can only be attacked in the deep ocean
floor. Advances in three areas of knowledge and
experience make it feasible to design, deploy and
use acoustic systems in that environment now.

The first area of advance is in our knowledge
of the details of spreading center morphology and
its implications. We now know that these areas
typically consist of a band from a few hundred
meters to a km. wide in which there are extensive
pillow lava and sheet flows interspersed with
occasional small conical peaks all completely
devoid of any trace of sediment. Flanking this
zone on either side is a region two to four times
as wide in which there is extensive fissuring and
some faulting with gradual buildup of sediment
cover as one goes away from the central strip.
Beyond that there is usually little evidence of
tectonic activity, except for some additional
fault displacement. The clear implication is that
the transition from no lateral motion up to full
plate speed takes place in a region usually less
than 10 km wide and must involve strain rates of
10 microstrain per year or greater. How the
strain buildup is distributed within this zone is
the major question which sea floor geodetic
measurements can answer.

The second area in which knowledge has been
built up over the recent past is based on a
growing quantity of horizontal temperature and
salinity profiles made in these rise crest
regions. These show that the small scale random
inhomogeneities in sound propagation speed will
not introduce errors of more than one or two cm
over 10 km except for paths passing within 100 to
200 m. of an active hydrothermal vent. Since such
vents are usually at least hundreds of meters
apart, any system which, is intelligently
installed, incorporates sound velocity
measurements (or their equivalent) in its survey
techniques, and allows for spatial averaging will
not be prevented by the environment from achieving
cm. accuracy.

Finally, our operational experience with
acoustic transponders in the less demanding
geological mapping context, plus recently
developed precision transponder designs, make it
possible to build systems which will yield round
trip travel time measurement accuracies of 10
microsec., corresponding to distance uncertainties
of less than a cm. Transponder lifetimes of five
years are available today, as well as procedures

Proc. of the 9th GEOP Conference, An International Symposium on the Application* of
Geodesy loCtoJynamics. October 2-5, /97S. Dept. of Geodetic Science Rept No ''SO The
Ohio Stale Univ., Columbus, Ohio 43210.

for replacing the units in a given network without
loss of precision overall.

A network of 8 or more precision transponder
units mounted on the sea floor and interrogated
periodically from an instrument package towed near
bottom through the area to provide the necessary
spatial averaging could thus provide, today, a
practical system for observing the pattern of
buildup of strain at intermediate and fast
spreading centers.

Introduction. Geodetic measurements can make
significant contributions to the field of plate
tectonics by providing the surface, kinematic
boundary conditions which theories of driving forces
and plate behaviour must satisfy. Terrestrial
methods seem particularly adapted to delineation
of strain patterns associated with transform
faults as they traverse continental environ-
ments, particularly in the San Andreas region,
but also in South America and Eurasia. Space
techniques can provide larger scale observations
of gross motions within and between plates and
.at present appear to be most applicable
across trench zones and for determination of
plate deformability, particularly when used in
conjunction with detailed data from other sources
at plate boundaries. The particular role of
undersea methods is for detailed work at the
spreading centers, since only short sections of
these are available for terrestrial examination
and even these are slow spreading and more
diffuse than the typical rise crest environ-
ments .

As yet only the terrestrial techniques have
achieved the centimeter precision which these
problems require, and a number of the other
papers in this meeting have been devoted to
descriptions of land and satellite systems now
under development to reach these goals. The
purpose of 'this paper is to display the fact that
undersea techniques, well matched to the rise
crest, strain measurement problem, can be assembled
today in such a manner as to meet this challenge.

The advances which make this assertion possible
have occurred in three areas over the last
decade, primarily in conjunction with fine scale
geological studies of the rise and ridge crests
using deeply towed instrument systems (Spiess &
Mudie, 1970; Spiess et al, 1976; Ballard et al
1975) complemented in some instances by sub-
mersible observations (Mid Atlantic Ridge, Gala-
pagos Spreading Center). The three areas of advance
are:

1. Delineation of the detailed morphology
of a variety of typical spreading centers

2. Extensive observations of the structure of
the immediately overlying water at several
representative sites.

3. Successful operational use of acoustic
techniques in a large number of deep sea
sites in a geological mapping context
(precisions ~l-2m) and development of
equipment designs capable of pushing these
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capabilities to cm. accuracy.
Each of these three topics will be discussed below,
followed by a description of a system configuration
appropriate to the problem.

The special questions to which the rise crest
data would be relevant can be visualized by
anticipating a possible set of results. It
seems quite likely that the large scale satellite
measurements between points well into the
interiors of two separating plates will show a
steady drift at a rate comparable to that deduced
from magnetic anomaly patters. It is equally
likely that detailed measurements of the pattern
of buildup of strain very close to the crest
will show substantial irregularities with space
and time, at least on the scale of meters and
years. Anticipating the morphological data to
be presented below, it appears likely that the
"acceleration" from close to zero strain rate at

the rise center to nearly full steady state plate
Velocity may take place in less than 10 km. If
so then we should see relatively steady separation
going on at the edge of that zone, while a descrip-
tion of what is happening now within the zone at a
variety of sites and over times requiring some
patience, may give us direct evidence as to the
sequence of events and mechanisms involved in
creation & stabilization of new crust; shedding
light on the relative importance of the actual
insertion of new material, of subsequent fissuring,
of hydrothermal activity, of large scale faulting,
etc. Determining the pattern of strain buildup
across this zone is thus the problem we address.

Spreading Center Morphology
The major consideration which bears on the

feasibility and form of a sea floor strain measure-
ment system is the region it must span both across

Tig. 1 - Fresh pillow lavas on East Pacific Rise Crest at 9°N.
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and along the strike of the central zone. A
variety of observations support the notion that the
emplacement of new material and the acceleration
of that material up to nearly full steady state
plate speed takes place in a marginal strip not
more than 5 to 10 km wide. The first piece of
evidence in that regard has been with us since
very early in the development of the field. As
the magnetic anomaly patterns were recognized in
many oceanic regions and as time scales were
assembled it became clear that there were some
distinct polarity epochs only a few km across and
thus only a few hundred thousand years in duration.
Quite consistently observed, for example, is the
JARAMILLO normal event which occurred about
900,000 years ago with a duration of about 60,000
years. Widespread observation of this strip,
which is only 2 km wide in intermediate (3 cm/yr
half rate) spreading rate settings, carries a
clear implication that the startup process must
take place primarily over lateral distances
certainly no larger than the width of that zone.

Near bottom magnetometer observations of the
boundaries of these zones (summarized by Klitgord,
1975) show that they are quite sharp - complete
reversals take place in strips ranging from
hundreds of meters to a little over one
km wide. A recent near bottom survey carried

out at the Brunhes/Matuyama boundary near 2PN on
the East Pacific Rise (Macdonald, et al, in prep.)
covered a zone about 6 km along (and across)
strike and showed undulations in the reversal line
with an along strike scale of 0.5 to 1.5 km and
across strike amplitude of 200 km. All this clearly
indicates a highly localized process.

Moving in to the actual spreading centers it is
quite clear from direct visual and photographic
evidence that there is a highly localized (Usually
the order of a km or less) central zone in 'which
most of the new material is being introduced.
It is a region characterized by pillow and sheet
flow lava forms, with fresh glassy facets and
completely lacking any signs of sediment cover
(Fig. 1) As one moves away from this zone, at
least on the intermediate and fast spreading regions
surveyed on the East Pacific Rise and Galapagos
spreading centers (Larson & Spiess, 1969; Klitgord
& Mudie, 1974; Normark, 1976; Lonsdale, 1977;
Larson, 1971), there is an immediate flanking
region a few km wide in which there is ex-
tensive fissuririg and the beginnings of normal
faulting. In this region the sediment cover also
begins to build up in a fairly steady manner,
although local irregularities preclude an assertion
that this evidence demonstrates steady state
motion on a time scale as short as 1,000 years.

FISH PATH
BATHYMETRIC PROFILES

fUat graving!
BATHYMETRIC PROFILES

(Ptolel
SIDE LOOKING SONAR RECORD
CAMERA RUN
FIGURE 6 PHOTO LOCATIONS • A.B.ttc.
FAULTS
TRANSPONDER ft

CONTOUR INTERVAL 25m (cwr.cUd)

Fig. 2 - Fine scale topographic chart of East Pacific Rise Crest at
21°N. Full spreading rate 6 cm/yr.
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using data (Fig. 2) from the East Pacific
Rise crest at 21°N (Normark, 1976) where the full
spreading rate is 6 cm/yr, the total separation
appears to be generated in a 6 km wide strip for
an overall predicted strain rate of 10 microstrain
per year. It seems likely that this will not
build up in a spatially uniform manner, thus
there should be intervals within this band which
will show 2 or 3 times this value over distances
of the order of a km or so. In a faster spreading
environment (12 cm/yr full rate) at 9°N the region
in which activity appears to be concentrated is
somewhat more diffuse (Fig. 3), but still is
less than 10 km for an overall rate of 1.2
microstrain per year and again an implication of
local rates within the zone which must exceed
this.

104'15'W

This all implies a requirement to determine
distances between reference points a km apart to
within about a cm in order to obtain useful
data from an annual re-survey cycle. It also
implies that, unless there is substantial deform-
ation taking place within the plate, one should in
fact see a very continuous displacement generated
between the extreme edges of this zone.

A number of possible models can be postulated
based on the evidence in hand, ranging from a
primarily tensional picture across the entire zone
with lava flows filling gaps in the center, to
the other extreme in which local dike intrusions
produce compression in their immediate vicinity
and tension in adjacent along-strike zones. A
network of measurement sites with one to three km
spacing, extending across the entire zone and along
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APPROXIMATE LINE OF
PROFILE A -A ' , FIGURE 2

Fig. 3 - Fine scale topography at 9"N on East Pacific Rise Crest.
Full spreading rate 12 cm/yr.



strike for several km would provide the necessary
information to distinguish among the alternatives
and place strong boundary conditions on the
development of models for plate structure and
driving forces.

Water Column Considerations
The two major concerns in the overlying water

column are first, the attenuation of whatever
radiation might be used for measurement of
distance or angle and second, the nature of the
index of refraction or energy propagation speed
variations with time and space. In sea water the
attenuation lengths for electromagnetic radiation
are very short, generally only a few wavelengths,
except as one approaches the optical regime.
Even here, however, in the clearest water one can
expect 1/e in 20 meters, making the kin dimensions
across the highly irregular central zone very
difficult to achieve even with lasers or other
optical systems. Acoustic energy is attenuated as
well, with absorption increasing with frequency.
The values are such, however, that a useful
regime for km transmission with adequate bandwidth
exists from a few tens of kiloherz to hundreds,
with an optimum in the 20 to 100 kHz range
strongly controlled by the nature of the background
noise spectrum. The acoustic approach thus seems
to be the most practical manner in which to attack
the geodetic problem CSpiess, 1966).

Given a sound propagation speed of about 1500
m/sec this implies wavelengths of the order of a
few cm. In turn this means that devices for
accurate angle measurement must be quite large
and confirms one's intuitive impression that .
distance rather than angle measurements are
more appropriate to this situation.

The environmental factors that enter are thus
the motion of the water and the irregularities
in the sound velocity field. Currents of the order
of 15 cm/sec are occasionally observed at rise
crests, varying with tidal periods. While such
velocitiies would produce appreciable effects on
one way paths Ca part in 10 }, when two way _„
paths are used their influence drops to -10
which is far below the required 10

The major limitation is the variability of
sound velocity in the water due to temperature
variations and, to a lesser extent, chemical
effects. 0.003 C over the entire path length
will give a change in sound speed of a part in
10 . Such changes can occur over long times
and large areas at many places near the deep
sea floor. In addition there are hydrothermal
effects at intermediate and fast spreading centers ,
which can locally produce larger anomalies. It
will thus be essential to couple into any acoustic
measurement program of geodetic type a capability
to determine the sound speed locally to the desired
accuracy at the time of each survey. Laboratory
measurements of sound speed to 10 have been
made (Greenspan 1972) and, although today's oceanic
sound velocity meters are.usually good only to
10~ , it appears that 10 is an achievable goal
and such an instrument is under construction in
the Marine Physical Laboratory at the present time
(F.H. Fisher & E.D. Squier, private communic.).

With an in situ measurement capability of this

type, one is still left with residual small scale
variations in space and time which must be treated
statistically. During several recent rise crest
surveys (Galapagos spreading center, East Pacific
Rise at 21°N and 9°N) we have made continuous
near bottom temperature records over the central
10 km of the terrain (Crane, 1977; Crane and
Normark, 1977). Typically, except within a hundred
meters of the few active hydrothermal vents in the
Galapagos area, the fluctuations are less than 5
mdeg, with scales of the order of 100 m. A number
of authors have treated the problem of fluctu-
ations in travel times as related to spatial
variations of propagation velocity. One form is
given (Chernov, 1960) roughly by:

At = (1)

Here R is the one way path length, C the average
sound speed, A the characteristic length scale of
the fluctuations and -1, Converting this

to a length error, E., recalling that we are using
round trip travel times, gives

E =

The error_thus grows as \/RT Using A = 100 m and
V^7 = 10 , the uncertainty ranges from a little
over 2 mm at 1 km to 7 mm at 10 km, all well below
the desired cm. precision. An additional safety
factor can be introduced, as will be described in
the section below, by arranging the system layout
to provide substantial averaging over both space
and time.

Technological Advances
Over the last ten years there has been a major

step forward in ability to determine positions
of devices in the deep sea through the introduction
of acoustic transponders. Systems for this purpose
are now in use on a regular basis by several
research and operational groups. Most of the
transponders are of the general type described
some years ago by McGehee and Boegeman (1966 ),
receiving a signal at one frequency in the 7 to
15 kHz range, recognizing it with some threshold
device and replying at a second frequency.
Power supplies giving a capability of 5 years in
the ready receiving mode and 10 output pulses
are now in existence.

With a set of these units moored to the sea
floor one can measure the acoustic travel times
corresponding to the ranges between the vehicle or
instrument package and several of the transponders
and make a determination of its coordinates
relative to that array. In our system the
vertical coordinate of the vehicle is determined
either by echo sounding on the sea surface or by
a precision measurement of hydrostatic pressure.

While a number of operational computational
approaches have been used the most sophisticated
to be implemented to date is an adaptation of a
method well known in geodesy. In this we start the
survey using a set of rough approximate coordin-
ates for the transponders and compute successive
vehicle positions relative to these. In cases
for which more than two simultaneous ranges are
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. .ailable a least squares criterion is used to
determine the position and an error -measure is
calculated at the same time. The raw range data
are stored and after the yehicle has traversed the
area a number of times 50 or more well placed
multi-transponder positions are selected and used
in iterative fashion to determine an improved set
of transponder and vehicle coordinates.

A carefully made survey for geological purposes
result is in position uncertainties of the order of
a couple of meters. This is quite adequate for the
.navigational need but obviously differs by a factor
of'100 from the cm. uncertainties which represent both
the required geodetic accuracy and one which is attain
able relative to environmental limitations. The necess
ary. improvements can be achieved by including more
detail in the computational methods and using a more
sophisticated type of transponder7™""

Current transponder designs involve a delay of
a millisec or more in the recognition circuitry and
lack of control of this parameter results in a
contribution of the order of a meter to the timing
uncertainty. We have designed and made in-water •
tests of a new approach which provides a very
accurately controlled time delay (a few microsec)
in the pulse retransmission process CSpiess, et al,
1978). Using this approach and pulses in the 30 to
40 kHz range, with signal to noise ratios in
excess of 15 db, one can easily achieve resolution
to 10 /Jsec, or less than 1 cm, on each transmission.

On the computational side the principal compli-
cations are that one must compensate for motion of
the survey package while the sound pulse is in
transit for several seconds and take into account
the substantial variation of sound speed with
water depth. These are aspects which merely
dictate that care is exercised in developing the
detailed computer programs to be used.

With these improved transponders and computa-:
tional methods one can begin to gather the data
necessary to determine strain change distribu-
tions at rise crests over prolonged periods.
The most logical approach 'is to install a net-
work of 10 or more units in the area, with spacings
along and across the crest ranging from one to three
km with the exact layout dictated by the detailed
morphology of the particular site. .Each re-
survey operation (done on a time scale of months
to one or two years, depending on the spreading
rate) would be carried out by towing the survey .
package close to the sea floor through the area,
ranging on the transponders and measuring the
sound velocity. By using-many multiple transponder
fixes and calculating the ne.tw.ork geometry from
the -moving vehicle one provides means for spatial
averaging over the sound speed Inhomogenelties as
well as smoothing other random errors. The network
elements can be replaced without precision sea
floor operations by installing the new units
close to the old prior to a survey operation and
removing the old ones for refurbishing after the
entire augmented network geometry has been deter- -
mined.

It thus appears feasible, given the narrow
zones of activity and the rapid spreading rates,
to match underwater acoustic techniques to the
problem of determining the strain buildup patterns
in these areas on time scales ranging from months
to decades.
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Abstract. In accordance with the wishes of
the Panel Chairman an attempt is made to survey
"problems, requirements, and the outlook for the
future" in the study of sea level time series so
as to determine the relative movement of land
and sea levels. The basic aim is to eliminate
from the record the contributions from whatever
marine dynamic phenomena respond to treatment,
allowing the secular element to be identified
with optimum clarity. Nevertheless the concept
of sea level perturbation varies according to
regional experience. The recent work of the
Permanent Service for Mean Sea Level helps to
eliminate geodetic noise from the series and
makes it possible, perhaps, to treat the global
mean sea level data bank so as to define eustat-
ic changes in ocean volume which, in the pres-
ent context, may be regarded as the final goal,
allowing the identification of vertical crustal
motion itself.

Scale Lengths

This survey is not concerned with geological
time scales, although sea level evidence for
crustal motion can be relevant in this sense.
Neither is it intended to discuss archaeological
time scales since interpretation here is limited
to locations, such as are found in the Mediter-
ranean or in Scandinavia, which experience a
small tidal range combined with low rates of ac-
cretion and erosion. The aim is to consider the
period of instrumental history where continuous
or near-continuous observed time series of sea
level are available for interpretation. The in-
terest is therefore focussed upon recent time,
within the last hundred years, and often upon
the last two decades. With regard to spatial
scales it should be noted that observed sea lev-
els are ideally referred to a fixed mark local
to the instrumental site. Although attempts are
invariably made to select a stable bench mark,
it is clearly a matter for survey procedures to
determine whether a particular bench mark is
regionally representative. Again, if any atte-
mpts are to be made to determine absolute sea
level or sea level topography, rather than var-
iations at a point, then much greater reliance
must be placed upon survey evidence and the
well-known controversy over apparent sea level
slopes becomes a matter of anxiety. However,
where secular variations of level, determined
at a number of points, have the appearance of
spatial coherency then these reinforce each
other and in some cases justify interpolation
within the observing network.

Limitations

The restrictions of the exercise are numer-

Proc. of (he 9th GEOP Conference. An International Symposium on the Applications of
(leotlesr to Ceodynamks. Ocloberl-i. 1978. Depl. of Geodetic Science Rept. No. 280, The
Ohio State Univ.. Columbus. Ohio 43210.

ous, not least being the obvious lack of control
over the data. The material is historic and in
large measure obtained by instruments designed
and installed for operational rather than sci-
entific purposes and somewhat inadequately
maintained. Location, in harbours or estuaries,
is often inconvenient and in another context
[e.g. Lennon, 1971] reference is made to the
several imperfections of the standard instru-
ment. In fact it is in many ways surprising
that the search for a secular signal which may
be as small as one mm per year can be pursued
with success.

In the context of this Symposium it is rele-
vant to address a particular problem which does
not appear in the associated literature. It is
only during the last decade that satellite or-
bital analysis and laser altimetry have been
combined with gravimetric surveys to determine
the variations of the gravitational field with
longitude. As experience has been gained with
these techniques and as they have become more
precise, there has been developed within the
last few years a detailed determination of the
geoid. However as yet we have no conception of
the stability of the geoid in time and space.
What we do know is that the geoid demonstrates
significant relief ranging through almost 200m
from a depression south of India to a peak in
the vicinity of Papua New Guinea. By definition
the geoid describes an equipotential surface and
we can expect the ocean surface to conform with
the geoid relief. The point which must be made
however is that if one bears in mind the above-
mentioned apparent.gradient over 200m, it will
require only a small time variation of the geoid
at a point to seriously perturb the observed
secular variations of sea level at such a sta-
tion. The nature of the problem is such that
little can be stated at this time although some
thought has been given to geoid stability. In
a personal communication Kaula considers that
the most likely source of change lies in the
phenomenon of, glacial rebound in the higher
latitudes and figures of approximately 0.3mm
per year have been postulated. Though small,
such a change nevertheless is significant in
terms of secular variations of sea level.

Techniques

The common procedure is first to apply a
tidal filter so.as to remove tides of diurnal
and higher species. Tides of fortnightly, mon-
thly, semi-diurnal, annual and longer period
tend to be more intricately entangled with con-
tributions from atmosphere and other sources
and require sophisticated treatment. In the
initial stages therefore they are allowed to
remain in the data. It is the attention paid
to such perturbations and the design of proce-
dures for their elimination from the record
which determines the accuracy with which the
secular variation of sea level can be establ-
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ished. It is also relevant that one should be
assured that none of the perturbing parameters
is itself influenced by secular change so that
the total secular signal may be ascribed to the
basic sea level phenomenon. In fact there has
been little anxiety on this score.

The very slow change in the data base pre-
determines that the discipline proceeds at a
pedestrian pace and in fact the major interest
lies in the sophistication of the procedures
utilized in the elimination of the noise in so
far as this is possible. It is interesting that
individual workers place stress upon phenomena
of which they are aware in their own environment
and there has been no attempt as yet to apply a
comprehensive model of long period sea level
phenomena. For example in North Europe the em-
phasis has been upon barometric pressure and
associated wind stress phenomena with the con-
tributions of storm surges clearly in mind. In
contrast, in N.America the absence of large
shallow water areas has resulted in lower pri-
ority being given to such features and the em-
phasis has been placed upon steric phenomena
resulting from variations in water density and
upon the more general features of marine dyna-
mics.

triplets for each station.
Figure 1 illustrates the treatment of the sea

level time series for Newlyn and allows a sub-
jective assessment of the success of the' tech-
nique. In fact the exercise did show spatial
coherency making it possible to produce the
regional pattern of figure 2 and its indication
of glacial rebound in the Baltic and especially
in the Gulf of Bothnia.

What was surprising in this exercise was the
apparent success of the barometric triplets in
modelling the wind stress phenomena. The latter
conceptually are of short duration in the range
twelve to thirty hours, whereas the associated
variables in the regression model were annual
means. To succeed then the barometric terms
must represent long term averages of many events,
yet even here one is presented with a difficul-
ty. Wind stress is a non-linear phenomenon
varying approximately as the square of wind sp-
eed. Although in equation (1) one can conceive
of barometric gradients being represented, there

NEWLYN

Simple Regression

The European school is perhaps best exempli-
fied by work during the sixties [Lennon, 1966
and Rossiter, 1967]. Here some four thousand
station years of annual mean sea level were pro-
cessed in a regression exercise which for each
station took the form

p=3
Z = I a YP+ £ b B + c.CosN + c^SinN + 41 (1)
ft n • * • * » ! O "IT ^ '

p=0 r=l

where Zy is annual mean sea level for year Y
referred to a working datum, Br is annual mean
value of air pressure at station r for year Y,
N is the mean longitude of the Moon's ascending
node for year Y, $y is the contribution to Zy
from all other causes considered inexplicable
in this context and therefore regarded as resi-
dual noise. The coefficients a,b & c are deter-
mined in the regression procedures.

Some comments are appropriate. It can be
seen that the-term I apYP is the primary object-
ive of the exercise and does not constrain the
secular variation to a linear.form. The terms
containing N were intended to reproduce the
lunar nodal tide with a period of 18.61 solar
years. The stations, r, for which observed baro-
metric pressures were obtained, were selected
in triplets arranged as far as possible in an
equilateral manner around a specific sea area
which in turn was considered to be a potential
contributor to mean sea level at the station
e.g. the North Atlantic, the North Sea, the
Baltic etc. It was assumed that such a treat-
ment would reproduce contributions of static
barometric pressure and also all directional
components 'of wind stress. Tentative trials
were conducted combined with a study of the re-
sultant, <(>y, so as to select an optimum set of

ATMOSPHERIC CONTRIBUTIONS

I ' I

NODAL TIDE

Fig. 1. Annual mean sea level at Newlyn and
its components revealed by regression analysis.
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1950-5 SECULAR VARIATION

Fig. 2. Secular variation of sea level, with
respect to land, in N.W. Europe interpolated
from the treatment of observations at stations
marked by solid circles.

is no attempt to reproduce a non-linear wind
stress. Again one may comment that there is no
simple solution in the time scales used since
the square of the mean wind, possibly derived
from annual mean pressures, cannot be equated
with the mean of the squared wind from a succe-
ssion of discrete events such as occur in nat-
ure. The success of the procedure outlined
above is puzzling and has initiated much thought
as to the manner in which techniques may be
improved.

Complex Regression

As one attempts to provide more rigorous
treatment of the meteorological perturbations
yet another problem emerges with increasing
significance, namely that of the high degree of
intercorrelation of the meteorological vari-

ables. More sophisticated techniques also call
for longer data bases, only forty-seven annual
mean levels for Newlyn in the earlier exercise,
for example, being a serious restriction. A
notable attempt to face these and other problems
has been made by Thompson of the Institute of
Oceanographic Sciences in the U.K. [Thompson,
1978:.

Here an interesting exercise is based upon
monthly values of mean sea level and this app-
roach inevitably carries the premium of careful
attention to other long period tides in parti-
cular the solar annual and solar semi-annual
tides. At the expense of this complication a
useful extension of the available sea level time
series is effected. However the basic innova-
tion is the treatment of the North Atlantic bar-
ometric pressure field expressed in terms of
monthly mean pressures from a five by five grid

at 5° spacing in latitude and 10° spacing in
longitude. These pressure series clearly de-
monstrate a high degree of intercorrelation
but treatment by the Principal Component Ana-
lysis effectively replaces the set of correlated
monthly air pressures by a set of uncorrelated
eigenvector coefficients. Two further attract-
ive advantages emerge as a bonus. In the first
place a highly convergent system is produced in
that the first eigenvector accounts for 54% of
the total variance of the standardised pressure
fields in this particular application, while
the first eight account for 99% of the total
variance. In the second place the eigenvectors
assume a physical significance as modes of
variation over the grid showing progressively
detailed structure as the order of the eigen-
vectors increases. In figure 3 the respective
patterns of the eigenvectors are shown as posi-
tive and negative areas so as to illustrate this
point.

This preparatory analysis set the scene for
the treatment of some eighteen years of monthly
mean sea levels at Newlyn. Incorporating also
trend, and tides, a stepwise regression proce-
dure automatically selected an optimal subset
of eigenvector coefficients with a satisfying
result. Over 90% of the variance of the ori-
ginal mean sea level series was explained and
insight obtained into some large scale marine
dynamics of the region.

The relevance to the present survey lies
largely in the fact that the secular variation
of sea level at Newlyn computed from a sea
level record, eighteen years in duration from
1957 to 1974, emerged as 1.42 + 0.19 mm per
year. The earlier exercise had used forty seven
years of data up to 1962 and produced a trend
of 2.15 + 0.14 mm per year. The first indicat-
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Fig. 3. The physical features of the eigen-
vectors representing air pressure variation
over a North Atlantic grid.

ion is therefore given that the rate of rise of
sea level with respect to the land may be dece-
lerating with time at this station and certain-

ly a powerful tool has been created which, de-

pending upon relatively short time spans, can
investigate the fine structure of secular vari-
ation in time. The same exercise gave an asse-
ssment of secular trend at Corunna over the id-
entical period 1957 to 1974, as 0.57 + 0.42 mm
per year showing a clear disparity in space of
crustal motion.

Sea Level Perturbations

It has already been suggested that the Euro-
pean school has been influenced by the environ-
ment of a broad continental shelf on which the
mechanics of wind stress have free rein. With a
deep ocean aspect, as in North America, it is
not unreasonable that the concentration should
be on the large scale phenomena of ocean circu-
lation, on the western boundary currents inten-
sified by planetary vorticity and on dynamic
height phenomena associated with the thermo-
haline vertical structure of the oceans [e.g.
Sturges, 1974 and Chew, 1977]. These phenomena
are also associated with time-variations and as
yet have not featured in detail in studies of
secular variations.

If the accuracy with which long term trends
can be extracted from the records depends upon
an understanding and elimination of other per-
turbations, then it should be noted that our

knowledge of such mechanisms is far from com-
plete. For example in recent time certain evi-
dence is accumulating which suggests that in
the Southern Hemisphere the greater exposure
of the oceans, combined with the circumpolar
nature of the Southern Ocean itself, allows a
range of phenomena to be generated which may be
unique to southern waters. Taking examples from
Australia there is evidence on both east and
west coasts of thermohaline structures associ-
ated with tongues of warm water, showing anoma-
lies of 5° C or more, moving southwards in late
summer. Much work has been done in the Tasman
Sea [e.g. Hamon and Cresswell, 1972, also
Andrews and Scully-Power, 1976] on the pheno-
menon of associated anticyclonic eddies, some-
what similar to those recorded in connexion
with the Gulf Stream in the Atlantic, but having
a recorded life of the order of one year. Dyna-
mic heights up to 80 cms, accompanying geostro-
phic flow in excess of 100 cms per sec. are re-
corded. In this and in other contexts the
tendency seems to be to provide sea level per-
turbations with periods greater than their
counterparts in the European exercise previously
outlined. More particularly a study of non-
tidal residuals reveals evidence of energy at
characteristic periods as follows:

circa two days, and here it should be noted
that this corresponds to the inertial period at
latitude 14.4°
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Fig. 4. An extract from a record of current
speed at a typical station on the N.W. Austra-
lian Shelf.

circa four days, to which reference is in-
creasingly appearing in the marine dynamics of
equatorial and southern latitudes.

in excess of twenty days, which is most un-
common elsewhere yet waves of amplitude greater
than 0.5m and apparently trapped on the Austra-
lian coastline have been traced and tracked as
coherent phenomena over distances in excess of
5000 kms, from Dampier in the north-west, south-
wards along the west coast, across the Great
Australian Bight and finally dissipating north-
wards along the east coast.

It is only in the last few months that comm-
ercial operations off-shore, notably on the
North West Shelf, have stimulated experimental
work and this is revealing exciting perturbing
phenomena. The material in figure 4 has its
origin in a personal communication from R.K.
Steedman and Associates, Perth, contracted to
Woodside Petroleum Development Limited. Here

in a region of large vertical and horizontal
tides, the stream record shows such tides to be
superimposed upon significant disturbances.
Note the two day event near day 28, the four
day event commencing day 36 and the longer per-
iod feature commencing day 12. Supporting evi-
dence confirms that these, phenomena are real,
common in occurrence and of considerable spat-
ial scale. The inference may be drawn that
they will interact with sea level topography
in a complex manner yet their mechanisms remain
obscure at this time.

In the context of this symposium the message
seems to be that there is much to learn of mar-
ine phenomena which influence the temporal topo-
graphy of the oceans. Any attempt to explain
and eliminate these features in secular studies
would be premature, but at least techniques
developed for such studies must be aware of
their existence. It is also clear that the dev-

1/11



eloping science of satellite altimetry should
not be too confident that the problems of ocean
topography are close to a final solution. It
would appear that collaboration between oceano-
graphers and space scientists offers prospects
of fruitful mutual progress.

The Mean Sea Level Data Bank

In spite of these apparent limits to the
present capability of sea level studies to pro-
vide an extensive and definitive survey of
crustal motion, the potential of the discipline
to provide unique evidence in this context is
recognised. It has also been apparent that
although the discipline is limited to existing
historic data with all its limitations, two
positive actions may be taken. In the first
place there is an obligation to ensure that long
sea level time series should be continued, that
instrumental developments should be monitored
so as to ensure that the desirable 'absolute'
character of measurement should not be degraded
and that strenuous effort be expended to main-
tain datum stability. Indeed recommendations
from the I.U.G.G. urge participating nations to
set up high quality sea level monitoring stat-
ions for this purpose. In the second place it
has been recognised that the quality of the
existing data bank can be improved in retros-
pect and this is the current task of the FAGS
Permanent Service for Mean Sea Level (PSMSL)
operating from the Institute of Oceanographic
Sciences, U.K. Although the PSMSL has worked
for many years in accessing, collating, treat-
ing and publishing monthly and annual mean sea
level values on a global basis, it has recently
embarked upon a re-processing and re-publication
programme. The point at issue is that many
countries in the past adopted the practice of
referring sea levels at a station to the primary
national reference level, often at great dis-
tance from the marine station itself. This pro-
cedure had the unfortunate disadvantage of in-
corporating within the sea level time series all
the uncertainties of geodetic levelling. Of
late we have had the experience firstly of att-
empting to understand the anomalous sea level
slopes which emerged when attempts were made to
make spatial geodetic connexions between obser-
ved sea level at individual stations, and se-
condly of beginning to appreciate that geodetic
procedures perhaps contain systematic error, or
at least are demonstrably imperfect as evidenced
by marked discrepancies between repetitive ex-
ercises. In consequence the PSMSL has revised
the entire data bank with a view to the pro-
duction at each station of a sea level record
which is referred to a local fixed mark (Re-
vised Local Reference). The revised series then
are, hopefully, homogeneous with respect to
datum. This arrangement attempts to delineate
the respective responsibilities of oceanography
and geodesy and, given a stable local mark, en-
sures a more representative sea level record.
The work is now well advanced with the public-
ation in 1976 of data from 250 stations in
Europe, Africa and India. This was followed
one year later with a publication of similar

content incorporating stations from North and
South America. The global coverage will be com-
pleted in 1978/9 with the publication of data
from Japan, the Phillipines, Australasia and
the Pacific Islands [Lennon and Spencer, 1976,
1977]. Albeit bearing in mind cautionary re-
marks expressed earlier, this updated data
bank offers a new prospect for the global
study of the mean ocean level trend in an att-
empt to identify eustatic changes. Although of
great scientific interest in its own right, it
is relevant in the present context to note that
the programme has the potential to remove the
final perturbation in sea level trends. Hith-
erto the subject has dealt with the relative
movements of land and sea levels. If it is
possible to identify the secular trend of
ocean levels then the identification of crustal
motion becomes a more exact science.

Conclusion

The treatment of sea level time series to
identify vertical crustal motion requires the
elimination from the record of the effects of
marine dynamic phenomena which in this context
must be treated as noise.

Unfortunately these perturbing phenomena are
not in many cases fully understood and perhaps
this is particularly true of the southern hemi-
sphere.

Despite the hazards and acknowledging the
imperfections of historic observations, experi-
ence has shown, in certain specific cases, that
it is possible to establish with some certainty
the secular trends in the relative levels of
land and sea surface at discrete stations.

Where .vertical crustal motion is large with
respect to the eustatic rise of sea level, say,
of order 5mm per year and above, positive ach-
ievement is entirely possible.

Recent work of PSMSL offers to improve this
situation by providing higher quality sea level
data for treatment and also by making possible
the identification of the common eustatic ele-
ment.

Meanwhile techniques have been developed
whereby the general interaction of atmosphere
and ocean may be reproduced so that it is now
feasible to construct a global model to attain
this end in such a manner that not only eust-
asy, but also seasonal variations, with their
inherent evidence of large scale ocean dynamics,
and long period tides will emerge together with
the evidence of crustal motion. PSMSL is curr-
ently planning such a treatment.
Nevertheless it is salutary to note that the

stability of the apparent topography of the
geoid itself is still uncertain and may pre-
sent the ultimate obstacle to a definitive
solution.
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Abstract. The analysis of sea level time
variations recorded by shore tide gauges for
evidence of recent and contemporary vertical
crustal movement is an established technique.
However, the additional refinement of first
modelling the numerous physical influences on
sea level—which are of considerable importance,
but additional complexity in the coastal zone—
has not been fully exploited.

In this paper, attempts to specify and eval-
uate such physical influences are reviewed with
the intention of identifying problem areas and
promising approaches. For a routinely viable
procedure, it is considered important to limit
the input data, which would be needed on a cont-
inuing basis to model physical phenomena, to
widely and regularly available data records.

An example of linear modelling based on air/
water temperatures, atmospheric pressure, river
discharges, geostrophic and/or local wind veloc-
ities, and including forced period terms to allow
for the long period tides and Chandlerian polar
motion is evaluated and applied to monthly mean
sea levels recorded in Atlantic Canada. Refine-
ment of the model to admit phase lag in the
response to some of the driving phenomena is
demonstrated. Spectral analysis of the residuals
' is employed to assess the model performance. The
results and associated statistical parameters are
discussed with emphasis on ellucidating the sens-
itivity of the technique for detection of local
episodic and secular vertical crustal movements,
the problem areas most critical to the type of
approach, and possible further developments.

Introduction

Vanicek [1978] has described a method whereby
some of the known physical influences on sea
level can be removed by a process of mathematical
modelling. He concludes that, with such a model
restricted to the effects of atmospheric pressure
and temperature, river discharge, and three basic
tidal constituents: "...we should be able to
detect possible local episodic vertical movements

(of duration more than 4 months) of magnitude of
10cm- and more...". It is further stated that,
by extending and refining the model to include
additional known effects, it should be possible
to see movements down to 5cm in the sea level
record.

The work discussed in this paper is merely a
continuation and extension of Vanfceks approach.
In particular, the basic model has been substant-
ially retained, but refined by introducing an
air-to-water heat transfer model with provision
for time lag, and also by including wind stress
terms based on either the observed wind vector
or the geostrophic wind vector derived from the
observed atmospheric pressure field.

So far, only results of preliminary and test

Proc. of the 9th GEOP Conference, An International Symposium on the Application* of
Geinlrxr to Grodymimics. Octoberi-S. 1978. Dept. of Geodetic Science Rept. No. 280, The
Ohio Stale Univ.. Columbus, Ohio 43210.

computations are available, based on data from
eight locations in the Canadian Maritime provinc-
es (fig. 1). However, these results have been
adequate to indicate some strengths and weakness-
es in the basic approach and to suggest areas
where immediate refinement could be advantageous.
Also, some model improvements with the best
potential for future development have been high-
lighted.

The Problem and Proposed Approach

A detailed description of the problem, the
proposed approach, and the reasons for choosing
such an approach have already been set out by
Vanfcek [1978]. It will suffice here to provide
a brief summary.

The problem is to devise a viable technique
which would enable use of sea level records,
derived from tide gauge observations, to detect
contemporary vertical crustal movements over
periods from a few months to several years. Both

50 0 miles 100

Figure 1. Map of Canadian Maritime provinces
showing location of tide gauges



secular movements (i.e. linear trend) and irreg-
ular or episodic movements are sought. To achie-
ve sufficient accuracy in isolating these phenom-
ena, a variety of other known physical influences
on the sea level record must be removed. It is
proposed that this be done by empirically model-
ling the known effects, so that much of the
variance in the sea level record on that account
can be eliminated.

Two critical factors are inherent in this
approach. Firstly, the tide gauge environment
may be substantially more complex than that which
is experienced in the deep oceans. For example,
esturine topography, the dynamics of coastal
bathymetry, seasonal freezing of coastal waters,
and dynamic river discharge influences are some
of the many factors which may interact with the
meteorological and tidal effects to anomalously
perturb the coastal sea level record. Consequent-
ly, many of the well proven modelling techniques
devised for the deep ocean environment and much
of the data observed there may not necessarily be
extrapolated with any validity to the tide gauge
environment. Secondly, the method of modelling,
to be viable for routine monitoring of vertical
movements, should rely only on readily available
long-term data records, collected on a regular
basis. This is a significant and frustrating
limitation.

The Basic Model and Method

Basically,'the model adopted (table 1) is a
linear combination of the physical effects to be
represented, so that the method might be referred
to as a multiple linear regression analysis.
However, certain components of the basic model
may be represented by time series data which has
been derived from additonal observations through
sub-models. This is specifically so in the case
of the water temperature and wind stress terms.
The sub-models are not necessarily linear.

A solution for the unknown parameters, along
with estimates of their variance and a correla-
tion matrix, is obtained by the conventional
least squares method. Actual implementation of
this solution, however, is just a by-product of
the optimum least squares spectral analysis
algorithm [Wells and Vanicek, 1977] which is
employed. This algorithm, based on the technique
developed by Vanfcek [1971], primarily provides
the spectrum of the residual time series, R(t̂ ).
Two particular advantages claimed for this algor-
ithm are: (a) suppression of the regression model
components produces no movement of the inherent
spectral peaks; and (b) equally spaced time
series data is not mandatory. Spectral analysis
of the residuals provides a supplementary quant-
itative assessment of the success of the regress-

The Linear Regression Model

S(t±) = CA + CL^ + Cp6P(ti) + CT6T(t±) + CD6D(ti) + CWt;6Wt(ti)

5
A, C104 9.) + R(t±)

Unknown Parameters

CA datum bias

CL linear trend coefficient

Cp air pressure coefficient

C-j surface water temperature coeff-
icient

CD river discharge coefficient

Cy shoreline tangential component of
wind stress coefficient

Cy shoreline normal component of wind
stress coefficient

AJ amplitude of five periodic tidal
components

8j phase angle of five periodic tidal
components

R sea level residual time series

Observed Time Series

\(functions of time t^)

S monthly mean sea level at tide gauge

6P monthly mean air pressure variation
(with respect to temporal mean)

61 monthly mean surface water temperature
variation

6D monthly mean (combined) river dis-
charge

6Wt shoreline tangential component of
observed or geostrophic wind stress

6Wn shoreline normal component of observed
or geostrophic wind stress

oij assumed constant frequency of five
periodic tidal components as follows:
u>l =.6 mths. (semi-annual), IIQ ~ 12
mths. (annual), 013 = 14.33 mths.
(chandlerian or polar), 104 = 8.847 yrs.
(lunar perigee), 0)5 = 18.613 yrs.
(lunar nodal).

Table 1. The linear regression model
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ion model and provides diagnostic evidence by
depicting the distribution of the remaining var-
iance.

Refinement of the Model

Assuming the desirability of a linear model,
two further possibilities .remain available 'for
improvement. The sub-models may be reformulated
to better portray the physical processes or the
total linear model may be extended to include
additional terms, representing known or suspected
physical effects. Both methods were employed, as
exemplified respectively by the empirical sub-
modelling of water temperature and the addition
of wind stress terms to the basic model.

A Water Surface Temperature Model. While '
thermal variations have been cited as an import-

ant contribution to sea level changes, earlier
analyses of the Maritimes data, using a simple
linear term based on air temperature, produced
unexpectedly small and weakly determined regress-
ion coefficients. It was suggested that this
could be the result of two factors associated
with the use of air, rather than water, temperat-
ures. Clearly, the primitive model ignored time
lag between air temperature variations and their
consequent effect on water temperatures and thus
the sea level. Also, air temperatures usually
fall below freezing point during Maritime winters
but not all of the gauge locations actually
freeze, which suggests that a better thermal
model, capable of accounting for the "winter non-
linearity" should be constructed from water temp-
eratures. Unfortunately, regular long-term
records of water temperature are not readily
available at most tide gauges. However, the
viability of the method could be preserved by
constructing an empirical sub-model for the air/
water heat transfer process, based on long-term
air and water surface temperature records avail-
able for the Halifax, N.S. tide gauge. The
assumption might then be made, and possibly
tested, that such a sub-model could be validly
extrapolated to the other gauges. Accordingly,
a linear heat transfer sub-model, incorporating
time lag, was postulated as follows:

T(t±) = + fit) + k, (1)

where T(t-j^) is the predicted water surface temp-
erature at time t^, T(t.£ + fit) is the observed
air temperature at time t^ + fit, fit is a time
lag, h is a heat transfer coefficient, and k is
a constant temperature bias. A least squares
solution for the parameters fit, h, and k was
obtained using the monthly mean air and water
surface temperature series available for Halifax.
Since the observed time series comprise discrete
values, the admission of a time lag necessitates
interpolation of the air temperature data. Though
the simplicity of polynomial interpolation was
attractive it was found, by experiment, to be
considerably less reliable than fourier interp-
olation; a not entirely unexpected outcome when
the "sine wave" form of the air temperatures is
considered. When a fourier transformation is
introduced into the model (1), the observation

equations become, after linearization:
m

T(ti+6"t)Ah - [h

+ k + [hTUi+fit) - T(t±)] = V;L (i=l,n); (2)

where fit and h are estimates of the parameters
fit and h respectively, so that fit = fit + At and
h = fi + -Ah; AJ and 9.= are respectively amplitude
and phase fourier coefficients of the air temp-
erature time series; ID is the harmonic frequency;
v^ are the discrepancies in the observations; m
is the number of harmonics; and n is the number
of observations.

Least squares estimates of the parameters and
their standard deviations are listed in table 2,
along-with other-relevant information.- The
estimates are apparently well determined, mainly
because of the large number of degrees of freedom,
and the overall RMS error of prediction—at about
1°C—is quite satisfactory. Distribution of the
residuals was significantly normal. Use of these
values in the sub-model (1) also requires fourier
interpolation of the air temperature series.
Extrapolation to other locations has not yet been
attempted, as additional water surface temperat-
ure data is being sought so that the spatial
coherence of the coefficients fit, h, and k can be
tested.

Wind Stress. Two methods of modelling the
wind stress effect on sea level have been consid-
ered. The first relies on a sub-model for the
geostrophic wind component, derived from the air
pressure gradient field as follows:

dip

(3)

where WE and WN are the east and north components
respectively of the geostrophic wind; R is the
earth's radius; p is air density; oo is the

Coefficient

6t (mths.)
h .
k

Least Squares
Estimate

-0.66
0.628
3.05

Standard
Deviation

0.03
0.009
0.12

Data

Span: Jan. 1927 to Nov. 1973 excluding Jul.
1933 to Jan 1946

Number of observations, n = 412
Number of fourier coefficients, m = 206

Statistical analysis

RMS residual = 1.035°C
Maximum residual = 4.4°C
Variance ratio = 1.06

Table 2. Air/water heat transfer model
coefficients for Halifax, N.S.



=arth's angular velocity of rotation; and 3P/3A,
3P/3<(> are the components of the barometric press-
ure (P) gradient with respect to longitude (X)
and latitude (1)1) . Even though this model may
only account for part of the actual wind field,
it has been introduced for use at gauge locations
where suitable observed wind records are not
available. The suitability of the wind records
is stressed here because, in many instances,
monthly mean magnitudes and directions are seper-
ately compiled from the hourly mileages, without
proper vector summations. Such data is thus not
suitable for modelling wind stress effects. How-
ever, early attempts using the geostrophic wind
in the Maritimes region—resolved into components
tangential and normal to the local shoreline and
squared—have not been particularly successful
[Vanfcek, 1977]. It is now suspected that these
results may have suffered from computational
difficulties and the present author is attempting
to rectify the analyses.

As a means of verifying the significance of
the wind stress effect, the second method—which
relies on the observed monthly mean wind vector—
has been tested at Halifax. Although the Halifax
wind records are burdened with the unsuitable
compilation techniques previously mentioned, it
was possible to recompute, without undue effort,
correct monthly vector averages since the records
included monthly mean wind mileages within a
number of "direction sectors". Prior to 1967 the
horizon was divided into 8 such sectors of 45°
each, but since that date 16 sectors have been
employed. North and east components (Wjj and WE)

of the observed monthly mean wind vector were
thus, easily derived. These components are
employed in the wind stress sub-model thus:

(WN C.04 a + WE o-Ul a)
 2

(WE C06a- WN &-in a) | (WE C0& a - WN t-un. a)

where Wt and Wn are, respectively, tangential and
normal to shoreline components of the wind stress
and a is the shoreline azimuth.

Results

Results for four of the eight gauge locations
are displayed in table 3 and figures 2 and 3.
The analyses of the remaining gauge records (i.e.
Point Sapin, Pictou, Boutilier Point, and Yar-
mouth) are not included here because the use-
fulness of the results is considerable diminished
by the short data spans—all less than 9 years.
In some cases, these additional results provide
evidence of spatial coherence of the phenomena
studied. This, as well as any significant dis-
agreements with the results presented, will be
mentioned in the relevant discussion below.
Sea Level Data

The first four lines of table 3 quantitatively
describe the observed sea level time series S(ti)
for the selected tide gauges and they are depict-
ed graphically in figure 2. The disjoint nature
of the Pointe au Pere record should be noted.

Location of Tide Gauge

Number of observations
Number of years
Epoch
Number of gaps in data

Datum bias, CA (cm)
Linear trend CL (cm/cent.)

Tide: Amplitude Aj (cm)

Semi-annual
Annual
Chandlerlan
Lunar perigee
Lunar nodal

Tide: Ascending node date, Nj (yrs)

Semi-annual
Annual
Chandlerlan
Lunar perigee
Lunar nodal

Temperature, CT (cm/°C)
Air pressure, Cp (cm/mbar)
River discharge, Cn (cm/m'-s"1)

.Tangential wind stress, Cy (cm/in2s~*)
Normal wind stress, Cu (cm/m2s~2)wn
St. deviation original record S(t^) (cm)
St. deviation of residuals R( t i ) . (cm)
% reduction in variance

Pointe au P&re

422
47

1927-1974
7

27.6 « 0.9
7.6 * 2.3

2.2 0.4
1.5 0.5
0.7 0.4
1.6 0.4
0.5 0.4

1926.81 0.02
1926.39 0.05
1926. 66 0.10
1932.73 0.38
1936.50 3.00

-0.15 0.09
-0.74 0.11

0.0006 ±0.0001

7.26
5.96

33Z

Charlottetovn

370
31

1943-1974
2

158.6 i 0.4
27.0 i 2.2

0.9 t 0.3
4.6 1 0.4
0.7 i 0.3
0.7 i 0.3
1.6 i 0.3

1926.83 ± 0.02
1926.64 ± 0.04
1926.49 t 0.07
1932.80 ± 0.55
1930.16 t 0.52

-0.033 i 0.087
-0.90 i 0.06

6.53
3.44

72Z

St. John

480
47

1927-1974
5

426.4 ± o;5
37.6 i 1.6

2.1 i 0.3
1.4 ± 0.7
1.3 ± 0.3
0.3 ± 0.3
1.2 .'. 0.3

1926.81 i 0.01
1926.80 i 0.04
1926.56 .«. 0.04
1930.28 1 1.13
1933.54 + 0.70

0.22 i 0.07
-0.51 i 0.07

0.004 ± 0.0004

9.10
4.19

79%

Halifax

564
47

1927-1974
0

110.1 t 0.3
43.4 t 1.1

0.9 0.2
4.0 0.3
0.6 0.2
0.2 0.2
0.3 0.2

1926.81 ± 0.02
1926.69 ± 0.02
1926.52 ± 0.06
1926.59 ± 1.39
1928.21 ± 2.31

0.004 ± 0.076
-0.63 ± 0.05

-0.04 ± 0.06
0.85 i 0.07

7.80
3.31

82Z

Table 3. Linear regression analysis of selected tide gauge records
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Jamm Bias

The datum bias .terms (CA) merely reflect the
arbitrary origin of the particular tide gauge
scale. .

Linear Trend

This quantity (CL) may be expected to combine
secular vertical crustal movements and eustatic
sea level variations. According to the standard
deviations obtained, these results are quite well
determined. Generally, there appears to be a
high degree of spatial coherence, which is furth-
er supported by the results for the four omitted
gauges, despite their lower accuracy. Only Pt.
Sapin and Pictou were exceptional; the latter
displaying a negative trend. Overall, the linear
trend appears to increase fairly smoothly for
locations towards the south and east. Presumably
this reflects a regional crustal movement phenom-
enon, as the eustatic effect should be similar at
all locations.

Tides

Table 3 includes results for both the ampli-
tude (Aj) and the ascending node date (Nj) for
the five tidal components. Ascending node date
is derived from the phase angle 6j of the tide
by the relationship:

N:j (6., - y ± (5)

where Bj is the date of the time origin used for
the particular data series (usually the middle of
the month immediately preceding the first month
of data). The dates given in table 3 have been
adjusted as necessary by an integral number of
periods (n) for purposes of comparison.

Semi-annual Tide. The phase of this component
is very well determined and spatially consistent.
A systematic difference in amplitude is apparent
between those locations affected by river dis-
charge and those which are not. It seems likely
that the greater amplitudes found for the gauges
where river discharge is significant may result
from poor modelling of that effect. At St. John,
moderate correlation was found between the phase
of the semi-annual tide and the river discharge.

Annual Tide. Amplitudes of the annual tides
are not as well determined and again the spatial
coherence seems to depend on the presence, or
absence of river discharge. There is, however,
also a strong interaction with the temperature
effect. For instance, at Halifax fourier trans-
formations of both the air and observed water
surface temperature series yielded amplitude
coefficients for the annual harmonic at least an
order of magnitude larger than those of any other

period. High correlation coefficients between
both amplitude and phase of the annual tide and
the temperature effect (0.60 and 0.87) respect-
ively at Halifax) are thus not unexpected. This
evidence suggests that these two effects are not
being adequately isolated and, indeed, the phil-
osophy of attempting to do so might be question-

able. Ultimately, both the annual tide and the
strong annual component of temperature variation
are merely different manifestations of the same
motivating energy source: the earth.'s orbital
motion. Poor coherence in the phase of the
annual tide may also result from the influence of
the temperature effect.

Chandlerian (Polar) Tide. Good spatial con-
sistency and satisfactory precision are achieved
here. The amplitudes and phases are also quite
comparable with results obtained for several east
coast ports in the U.S.A. [Currie, 1975; Vanicek,
1978].

Lunar Perigee and Nodal Tides. The precision
attained in evaluating these longer period tides
is consistent with the total length of the time
series analysed. Despite fairly weak determin-
ations, the amplitudes agree reasonably with the
empirical knowledge of these effects, and also
with the estimated equilibrium tides [Rossiter,
1966]..

Temperature Effect

Generally, the temperature coefficient (Gj) is
so weakly determined as to be meaningless.
Indeed, the negative results obtained at Pt. au
Pere and Charlottetown would be contrary to
expectation based on an understanding of the
physical process involved. At all locations
except Halifax, air temperatures were used
directly in the regression model. However, a
test implementation at Halifax of the water sur-
face temperature sub-model described above, does
not noticeably improve the result. In view of
this outcome, further investigation of the sig-
nificance of the interaction between the annual
tide component and the temperature effects is
warranted. It seems possible that the lack of
constraints on the amplitude and phase of the
annual tide allows undue absorbtion of the data
variance at that frequency—thus reducing the
temperature effect—and simultaneously falsify-
ing the determination of the tidal coefficients.

Air Pressure Effect

These coefficients (Cp) are well determined
and are substantially in agreement with the
theoretical model and empirical studies of this
effect. Taking into account the maximum observed
range of air pressure at the gauge locations, the
coefficients obtained represent a minimum equiv-
alent sea level variation of about 10 cm at St.
John and a maximum of about 20 cm at Charlotte-
town.

River Discharge Effect

River discharge effects are expected to be
highly variable, depending on the local estuary
configuration. The coefficients (Cp) obtained
are equivalent to maximum sea level variations of
approximately 12 cm and 8 cm at Pt. au Pere and
St. John respectively.
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Wind Stress^

Replacement of the geostrophic wind sub-model
(eq. 3) by the observed wind sub-model (eq. 4) at
Halifax appears to have been successful. The
tangential wind stress effect is effectively
negligible as anticipated. In contrast, the
normal component is quite substantial, amounting
to an equivalent maximum sea level variation of
approximately 20 cm. Further study of this
effect will be directed towards establishing an
empirical relationship between the geostrophic
and observed wind models, with the aim of improv-
ing the geostrophic model for use where suitable
observed wind vectors are not routinely available.

Residuals

A worthwhile reduction in variance of the sea
level record is evident when the standard deviat-
ion of the residuals R(t̂ ) is compared with that
of, the original data (table 3, last three lines).
The same result is depicted graphically in figure
2, where the plot of residuals may be compared
visually with the original record. To facilitate
this visual comparison, the residuals displayed
in figure 2 (but not the results in table 3) have
been subjected to a low-pass filter to remove the
high frequency components with a period shorter
than about 4 months.

Spectra of Residuals. Figure 3 illustrates
the small amount of power remaining in the
spectra of the unfiltered residuals. If reason-
able limits are imposed on the band^width, so as
to be consistent with the data span, there are no
spectral peaks which exceed about 8% of the var-
iance. The noticeable remaining variance in the
Pt. au Pere residuals may relate to the disjoint-
ed data series or it may reflect the additional

complexity of the St. Lawrence River environment.

Conclusions

While the results presented here must be re-
garded as preliminary—and any dependent conclus-
ions consequently tentative—the following sum-
mary will serve to highlight the strengths and
weaknesses of the method and hence usefully
direct further investigations towards realization
of its full potential.

(1) A linear sub-model of the air/water heat
transfer process, incorporating time lag, can be
constructed empirically with acceptable reliabil-
ity. However, it would appear that the use of
water surface temperatures—either derived from
such a model or actually observed—in the overall
model for consequent sea level variations, does
not produce a reliable or coherent thermal coeff-
icient and does not significantly reduce the var-
iance of the sea level record. It is suggested
that a likely cause of this result may be the
interaction of the highly correlated annual tide
effect. Even though the coefficient for the
thermal effect might actually be small—for
example, Thompson [pers. comm. reported in
Anderson, 1978] has obtained results which
suggest that this is the case in the waters near

U.K.—its weak determination and poor coherence
indicate a remaining problem in the analysis.

(2) Use of properly derived observed wind
vectors produces acceptable wind stress coeffic-
ients and contributes significantly to the reduc-
tion of sea level variance. The utility of a
geostrophic wind sub-model remains uncertain,
but development of an empirical relationship
between such a model and the observed wind field
would seem to be worthwhile.

(3) A very satisfactory determination of the
linear trend coefficient is possible and this
result appears to provide a reliable estimate of
regional vertical crustal movement. This is
especially significant in the context of tide
gauge applications for continental levelling
datums.

(4) While the signatures of the polar and
longer period tides seem to have been adequate-
ly identified and separated from the sea level
record, there are remaining difficulties with the
annual and semi-annual tides. The treatment as
free parameters of both amplitude and phase of
these tides, as well as the coefficients of
thermal and river discharge effects, apparently
fails to adequately isolate their contributions
to the sea level variation. Further study of

this problem is warranted.

(5) Since modelling of wind stress and baro-
metric pressure effects is reasonably successful,
further refinement of the model, by inclusion of
steric level and ocean current terms for instance,
might usefully be pursued. This may even assist
in better resolution of the tidal terms.

(6) Even in its present preliminary status,
the modelling process provides sufficient reduct-
ion of variance in the sea level record for its
utilization in identification of episodic move-
ments at the 10 cm level. This facility may be
further enhanced by investigating the differences
in the residual variations between pairs of tide
gauge locations.
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Observations of temporal variations of
gravity can be used as an inexpensive and
rapid means of detecting, monitoring, and
studying crustal deformation associated
with many active geologic p rocesses. Such
observations can yield qualitative or semi-
quantitative information on elevation
changes and, when combined with independent
elevation data, can yield information about
changes of the subsurface density field
arising from both subsurface displacements
and temporal variations of the density of
materials In*the subsurface. The effect-
iveness of gravity techniques in specific
cases of crustal deformation depends on
the configuration of the local gravity
field, the physical processes involved in
the deformation, arid the accuracy with
which temporal gravity variations can be
measured.

Assuming that the effects of earth
tides, and variations in atmospheric pres-
sure have been removed, gravity measured
at a fixed point on the surface of the
earth can vary with time as a result of
two factors: (1) displacement of the ob-
servation point along the free-air gravity
gradient and (2) variation of the subsur-
face density field. Generally, both fac-
tors result in gravity variations of a few
microGals per centimeter of vertical dis-
placement. The normal vertical gradient
of gravity is approximately -3;09 yGal/cm
whereas the actual free-air gradient typ-
ically may differ from this value by +5%
and in special situations may differ by
more than 15% (Hammer, 1970). Gravity
changes caused by variations in the sub-
surface density field accompanying de-,
formation may enhance, subdue, or domin-
ate gravity changes resulting from ver-
tical displacement, and the. relation be-
tween gravity change and elevation change,
Ag/Ah, may assume a wide range of values.

Some possible relations of gravity
change and elevation change have been de-
rived on the basis of theoretical consid-
erations. The values of Ag/Ah discussed
below are based on simple crustal models
and are presented primarily to illustrate
the possible variability in Ag/Ah for dif-
ferent geologic processes. All values in-
clude both the effect of vertical displace-
ment along a normal free-air gradient and

— Most of the material will be released
as part of a paper in Proceedings of Con-
ference VI, Measurements of Stress and
Strain Pertinent to Earthquake Prediction,
U.S. Geological Survey Open-File Report.
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the effect of changes in the subsurface
density field.

In a numerical model study of a dilat-
ing sphere buried in a homogeneous elas-
tic half-space, Rundle (1978) found Ag
proportional to Ah and the ratio Ag/Ah
equal to -3.1 uGal/cm. For this model,
the gravity change is equal to the free-
air effect due to uplift. If the in-
creased volume in this model were par-
tially or completely filled with water,
Ag/Ah would be slightly smaller. In the "
same study Rundle found that Ag caused by
thrust movement on an infinitely long
dipping fault buried in a homogeneous
elastic half-space also was proportional
to Ah. For a medium with density p = 2.8
g/cm^, Ag/Ah is equal to -1.9 yGal/cm or
equivalent to the free-air effect due to
uplift plus the gravity effect due to mass
added to the vertical section, as Barnes
(1966) proposed.

In a simple model of a homogeneous
elastic plate of rectangular cross sec-
tion and infinite length and subject- to
uniform horizontal compression or exten-
sion, Ag again is proportional to Ah.
In this case, the gravity changes due. to
changes of elevation and changes in sub-
surface density field are nearly equal
and tend to cancel. Thus the value of
Ag/Ah is approximately 0 yGal/cm. Nu-
merical calculations of deformation and
gravity change resulting from surface
loads applied to radially symmetric,
elastic earth models (Farrell, 1972)
show a Ag/Ah value near -2.3 uGal/cm.

When deformation is associated with
processes dominated by fluid -movement such,
as magma movement in volcanic areas or
ground-water movement in areas subject to
ground-water extraction, possible values
of Ag/Ah cover a wide range. The wide
range is due in large measure to the range
of subsurface volume changes possible in
response to changes in pore pressure. For
example, in some areas ground-water ex-
traction is not accompanied by any appre-
ciable subsidence of the surface whereas
in other areas the removal of ground water
appears to be accompanied by almost a com-
plete collapse of the resulting voids
(Poland and Davis, 1969). Furthermore, in
some areas, a certain amount of ground
water can be extracted before appreciable
subsidence begins (Riley, 1970). Here,
the relation between Ag and Ah probably
would be nonlinear. Analogous behavior
can be expected in volcanic areas.

Ag/Ah relations measured in a limited
number of cases are in general agreement
with the model results, although excep-

153



tions do exist. Barnes (1966) and Oliver
et al. (1975) remeasured gravity in re-
gions that had undergone deformation as-
sociated with slip on subsurface faults.
Barnes found that many observations of
Ag/Ah in southern. Alaska fell close to a
value of -1.97 pGal/cm whereas Ag/Ah
values at stations along a profile ex-
tending northeast from Valdez were closer
to the normal free-air gradient. An
anomalous value of Ag/Ah was found near
Anchorage, an area in which a very small
gravity change was associated with nearly
1 m of subsidence. Oliver and his co-
workers determined a value of -2.15 +
0.26 (s.d.) pGal/cm associated with de-
formation accompanying the 1971 San Fer-
nando, California earthquake. Jachens et
al. (1976) found a very good correlation
between gravity changes and elevation
changes that occurred during the November
1975 deflation of Kilauea Volcano, Hawaii.
There, Ag/Ah equaled -1.71 + 0.05 (s.e.)
ViGal/cm. W. E. Strange and D. G. Carroll
(W. E; Strange, written connn., 1977) stud-
ied the relation between gravity change and
elevation change resulting from ground-
water extraction in the San Joaquin Valley
of California. They found a Ag/Ah value
near -3.0 uGal/cm in areas where water was
withdrawn from confined aquifers, but a
simple relation did not exist in areas
where water was extracted from unconfined
aquifers. Isherwood (1977) reported
gravity changes and subsidence over a pro-
ducing geothermal field at The Geysers,
California. He found a Ag/Ah relation of
about 2.5 yGal/cm, indicating that gravity
changes due to loss of fluid from the sub-
surface were larger than those due to
vertical displacement.

Measurements of gravity change and ele-
vation change have been reported that do
not fit the simple models discussed above.
Kisslinger (1975) reported that Ag/Ah
values of -3.7 yGal/cm and near -10 yGal/
cm. accompanied some phases of the
Matsushiro, Japan earthquake swarm.
Fujii (1976) discussed repeated gravity
surveys before and after the 1973 Nemuro-
hento-oki earthquake in southeastern
Hokkaido, Japan. Coseismic and postseis-
mic gravity changes were as large as 400
yGal. No values were given for the asso-
ciated elevation changes, but they were
described as being too small to affect
the observed gravity values. In another
area of Japan, the Muira Peninsula, which
was uplifted 1-2 m during the 1923 Kanto
earthquake, repeated gravity and leveling
surveys conducted since 1955 have shown
the expected inverse correlation between
gravity change and elevation change
(Hagiwara, 1974). However, the gravity
changes are about ten times larger than
expected. These results may be slightly
affected by ground-water fluctuations
beneath the reference station at Tokyo.

On the basis of the above discussion,
some general statements can be made about
temporal variations of gravity as related
to crustal deformation. First, gravity
changes accompany most types of deforma-
tion, and a knowledge of such changes can
yield information about the spatial'dis-
tribution of the deformation. Second,
unambiguous estimates of elevation changes
are not possible on the basis of gravity
data alone. Third, in some situations
(for example, San Fernando, California
and Hawaii), the measurements of Ag and
Ah at a few locations may permit the de-
termination of Ag/Ah that then can be
used to infer elevation changes from
measured gravity changes. Finally, the
wide range of possible values of Ag/Ah
shows that, in some cases, observed values
of this relation can effectively constrain
the interpretation of the causes of the
deformation.
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Abstract. Results of gravity observations
made in Canada from 1974 to 1978 have been re-
viewed, in order to estimate the true accuracy
of present-day gravimetry and thereby assess the
potential capability of the method for detecting
crustal movements. The standard error of the
mean of ties is 15-20 nm/s2. Inter-instrument
comparisons and other tests show, however, that
a more realistic estimate of D meter accuracy is
30-40 nm/s2. This accuracy can only be maintain-
ed over the long term where uncertainties in
gravimeter calibration curves are minimized by
resetting to the same dial reading on the re-
surveys. A further deterioration in accuracy to
40-50 nm/s2 occurs where reliance is placed on
presently available D meter calibration curves.
Despite the present accuracy limitations signi-
ficant time variations in gravity of 100-150
nm/s2 are seen over spatial scales of 10-100
kilometers in Canada over a period of several
months.

Accuracy of Gravity Measurements

A distinction must be made between short-term
and long-term accuracy of gravimeters, in order
to make a realistic evaluation of gravimeter
performance. The standard error of the mean of
a set of ten consecutive gravity ties with a
LaCoste and Romberg model D gravimeter under
average transport conditions is 15-20 nm/s2. In
the hand-carried mode this value reduces to about
10 nm/s2. When hand-carried measurements of
near-zero gravity differences are made, gravi-
meter calibration is not important and, for prac-
tical purposes, 10 nm/s2 can be taken as an
estimate of the accuracy of the gravity diffe-
rence determination. The reliability of this
short-term accuracy estimate for three model D
gravimeters was tested by making hand-carried
measurements of sixteen small (<400 nm/s2)
gravity differences between adjacent (<1 m) sta-
tions. Means of measurements of these small
gravity differences over a period of two years
exhibited a standard deviation of 30-40 nm/s ,
not 10 nm/s2 as expected. Since the gravity
difference between such closely spaced stations
should remain constant, the presence of signi-
ficant systematic instrumental effects is in-
dicated.

In typical gravity networks where larger
gravity differences are measured, uncertainties
in gravity calibration could be important in
estimating gravimeter accuracy. In Canadian net-
works the effect of the unknown structure of the
gravimeter dial factor curves is minimized by
always resetting to within 1000 nm/s2 of the same
dial readings in the resurveys. In addition, the
overall scale factor for the gravimeter is con-
trolled by one or more independent calibration

Proc. of Ihe 9th CEOP Conference, An International Symposium on the Applications of
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ranges. Therefore, 30-40 nm/s2 is a realistic
estimate of gravimeter accuracy in practical
networks.

This estimate of the long-term accuracy based
on the measurement of near-zero differences is
borne out by comparisons of time changes seen by
different gravimeters throughout various precise
gravity networks in Canada. European tests
(Kiviniemi, 1974; Brein et al., 1977) on LaCoste
and Romberg model G gravimeters also show
similar inter-instrument discrepancies. Thus,
the repeatability of gravity ties in the short-
term tends to give an over-optimistic estimate
of the long-term accuracy of spring gravimeters.
The contribution of temperature, pressure,
magnetic effects, mechanical "sets" and levelling
errors to the long-term uncertainties in gravi-
metry are being investigated by many groups but,
so far, no consensus on the causes has emerged.

Gravimeter Dial Factor Curves

Dial-factor curves for LaCoste and Romberg
model D gravimeters can be determined in the
laboratory by a method devised by the manufac-
turer involving the addition and removal of a
small calibrated weight equivalent to a 200 um/s2

change in gravity. Significant (>0.1%) varia-
tions in calibration factor across the instru-
ment range are revealed by these tests (Lambert
e_t al., 1978). These variations are probably
due to nonlinearities in the lever system that is
activated by the dial screw to null the gravi-
meter (Harrison, personal communication). Al-
though application of such calibration curves to
the instrument readings is obviously important,
it has been found that significant and repeatable
inter-instrument discrepancies remain. The ampli-
tude of these discrepancies suggests the pre-
sence of further uncertainty in gravimeter
calibration equivalent to +40-50 nm/s2. These
results require that at least two instruments be
operated simultaneously in a network to ensure
that time-changes in gravity be monitored con-
tinuously at the 30-40 nm/s2 level of accuracy
in the event of the demise of one instrument.

Stability of the Gravity Field

In spite of the more-conservative estimates
of accuracy, there is indisputable evidence of
significant relative variations of gravity with
periods of a year or less. Semi-annual re-
surveys of local-scale (<100 km) precise gravity
networks in both eastern and western Canada show
variations of up to 150 nm/s2 (Dragert, Liard and
Lambert, 5th annual meeting, Canadian Geophysical
Union, London, Ontario, 1978). These changes
appear to be a combination of seasonal effects of
the type discussed by Lambert and Beaumont (1977) ,
as well as possible superimposed tectonic effects,
presently under investigation. Significant
effects due to ocean-tide attraction at coastal
stations have also been observed (Lambert and
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Bower, 1978). It is obviously important to
understand these short period variations, if
longer term.trends due to crustal movements are
to be'delineated. . . .. • : .- •;

Conclusion . • .

There is a discrepancy between short-term,
precision determined from repeated .
gravity ties and long-term accuracy revealed by
inter-instrument comparisons and other tests.
An isolated gravity difference can be determined
in reality with a standard error of 30-40 nm/s2.
In practice, the uncertainties in measured gravity
differences in a network are reduced somewhat
by the network structure. Useful investigations
into the time variations of the gravity field and
their causes can be accomplished with presently
available instrumentation.
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Abstract. A precise gravimetric net-
work has been installed in the Venezuelan
Andes to study eventual gravity changes
due to vertical tectonic movements. The
design and the measurements of the net-
work are described and the accuracy is
estimated.

In the center of the region a local
gravity network has been reobserved three
times. The detected variations are dis-
cussed.

In order to obtain a genuine state-
ment as far as possible about the signi-
ficance of observed gravity changes, re-
quirements for the procedure of monitor-
ing precise gravity networks are pointed
out.

1. Introduction

The tectonic plate boundary between
the Caribbean and the southern part of
the American plate crosses Northwestern
Venezuela following the course of the
Venezuelan Andes (fig. 1). Horizontal
movements in this area have been detected
by geological methods along the Second
Fault (Schubert and Sifontes, 1970), ver-
tical movements being supposed in connec-
tion with the Andes' uplift.

As the total length of the considered
zone is about 600 km with elevations from
100m to 4000m, it would hardly be poss-
ible to control vertical movements by use
of levelling methods in a short time in-
terval. Gravimetric observations, however,
are capable of detecting height changes
at reobserved points because of the depen-
dence of gravity on elevation. This method
has been used in several extended tectonic
active regions (e.g. Torge and Drewes,
1977).

The problem is the conversion of grav-
ity variations into height variations,
which only can be done by knowledge of
the actual vertical gravity gradient along
the path of the moving masses. The deter-
mination of this value is somewhat pro-
blematic, but we can measure the local
free air gradient as a rough estimation.
In any case we obtain at least a qualita-
tive estimation of vertical movements.

The advantage of the gravimetric sur-
vey is the easy and rapid performance and
the almost- invariable accuracy in respect
to the distance betv/een the points. There-
fore the gravimetric methodwas chosen for
monitoring the vertical component of the
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supposed movements in the Venezuelan Andes.

2. Regional gravimetric network

i'he precise gravimetric network con-
sists of 58 stations and covers all the
Venezuelan Andes in a length of about 600
km between the Colombian border (3an .An-
tonio) and the Caribbean 3ea (Puerto Ca-
bello).l thas a width of about 100 km snd
is formed as it were three parallel pro-
files, one situated in the center of the
Andes and one and one on each side of the
mountains in the lowlands. One reference
station is situated far off the network
in. Maracaibo (fig. 2).

The points are in general BlUitoi of the
first order levelling net of Venezuela,
that are concrete monuments with a 1m -
foundation. Some stations are situated on
foundation walls of churches. The net in-
cludes 11 stations of the National Gravity
Network of Venezuela. The total range of
gravity is 0.85 cm«s~2.

In two sites of the investigation area,
in Maracaibo and near r.Ce'rida, earth tides
are recorded with an equipment of the
Institute of Theoretical Geodesy of the
University of Hannover/ Germany (laCoste
and Romberg model G gravimeter, chart-
recorder) in order to obtain actual para-
meters for the earth tide reduction.

3. Gravimetric measurements

The first gravimetric survey of the net
was carried out in February /March 1978
using two LaCoste and Romberg model G
gravimeters (no. 401 andno. 405). Totally
there were performed 280 observations,
each of those, being the mean of three in-
dependent readings at one station. The
instruments were carried by a station wa-
gon.

The sequence of point observations had
been planned before by anet optimisation,
the target function for a free net adjust-
ment being

m 10«10~8 m.s~2, (1)

(m'p= a/v r.m.s.e. of point gravity values)
In conjunction with the present gravity

network, another net around the Lake of
Karacaibo was observed. This net was in-
stalled to detect gravity changes in the
oilfields near the. lake, which are due to
the extraction of petroleum and related
subsidences (Drewes, 1978). By means of
the direct connection, a fusion of both
nets is possible, covering in this manner
a large-region of the tectonic "Maracaibo-
-Block".
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Pig. 1. Global Situation of the Precise Gravimetric Network
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Fig.2. PRECISE GRAVIMETRIC NETWORK IN THE VENEZUELAN ANDES
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4. Evaluation and results

After transformation of the readings
into approximate mgal-scale (1 mgal= 10"3

m-s~2) by means of the manufacturer' s
tables, and the reduction because of earth
tides by a modified Cartwright-Edden pro-
cedure with 505 partial tides (V/enzel,
1576), separate free net adjustments for
each instrument have been calculated.The
mathematical model for the adjustment of
parameters is (Drewes, 1978-', formula 14):

v. = fi± - L^ - r.P± - D.t± I P± (2)

(gi=gravity value of station i, Lk=gravity
level of instrument at the begin of period
k corresponding to readingO.OOO, £=scale
factor, D= drift coefficient, ri=trans-
formed and reduced reading, ti=time since
begin of periodk, pi=weight of the obser-
vation).

As a result we obtain the r.m.s.e. of
unit weight for both gravimeters:

m0(401) = ± 13-10~8m.s~2

mQ(405) = ± l3-10~8m.s~2.

As there is no difference between the
precision of the two-instruments, all ob-
servations were introduced with an unit
weight p=l to a common adjustment, which
also was calculated as a free net. There-
by the instrument no. 401 was fixed in its
scale ( Y = l ) . As a resulting r.m.s.e. of
unit weight (now including also discrepan-
cies between the gravimeters) we obtain

mQ = ± 15.10~8m-s~2.

The average root mean square error of
the point gravity values is

mp '= ± 9-10"8m.s~2,.

fulfilling the condition (1) of optimisa-
tion. The results for the g-values of the
adjustment are given in table 1.

The connection of the free network with
a superior net, e^g. the National Gravity
Network of Venezuela (-HGWV) - in order to
get an absolute orientation and scale for
later comparisons -meets two principal pr£
bleras :
1) The RGNV was observed in 1970 and ad-

justed within' the Latin American Grav-
ity Network (LAGN). In a readjustment,
however, there were found gross errors
of observations included in the former
computation. The old and the new ad-
justment differ strongly.

2) As the time interval between the mea-
surement of the RGNV and the present
Andes' Network is 8 years, we cannot
suppose constant gravity values. So we
may not connect the present net to the
gravity values, of the RGNV 1970.

The main resulting crux is the determina-
tion of the actual scale factor of the
instruments. The uncertainty of a roughly
determined scale factor from the RGNV is

m^ = ± 6 .. 7 • 1C"5.

Related to the total range of the Andes'
gravity network this oproduces an uncer-
tainty of 50 .. 60-10-°m.s-2. This exceeds
by far the internal precision of the net.
The r.m.s.e. of the connected point values
are also given in table 1.

5. Local network Mucubaji

In the center of the Andes at Mucubaji
a small gravity network was installed to
study local variations. The net is situ-
ated, on both sides of the Bocond Fault,
which in this region is defined by geolo-
gists within ±100 m uncertainty of posi-
tion, and it is identical with a geode-
tic network of horizontal control (Schu-
bert and Henneberg, 1975).- Totally there
are eight stations, all concrete monument
with an Imximxim foundation.

The mean topographic height of the net
is about 3500 m, the mean gravity value
9.77360 m-s-2.The total gravity range is
18-10-5 m«s-2. Because of this small diff-
erence in gravity the above mentioned pro-
blem of scale determination does not affect
this network.

The first gravimetric observation took
place in September 1977, the second in
January 1978 and. the third in August 1978 .
The same principle of readings and evalu-
ation was. used as described in sec. 3 and
4. The results of the free net adjustment
are given in table 2, the relative gravity
variations corresponding to the different
periods are shown in fig. 3-

In addition to the measurements of the
net, the vertical gradient of gravity has
been observed in one reference station.
The result is

•jjf = 0.385-10"5 s~2.

At one side of the fault (north) we
find no significant changes of gravity.
The observed variations are always within
the r.m.s.e. of determination. In the
southern part, however, gravity changes
.exceed the threefold r.m.s.e. in several
points. But there is no systematic in it.
Therefore one should be careful interpre-
ting those variations as tectonic move-
ments. A great deal of local influences
(ground-water etc.) should be considered.

To filter all the local effects from
regional variations, an analysis of time
series can be used (e.g.' least squares
prediction filtering). For this reason,
however, a greater set of data in different
epochs is necessary. The repetitions of
gravity observations should therefore be
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TABLE 1. ' Point Values arid Errors of the .Andes Gravity Network

Station
Name

Chinita-
Pto.Cab.
Moron
La' Pica
S. Felipe

. Chivacoa
Yaritag.
Barquis.
S.Pablo
Pte.Tor.
Carora
Sicarig.
El Empe.
Valerita
Mendoza
Cajar Se.
ElVigia
Cano Am.
La Pria
Colon
Quibor
El Tocu.
Guarico
Biscucuy
Cimarro .
Bo cono
Sta.Ana
Valera*
La Puer.

Gravity
.Value
(mgal)

• 175.053
229.299
220.079
196.232
1-33.279
98.002
74 . 304
39.610
19.210
86.170
85.950
63.917
28.146
69.827
32.231
9.918
-3.727
4.028
10.244
-92.116
12.282
26.332
-70.098
28.235
56.06.9

-118.134
-192.994
-20.503
-264.184

r.m-. s .e.
. Free ' :

Net '

0.006 '
0.008
0.009
0.009
0.007
0.009
0.009
0.007
0.009
0.009
0.007
0.009
0.009
0.008
0.008
0.010 '
0.010
0.010
0.009
0.007
0.009
0.009
0.009
0.007
0.009
0.007
0.009
0.007
0.008

r.m.s ,e .
National V

Net

0.010
0.012
0.01.3
0.013
0.009
0.011
0.011
0.008
0.011
0.011
0.009
0.011
0.011
0.010
0.010
0.012
0.012
0.012
0.012
0.013
0.012
0.011
0.014
0.010
0.011
0.014
0.018
0.010
0.021

Station
•V Name

Chachopo
Mucubaji
Las Pie.
Mucuruba
M6rida
Lagunil.
S.Cruz
LaPlaya
LaGrita
te . Aura
S.Crist.
S.Anton.
Valencia
Carabobo
Tinaqui.
S.Carlos
S.Rafael
Acarigua
Ospino
Guanare
Bo cono i.
Barinas
Barinit .
Bolivia
Socopo
Capitan.
S.Barba.
Abe 3 ales
ElPinal

. Gravity
Value .
(mgal)'

-439.728
-621.586
-237.251
-417.334
-248.612
-162.673
-69.474
-184.742
-223.115
-347.861
-130.516
-57.097
62.797
65.583
90.555
121.069
120.028
92.644
88.145
79.762
67.531
66.329
5.714
44.105
15.743
31.803
35.110
24.822
-30.645

r.m.s.e.
. 'Free

Net '

0.009
0.008
0.008
0.008
0.010
0.009
0.009
0.009
0.010
0.010
0.007
0.009
0.009
0.009
0.009
0.009
0.009
0.007
0.009
0.005
0.009
0.006
0.008
0.009
0.009
0.009
0.007
0.009
0 .009

r ,.m.s..e .
National

Net

0.030
0.039
0.020
0.028
0.018
0.016
0.013
0.017
0.018
0.024
0.014
0.011
0.011
0.011
0.011
0.011
0.011
0.009
0.011
0.008
0.011
0.009
0.011
0.011
0.011
0.011
0.010
0.011
0.012

Gravity Value (IGSN'71) of the Reference Station (Chinita) : 978160.12mgal
Scale Factor (IGSN'71) of the Reference Gravimeter (401) : 1.0005*0.0001

GRAVITY VARIATION

*
! S1/78~ 99/77

t 9 8/78 ~9 1/78

120^ 500m

Fig. 3. Gravity Variations in the Gravimetric Network Mucubajl
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done in a short time interval.

6. Conclusions

From the analysis of the presentednet-
work we learn two principal requisites for
the gravimetric control in geodynamics:
a) The internal precision of a network is

often superposed by a greater uncer-
tainty due to the insufficient deter-
mination of the scale factor. So, if
we repeat the observations with another
gravimeter, or if the scale factor of
one gravimeter changes with time, we
cannot compare the different epochs.
The scale factor should therefore be
determined externally with the same
(or less) uncertainty as the determi-
nation of point values:

(3)

(my= r.m.s.e. of scale factor, mp= a/v
r.m.s.e. of point values in a free net
adjustment, rg=gravity range of net)
Observed gravity variations are often
superposed by local effects. To elimi-
nate these disturbances we need short
period repetitions. Precise gravity
networks for geodynamics should there-
fore be reobserved at least as soon as
variations are observable, i.e. the
gravity changes increase to the order
of the uncertainty of determination:

AT £ -r±-
Ag (4)

(AT=time interval of observation, Ag=
supposed or actual gravity variation)

Acknowledgement. The presented project
is part of the joint investigation of the
"Escuelade Ingenierla Geod6sica, Univer-
sidad del Zulia" , Maracaibo/Venezuela and
the "Direccidn de Cartografla Nacional de
Venezuela", Caracas, in cooperation with
the "Institut fur Theoretische Geodasie
der Universitat Hannover", Germany. The
computations were performed at the " Centre
de Calculo Electr<5nico de la Universidad
del Zulia" . The author wants to thank all
concerned persons.

TABLE 2. Local Gravity Network Mucubaji

Station Gravity (/^gal, free net)
Name Sept. 77 Jan. 78 Aug. 78

Mucu
I.iucu
Mucu
Mucu
Mucu
Mucu
Mucu
Mucu

9
10
11
12
13
14
15
16

-2676
-1226
2671
7474
-3192
178
1787

-10370

±
±
±
±
±
±
±
±

10
10
9
11
11
14
14
9

-2679
-1226
2673
7480
-3171
190
1790

-10405

±
±
±
±
+
±
±
±

4
4
3
4
4
4
4
4

-2678
-1222
2675
7478
-3200
152
1790

-10408

+
±
±
±
±
±
±
i

7
6
5
7
7
7
7
7
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The Measurement of Long Period and Secular Detormauun
Deep Borehole Tiltmeters

Gerry H. Cabaniss
Air Force Geophysics Laboratory

Hanscom Air Force Base, Massachusetts 01731

21484

Abstract. Biaxial borehole tiltmeters have
been or soon will be deployed in deep boreholes
by groups in W. Germany, England, the United
States, and Canada. Their purpose is to mea-
sure tidal loading and premonitory earthquake
phenomena as well as long-period and secular
deformations. Two clusters of instruments
were emplaced in fractured bedrock in eastern
Massachusetts in 1970 and 1975. The intra-
site agreement at tidal periods was about two
percent, but there is no agreement at longer
periods. A strong temperature-induced annual
component ranging from 3 to 15 urads was pre-
sent on instruments installed at depths of 15-20m;
it was not apparent on those at 100-120m. One
instrument, in continuous operation for three
years at 100m, showed a net drift of 0. 3 urads
down to the SW, with a maximum departure of
2.0 urads from the trend. Pore pressure vari-
ations, material corrosion and creep, and local
movements are apparently the limiting factors
to long-term measurements.

Deep Borehole Tiltmeter Experiments

Borehole instrumentation for the measure-
ment of tilt (as well as strain and stress) has
proved attractive for geophysical measurements
because of the isolation from surface noise, such
as that produced by meteorological and cultural
sources, as well as the logistical advantage pro-
vided by the option of drilling at sites of interest
as opposed to dependence upon mines and caves.
Of even greater importance is. the fact that bore-
hole measurements should, in principle, be vir-
tually immune to cavity effects [Harrison, 1976],
which dominate the results from short-base tilt
measurements made in niches carved in the walls
of mines [Melchior, 1978]. Additionally, it is
comparatively simple to deploy clusters of in-
struments to mitigate local perturbations.

Disadvantages include short baselength, cost,
the lack of standardized instrumentation, and
installation problems. Measurements from in-
struments installed at shallow depth (about 3m)
in soils [Mortensen & Johnston, 1975], Lewco-
wicz & McConnell, 1977] have proved to be hea-
vily contaminated by temperature and rainfall
effects [Wood and King, 1977]. To avoid these
the instruments must be placed at substantially
greater depth. There we are confronted with
groundwater problems, pore pressure changes,
casing corrosion, etc. The short baselength
means that very small vertical displacements
and local tilting, which is not representative of
the region under study, can dominate the mea-
surements. Material creep, stress corrosion,
stress release, and mineral weathering of the
order of several atomic diameters, can produce
significant spurious tilts. A number of long

Proc. of the 9th CHOP Conference. An Inlemalional Symposium on the Appliraliuns of
Grades? to Gtodynamics, October 2-5.1978. Depl. of Geodetic Science Rept. No. 280 The
Ohio State Univ., Columbus, Ohio 43210.

baseline instruments, which in essence measure
the variations of height between two reservoirs
and are free from effects of local tilt, have been
developed (e.g. , Beavan & Bilham [1977]). De-
finitive results at non-tidal periods have not yet
been published.

There have been three types of deep borehole
tiltmeters deployed: The Askania mechanical
pendulum [Rosenbach & Jakoby, 1969], the
Arthur D. Little diamagnetic suspension [Simon
et al, 1968] and the servoed bubble flat [Hansen,
1968]. Two groups in West Germany, the Claus-
thal Technical University [Herbst, 1976] and
Geophysical Institute at Kiel [J. Zschau, per-
sonal communication, 1978] have deployed a num-
ber of the Askania instruments in profiles across
various geological structures. In England, the
Institute for Coastal Oceanography and Tides has
evaluated the Askania in a vault and is planning
to deploy a Hughes sensor in a deep borehole
[Baker, personal communication, 1977]. In
North America, the Air Force Geophysics Labor-
atory (AFGL) operates two clusters of instru-
ments in E. Massachusetts; details are presented
in the next section. The University of Colorado
plans to install about ten instruments in Colorado,
Wyoming, and Montana [J. C. Harrison, personal
communication, 1977]. The sensors are simple
mechanical pendulums developed by Larry Burris
of Instech, Inc. .

The AFGL Tiltmeter Arrays

AFGL operates two deep borehole tiltmeter
clusters (small arrays), as well as several
shallow instruments, at two sites in eastern
Massachusetts. The Bedford site is located on
the north side of Hanscom (Air) Field in the town
of Bedford, about 14 km WNW of Boston. Ano-
ther 17 km to the WSW is the Maynard array,
located on the Sudbury Annex of the Army Natick
Laboratory in the town of Maynard.

Bedford Site

The Bedford array has been described in de-
tail by Simon [1971] and Cabaniss [1974], so a
brief summary will suffice. Three holes 20 cm
in diameter and lOO.mapart were drilled about
18m into a foliated granitic gneiss beneath 0-lm
of overburden. The holes were cased to a depth
of about 6 m; so water in the fracture system
was free to enter. Each instrument was em-
placed at the bottom of a hole, resting either on
its own 5 cm flat base or on a 10 -cm blunt spike
screwed into the base. The tiltmeter was
wedged into position with heavy bronze weights.
Alignment was made to a known direction using
a set of rods rigidly coupled to the top of the
instrument but which could be removed after-
wards. Several analyses for the M- tidal com-
ponent showed that the three instruments agreed
among themselves to within 2% in amplitude and
2° in azimuth and phase, although the discrep-
ancy between the observed and calculated tides
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Fig. 1. Long-term tilt from Bedford Inst. 1.
1971-72 (left), 1972-73 (middle) and 1973-74
(right). Each set begins at the left in October,
proceeds clockwise, and terminates in June.
No connection between years is implied. Tilt
is positive down to the SE and SW.

was considerably larger [McConnell, 1971;
McConnell et al, 1973].

At periods greater than that of the diurnal
tides, the coherence among the data from the
three instruments approached zero. Although
an annual term was apparent on each, its orien-
tation and amplitude showed no apparent rela-
tionship to neighboring instruments. As an
example of the annual behavior spot readings
from an instrument oriented SE-SW (positive
down), covering about three-quarters of three
successive years are shown in Fig. 1. The
1971-72 and 1973-74 data show annual ellipses
oriented in an E-W direction which can be ex-
plained by unequal temperature effects in the
two orientations in response to the 0. 1° C an-
nual temperature variation at this depth. The
data were interrupted in July of each year be-

cause of lightening damage; the instrument was
removed and re-emplaced after repair by Octo-
ber. Thus any connection between the sets
would be highly speculative. The differences
from year to year were ascribed to slight
changes in installation details [Cabaniss, 1974].
"Secular" drifthas shown even greater disagree-
ment and far exceeds the.4-15 nanoradians
(down to the north) per year, as estimated from
shoreline, geodetic re-leveling, and tide gage
data [Cabaniss, 1974]. Those discrepancies
are undoubtedly related to the problems outlined
above.

Maynard Site

The Maynard tiltmeters were installed in
cased holes (16 cm diameter) with a horizontal
separation of about 100 m drilled 100 m into
granitic gneiss beneath 20 m of overburden.
The instruments were the Hughes servoed bub-
bles packaged by Earth Sciences Research, Inc.
They were empiaced 5-15 m above the hole bot-
toms, each resting on a holelock which forces

wedges against the.casing wall with a.heavy
spring [McConnell, 1978]. They were aligned
by sighting on incandescent lamps with a transit
device; .Preliminary, results from tidal analy-
ses' showed inter-:instrument and monthly varia-
tions reaching 10% in amplitude [McConnell,
1978]. These have been tentatively ascribed to
local variations in scale factor caused by bubble
flat topography [McConnell, personal communi-
cation, 1978; Cabaniss, in preparation].

The long-term tilt variations are presented
as a series of spot readings spanning a period
of three years (Figure 2 and Figure 3). The
two instrument components have been computa-
tionally rotated to North/East coordinates, and
relevels have been removed, except those that
occurred during the first eight months for Inst.
1 and two months for Inst. 3. Tides have not
been removed and reach an amplitude of 0. 25
urads (p-p) in the East component and 0. 07 urads
in the North. As at Bedford, there is little
agreement among the data from the three instru-
ments. No. 1 drifted back and forth, often in a
well-defined direction; No. 2, after a stabiliza-
tion period of about a year, moved in a very
linear fashion until Day 740, when both instru-
ment components drifted rapidly about the same
amount but in opposite directions for about 45
days, after which the previous rate resumed.
The direction of the rapid excursion was asso-
ciated with that of one of the holelock wedges;
so it has been surmised that casing corrosion
might have been the cause of the event. Inst.
3 displayed remarkable stability over the same
period. The first year was marked by decay-
ing exponentials on both channels but the max-
imum rate was on the East component. ,The
second year was characterized by roughly
equal motion on both channels at the beginning
but finished with accelerated movement on the
North component. The last 18 months of the
record are shown vectorially in Figure 4.
There has been little motion during that period
except for a counter-clockwise elliptical move-
ment, equally partitioned between both instru-
ment axes, which may have an annual periodi-
city. The net drift over three years on Inst. 3
was 0. 3 urads, with a maximum excursion of
2. 0 urads from the trend.

Discussion

Our results show that the annual components
generally decrease in amplitude with depth but
are highly dependent on the installation epoch.
Herbst [1976], however, reported annual ellipse
amplitude (semi-major axes) of 0. 9 and 0. 1
urads at depths of 15 and 30 m, respectively,
which can be explained by therm^elastic effects
caused by the coupling of the annual temperature
wave with the topography.

The long-term records from the Bedford and
Maynard arrays show drifts that vary widely in
both rate and direction. If it is assumed that a
low-drift record is "best", Maynard #3 shows a
mean rate of 0. 1 urads per year to the SW, com-
pared to the tide gage and geodetic re-leveling-
estimates of about 0. 01 urads per year down to
the north. The disturbing result so far from
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Fig. 2. North component of the long-term tilt from the Maynard array from
readings taken at intervals of about 10 days. Data have been rotated from the
azimuths of the instrument axes (#1, 294° - 24°; #2, 35° - 125°; #3, 2° -92 ).
Tilt is positive up to the nor it and east. The time axis is in days since 0 Jan 75.

these experiments is the wide disagreement
among instruments spaced less than 100 m a-
part. Herbst [1976], for example, reported
annual drift rates of 1. 8 and 0. 75 urads for.in-
struments at depths of 15 and 30 m, respectively,
spaced several meters apart. The drift direc-
tions varied by 15°. The question is whether
this type of measurement is limited by the
length scale of the phenomena, by the installa-
tion techniques, or by the inherent stability of :
the instruments. Parenthetically, no "events",

including tilt steps associated with magnitude
7.7 teleseisms, have been detected on all in-
struments within a cluster.

The AFGL experiments suggest that improve-
ments might be made by emplacing the instru-
ments in sections of stainless steel casing at
depths greater than 30 m at the bottoms of
sealed holes. Installation in comparatively
fracture-free material and at close spacing
might also prove efficacious.

SB BUYS

MRYNRR[> ER5T

JULY 7S-JUNE 7B

>.o »o.o no. I 330.0 Hj.o " oo.o 410.0 «».» Ho.o"" iso.'i" 600.0 w.i ' :io.o"" iio.o" iio'.o ""i)o.o tiaTa i o j o . o i S T o m o T o m o l SsoTo"
..._ nrE ionvs i

Fig. 3. East component of the long-term tilt from the Maynard Array. (See
Fig. 2 legend,)
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Fig. 4. Vector plot of a portion of the long-term data from Maynard Inst. 3.
Symbols and numbers correspond to times indicated on Fig. 2 and 3. The last
point is at Day 1250.
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Applicability of APT Aided-Inertial System to Crustal Movement
Monitoring

21485
" -------

Abstract. The APT system, its stage of develop-
ment, hardware, and operations are described. The
algorithms required to perform the real-time func-
tions of navigation and profiling are presented.
The results of computer simulations demonstrate the
feasibility of APT for its primary mission: topo-
graphic mapping with an accuracy of 15 cm in the
vertical. Also discussed is the suitability of
modifying APT for the purpose of making vertical
crustal movement measurements accurate to 2 cm in
the vertical, and at least marginal feasibility is
indicated.

Introduction

The Charles Stark Draper Laboratory, Inc., under
sponsorship of the U.S. Department of the Interior,
Geological Survey*, is developing an airborne-
instrument system capable of providing precisely
located, geophysical data. This equipment, called
APTS (Aerial Profiling of Terrain System), is de-
signed to be carried by a relatively small maneu-
verable aircraft. It incorporates a surveying
instrument package, unaffected by aircraft motion,
capable of continuously providing a high-accuracy,
three-coordinate position datum. A self-contained
terrain-measuring device for recording the vertical
position of the terrain below the aircraft is also
provided for applications such as stream-valley
profiling. A vidicon camera is to be boresighted
with the terrain-measuring device to aid in the
data processing. Performance goals call for locat-
ing an unsurveyed ground control point with respect
to three or more established ground control points
to an accuracy of ±15 cm in the vertical coordinate
and ±60 cm in the horizontal coordinate.

The work completed to date consists of engineer-
ing analysis, system configuration design, mathe-
matical analysis, and computer simulation, selec-
tion and specification of all major hardware com-
ponents, mechanical design, thermal design and test,
electronic design, subsystem interface design and
specification, selection arid recommendation of
flight computer, analysis of flight strategy, spec-
ification and design of key flight algorithms, and,
in addition, a flight test of a breadboard laser
profiler. Within the time and funding resources
available, the program has been organized so that a
balanced effort has been maintained in the various
aspects of system and subsystem design to facilitate
an orderly transition into the fabrication, labora-
tory test, and flight trial of a test bed system.

The APT system is designed to function in a small
aircraft at altitudes of 1,000 meters or less. The
system is to be used for applications such as:

(1) Producing topographic maps.
(2) Testing the reliability of older published

maps.
(3) Fitting specified flood magnitudes into

local stream-valley geometry.

Proc. of the 9th GEOP Conference, An International Symposium on the Applications of
Geodesy to GeoitynumitK. October 2-5.1978. Dept. of Geodetic Science Rept. No. 280. The
Ohio State Univ.. Columbus. Ohio 43210.

J. Arnold Soltz
The Charles Stark Draper Laboratory, Inc.

Cambridge, Massachusetts 02139

(4) Classifying public lands for waterpower
potential.

(5) Mapping the earth's gravity field.
(6) Definition of temporal change in groundpoint

elevation or position:
(a) Subsidence in and around producing oil

fields, geothermal reservoirs, and heav-
ily pumped areas of continuing water
withdrawal.

(b) Open-pit and strip-mine mineral extraction
and land reclamation.

(c) Volcano inflation, faulting, landslides,
and beach and slope erosion.

APT System Configuration

The airborne-instrument package (Figure 1) con-
sists of a three-gimbaled inertial platform to de-
fine the position of the aircraft in three coordi-
nates. A two-axis laser tracker is mounted on the
same base as the inertial platform in order to up-
date the long-term drift of the inertial platform.
Three or more surveyed retroreflectors interspersed
with several unlocated retroreflectors provide
ground truth. The inertial platform and laser
tracker provide the high-accuracy position datum.
A laser profiler, to provide line scans of the
terrain, is provided for those applications re-
quiring terrain profiling information. However,
the three-coordinate reference system may be used
with other systems such as scanning lasers or
radars, side-looking radar, aerial cameras, and
radiometers. The laser altimeter or profiler is
just one of a number of equipments that may be used
in conjunction with the position and attitude meas-
urement system. An airborne digital computer ac-
cepts data from the three sensors and performs the
necessary computations and data processing for
alignment of the IMU, and position or velocity up-
dating calculations from range and angles. In
addition, the computer outputs data to the
magnetic-tape recorder and display unit.

The initial flight test configuration will dif-
fer somewhat from Figure 1. The purpose of the
initial flights is to basically prove the concept,
i.e., locate the position of unsurveyed retro-
reflectors with respect to three surveyed retro-
reflectors. The basic differences in this initial
flight configuration compared to the configuration
depicted in Figure 1 include the fact that the pro-
filer will be hard-mounted (the angular errors
from the profiler laser beam will be computationally
corrected). Interfaces for leveling the profiler
platform and reading its gimbal angles are provided,
however, so that a stabilized profiler platform may
be added in the future. Another difference in the
initial flight configuration is that the autopilot/
guidance function indicated in Figure 1 will not be
implemented. Finally, the indicated Kalman filter
update, combining tracker and IMU data, will not be
performed in real time. Tracker, and IMU data will

Under contract 14-08-0001-14578
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be recorded in flight, and filtering of the data
will be performed post-flight. A simple reset of
position and velocity will be performed in real
time, however, so that the acquisition time of a
new retroreflector is minimized.

A mechanical schematic (Figure 2) of the system
shows the geometric relationship and functions of
the gimbaled subassemblies. The IMU and tracker
are mounted in a common housing. The profiler-
vertical camera assembly is hard mounted to the
aircraft, but referenced to the IMU pitch and roll
isolation axes to account for motion of the air-
craft.

The IMU consists of a stable member which houses
three high-performance gyros and three acceler-
ometers along with their associated electronics.
Outside the stable member are three servo-driven
isolation gimbals (azimuth, elevation, and roll,
in that order) isolating the instruments from air-
craft rotation. The support structure surrounding
the isolation gimbals is designed so that the
tracker assembly mounts directly to its base, there-
by providing a physical tie between the structure
of the inertial reference system and the tracker
pointing axes.

The IMU has a unique thermal-control system which
isolates the inertial instruments from the aircraft
environment. The gyro mounting surfaces are held
at approximately 46.1 ± 0.05°C and the accelerometer
mounting surfaces are held at approximately 43.3
± 0.05°C. This is accomplished by mounting the
inertial instruments directly to the stable member
air-cooled heat exchanger and employing thermal
shims and individual controllers where necessary.

An X, Y, 2 coordinate frame fixed to the inner,
or stable, member of the IMU provides the attitude
datum. This frame is called the indicated frame,
platform frame, or "p" frame. It is initially estab-
lished during a ground-alignment process, consist-
ing of leveling and gyrocompassing. During leveling',
the Xp - Yp plane is established normal to the local
gravity vector. During gyrocompassing, the Yp axis
is established normal to the earth's rotation vec-
tor. The process of calibration and alignment of
an inertial navigation system is a complex subject
in its own right. A preliminary exposition of this
process for the APT system is given in Reference 1.

In the IMU. the sensitive axes of the accelero-
meters are fixed in a known orientation with respect
to the three coordinate axes of the "p" frame.. The
outputs of the accelerometers are integrated twice
in the computer to obtain position data for naviga-
tion, and converted to latitude and longitude. The
"p" frame is maintained when in flight by torquing
signals proportional to the computed change in
geodetic latitude and longitude. Thus, the plat-
form is driven to maintain its attitude (except for
errors) with respect to the normal gravity field of
the earth and not the actual gravity field of the
earth. It is this property of an IMU which allows
the measuring of changes in the deflection of the
vertical, a point discussed in detail in Reference
2. In an error-free IMU, one would have a complete-
ly self-contained instrument capable of giving posi-
tion, velocity, and direction of the normal gravity
vector in real time.

The inertial system is a low-noise datum at high
frequencies, capable of providing base-motion iso-
lation from maneuvers or wind gusts. The inertial

sensors (gyros and accelerometers) suffer from
long-term drift, however, and cause errors in the
low-frequency portion of the spectrum. To minimize
these long-term drifts, the inertial components
selected are high-performance instruments developed
for an Air Force missile application.

Even with the most accurate inertial systems, it
is necessary to obtain updating from ground truth
in order to reach the specified precision. To
provide high-accuracy position updates, a laser
tracker is employed. The tracker makes a vector
measurement to a surveyed retroreflector; range
and two angles are measured. A minimum of three
retroreflectors, not in a straight line, are re-
quired in a 3- by 30-km area. The high-frequency
information from the inertial system is optimally
combined with the low-frequency information from
the tracker to obtain an estimate much better than
either. The statistical techniques employed for the
optimum filtering of the data are given in the fol-
lowing section. It can be shown that the important
system errors, including position errors and plat-
form misalignments, are independently observable,

The laser tracker and laser profiler employ
pulsed-laser rangefinding techniques. Distance is
determined by measuring the round-trip time of a
transmitted laser pulse. Pulsed gallium arsenide
lasers are used as the transmitters for both de-
vices. Constant fraction techniques are employed
in the receiver threshold detectors to minimize
timing errors due to received pulse-amplitude var-
iations. In the profiler, pulse-selection tech-
niques are employed to maximize the number of valid
returns from terrain. The tracker contains a beam-
splitter to separate the ranging and tracking func-
tions. A four-quadrant detector is used to provide
the error signals to the gimbal servos of the
tracker. A precision time-interval counter is
multiplexed between the profiler and tracker to
provide the range measurements.

A control and display unit enables the operator
to sequence the system through its various operat-
ing modes and to monitor and observe the status of
the system. The system may also be sequenced auto-
matically by the computer. Various system charac-
teristics, including temperatures of inertial and
other key components, critical voltages, and oper-
ational modes are observed through the use of the
control panel, as well as by computer monitoring.
Steering information for the pilot to fly the
desired courses for obtaining the required data
is provided.

Several military and commercial-type computers
were investigated. For the APT system, the selected
computer is the NORDEN PDP-11/70M, which has the
speed, memory size, input/output capability, in-
struction repertoire, architecutre, and software
support necessary for the mission.

Equations for Navigation and
Topographic Profiling

The first implementation of APT will be to prove
the concept by performing only one mission, topo-
graphic profiling, from the list given in the In- .
troduction. The same APT hardware, in the same
aircraft, with the same on-board real-time software
can perform the rest of the tasks by using differ-
ent ground-based post-processing algorithms and
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possibly different operational procedures. In this
section the algorithms needed for the solution of
the primary APT functions, navigation and profiling,
are presented.

When the aircraft reaches the ^survey area, two
passes are made over three previously surveyed
retroreflectors, deliberately chosen or placed not
in a straight line. Range and angle data are ob-
tained by the laser tracker in these passes by
sightings on each retroreflector in sequence. These
data are used to update and calibrate the position
and orientation of the inertial system in prepara-
tion for the profiling part of the mission. The
positions of any unsurveyed retroreflectors pre-
viously placed to satisfy any recognized need for
added ground-truth references are determined rela-
tive to the surveyed retroreflectors during the
initial flight passes. Thereafter, each retrore-
flector serves as a known reference point and may
be tracked to obtain updating data as needed during
the profiling phase of the mission.

Figure 3 shows the flow of information through
the onboard digital computer of the APT system.
The input quantities shown are the profiler range;
the three accelerometer velocity readouts and three
gimbal angles from the IMU subsystem; and the two
tracker gimbal angles and range to the retro-
reflector from the tracker subsystem. The rates at
which each of these quantities is sampled are in-
dicated.

The profiler subsystem data are sampled, time^-
tagged, and subjected to reasonableness checks to
eliminate signal dropouts and returns from the tops
of foliage. The slope and intercept of the best-
fit straight line are computed from 40 ms of those
data which pass the reasonableness checks. The
effect of the curve fit is to act as a low-pass
filter of the profiler data.

The IMU navigation subsystem samples accelero-
meters for 80 ms (16 vector samples). The vectors
are averaged and time-tagged at the mid-point of
the data-acquisition interval. The effect of the
averaging is to provide a simple low-pass filter on
the input signals, in order to suppress further any
aircraft vibration not taken out by the shock-
mounting of the IMU assembly. Next, the accelera-
tion vector is rotated by a fixed matrix to compute
the north, east, and down components of accelera-
tion, A, since the three orthogonally disposed
accelerometers are mounted on the stable platform
so as to receive equal components of gravity, g, as
indicated in Figure 2.

Equation (1) is the IMU navigation algorithm.

IMU
= 1" + g - 2W x R.

'IMU
- W x

IMU (1)

where R,,,,, is the position of the aircraft.
This equation^is solved, in the "p" frame above

for R and ft,™,, by using trapezoidal

rule integration with a time step of 80 ms. The
W vector is the angular velocity of the stable
platform with respect to inertial space, given
by Eq. (2)

W =

(fl + A) cos X

.-(« + X) sin X J (2)

where n = sidereal earth rate.

X = the longitude rate.

cj>,<ji = the latitude and latitude rate.

The g vector in Eq. (1) is a function of position

g ™™ and is given by the output of a gravity

model; for example, the WGS72 ellipsoid. An error
in position thus generates an error in g which,
through integration of Eq. (1), generates more error
in position. This feedback causes the characteris-
tic 84-minute oscillations of error in the hori-
zontal channels, and the characteristic doubling of
the error in the vertical channel every 395 seconds.
It is important to note, in this context, that one
must use a gravity model to separate the earth's
gravitational field from aircraft accelerations.
The inertial instruments obey Einstein's fundamental
principle of the equivalence of gravity and accel-
eration in a reference coordinate system; they
sense only the linear combination of the two. In
what follows, we shall see that the laser tracker
measurements, being referenced to the outside world,
provide the mechanism for separating gravitational
acceleration from nongravitational acceleration.

The data from the tracker subsystem are sampled
at high rates, low-pass filtered, and the tracker.
navigation equation, Eq. (3)- is solved for .

It

Rp
Rlt

Cx(6) • Cy(p)

= Cz(-a) Cy(-6) It (3)

In Eq. (3) the tracker range r is rotated about the
y-axis for the inner tracker gimbal angle p; then
rotated about the x-axis for the outer tracker
gimbal angle 9; then rotated by a fixed orthogonal
matrix Cg for the alignment of the tracker assembly
respect to the aircraft; then translated for the
fixed distance, d , from tracker assembly to IMU;
and then rotated about the x, y, and z axes for the
outer, middle and inner IMU gimbal angles, respec-
tively. The result R?t is the distance from the
retroreflector to the aircraft in platform (or "p"
frame) coordinates.

The IMU provides a slowly drifting (but smooth)
navigation estimate at all times. The tracker
provides a noisy but nondrifiting navigation esti-
mate for short intervals of time (30 to 60 seconds)
during which a retroreflector is within a 60° cone
of visibility determined by the tracker viewing
hole in the floor of the aircraft. As mentioned
previously, the data from each of the navigators
will be recorded for post-processing on the first
flight trials. The algorithms in this section
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which are used to process these data, however, are
the same whether done in real time or after the
fact. The rest of- this paper proceeds with the
description of the real-time implementation of data
processing.

The next step is to mix the data from the two
subsystems^

F =
0 0

9 rows

11 rows.

9 cols 11 cols

where

R
IMU " Rrr)

R" R
lt (4)

By taking the difference between the positions
indicated by the two navigators, as given by
Eq- (4), the aircraft motion is subtracted out and
there remains only a vector which contains a lin-
ear combination of the errors in the two subsystems.
The vectors D are then accumulated over a 2-second
interval (25 vectors), and low-pass filtered again.
The 2-second sample then represents input to a
'.Caiman filter, or optimal estimation algorithm as
•Ascribed in Reference 3, Chapters 3 and 4.

.;':. Kalman filter is specified very briefly by
.ll::t:lng the elements of the state vector x, giving
tha system dynamics matrix F, the system measure-
...ont matrix H, and the measurement covariance
matrix R, and the spectral density matrix Q.

The state vector x consists of 20 elements.
These are:

e = a linear combination of IMU position error
and retroreflector survey error (3 elements)

0

2sd - w - w

0

3 cols

I

•-2W

0

3 col

3 rows

3 rows

3 rows

3 rows

3 rows

3 rows

3 cols 3 cols 5 cols

In order to build this F matrix, take W and W from

Eq. (2) and R from the accelerometers. The notation
used is that an underscore denotes the 3x3 anti-
symmetric matrix associated with a given vector, and

IMU velocity error (3 elements)

vector of stable-platform misalignment
angles (3 elements)
a linear combination of accelerometer
bias, vertical accelerometer scale-factor
error, and gravity model bias error
(3 elements)

a linear combination of the constant com-
ponent of gyro drift and the along-track
gravity gradient errors (3 elements)

a linear combination of various body-axis-
fixed constant angle errors (3 elements)

the bias error in the inner tracker gimbal
(1 element)

0

where R

0 - 1 0

0 0 +2.

radius of the earth

nominal magnitude of gravity

6r the bias error in the tracker range
measurement (1 element)

Other elements which may be added to the state
vector include:

(1) The position coordinates of unsurveyed
retrorefleetors.

(2) Unknown values of gravity disturbance vectors
and gradients at a point where a retro-
reflector is located.

(3) The gravity gradients and even rate of change
of gradients averaged over the flight traj-
ectory.

The present state of development of the software
includes the above 20 elements, which suffice to
account for all the APT instrumentation errors.

This state vector x satisfies a linear differ-

ential equation x = Fx + v, where the system dynam-
ics matrix F is a 20 x-20 matrix which is parti-
tioned as follows:

In the'differential equation x = Fx + v, the (20
element) vector v is called the plant noise.
Spectral-density plots of laboratory measurements
taken from actual APTS instruments revealed that a
suitable model of the statistics of v is zero
mean, Gaussian noise with a covariance matrix,
called the Spectral Density Matrix, Q.

3 rows

0 3 rows

= 0 = 0 0 a 1 " 0 3 rowsa

0 11 rows

3. 3 3 11
cols cols cols cols

It is possible to show (see Reference 4 page 64)
that the vector D in Eq. (4) is, to first order,
linear in the elements of the state:

~ 2a
P

0

0

_ 0

0

a
v

0

0

0

0

2
aa

0
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where e and e = state elements

lt

- unit

Cy("6)

)6r

+ n
It

i.e., D = Hx + n

. . .where the time-varying H matrix has 3 rows
and 20 columns. The vector n is the measurement

noise in the laser tracker. Since five gimbal
angle measurements and one range measurement are
used to compute the tracker position (see Eq. (3));
since an angle error affects the tracker position
perpendicular to the line from aircraft to retro;
since a range error is along that line; and
under the assumption that the angle errors are
uniformly distributed; then, it is concluded that

R =

where o
range

2
a i
angle

u

the variance in range measurements ̂
;

the variance in angle measurements .B

unit (Rlt)

This completes the brief description of the Kalman
filter.

Referrring again to Figure 3, the Kalman filter
provides estimates x of the state and estimates P
of the state covariance every 2 seconds. These
estimates may be combine^ with the IMU data to
produce a best estimate R , of aircraft position.

If the aircraft has acquired data from at least
three retroreflectors not in a straight line, and

the quantities e, e, ij> (the first nine elements of
the state) are significantly different from zero
(using a 3o test based on the square root of the
diagonal of the covariance matrix), then Eq. (5),
is used; otherwise, the best estimate is considered
to be the uncorrected IMU data.

R . = RTMTI - e - e(t - t ) - e(t - t )
2/2

a/c IMU o o

/a/c ™,,IMU

->•
- e(t - t

->- -> -*•
A = A — p
a/c IMU

(5)

e = obtained from x = Fx

t = the time of the most recent
Kalman filter update, so that
(t - t ) < 2 seconds

o
The corrected aircraft navigation data from Eq. (5)
are used to build the state dynamics matrix F in

the the Kalman filter, and W and W or Eq. (2). W
is the gyro torque rates used to locally level the
stable platform.

Finally, the position of the aircraft R , from
a/c

Eq. (5) can be combined with the profiler data to
obtain elevation and position at the nadir. Since
the profiler will be located several feet from
the IMU, it will be measuring the elevation^of a

point which is displaced horizontally from R . and
a/c

which (in general) will thus have an elevation dif-
ferent from the IMU, depending upon aircraft pitch
and roll angles. The geometry of the aircraft
gives (in locally level coordinates)

f n = R" .
alt a/c cz(-a) • Cy(-6) • CX(-Y) • P

:

where R .. = position of the profiler.

K. /
a/c

position of the IMU.

C (-o),C (-B),C (-y) are the same rotation
matrices, dependent on
IMU gimbal angles a, 6
and Y that are defined
in Eq. (3).

p = the distance of the profiler from
the IMU in aircraft body-axis
coordinates.

This leads to the actual survey datum:

(xalt' yalt' Zalt h) (6)

where x ,y , ,z . are the north, east, and down
el-LL 3..LU clJ_t

components of R . .

Computer Simulations

In order to verify the APT system concepts, there
is an on-going effort to exhaustively model all the
dynamics and statistics of a typical APT mission on
a digital computer. The strategy is: (1) to write
an off-line non-real-time version of the navigation
and profiling estimation equations given in the pre-
vious section, called an estimation model; (2) to
write a more exhaustive, second-order simulation of
the APT system error dynamics, called a truth model;
and (3) to compare the outputs^of the estimation

model (estimates of the state x) with the inputs x
to the truth model, the residuals giving a realistic
estimate of the eventual APT performance. Figures
4 and 5 illustrate the use of the APT truth model
and estimation model. At their current stage of
development, both computer programs can give a
realistic estimate of the amount of error contri-
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buted by the APT instruments themselves. The pro-
gramming for component of error contributed by
residual gravity model errors is not yet complete,
however, and so will be accounted for later in this
section by another technique.

In a typical computer run, we simulated a 20-
minute section of a nominal APT mission with the
truth model. The simulation flew the aircraft over
the trajectory indicated in Figure 6, wherein the
three circles represent the region of visibility
around three perfectly surveyed retroreflectors.
The retros are about 10 km apart, the aircraft has
a mean speed of 53 1/3 m/s, a mean altitude of
0.91 km, and the viewing hole for the tracker de-
fines a 60° cone of visibility. In this simulation
the laser accuracy, after low-pass filtering for
1 second, was 3 cm in range, 22 sec" (about 0.107
mrad) in pointing. The IMU performance was based
on parameters and spectral models derived from
classified military data taken on instruments iden-
tical to the APT accelerometers and gyros. The
truth model program simulated the aircraft dynamics,
IMU error drift, laser measurement errors, and
retroreflector geometry, but not the laser profiler
or the gravity disturbance vector.

The 20-state Kalman filter described previously
was used as an estimation model on the data gener-
ated by the truth model. For each state the residT
ual error was computed as a function of time, and
plotted. The Kalman filter fluctuates wildly for
the first part of the flight, until data from three
different retroreflectors (not in a straight line)
have been processed, and the filter achieves geo-
metric sufficiency. Accordingly, Figures 7 and 8
corresponding to. the vertical position and acceler-
ation error, respectively are plotted only for the
last 700 seconds of the 20-minute flight. On each
graph, three curves are plotted. A middle curve
representing the state-element residual estimation
error^is enclosed by an envelope corresponding to
±1.6 a (90% confidence), where a is computed by the
Kalman filter as the square root of the appropriate
diagonal element of the estimated covariarice matrix
P.

In Figure 7, we plot the vertical position error
in cm. Since the error curve fills, but remains
inside, its 90% envelope most of the time, we may
say that the Kalman filter is a self-consistent
model when driven by this truth model data. Qual-
itatively, the curve and envelope show character-
istic periods of compression and expansion corres-
ponding to the aircraft being inside or outside
a retroreflector cone of visibility. When outside
a cone of visibility, the envelope expands as time
to the 3/2 power. 90% of the errors are less than
8 cm. This figure represents the fundamental sur-
veying error from the APT instruments; however, if
surveyed retroreflectors were placed closer togeth-
er, then we might expect even better performance.

In Figure 8, the vertical acceleration error is
plotted in mgals. It can be seen that the filter
is still converging at the end of 20 minutes, how-
ever, 90% of the data are already within a 0.1-mgal
band. What we have shown here is the ability to
determine the mean gravity anomaly over the region
(actually averaged over'the trajectory of the air-
craft) to within 0.1 mgal absolute accuracy. More
sophisticated modelling will allow determination of
mean gravity gradients over the region, or mean

gravity gradients between any pair of retro-
reflectors or values of gravity disturbance vectors
above each retro at the height of the aircraft, all
to within an absolute accuracy of 0.1 mgal. Plac-
ing more retroreflectors will extend the region of
the gravity survey beyond the simulated 30 km; plac-
ing them closer together will increase the resolu-
tion of a gravity survey better than the simulated
1 point in 30 km.

The other 18 state elements were plotted in a
similar format, yielding information on navigation,
horizontal retroreflector survey error, deflection
of the vertical, gyro drift, APT system mechanical
misalignments, IMU platform attitude error, and
laser tracker errors. These results will be pub-
lished in January 1979.

So far only the APT instrumentation errors have
been simulated. A back-of-the-envelope computation
was carried out using gravity anomaly data from the
Denver area supplied by the Department of the
Interior, Geological Survey, to demonstrate the
feasibility of correcting for the effects of grav-
ity anomalies. The study consisted of calculating
position errors attributable to residual gravity
errors along a 30-km flight path by integrating
twice. It was assumed that the aircraft would fly
along the path at a constant velocity of 53.3 m/s,
resulting in a 600-second flight. The initial
position and velocity errors were assumed to be
zero and these errors were again set to zero each
time it was necessary to simulate the effect of
three laser tracker updates. In addition, it was
assumed that measurements of gravity anomalies were
known a priori, or could be estimated, at three
retroreflectors located along the flight path at
13-km intervals. Based on these three measure-
ments, a quadratic model for the gravity'data was
chosen and the coefficients of the model were com-
puted. The difference between the known gravity
anomalies and the gravity values obtained from the
quadratic model were considered to be the residual
gravity errors and thus the cause of position
errors.

The result of this study was that the standard
deviation associated with the vertical position
errors was 6.1 cm, the maximum error was 21 cm,
90% of the vertical position errors were bounded
by 12 cm.

Although this study represents only a first cut
at the gravity problem, it suggests that a combina-
tion of modeling, estimation, and a priori measure-
ments should be sufficient to account for gravity
anomaly errors in the APT system.

Since the vertical error from instrumentation
is within a 90% confidence interval of 8 cm, since
the unsimulated gravity disturbances will be about
12 cm, and since these are uncorrelated, then

RSS error bound = + 12 < 15 cm

Crustal Movement Monitoring

In the preceding section, the capability of the
APT system to perform real-time navigation and
topographic profiling to an accuracy of 15 cm in the
vertical, relative to three control points, was
demonstrated in a survey area about 30 x 3 km. For
those applications where the survey region has been
chosen to straddle a fault line and where one plate
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has moved relative to another by more than 15 cm,
the APT system could be used, unmodified, by the
simple expedient of placing all three control points
on the same plate; differencing the profiler eleva-
tions taken on an APT survey at time tg from an APT
survey taken at time tj_; and averaging the differences
on each plate separately to remove bias errors and
the effect of not repeating the aircraft path ex-
actly. If Zj(tk) - Zj(tQ) is the average of APT
vertical displacement measurements of plate J at
time tĵ , then the vertical movement of plate 1 with
respect to plate 0 during the time from t.. to t^ is:

[W - zi(to)] - [zo(ti> - W]

There are some problems with this method: resolu-
tion, extent of survey area, and accuracy. By
modifying the APT system slightly we can solve these
problems.

First of all, the resolution problems can be
solved by eliminating the profiler. Profiling data
is taken every 40 ms (i.e., 3 meters) then has to be
averaged over the aircraft trajectory to give a
resolution meaningful for crustal plate dimensions.
Also, profiling data will not be exactly the same
in successive surveys, since the aircraft can not
repeat its flight path exactly; hence, the survey
area has to be profiled densely so that the averages
Zj(t.) are representative of the area. Lastly, the
laser tracker can be used as a more effective sur-
veying device than the profiler. This can be accom-
plished by inverting Eq. (3) and (4) and solving for
Rrr. Instead of using measured tracker range and
pointing angles with a known retroref lector position
to compute the aircraft position, the aircraft posi-
tion is assumed known and the rotation and trans-
lations performed to compute the location of the
retroref lector. The accuracy will be as good as
the IMU subsystem navigation accuracy. The air-
craft needs to repeat its trajectory from survey to
survey only well enough to enter the cone of vis-
ibility of the retroref lectors. Retroref lectors
can be placed atop fixed monuments in a grid at
whatever spacing corresponds to meaningful resolu-

tion of crustal movement measurements. If R (t, )
is the APT surveyed position of retroref lector
J at time t^, then the movement of retro J with
respect to retro I from time t_ to time t. is

(7)

Notice that we compute vector displacement, not
just the vertical component.

The problem of survey extent was related to sur-
vey accuracy. As mentioned in the previous section
in reference to Figure 7, position errors in the
IMU grow as time to the 3/2 power when there are no
tracker measurements. One way to increase the size
of the survey area is to fly faster so that more
distance can be covered for a given error bound.
In a jet aircraft, speeds of 266.7 m/s, or five times
the speed assumed in the previous section, may be
assumed. Such speeds imply a higher safe operating
altitude, say 4.5 km.

The problem of accuracy was addressed by a com-
puter simulation of the APT system -in which an air-

craft was flown at a height of 4.5 km, at a speed
of 266.7 m/s, repeatedly around a closed, oval tra-
verse about 120 km long and 30 km across. At each
end of the oval was a cluster of three surveyed
retroreflectors about 20 km apart in a right tri-
angle configuration. The clusters were about 100 km
apart, and the complete traverse could be flown in
20 minutes. The parameters for the laser tracker
were the same as for the profiling mission. If the
navigation error from this simulation is observed,
we get a measure of the ability of APTS to survey
in retroreflectors. In this simulation we did not
include the effects of unmodelled gravity errors on
the system, because these may be reduced to resid-
uals by availability of a priori gravity surveys,
reduced further by the ability of APTS to estimate
the gravity field, and removed through the following
survey operation. If we fly the same (±500 m) tra-
jectory at the same speed, then the gravity-induced
IMU errors will be the same from survey to survey
and subtract out in Eq. (7). Of course, the local
gravity field may undergo temporal change also;
however, the effect, which is 3.3 microgals per cm
of vertical displacement is distinctly second order.

The result of the simulation was that 90% of the
errors were less than 18 cm. Such a result shows
that the APT could be used for measuring only very
large vertical crustal displacements unless further
modifications are made. One improvement would be
in more sophisticated modelling to use all of the
information available. There is a post-processing
technique, called back smoothing, (see Reference 3),
which is a refinement to the Kalman filter algorithm
offering the potential of significant improvement.
A forward .Kalman filter forms the best estimate of
the state vector given initial conditions, the
models, and all the measurements up to the time of
the estimate. A backward Kalman filter forms the
best estimate of the state given final conditions,
the models, and all the measurements which occurred
after the time of the estimate. An optimally
weighted average of the forward and backward filter
outputs then forms the optimally smoothed estimate
of the state. Under the assumption of t^' error
growth, it is easy to show that the peak error the
optimally smoothed estimate is 1/4 the peak error
in the Kalman filter estimate. The back smoothing
algorithm is very cumbersome, costly of computer and
programming time, and yet offers the possibility of
measuring crustal movement with the APTS to within
about 18 T 4 = 4.5 cm.

We shall now discuss modifications to the APT
system hardware and improvements to mathematical
modelling which would push the APT performance to
its ultimate limit. What has been shown, so far,
is that the errors derived only from APT instrumen-
tation are about '2.5 times higher for measuring
crustal movements (>_ 18 cm before backsmoothing)
than for topographic profiling. This factor occurs
because the geometry of the tracker measurements
is so much less favorable at the higher altitude
and sparser retroreflector spacing used to mea-
sure crustal movements. This geometry affects the
system through the t^/2 error growth between .
retrosightings and through the degradation in
tracker accuracy at higher altitude. The time
between tracker position fixes could be shortened
only by flying even faster, involving the choice
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of a supersonic aircraft; however, it was felt that
aircraft maintainance expenses for such a vehicle
were not. justified by .the marginal gain in APT per-
formance. • • . . . •

The degradation in tracker performance with
increased altitude occurs for two reasons. First
of all, the laser beam must pass through more of
the atmosphere, and over a greater range of pres-
sure, temperature, and humidity. Therefore the index
of refraction will vary over a greater range along
the ray-path, hence (through Snell's Law) there will
be more atmospheric ray bending. Because of ray
bending both the direction and distance measurements
of the tracker are in error. If the APT system were
modified so that the tracker were replaced by a
two-color laser, then one could correct for the
change in arc length due to raybending. The scheme
is described in Reference 5. The pointing uncer-
tainties can be reduced to 3 sec by atmospheric
modelling of 66 (raybending distortion) versus 6
(angle of incidence) as described in Reference 4.
The second effect is a purely geometric one. The
distance error caused by tracker pointing errors
is 1 mm per microradian for each km of altitude.
The precision angle readouts, as envisioned for
APTS, have c = 22 sec effective pointing error. At
0.91 km altitude this corresponds to 10 cm, at
4.5 km to about 0.5 meter. Most of this error is
repeatable and could be removed by careful labora-
tory calibration of a table of 66 versus 6 for each
precision angle resolver. If this were done the
effective pointing error could be reduced by at
least a factor of 4 to 5.5 sec".

In the computer simulation which estimated 18-cm
accuracy for Eq. (7) (4.5 cm presumed after back
smoothing) we assumed all tracker information avail-
able for the 100-km flight path (37.5 seconds fly-
ing time) between the two clusters of surveyed
retros was used for survey and none for navigation.
In fact, such navigation information is available,
and could be used if more sophisticated modelling
were performed; thus, the results of the computer
simulation are unduly pessimistic. There are three
major sources of navigation data not included in
the simulation. First, each retro supplies a vel-
ocity measurement with which to update the drifting
IMU. The 1600-Hz laser tracker pulse rate gives a
complete time history of the aircraft with respect
to,the retro, and that retro is not moving for the
10 seconds of the survey. In fact the measurement
equation for a velocity update can be obtained by
differentiating Eq. (3) and (4). If one places
enough retroreflectors along the survey trajectory,
then one simultaneously surveys-in more points for
measuring crustal plate movements and supplies
almost continuous velocity information to the system.
The limit is reached when the retros are so close
that the regions of visibility overlap, because it
takes 2 or 3 seconds to move the tracker from lock-
ing on one retroreflector to the next. The effect
of such a near-continuous velocity update on posi-
tion accuracy should be quite dramatic, since, in-
stead of a characteristic t3/2 error growth caused
by twice integrating random acceleration errors, one
would expect tl/2 error growth caused by a single
integration of the nondrifting random residual
velocity errors. In Reference 4, Chapter 3, Appen-
dix B an estimate of less than 1 cm for t = 375
seconds is made assuming a perfect and uninter-

rupted velocity update.
The second major source of navigation information

comes from the fact that the crustal motions of
closely spaced points will be highly correlated.
The correlations, if modelled, would allow the
extraction of position information for navigation
from redundantly placed retroreflectors.

The third source of information occurs because
there is a bandwidth separation of the navigation
error and APT survey error which has not been taken
advantage of. So far, we have been observing navi-
gation error as though this were the same as survey
error. However, the navigation errors are pure
functions of time, and the survey displacements
which we are attempting to compute are pure func-
tions of latitude and longitude. If one were to
repeatedly cross over a retroreflector, then one
would expect the IMU error to be statistically
independent from crossing to crossing, so that the
survey error could be a factor of v^N times better
than the navigation error, where N is the number
of times the retro has been crossed.

Unfortunately, updating the existing APT simu-
lation program with the equations necessary to
implement velocity updates and survey computations,
does not fit the APT development schedule, prior-
ities, timing, and budget. As mentioned in the .
previous section, the system will be programmed to
perform the tasks of navigation and profiling. What
can be done, however, is to use the existing simu-
lation program to infer a best case bound on APT
performance. There is already a worst case bound,
4.5 cm with back smoothing, gotten by assuming no
tracker information available during an APT survey.
The best case bound is gotten by using the existing
computer simulation to supply position data from
perfectly surveyed retros and observing navigation
error. Admittedly the combined effect of velocity
updates, survey correlations, bandwidth separation
of survey and navigation errors, and back smoothing
can not be as good as position updates, but it does
set an APT performance limit.

Accordingly, another computer simulation was run,
with the IMU model the same as APTS, with the laser
tracker pointing accuracy improved to a = 5.5 sec.
Sixteen perfectly surveyed retroreflectors about
16 km apart with a 60° cone of visibility lay along
an oval flight trajectory as indicated in Figure 9.
The aircraft was flown at 266.7 m/s at an altitude
of 4.5 km. The vertical position errors for one
traverse of the oval are plotted in Figure 10 in
the same format used in Figure 7. In Figure 10,
one can see by inspection that most of the errors .
lie between ±1.8 cm. This number was confirmed by
plotting the points in Figure 10 in an integrated
histogram format. In Figure 11, the abscissa is
error bound in cm, the ordinate is the % of errors
from the simulation less than or equal to the
abscissa. From Figure 11 one can read off 1.8 cm
as the 90% error bound.

From these computer simulations we have reached
the conclusion that the APT system could survey
vertical crustal movements much better than 4.5 cm
relative to three control points, but cannot sur-
vey better than 1.8 cm, in a survey area of di-
ameter 120 km (about 1.5-4 parts in 10̂ ). The
system also has the capacity to measure horizontal
displacements to the same order of accuracy.
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Abstract. Various adjustment strategies
are now being used in North America to obtain
vertical crustal movements from repeated
leveling. The more successful models utilize
polynomials or multiquadric analysis to des-
cribe elevation change with a velocity surface.
Other features permit determination of non-
linear motions, motions associated with earth-
quakes or episodes, and vertical motions of
blocks where boundaries are prespecified. The
preferred models for estimating crustal motions
permit the use of detached segments of relev-
eling to govern the shape of a velocity surface
and allow for input from nonleveling sources
such as tide gages and paired lake gages. Some
models for extracting vertical crustal movements
from releveling data are also excellent for
adjusting leveling networks, and permit
mixing old and new data in areas exhibiting
vertical motion. The new adjustment techniques
are more general than older static models and
will undoubtedly be used routinely in the future
as the constitution of level networks becomes
mainly relevelings.

Introduction

In the United States, most leveling
surveys have been performed to support individ-
ual engineering or mapping projects. Until
recent years the timing .and arrangement of the
surveys were rarely influenced by the geodesist's •
need to detect verical crustal movement. The
most prominent factors influencing the network
development were the availability of cooperative
funding from local government and the desire
to eliminate what were regarded as weaknesses
in the network. Generally, the development
of most national networks geographically follows
the development of a nation, and "ideal" plans
for quickly establishing a network of strategically
spaced lines are rarely implemented.

Because of the manner in which most national
networks evolve and are maintained, the geodesist
is challenged to find ways of detecting crustal
movements from scattered releveling over an
original network which is also not time-homogeneous.
The detection of vertical crustal movements is
important to the earth scientist, but for the
geodesist it is also necessary to model such
movements when adjusting networks of leveled
height differences of different dates. The
geodesist then wants to find models which bring
consistency between the observations, the
detected movements or velocities, and the heights
being published.
Various methods for determining and predicting

vertical crustal movements have been used in
North America. They are described in the
following pages. Each of the methods works well

Proc. of the 9th OEOP Conference, An International Symposium on the Applications of
Geodesy lo GeoJynamics, October 2-5,1978. Dept. of Geodetic Science Kept. No. 280. The
Ohio Slate Univ.. Columbus, Ohio 43210.

in particular circumstances; two of the methods
are general enough to be used frequently in
height computations. Figure 1 through 4 sche-
matically illustrate characteristics of leveling
networks. Various line types indicate that
observations were obtained in different years.

Methods and Models

Method 1

Occasionally. the_ distribution of original and
repeated levelings is almost ideal for a small
area (see Figure 1). Two levelings covering the
study area, each accomplished within a short time
period and adequately separated from each other in
time, may be adjusted independently. After the
adjustments, movements are calculated by comparing
the two sets of adjusted heights. To make the
comparison, a movement is assumed to be known for
one of the common points; usually the movement at
that point is taken to be zero and the computed
movements are considered relative. If one of the
points is a tide gage, absolute movement at that
point can be inferred from the tide gage record.
Absolute movements at other points can.be
calculated by adding in a constant when making
the comparison. Velocities are obtained by
dividing the movements by the time elapsed between
epochs.
Method 1 is worth mentioning because it does not

involve complicated mathematical models and thus
avoids the need to develop special computer
programs. However, the network in Figure 1 is
handled equally well by the more general methods
described next.

Method 2

Often this method is more applicable for crustal
movement determination than Method 1 because data
requirements are less restrictive. The original
and repeat observations existing in an area will
generally not be separated by a constant time
interval. By forming velocity difference obser-
vations from repeat levelings, the data are
effectively made homogeneous. Since velocity
observations are independent of date, velocity
misclosures should theoretically equal zero if
leveling is perfect and the assumption of constant
movement is correct.
The velocity difference, Av, between points

connected by releveling is computed according to:

Av = (1)
At

where Ahj and Ah2 are the old and new observed
height differences respectively, and At is the
time elapsed between levelings .
The variance of the velocity difference is

computed using equation (2),

Av
(nrj + m|)S /At2 (2)
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where m? and m^ are the a priori unit variances
of the old and new levelings, and S is the distance
between link terminals.
The velocity differences forming a network may

be disconnected but not by long distances.
Constraints requiring velocities in the same small
locality to be identical can hold the segments
together. These constraints are reasonable only
if the geographical separation of observations is
not great or the variation in velocity occurs
very gradually over the unconnected area. Weighted
constraints that allow some motion between neighbor-
ing junctions may also be used to hold disconnected
segments together, but selecting a weight may be like
guesswork.

Method 3 '

Vanicek and Cristodulides [1974]. The primary advantage
of surface fitting is its usefulness on networks of
scattered relevelings of the type shown in Figure 2.
The velocity surface V can be expressed by a

generalized two-dimensional polynomial:

k
V(x,y) = £ cifi(x,y) (3)

where f. are arbitrarily chosen, linearly inde-
pendent1functions of the coordinates x and y,
and c. are the coefficients which best fit the
observations. A velocity difference can be
written as:

AV(x,y) = I cififi(x,y)

Method 3, which fits a velocity surface through a field
of velocity differences, is described in detail by
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where Af.(x,y) = f.(xg,Xg) - f.(x̂ ,x̂ ), for a
pair of connected bench marks, A and B. Because
of simplicity, the two dimensional-algebraic
functions x^-yJ, i, j = 0, 1, 2 ..... m are
frequently used for the f^.

In the above type of adjustment , the unknowns
are the coefficients c^ , and the observations
are velocity differences computed from levelings
using equation 1. The origin of the coordinate
system is usually taken to be a point near the
center of the study area. Once the coefficients
are known, velocities for desired points are
calculated using equation 3.
Although method 3 works well on the network

shown in Figure 2, it would not fully utilize
the measurements shown in Figure 4. To do so
would require a nondiagonal weight matrix or
preprocessing to obtain weighted mean velocity
differences when there is more than one
releveling. Neither does the model utilize the
information found in circuit misclosures. The
main advantage of Method 3 is that it minimizes
the number of unknowns in the solution.

Method 4

This technique uses simple polynomials to
describe height variations at selected bench marks
in the study area. If implemented in its most
basic form, the observations are differences of
elevation rather than velocity differences.
It is assumed that elevation differences are
connected as shown in Figure 3.

At the onset, we pick a starting or reference
time, t0. Then, for example, the height of a
bench mark A at time t. is .written as follows:

levelings, in appropriate locations,
can also add strength to the solution.

(2) Velocity and velocity difference
observations are easily introduced to
the adjustment. Velocities which
have been inferred from tide gage
records are entered as weighted para-
meters ; velocity difference observa-
tions, computed from pairs of lake
level gage records may be entered as
differences between the At coefficients
corresponding to the two points on the
sides of the lake.

(3) The solution produces a homogeneous set
of heights which correspond to a
selected point in time, t

(4) Each point, polynomial may, have its
own degree, the degree being limited
only by common sense and the number of
excess observation of different date
contacting the point and connecting
it to the network.

Regarding item (4), it is occasionally difficult
to decide how many unknowns can be solved for at
each point. Unusual configurations of observa-
tions may cause one to guess incorrectly.
Therefore, for large complex networks, it is
helpful to have a preprocessing program or
subroutine to determine solvability.

Method 5

This is a combination of Methods 3 and 4.
For any bench mark A in the study area, we can
give the following expression for its height at
time t.

i

h . = h
a,i a,o

+ a - t )o + a(t. - t )2i o
= h + V(x ,y )

a,o a a
. - t )
i o

(8)

where h is the elevation of bench mark A at the
reference time. The observation equation for
Method 4 is:

r, . = h
b-a,i a

- h, vb-a,i
(6)

where Ah . is the observed difference of
elevation Between bench marks A and B at time t..
Ordinarily the data redundancy will not permit

the use of polynomials higher than degree 3; there
is not much advantage in a higher degree even if
permitted by the data. When the degree of the
polynomial (equation 5) is 2, then aj is the
velocity of elevation change at time t0 and a2
the acceleration. At a time other than t0 the
instantaneous velocity at bench mark A is
calculated according to

+ 2a2(t. - t )^
(7)

When'the degree of the polynomial (equation 5) is
of degree 1, aj is a constant velocity.
The above method has some very nice advan-

tages:
(1) If there are three or more relevelings

over the same segments, all can be put
into the adjustment without resorting
to a nondiagonal weight matrix. Single

where, for example,

V(xa'ya) = °o + Cl X

2

cy + ex y
2J a 3 a-"a

(9)

The unknowns in the adjustment are the height at
each point corresponding to time t , and the
coefficients c ,k = l,2,3,...m which define the
velocity surface. If u is the number of unknown
junction heights, then the total number of
unknowns is u + m. The observation equation
is then written as in equation (6). Note that
the constant term of equation (9) drops out. The
constant term is the absolute velocity of height
at the origin of the network. If known, this
can be conveniently specified and its uncertainty
propagated into computed velocities.

Method 5 has the important advantages of
Methods 3 and 4. Height differences are adjusted
rather than velocity differences; therefore,
no processsing is required to convert leveling
observations to velocity differences. Method
5 is preferable to Method 3 when the number of
unknowns in the adjustment does not tax the
computer.
The choice of whether to use Method 4 or

Method 5 will depend on the configuration of
relevelings and the extent of the geodesist's
foreknowledge of the movement pattern in the
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study area. In general, Method 4 is more
sensitive,but the relevelings must be inter-
connected; otherwise, each independent sub-
network must have its own initialization in
height and velocity.

The solutions produced by Methods 4 and 5 are
conceptually different. Method 5 gives a solution
that requires all bench marks in a relatively small
locality to take on the same velocity, because
velocity is a function of position. Method 4
does not naturally provide for this local
consistency, but it can be forced by the addition
of appropriate constraints between the velocity
unknowns of points in the same locality.
Generally, the weighted sum of squared residuals

(V'PV) from Method 4 will be less than the
corresponding sum from Method 5. Method 5 produces
a smoothly fluctuating velocity surface, whereas
Method 4 accommodates the observations with any
number of bumps and dips having whatever
amplitudes are required to minimize corrections
to the observations. It is probably misleading
to argue which method is best from this point
of view because both produce results of high
value and the comparison of the two solutions may
be of most interest. The larger separations of
the two solutions can be regarded as loc.̂ .l
velocity anomalies. These should be exanduv.d
closely as they may be indications of local
accumulations of systematic errors in the leveling
data.
Polynomial expressions for velocity surfaces

may produce problems with computer graphics
because the fitted surfaces quickly taken on
extreme values outside the data area. This
may ruin the scale of three-dimensional plots,
produce error messages, or use excessive computer
time for contouring. To avoid these problems,
multiquadric (MQ) analysis has been used as an
alternative to polynomials in crus.tal movement
investigations [Holdahl and Hardy, 1977].

Method 6

This is essentially the same as Method 5 except
that we employ MQ analysis, and replace equation
(9) with

k

5a

destruction of scale by an extreme value calcu-
lated at an uncontrolled edge of a rectangular
study area.

In Method 6 , nodal points should be placed at
each location that has a solvable point velocity,
as in Method 4. Additional nodal points can
be added wherever detached tilt information is
located.
Scattered or detached relevelings (see Figure 5a)

cannot contribute to the determination of the
absolute position of a velocity surface unless
they are individually initialized by a measured
or assumed velocity. However, detached relevel-
ings can be used to aid in determining the local
shape of a velocity surface. This was mentioned
previously as being the original motivation for
developing Method 3. Methods 5 and 6 also permit
the use of detached relevelings . In Method 5 ,
the velocity difference observation equation
resulting from a detached releveling between
points A and B would be written as

c.. (12)

In Method 6,

k

V(x
cjQ h (10)

r -.
^ c. |Q<x b ,y b ,x j ,y j ,D)-Q<x j i ,y a ,x j ,y j ,D)J

(13)- AV,b-a

The C. are undetermined coefficients; Q is a
quadric kernel function; the x.,y. are the positions
of nodal points; and D is a geometric parameter
which may or may not be needed depending on the
quadric form. Nodal points should be located
where there are solvable point velocities or tilt
information. If the hyperboloid is selected as
the quadric form, we then have the following
expression for velocity of elevation change:

(y - y j )
2 + D2?- (11)

Substituting (11) into (8) gives us a model for
leveling adjustments, which advantageously
produces automated graphic displays of the veloc-
ity surface and velocity error surface without

Sea
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addition, t>k,ek, for k=np-H ,np+ne, are the begin-
ning and ending dates of ne movement episodes so
that nt=np+ne. We note that the episodic movements
are treated as linear within the duration of the
episode.

Observation equations for m relevelsd segments
can now be written :

Ah(x1,y1,x2,y2,t2) - Ah

where 4V is obtained from the observed height dif- u(x,y,to) is everywhere equal to zero. In
ferences, as in equation (1). These same equations
can be used to incorporate relative velocities
between pairs of water level gages on a lake (see
Figure 5b). In the latter case, £V would be the
slope of a line fitted through a plot of differences
between readings from gages at A and B obtained over
a period of years.
For two or more relevelings over a detached

segment, equations (12) and (13) are not appro-
priate. In Models 5 and6, it is better to use the
usual height difference observation equations, and
add another observation (fictitious or otherwise)
that specifies a height at t0 for one of the points
on the detached segment. This eliminates concern
for correlation of velocity difference observations.
In setting up crustal movement studies, it has been -
convenient to have only one fictitious fixed height,
which may be called "mean sea level." It has a
height of 0.0 meter at the reference time, t0, and
other heights at to are provided to the adjustment
as fictitious height difference measurements from
it with an appropriate weight. These fictitious
height difference measurements are, in fact,
contraints. No special coding is required if they
are treated as measurements.

(16)

where d^ denotes the m-vector of the differences
of leveled height differences, Ah, and r_ is the
residual vector. If

Method 7

Vanicek revised his original model (Method 3)
to consider episodic and nonlinear movements. In
the expanded model the "observations" are relative
movements obtained by comparing repeated measure-
ments of height differences, whereas in Method 3
they are velocity differences.
The mathematical formulation for the movement

surface, u is

u(x,y,t) = ̂  cokTk(t)

n = (nx-ry nx+ (17)

we can find the solution, c^, through the method
of least squares. The normal equations are
solved, in the computer program, through ortho-
gonalization.
The shift coefficients, cn, cannot be

determined from the releveled segments alone.
Movement u* (x,y,t) of at least one, but generally
ng tide gages (x,y) must be determined from sea
level records at nd dates to allow for evaluating
the shift'coefficients. The following n -n<j
observation equations can be then formulated:

where

Tk(t) = t"

i=0

"y
j=o

= T(t)c + X(x,y,t)c
— —o —~

k k - k

t<b,.

Tk(t) =— (t-b)/(e-b) <t-<

k=l,np

k=np+l,np-me

t>e1/

If ng-n^ > n-t, then the equations (18) may be
solved for c^, again using the method of least
squares.
For each tide gage the uplift u* must be

determined so as to satisfy the following
condition :

0-3)

u*(x,y,to) = 0. (19)
As with Method 3, the advantage is primarily

the reduced number of unknowns. However, the
same disadvantages remain: (1) observations
may be correlated and (2) information contained
in circuit misclosures is not utilized.

and c^ is the n-vector of unknown coefficients c. ..
for the previously chosen values nx,ny of maximum
power in x and y.

In these formulas x and y are local horizontal.
Cartesian coordinates calculated from latitude and
longitude through the'following transformation
equations:

x= (<£-<t>0)R ; y = U-A0)R cos <|>o (15)
where (<t>0>^o) i-

s tne centroid of all bench marks
and R is the mean radius of the Earth. Time, t,
is reckoned from a stipulated date, tQ, for which

The advantage of being able to estimate
episodic and nonlinear movements is very
attractive,, but these same features can easily
be incorporated in Methods 5 and 6 without
concern for correlation of observations.
Equation (8), for expressing height of point
A at time t., can be modified to include
terms corresponding to the elevation
change associated with earthquakes that
occurred between the times when levelings
were accomplished within the study "area:
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h . = h t V(x ,y )(t.-t )
a,i a,o a"a i o

u.(x ,y ,x. ,y. ,t. ,d.)
] a a' 3'V 3.' 3

(20)

where ne is the number of events or episodes,
t• the time of an earthquake, dj the depth of
the earthquake in units identical to x and y,
and (x.,y.) the location of an event. A
logica?. cnoice for the function u, suggested
by R. Snay, is one where episodic elevation
change decays with distance from the event:

u(x,y ,x. ,y . ,t. ,d.) = 0,
1 3 ] D

= > a.

if t. < t.

if t. > t..(21)

The coefficients, a., are to be solved for in
the adjustment. A nice advantage is that only
one unknown is introduced for each earthquake
or episode. If Figure 5c, three events are
illustrated, and the contribution of those
events can be evaluated at any time or location
following the adjustment. If episodic motions
are not modeled in' the adjustment, observations
which are suspected of having been affected by
earthquakes must be removed prior to adjustment.
Removal of observations should be the last
alternative, and is difficult to justify
except when the leveling is suspect or when
insufficient relevelings exist to permit solving
for episodic motion.

Another form of flexibility involves modeling of
vertical block motions characterized by discon-
tinuities of movement at fault lines, Methods 5
and 6 can be modified to accomplish this, As in
Figure 5d, we can divide a study area into three
blocks, P, Q, R, and express, for example, the
height of a point A, at time, t., on block P,
as follows:

h . = h + VD(x ,y Ht.-t ) (22)
a,i a,o P a'Ja i o

where V describes the velocity surface of block
P. The height difference between points A and
B, where B is on block Q, is given by

Ah, . = h, - h
l>-a,i b,c a,o

(23)

Essentially, every point is located on one of the
blocks, and each block has its own velocity surface.
Equation (22) can be supplemented with terms
which permit episodic or nonlinear vertical
motions within selected blocks.
By permitting the model to solve for block

motion, episodic motions, and accelerations we
greatly increase its flexibility. But there is
the concern that almost any kind of blunder or
systematic error may be modeled as crustal

movement. With an inflexible model the opposite
is true, i.e., unusual movements will be forced
to occur at constant rates and be partially
absorbed.by large corrections to the observations.
The ideal adjustment model, then, is one that is
very flexible arid provides the geodesist with the
possibility of describing vertical movement of
any type; and the best strategy for the adjust-
ment is to use only as much of that flexibility
as is prudent after considering the seismicity,
geology, and.engineering activity in the area.

Solvability

Networks of relevelings can become complicated
in the sense that casual observation of the net may
not reveal which unknowns are solvable. An
algorithm has been developed by Allen Pope of the
National Geodetic Survey, that uses the observa-
tion equations to resolve such questions.
If we use Method 4, the solvability algorithm

will resolve exactly which heights and point
velocities are solvable. When Methods 5, 6, and 7
are used, the solvability algorithm will show that
all coefficients of the velocity surface are un-
solvable if one attempts to solve for too many.
It has been very helpful to use the solvability
algorithm as an analysis tool by first formulating
the leveling adjustment using the observation
equations according to Method 4, i.e., pretending
to solve for the reference-time heights and
velocities at all junctions; and secondly
formulating the problem the way it would actually
be adjusted, using Method 6. When solvability fails
using Method 6, the user can identify the cause
by reviewing the output of solvability as
applied to Method 4. It tells which points
have solvable velocities. The number of-coef-
ficients that may be used to describe the
velocity surface is equal to the number of
solvable point velocities, plus the number of
paired junctions which do not have solvable
velocities but have relative velocity inform-
ation in between. These latter pieces of
floating tilt information must be counted by
looking at the network diagram.

Systematic Errors

Certain leveling errors are time-dependent.
Therefore, an attempt should be made to elim-
inate them prior to adjustment. Without elimi-
nation, their influence is modeled as vertical
movement. Where short time intervals or slow
velocities are involved, the error due to
uncorrected systematic leveling errors may be
larger than the real movements.
One of the errors most damaging to leveling

is caused by refraction. During normal day-
light working hours the line of sight is bent
upwards. The uphill sight will bend more than
the downhill sight because the density of air
changes most rapidly near the ground, the
hotter air being nearest the ground. The
amount of bending is proportional to the
square of the sight length, the leveled
height difference, and the vertical temperature
change, At, between heights of 50 and 250 cm.
At is dependent on time of day, season
local turbidity of the atmosphere, cloud cover,
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the direction of leveling, and the slope of
the leveling path.
Few countries have applied the refraction correction

that was developed by T. J. Kukkamaki in 1937. The
measurement of At, for input to the formula, has
been considered an awkward task for a leveling team.
The correction itself has long been considered too
small, probably because most of the documented
experience with measuring At comes from northern
countries where the sun exerts a lesser influence
because of its lower declination. In the lower
latitudes of the United States large temperature
gradients have been observed 5 to 10 times as
great as the average values observed in England.
Further, experiments and microclimate theory
support the idea that refraction error is less
on the north face of a mountain than on the south
face. This produces a north-south accumulation
of error when leveling on undulating terrain
[Holdahl 1978]. It was thought that only the
leveling in countries with large mountains suffered
significantly from refraction error. This is
incorrect because terrain that merely undulates
in the north and south direction can yield a
large accumulation of error if leveling extends
for several hundred kilometers.
Refraction error affects computations of crustal

movements in several ways.
(1) Two levelings accomplished in distinctly

different seasons (i.e., seasons with
different declinations of the sun) will
usually yield an apparent relative .
elevation change.

(2) Single levelings, that are not
corrected for refraction, but are
permitted as observations in some
adjustment models, will contribute
to circuit misclosures in a way that
cannot be distinguished from a con-
tribution to the same circuit mis-
closure caused by a real crustal
movement.

(3) A releveling accomplished with a
maximum sight length specification, which
significantly differs from the
specification used in the original
survey, will normally yield an apparent
crustal movement if all other conditions
are equal.

Because it has rarely been measured, it is necessary to
estimate At if a refraction correction is to be applied
to old leveling data. A method based on historic
measurements of solar radiation is being developed to
accomplish this [Holdahl 1978]. This method is untested
at this time. Until some method is shown to be
corrective, it is doubtful that high reliability can
be associated with conclusions derived from large
networks of releveling in areas of undulating terrain
and high levels of solar radiation.
.Another leveling error, which might be termed

systematic, results from neglect of gravity
anomalies. Some of the.above-described methods
for calculating crustal motions are not vulnerable
to this error (Methods 1,2,3, and 7). Methods 4,5,
and 6 would, however, be adversely influenced by
gravity anomalies if all the following conditions
exist:

(1) the height differences were not provided
in geopotential units;

(2) the gravity anomaly is large and height
rapidly changes over the study area;

(3) single levelings, i.e., segments or links
which have not been releveled, are used in
the network adjustment.

.Misclosures of leveled circuits are theoretically
equal to zero only when the height differences are
computed in geopotential units, thus taking into
consideration the variation of true gravity along
the level lines. For small study areas, where
variation in the gravity anomaly is small or re-
levelings exist over the entire net, the use of-
geopotential units is unimportant if only the
velocities of elevation change are desired. The
heights, rather than the velocities, are most
sensitive to gravity anomalies. The gravity
effect tends to cancel in the velocity determination
when releveling is complete. Networks with a
significant percentage of unreleveled segments
should usually be adjusted using geopotential units
because the cancellation may be incomplete or non-
existent.
Smaller types of known systematic errors exist

and their influence is dealt with by corrections
to the observed height differences. These include
the

(1) Astronomic correction: accounts for devia-
tion of the vertical due to
positions of the Sun and
Moon

(2) Rod correction: accounts for minor scale
error due to deviation of
calibrated rod length from
nominal rod length,

(3) Rod temperature correction: accounts for
i- contraction and expansion of

the rod length due to heat,
(4) Collimation correction: accounts for non-

parallelism of the telescope
and an equipotential surface
passing through its center,

(5) Orthometric correction: corrects for conver-
gence of normal equipotential
surfaces. Satisfactory only
when gravity anomalies are
near zero.

Unfortunately, there seem to be some systematic
errors which are unknown or poorly understood. This
is evident from sea slope determinations that have
been accomplished at different times in the last
several decades on the California coast. These
determinations show a spread that is too wide to be
attributed to random leveling errors. The most
recent sea slope determination agrees well with
estimates obtained by oceanographic techniques but
the disagreement of present and former determinations
is still a mystery. The geodesist should use
height-velocity adjustment models to filter data
and calculate motions, always being alert for
measurements that may be contaminated by systematic
error accumulation. At the same time the user must
be aware that any model has "built-in" assumptions
and constraints which restrict the ways in which
motion may be resolved, while nature produces an
endless variety of ways to exhibit motion.

189



5d

References

Hardy, R. L., Research results in the application
of multiquadric equations to surveying and
mapping problems, Surveying and Mapping,
December, Vol. XXXV, No. 4, pp. 321-332, 1975.

Holdahl, S., Studies of precise leveling at
California fault sites, NOAA Technical Report
NOA NGS , 1970.

Holdahl, S., Recent elevation change in Southern
California, NOAA Technical Memorandum, NOS NGS-7
19 pp, Rockville, 1977.

Holdahl, S., Removal of refraction errors in
geodetic leveling, IAU Symposium No. 89, Refrac-
tional Influences in Geodesy, Uppsala, Sweden,
1978.

Holdahl, S., and R. L. Hardy, Solvability and
multiquadric analysis as applied to investiga-
tions of vertical crustal movements, Proceedings
of the 1977 International Symposium on Recent
Crustal Movements, Palo Alto, California, 1977.

Holdahl, S., and N. Morrison, Regional investiga-
tions of vertical crustal movements in the U.S.
using precise relevelings and mareograph data,
Tectonophysics, 23 (4), 373-390, 1974.

Vanicek, P., and D. Cristodulidis, A method
for the evaluation of vertical crustal
movement from scattered geodetic relevelings,
Canadian Journal of Earth Science, 11, 605-
610, 1974.

Vanicek, P., M. R. Elliot, and R. 0. Castle, Four-
dimensional modeling of recent vertical crustal
movements in the area of the Southern California
uplift, Proceedings of the 1977 International
Symposium on Recent Crustal Movements, Palo
Alto, California, 1977.

Vanicek, P. and A. C. Hamilton, Further analysis
of vertical crustal movement observations in the
Lac. St. Jean Area, Quebec, Canadian Journal of
Earth Science. 9, 1139-1147, 1972.

190



Detection of Accelerated Crustal Movements Based on
Terrestrial Techniques

Robert O. Castle
U.S. Geological Survey

Menlo Park, California 94025

Summary. Reported accelerations in the verti-
cal displacement field disclosed through repeated
levelings are unassailable where the magnitudes
of the measured displacements that define these
accelerations overwhelm any conceivable survey
error and the nature of the measured movement is
fully consistent with its predicted occurrence.
Specific examples include those accelerations
associated with seismic slip events and massive
withdrawals of underground fluids. Aseismic
accelerations based on progressively smaller ver-
tical displacements are increasingly equivocally
defined; nonetheless, the reality of sharply de-
fined aseismic accelerations associated with
modest vertical displacements is independently
confirmed by both continuous sea-level measure-
ments [Wyss, 1977] and lake-level records [Wilson
and Wood, 1978]. Although replication of observed
elevations during the periods that both preceded
and followed aseismic uplift in southern Cali-
fornia [Savage and Prescott, 1979] is excellent
evidence of the existence of major vertical
accelerations, unambiguous data sets of this sort
rarely occur in the geodetic record. Moreover,
because the detection of vertical accelerations
commonly depends on the results of a single
leveling, validation of these accelerations may
require detailed assessment of the accuracy of the
critical survey. Where the interval between
levelings is significantly greater than the in-
ferred period of the acceleration, characteriza-
tions of accelerations based solely on the results
of repeated level surveys becomes significantly
less meaningful. However, four-dimensional
modeling techniques that depend only on the exis-
tence of continuous and/or discontinuous releveled
segments [Vanicek ert a_K, 1979], rather than con-
tinuous line or network relevelings, may permit
the detection and relatively unambiguous repre-
sentation of otherwise unrecognizable crustal
accelerations.

Continuing efforts directed toward the recog-
nition of accelerations in the vertical displace-
ment field should be based ideally on the results
of repeated level surveys coupled with those
additional measurements, such as continuous sea-
level records, repeated gravity surveys and so
forth, that provide temporal constraints on any
measured vertical movements. In addition, re-
peated levelings designed to detect vertical
accelerations should be tailored to the need. If,
for example, the purpose is the best possible
characterization of the vertical movement history
athwart an active fault, the most useful program
probably will continue to consist of frequently
repeated surveys along the same line referred to
a control point well removed from the deforma-
tional field associated with continuing fault

movement. On the other hand, where a generalized
representation of regionally developed accelera-
tions is desired, four-dimensional surface
fitting that utilizes segmented relevelings
randomly distributed in both space and time
probably is the most cost-effective approach for
meeting this goal. While surface-fitting tech-
niques tend to subdue short wavelength features,
they are especially well suited to the depiction
of those accelerations accompanying artificially
induced subsidence and broadly defined tectonic
deformation such as that recognized in southern
California.
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N79 21487
Gravity Field, Geoid and Ocean Surface by Space Techniques

R. J. Anderle
Naval Surface Weapons Center

Dahlgren, Virginia 22448

Abstract. Knowledge of the earth's gravity field
continued to increase during the last four years.
Altimetry data from the GEOS-3 satellite has provided
the geoid over most of the ocean to an accuracy of
about one meter. Increasing amounts of laser data
has permitted the solution for 566 terms in the gra-
vity field with which orbits of the GEOS-3 satellite
have been computed to an accuracy of about one to two
meters. The combination of satellite tracking data,
altimetry and gravimetry has yielded a solution for
1360 terms in the earth's gravity field. A number of
problems remain to be solved to increase the accuracy
of the gravity field determination. New satellite
systems would provide gravity data in unsurveyed
areas and correction for topographic features of the
ocean and improved computational procedures together
with a more extensive laser network will considerably
improve the accuracy of the results.

Major improvements in our knowledge of the earth's
gravity field have been obtained since the GEOPS 4
Conference on The Geoid and Ocean Surface in August
1973 (Rapp, 1974). A dramatic improvement was ob-
tained by use of the GEOS-3 satellite altimetry da-
ta, which has defined the geoid over most of the
ocean areas to about a one meter accuracy (Brace,
1977, Hadgigeorge in press, Kahn et. al. 1977,
Marsh et. al. 1978, Marsh et. al. in press, Rapp
1978, Rapp in press, Yionoulis et. al., in press).
In each solution for the geoid based upon the al-
timetry data, errors in the satellite position were
larger than uncertainties in the altimeter measure-
ments. In order to reduce the effects of the orbit
errors, bias parameters for each satellite pass were
determined which minimized the discrepancy between
geoid determinations at intersections of north-west-
erly satellite subtracks with south-westerly subtracks
Some analysts further reduced the dependence of the
geoid determination on the accuracy of the satellite
orbit by fitting the altimetric data to a low order
reference geoid. Anderle (1977) raised the question
of biases in the computed geoid arising from syste-
matic errors in the computed satellite orbits, but
Rapp (private communication) found that the different
approaches to the computation of the geoid agreed
to about one meter. The computed ocean geoids are
also subject to effects of ocean tides and geostro-
phic effects. However, a new model of the princi-
pal ocean tide constituent for one degree areas
agrees with tide measurements to 5 cm (Schwiderski,
in press), and models for six additional consti-
tuents have been computed by Estes (1977).

Solutions for the earth's potential continued
to include an ever increasing number of coefficients
as additional satellite observations were acquired
at higher levels of precision and as computer pro-

Proc. of the 9th GEOP Conference, An International Symposium on the Applications of
Geodesy to Geodynamici. Oclobfr2-S, 1978. Depc. of Geodetic Science Rept. No. 280, The
Ohio State Univ.. Columbus, Ohio 43210.

grams were extended. High quality laser data played
an important role in the solutions by Gaposchkin
(in press) and Lerch (1978). Table 1 lists the more
recent solutions obtained at various agencies. Some
solutions were based solely on observations of satel-
lite motion while others, indicated by "general"
under the column headed optimization, included gravi-
metric, astro-geodetic, and/or altimetric data. The
solutions allowed the computation of the GEOS-3 satel-
lite altitude to an accuracy of 1.5 m (Douglas and
Anderle, 1977). The latest solution is believed to
represent the ocean geoid to an accuracy of one or
two meters (Lerch, et.al., 1978).

Another new source of data on the earth's gravity
field acquired recently was from satellite-to-satel-
lite tracking. Data were acquired between two low
orbiting satellites in the Apollo-Soyuz experiment
and also between high and low satellites, ATS-F and
GEOS-3. Agreement of gravity anomalies for two de-
gree and five degree squares computed from high-low
satellite to satellite tracking data with anomalies
computed from this data was around five to ten milli-
gals (Hajela, 1977, Vonbun 1977, Vonbun 1978).

Highly precise values for effects of gravity co-
efficients of specific order have been obtained by
analysis of resonance effects on satellite motion
(King-Hele, et. al., 1978, Klokocnik, 1978, Reigber
in press) and evaluated by Wagner (in press). Such
results are useful in evaluation of general solutions
based on less sensitive data.

A number of outstanding problems need to be ad-1

dressed in the course of further refinement of our
knowledge of the gravity field:

1. drag and solar radiation effects on satel-
lite motion,

2. other small effects,

3. correlation of coefficients,

4. combination of heterogeneous data,

5. computational problems, and

6. instrument limitations.

The following comments expand briefly on these
problems:

1. Changes in the atmospheric drag due to solar
radiation and changes in magnetic flux affect the
motion of satellites in ways which can be misinter-
preted as effects of the earth's gravity field. The
effects of direct solar radiation and earth's albedo
on the more complicated satellite satellite configu-
ration can similarly be misinterpreted.

2. Other smaller effects which must be accurately
modeled or determined include

a. crustal motion,
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inents,

b. polar motion and earth's rotation,

c. solid earth, ocean and atmospheric tides,

d. ionospheric effects on electronic measure-

e. tropospheric effects on measurements, and

f. ocean topography on geoids computed from
altimetric data.

3. The separation of gravity coefficients computed
from observed satellite motion is made difficult by
the limited number of satellites with different or-
bital motion for which accurate observations are
available because satellites with different orbital
inclinations or orbital periods are sensitive to
different orders and degrees of gravity coefficients.
Yet, apart from resonance effects, satellite motion
is insensitive to high order terms in the earth's -
gravity field. Separation of the coefficients is
possible through the use of altimetric data over the
oceans and gravimetric data. But such data are not
available in many regions, and the precision of such
data is insufficient to compute accurate satellite
orbits.

A. Neglect of systematic instrument and envi-
ronmental effects, truncation of the gravity field
representation, and other model errors have generally
yielded standard errors of solutions for gravity
coefficients which are overly optimistic. As a re-
sult, solutions based on combinations of various types
of data have usually required the use of arbitrary
weights for the different data classes employed in

order to obtain a reasonable contribution to the so-
lution from each set of data.

5. The computation of the gravity field from
observed satellite motion is a costly undertaking.
The high cost is one factor which limits the number
of coefficients used to define the gravity field in
such computations, and the frequent use of an incon-
sistent number of gravity parameters for different
data which are then combined in a single solution.

6. Instrument limitations for lasers include
weather and the cost of installations. S-band ra-
dars require a transponder on the satellite, have
limited availability due to their heavy workload, and
are subject to ionospheric refraction errors. Dop-
pler receivers require a transmitter on the satellite
and are of lower precision than lasers on S-band
radars.

Solutions to many of these problems will be
addressed by the panel members. Gaposchkin and
Smith will discuss primarily advanced computational
techniques; Fishell and Reigber will discuss ad-
vanced measurement techniques, and Whitehead will
address the topographic effects on the ocean geoid.
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AGENCY

DMA

NSWC

NSWC

NOAA

GRGS/SFB

SAO

GRAVITY FIELD DETERMINATIONS

NUMBER OF
DESIGNATION COEFFICIENTS

DOD WGS-72 472

NWL 10-E 401

NWL 1G 396

P = 4 252*

GRIM 2 950

SE VI. 3 604

OPTIMIZATION

General

NAVSAT

GEOS-3

General

General

General

REFERENCE

Seppelin, 1972

Anderle, 1976

Chovitz, in press

Balmino, 1977

Gaposchkin,
in press

GSFC

GSFC

GEM 9

GEM 10B

566

1360

Satellite

General

Lerch, 1977

Lerch, 1978

*104 density squares

TABLE 1
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Abstract. Recent work on analytical satellite-
perturbation theory has involved the completion of
a revision to 4th order for zonal harmonics, the
addition of a treatment for ocean tides, an exten-
sion of the treatment for the noninertial reference
system, and the completion of a theory for direct
solar-radiation pressure and earth-albedo pressure.
Combined with a theory for tesseral-harmonics,
lunisolar, and body-tide perturbations, these
formulations provide a comprehensive orbit-computa-
tion program. Detailed comparisons with numerical
integration and observations are presented to as-
sess the accuracy of each theoretical development.

Introduction

Attempts to find analytical descriptions of
satellite motion predate the age of artificial
earth satellites. The considerable body of theory
in existence at that time became the foundation on
which to build solutions to specific problems
arising from the desire to calculate trajectories
of artificial satellites. The celebrated volume
64 of the Astronomical Journal can be considered
the beginning of the field of celestial mechanics
for satellite geodesy. Three papers in particular
appeared in that issue [Brouwer, 1959; Garfinkel,
1959; Kozai, 1959],- of these authors, Garfinkel
and Kozai are contributing to the field today.
Those articles all address essentially the same
problem — perturbations due to J^i J3» an^ J4 ~
and are significant in two respects: That problem
is still receiving attention, and the methods em-
ployed then are still in use. One part of this
paper is devoted to what is called the main problem
of satellite theory; some of the present results
will be reviewed. The method used then by Kozai
to integrate the Lagrange planetary equations is
almost commonplace now. The device of canonical
transformations employed by Brouwer and Garfinkel
is now used almost exclusively when higher order
solutions are developed for specific problems. The
von Ziepel method of finding a canonical trans-
formation led to a significant generalization by
Hori [1966, 1973] in the method of Lie Series, a
method that has become the sine qua non of modern
methods. Just because the beginning work was
similar to the present, however, does not mean
that no progress has been made. On the contrary,
enormous strides have been taken and considerable
work probably remains.

The main motivation for developing elaborate
analytical descriptions for satellite motion is to
aid in understanding the forces causing the motion.
A second practical reason is the potential economy
available for certain applications. As our under-
standing of the driving forces increases and as
the observational accuracy improves, the require-
ments for accuracy become correspondingly strin-
gent. An accuracy goal — say 1 cm — is easily

Proc. of the 9th GEOP Conference, An International Symposium on the Applications of
Geodesy to Oeotlynamics, October 2-5,1978. Deft, of Geodetic Science Kept. No. 280. The
Ohio State Univ., Columbus, Ohio 43210.

set, but how to verify that an accuracy has been
achieved is not so clea.r.

In 1967, I presented a paper similar to this
one [Gaposchkin, 1968], describing a philosophy
of how to develop, combine, and verify a complete
satellite theory and outlining the status at that
time. Basically, the method consisted of two
steps — a comparison with numerical integration to
verify that the mathematical problem had been
properly solved, followed by a comparison with ob-
servations to verify that the mathematical problem
was an adequate description of the physical prob-
lem. I am not so optimistic now. First, preserv-
ing the accuracy of numerical-integration methods
for long time periods poses considerable problems
[Velez, 1975; Balmino, 1975]. In this context, a
long period is measured in terms of the number of
revolutions of the fastest body, normally the
satellite; integrations for more than 1000 revolu-
tions of anything are difficult and time consuming.
Although the theory can be used to test the inte-
gration, rather than the other way around, even
the use of numerical integration to test short-
period perturbations has proved difficult. Second,
verifying the theory by means of data analysis
presents significant problems. Many cases occur
in which several forces have similar qualitative
orbital effects that tend to cancel. A good
example is shown by lunar and solar perturbations,
where the direct effects, the effects due to tidal
deformation, and the effects due to precession and
nutation all have the same origin and produce
perturbations with the same spectral character;
in some cases, these effects add, and in others,
they cancel. A third aspect of this verification
process is the necessity to know certain physical
quantities. While this is not a problem in the
comparison with numerical integration, it is
critical in the analysis of observations. In
reality, then, the verification must be combined
with the determination of physical quantities.
Finally, although individual components of the
satellite theory can be verified, in practical
terms, the theory must all fit together and sev-
eral interactions should be taken into account.
Indeed, there are significant difficulties, but
the situation is far from hopeless, and in the
following, I describe where we are today in the
theory, the verification, and the data analysis.

Selection of Variables

The first thing to select is a set of variables
to be used for the analysis. The most popular set
is the Kepler elements (u = argument of perigee,
SI = right ascension of the ascending node, I = in-
clination, e = eccentricity, M = mean anomaly, and
a = semimajor axis). In practice, a is obtained
from the mean motion n according to Kepler's third
law n a = constant, and n then becomes the sixth
variable. This is done for the practical reason
that n is the more easily and more accurately
determined quantity, and a becomes a derived
quantity. This set of variables has the conceptual
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advantage that each has a simple physical meaning.
Kepler elements have the one drawback that for
zero eccentricity or inclination, they become
degenerate. This degeneracy is also a problem for
small eccentricities and inclinations, in that
these variables become highly correlated in any
adjustment procedure that attempts to determine
them by a statistical process using observations.
Finally, this degeneracy presents analytical dif-
ficulties; some series expansions become much
longer than they would if another set of variables
were chosen. Nevertheless, Kepler elements con-
tinue to be the most widely used both for analyti-
cal work and for reporting results.

For the reason cited above, some fundamental
analysis is now done with another set of variables;
a list of candidate variables was given by Gaposch-
kin [1973] . For the following, the inclination
degeneracy has not been addressed, but the more
important and relevant degeneracy in eccentricity
has been overcome by using the nonsingular vari-
ables

£ = e cos u), n = e sin u, M + ID, ft,

L = a, H = G cos I

where

L2(l- e2) = L2(l - C2 - n2)

In that set of variables,* the Kepler elements are
recognizable, along with the Delaunay variables
I = M, g = oj, h = n, L, G, and H. The Delaunay
variables are used to derive the long-period
and secular perturbations and are then formally
combined into the set of nonsingular variables
for numerical evaluation. It can be shown that
these nonsingular variables satisfy the d'Alembert
characteristic with respect to eccentricity, al-
though not with respect to sin I. The d'Alembert
characteristic is that the lowest powers of e and
sin I of the coefficient |j^ (kM + qu>) in the
trigonometric series are a and (5, respectively,
where

a = |k - q| (mod. 2)

B = |q| (mod. 2)

Therefore, any expression satisfying the
d'Alembert characteristic is well behaved as e
(or sin I) goes to zero. If it is necessary to
compute perturbations for small inclinations, then
the variable M + u + £2 satisfies the d'Alembert
characteristic and is suitable.

For the main problem, we have formally obtained
expressions for the nonsingular variables analyt-
ically. However, if the computer word has
sufficient accuracy, then the nonsingular variables
can be calculated numerically, and the well-
conditioned properties of these variables can be
realized. Therefore, it is entirely adequate,
if necessary, to derive perturbations in Kepler
elements and numerically combine then into non-

* Expressions are often written in this expanded
set of variables, but formally, this is only a
notational convenience.

singular variables for calculating an ephemeris. •
Of course, a unified treatment in nonsingular
variables would be preferable, although it is not
always the most convenient solution. We can then
develop perturbations in the most convenient set
of variables for the particular problem and then
unify the variables at the calculation stage.

Mean elements are a key to the construction of
an analytical theory. In the framework of per-
turbation theory, the mean elements are the zero-
order reference for. the development. They become
the constants of integration and therefore play
a similar role to the initial conditions in solv-
ing differential equations. Each perturbation
theory has implicit in it a definition of mean
elements, and generally the relation between mean
elements and the initial conditions does not
receive any attention.

In the present situation, several perturbation
theories are employed in the same computation,
with the mean elements being empirically obtained
from observations. This situation is rigorously
correct when a single perturbation theory is
employed, provided suitable partial derivatives
are available. In the general case, the mean
elements must have the same formal definition, to
the accuracy of the theory.

A second aspect of mean elements concerns their
constancy. If they were truly constants of the
motion, if we knew all the numerical constants
entering the theory, and if our observations were
without error, then the mean elements for a
satellite would be the same at different epochs.
Any variations in them would have to be due to
errors in the theory, errors in some numerical
constants, or errors in the data. Assuming that
we can control errors in the theory and the data,
then the variations in the mean elements can be
used to get information on the numerical constants
(i.e., the physical parameters) entering the orbit
theory. In fact, this has been the basis of much
of the geodetic and geophysical information
obtained from satellite data.

Analytical Methods

Basically, three methods are used to develop
satellite theory. To begin with, we cannot hope
to find exact closed-form solutions to the equa-
tions of motion and must seek approximate solutions
by some perturbation method. The simplest method
is to recast the equations of motion in our chosen
set of variables, for example, Kepler elements.
This results in a rigorously equivalent set of
six coupled first-order differential equations,
called the Lagrange planetary equations. For
some perturbations (for example, for tesseral
harmonics), we can expand these variables around
a reference orbit, say a precessing Keplerian
ellipse, by Fourier series. The equations can
then be treated as a forced harmonic oscillator
with constant coefficients, and this approximation
to the equations of motion can be integrated term
by-term. The approximation can be further im-
proved by using this first-order solution as the
reference orbit, expanding it in Fourier series,
and so on. Beyond the second order, however, the
method is usually replaced by the more general
one of canonical transformation.
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The theory of canonical transformation goes
back to the last century, when it was developed
to solve mechanics problems. It uses more funda-
mental properties of dynamical systems, which are
beyond the scope of this discussion. Suffice it
to say that it is rigorously equivalent and can
be either easier or more difficult than the use
of Lagrange planetary equations. Originally,
canonical-transformation theory was thought to
require the use of canonical variables, but the
generalization by Hori [1966] proved that it can
be employed for any variable provided the basic
equations can be solved. In the theory of canon-
ical transformation, the key is to find a solution
to a single partial-differential equation. Al-
though in general this is difficult, a method has
been developed for the satellite main problem
that will automatically find a suitable approxima-
tion to the equation. Therefore, this method is
applicable to obtaining a solution to any order
and can be automated, to some extent, on a
computer. Such an approach is in general use
now for higher order solutions.

When the first two methods are inadequate for
some reason, a third one must be used. This is
called a semianalytical solution, in that part of
the solution (integration) can be accomplished
analytically, while the remaining part must
necessarily be done numerically. Recourse to this
method is required when closed-form expressions
for the force function are complicated or im-
possible to find. Examples are lunisolar pertur-
bations when the analytical description of the
moon's motion to suitable accuracy would be pro-
hibitive and radiation-pressure perturbations
when the shadow function must be obtained
numerically. This method integrates over the
short-period perturbation analytically and then
integrates the averaged force function numerically
to obtain the perturbations. In this case, the
numerical integration can take relatively large
time steps and is therefore economical. It also
conveniently separates long-period and short-
period perturbations.

Current Status

A third-order solution to the main problem —
i.e., for the motion of a satellite in the
geopotential containing only J%, J$i and J4 — has
been obtained by Kinoshita [1977]". Third-order
periodic perturbations with fourth-order secular
perturbations are derived by the method due to
Hori [1966]. All quantities are expanded into
power series in the eccentricity, but the solution
is closed with respect to inclination. A compari-
son with results obtained by numerical integration
of the equations of motion indicates that the
solution can predict the position of a close-earth
satellite with an accuracy of better than 1 cm
over a period of 1 month. For this check, a
special-purpose Taylor-type integrator is adopted,
in which the positions and velocities are expanded
into a power series of time and the coefficients
of the series are determined by recurrence
formulas [Rabe, 1961; Deprit and Zahar, 1966].

Periodic perturbations due to tesseral harmonics
are a first-order linear theory based on integra-
tion of the Lagrange planetary equations as

developed by Kaula [1966]. The theory also in-
cludes the interaction with J2 and second-order
interactions with the mean motion through Kepler's
third law. Although the theory is essentially
that of Kaula, the details of the calculation
have been considerably revised with the inclina-
tion function as described by Gaposchkin [1973]
or Kinoshita [1977] and the eccentricity function
calculated as Hansen coefficients.

The lunisolar perturbations in satellite motion
are obtained by a semianalytical method [Kozai,
1973]. The disturbing function is expressed by
the orbital elements of the satellite and the geo-
centric polar coordinates of the moon and the sun.
These coordinates are obtained by using the larger
terms in Brown's theory [United States Naval
Observatory, 1954]: 26 terms in longitude, 14 in

latitude, and 12 in the parallax. The secular,
and long-period perturbations are derived by
numerical integration, and the short-period per-
turbations, analytically. Perturbations due to the
solid body tide can be included in the same way.

The orbital elements of a close-earth satellite
have perturbations caused by the motion of the
equatorial plane of the earth due to precession
and nutation. Kozai and Kinoshita [1973] derived
exact differential equations for the perturbations
of satellite orbital elements due to the motion
of the earth's equatorial plane and solved them
to second order in precession. This theory, in
fact, defines the reference system used for satel-
lite motion, in which the inclination and the
argument of perigee are referred to the equator
of date and the longitude of the ascending node
is measured from a fixed point along a fixed
plane and then along the equator of date.

The perturbations of a spherical satellite due
to direct solar radiation are computed according
to a semianalytical algorithm due to Aksnes [1976],
which is based on expressions derived by Kozai
[1961]. Through some simple modifications, the
algorithm also holds when e = 0 and i = 0. The
perturbations are obtained by summing over the
sunlit segment of the satellite's orbit during
each revolution or partial revolution. The end
points of the segment are evaluated numerically
once per revolution. Testing of the algorithm
is done by means of numerical integration of the
equations of motion and through comparisons with
observations of the balloon satellite 1963 30D
during a 200-day interval.

The perturbations due to solar radiation dif-
fusely reflected from the earth have been treated
by Lautman [1977a], who used a semianalytical
method based on the assumptions that the satel-
lite is spherically symmetric and that solar
radiation is reflected from the earth according to
Lambert's law with uniform albedo. Expressions for
the radiation-pressure force are developed into
series in true anomaly v. The perturbations with-
in a given revolution are obtained analytically by
integrating with respect to v, while holding all
slowly varying quantities constant. The long-
term perturbations are then obtained by summing
the net perturbations at the end of each revolu-
tion. This theory has been extended [Lautman,
1977b] to account for the increasing reflectivity
of the earth toward the poles; the earth's albedo
is assumed to have a latitude dependence given by
a = aQ + a sin2 <(>.
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The short-period perturbations due to air drag
are computed according to a computation due to
Sehnal and Mills [1966]. The density function of
the earth's atmosphere includes the effect of the
atmospheric bulge described by Jacchia. The .
method of solution is, in essence, numerical
construction of the disturbing function. The
secular acceleration for geodetic satellites is
more accurately given by analysis of the data.
The short-period perturbation is usually less than
1 cm per revolution, and this development is not
currently used.

The analysis of ocean tides is done along the
following lines. Recall that in calculating luni-
solar perturbations, the body-tide potential is
easily included by introducing the Love number k .
An alternative way to describe the lunisolar gravi-
tational potential is essentially given by
Doodson [1921]. In this case, the potential at
the earth's surface can be written

(t)+mA)

where Re {x} is the real part of x, i = -1,
[x] is the integer part of x, F._ are numerical
factors, DJims

tm
iienare the s coefficients as determined

by Doodson by Fourier analysis, P^ are fully
normalized associated Legendre functions, and
as(t) is the time variation given in terms of the
six chosen variables.

Cartwright and Edden [1973] have provided
values of Dj^ based on modern values of the solar
and lunar ephemerides: F2Q = -12.020364 cm,
F21 = F12 = 13.879920 cm. Expression (1) is the
potential at the surface of the earth, and we can
continue this potential analytically to satellite
altitudes as

Jims U im Jims

( t )+mA)

and then develop satellite perturbations due to
the sun and the moon. The body tide can be de-
fined in terms of the complex Love number

kn =i

[Munk and MacDonald, 1960, p. 153]. Considering
the deformation, O^j_^e can be analytically con-
tinued to satellite altitudes as

U . . = g Re
tide ^

fc+l

Jtms

(t)+mA)
x e

Similarly, each component of an ocean tide of
height £s (for driving function Dims for argument
as) can be expressed in spherical harmonics

where Qfmns is the fully normalized complex
representation of the ocean tide. If the ocean
tide is expressed as a surface layer, then the
external potential at satellite heights can be
written

4irGp a Re
1 + k'»

Jims

M-l

3?
& 2ms

(1)

As noted by many [Gaposchkin, 1973; Lambeck
et al. , 1974; Felsentreger et al. , 1976; Goad and
Douglas, 1978], the ocean and body tides enter the
potential in exactly the same form, and by satel-
lite analysis, we can sense 'only the linear combi-
nations ,

1 + k' (S)

t —
21

where k and k are assumed to depend on the
frequency of .the argument 0S. Thus, we are
obliged to assume one tide to determine the other.

For frequencies far from resonance (23h53mOs04) ,
kj and presumably kj can be taken from seismic
models [Longman, 1962, 1963; Farrell, 1972].
Both Jeffreys and Vicente [1957a,b] and Molodensky
[1961] pointed out that nearly diurnal earth tides
should be amplified because of the existence of a
resonance between the elastic mantle and the
liquid core. In Table 1, the variation in k2
predicted by Molodensky's Model II is given.

In any event, the expressions for the potentials
[eqs. (2) through (4)] can easily be used to ob-
tain satellite perturbations, as the arguments
are given as linear functions of time, and the
Lagrange planetary equations can be integrated
directly as a forced harmonic oscillator.

Accuracy Assessment

The various perturbation theories described
above are all included in a general-purpose
orbit-determination program that accepts observa-
tions of direction, range difference, and range
rate. Each individual theory has been tested,
and now we wish to study the accuracy of the
combined theory. For this purpose, we used a
numerical integration program to calculate simu-
lated (errorless) data. The general-purpose
integration program, developed by Krogh [1973] ,
is an Adams- type integrator that has the option
of variable or fixed step size once the integra-
tion has been started. The variable-step-size
option uses a desired accuracy as input. The
program performs the integration in coordinates
(x, y, z, x, y, z) in single precision on a CDC
6000 computer that has 14-decimal-digit accuracy.
The force package allows use of an arbitrary
gravity field represented in spherical harmonics,
moon and sun positions (we use the same routines
as the analytical theory) , radiation pressure,
and a drag model based on the same physical as-
sumptions as the analytical developments described
earlier.
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TABLE 1. Values of k2 for Tidal Terms Near Resonance
(Based on Molodensky, 1961)

Doodson

255.555
185.555
167.555
166.554
165.565
165.555
165.545
163.555
145.555
056.554

Darwin

M2
00

*1
VI

Kl

PI
01
SA

R =

ims

0.90809
-0.01624
-0.00755
-0.00422
-0.07186
-0.53011
0.01051
0.17543
0.37694
0.01156

41.87

B

0.84
-4.54

-124.06
-728.10
206.19
192.30
180.17
55.49
6.79
1.70

*2

0.3015
0.3025
0.3277
0.4551
0.2580
0 . 2609
0.2635
0.2898
0.3001
0.3015

1 Q

o (°/hr)

28.984104
16.139102
15.123206
15.082135
15.043275
15.041069
15.038862
14.958931
13.943036
0.041067

0.2136 - 100[(o + w)/a]

k, = 0.3015 + 0.2109 x 10~3 °(o * 2w)
At £.

w

where o = 6 - w, o being the external driving frequency and 6
being the earth-fixed driving frequency.

We originally planned to use simulated data
to verify the short-period perturbations, largely
because we believed that the accuracy of a
general-purpose numerical integration could not be
relied on, but secondarily to conserve computer
time. For the short-period perturbations,
simulated range observations were computed for
subsets of the forces. The simulated observations
were used in the general orbit-determination
program, and the mean elements were computed by
least squares, thus avoiding the problem of
explicitly relating the initial conditions of the
numerical integration and the mean elements. This
testing was done for satellites in orbits similar
to those of Geos 1 and Geos 3. Our main interest
was the difference in eccentricity between' the two
satellites, as one of our concerns was the
validity of solutions for small eccentricity. The
results of this testing are given in Table 2.

During the first phase of the study, the vari-
able step size was exercised in the numerical
integration; the accuracy sought was 10
cm/sec. Because of the excellent agreement
of the theory for the main problem (J2, J3> 3$) >
the integration ephemeris was thought to be of
sufficient accuracy. However, when working with
a combined tesseral- and zonal-harmonics field,
the accuracy never was better than 19 cm root
mean square. The tesseral-harmonics theory alone
(with J2 = 0) gave perfect agreement.

Since their amplitudes are approximately 1 m,
the J2 interaction terms could be suspect, but
they have been carefully checked by me and by
H. Kinoshita. Furthermore, if the interaction
terms need revision, we would expect that adding
more harmonics would increase the error. In fact,
increasing the field_from_C22, S22 to the com-
plete field through C44, S44 (i.e., eight times
the number of coefficients) only decreased the
goodness of fit, from 19 to 22 cm.

At that point, the accuracy of the integrator

was questioned, and some simple tests were made
with fixed-step-size runs. In all cases, the
trajectories differed by more than 1 m. For
example, the difference between the variable
step size and the fixed 0.25-sec step size can
be written rather well as

TABLE 2. Test of Orbit Determination

Force Function

J2
2̂' 3̂' *-̂ 4

«^2 ' *^3 ' ̂ 4' ̂ 5
J"2t ^3* 3 4

£2' C22' S22
C22' ̂ 22
*̂ 2' "̂ 3' *̂ 4'

2̂2 - ̂ 44
*^2 ' ̂ 3' ̂4*

7* — ?C22 S44
J2 + sun + moon
+ body tide

Sun + moon + body
tide

J_ —5"..
£. 44

Interval
(days)

1
1
1
12
1
1

1

6
,

1

1
1
1

Geos 1 Geos 3
a (m) a (m)

0.01 0.01
0.01 0.01
0.04

0.06
0.19
0.01

*
0.22

0.36

0.12

0.12
0.25***
0.24

* The integrator used a variable step size.
T The dynamical effects of the moving equator are
not included in either the numerical integrator
or the analytical theory.

$ The integrator used a fixed step size of 0.5
sec.

** The integrator used a fixed step size of 0.25
sec.
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e.= 250 t on
TABLE 3. Orbital Characteristics of Lageos

where t is in days. Two trajectories that differ
by more than 2.5 m can be fit to an accuracy of
22 cm. Clearly, the process of fitting mean
elements was able to adjust or compensate for
the difference between the two trajectories. This
difference is due to errors in the numerical-
integration algorithm, and at this point, it is
not known what is the true trajectory. The nature
of the integration error is that much of it can
be absorbed in the mean elements of the analytical
theory. In fact, this should not be surprising.
An along-track acceleration can be modeled by a
change in the mean motion. In any event, what
can be said is that short-period perturbations
can be modeled with an accuracy- of 22 cm. The
limiting factor in this assessment may be either
the theoretical expressions or the trajectory;
further investigation is warranted.

A similar situation obtains in the case of
lunisolar perturbations, where the principal
effects are of much longer period than 1 day and
cannot be evaluated with such a short interval.
The short-period terms have an amplitude of about
1 m for Geos-type satellites. From the tests out-
lined in Table 2, these terms are computed to
12 cm, or about 10%. We could expect to have more
than two digits even from the simplest theory.
The lunisolar perturbations and the tesseral
harmonics share the common factor that the dis-
turbing function explicity contains the time.
This is not true for the zonal harmonics, where
the disturbing function depends only on position.
This factor may limit the accuracy of either the
numerical integration or the analytical solutions.

Analysis of the Data

Analysis of tracking data is performed prima-
rily to obtain geophysical information; a
secondary consideration is verification of the
models. (In the latter, I do not include the
determination of numerical parameters, which fall
under the primary objective.) In the results
given here, both considerations are important.
The first set of data will concern the Lageos
satellite, which has exhibited some small and un-
expected orbital changes. The second set of data
is on the Geos 1 and Geos 2 satellites, which
provide useful information about ocean tides and
core-mantle resonance. Since in both cases the
results cannot be unambiguously checked, they are
open to interpretation and are potentially sub-
ject to errors or oversights in the very complex
software packages used in analyzing tracking data.

The Lageos satellite was designed to be a
stable platform, with a well-defined orbit. Its
orbital characteristics, given in Table 3, were
carefully chosen in several respects: The orbit
is sufficiently high that the effects of the
anomalous gravity field are reduced, minimizing
the uncertainty in ephemeris calculation. The
mean motion minimizes any resonances with the
gravity field. The very small area-to-mass ratio
reduces the size of nongravitational perturbations
(solar pressure, albedo pressure, and atmospheric
drag). The symmetrical cross section allows

a = 12.270 x 10 m
e = 0.0046
I = 109?86
n = 6.3866 rev/day

A/m = 0.0069 cm2/g

greatest ease in attempting to model these forces.
Most important is that Lageos is equipped with
cube-corner reflectors, which enables precision
laser ranging to be done. Orbits for the first
586 days of the satellite's lifetime have been
computed, from which it can be immediately seen
that indeed the overall objectives have been met
and the orbit is known very well.

Figure 1 is a plot of the semimajor axis of
Lageos. These are independently determined values,
each based on 8 days of tracking data. The per-
turbations described above have all been included,
and the remarkable 50-cm decrease in the semi-
major axis is an unmodeled effect. A candidate
source for this effect is the use of an in-
appropriate value of A/m in calculating radiation-
pressure and albedo perturbations. Over this
interval, the radiation pressure contributed a
20-on decrease in the semimajor axis, and the
albedo, an additional 10 cm. To compensate for
the full 50-cm decrease, however, A/m would have
to be increased by a factor of 2.7, far outside
the plausable uncertainty in A/m; in addition,
increases in the specular diffuse coefficient,
which ranges from 1 to 1.44, and in -the solar
constant would be necessary. A second candidate
is drag from the.neutral atmosphere. The'
equivalent drag is enormous, amounting to that
occurring at altitudes of 2000 km, but adding
significant drag will reduce the good agreement
in other orbital elements. In fact, most atmos-
pheric models do not attempt to model drag above
2000 km, and our knowledge of atmospheric drag at
6000-km altitudes is extremely limited. Some sort
of charge buildup and interaction with the
magnetosphere is also possible, and a model of
that should be explored. However, we would expect
to see some change in a corresponding to changing
magnetospheric conditions. Nonisotropic radiation
of heat is another possibility. Again, we would
expect to see a change as the spacecraft spins
down. A final possibility is the Poynting
Robertson effect [Robertson, 1937]. This effect,
which is viewed in celestial mechanics as an
aberration, is due to the conservation of momentum
of photons reradiated from the satellite both
along and opposite the motion. The effect is
always along track and has the same effect as

drag; it can be calculated based on the incoming
flux or in terms of the temperature at which the
photons are reradiated. This distinction is
important if radiation'from the earth contributes
significantly to the temperature of the satellite.

Figure 2 presents the variation in -inclination
for Lageos over the same period. Owing to the
essentially equatorial distribution of laser
tracking stations, the satellite is not observed
at maximum latitude and the inclination is not
so well determined as possible. With improved
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models, some coming from this work, the inclina-
tion and other orbital elements will be computed
with greater accuracy. However, even now, some
useful information can be derived on the tides;
this is discussed in the following.

The study of tides is one of the fruitful
applications of long-period perturbations. As

Lambeck et al. [1974] showed, ocean tides as well
as body tides give rise to sensible perturbations
in close-earth satellites. Currently, not enough
information exists about the tides to make a
definitive analysis, and preliminary results are
given here to illustrate some of the difficulties.
Though sensible, the perturbations are small and
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TABLE 4. Data Analyzed

Geos 1 Geos 2

Inclination
to
n
First time
Last .time
Interval

59?383
0?652/day
-2°246/day
41501 (MJD)
42239 (MJD)
738 days

105? 804
-.l?620/day
l?400/day
41501 (MJD)
42278 (MJD)
777 days

a long time series is needed even to hope to get
good numerical values. Other physical effects,
at or near the tidal perturbation frequencies,
also come into play. For example, some effects
basically cannot be separated; also, there are
some very fundamental gaps in our understanding.

Two series of orbits have been computed on the
Geos 1 and Geos 2 satellites, as summarized in
Table 4. in analyzing the mean elements, a
gravity field and a Love number kj are adopted,
among other constants. We took ^2 = 0.29. The
inclination of these series has been analyzed and
interpreted as a perturbation due to ocean tides.

Individual tidal constituents can be isolated
by the frequency. In performing harmonic analysis,
we should also determine terms that should exist
owing to other effects. For example, odd zonal
harmonics of the gravity field will not be known
without error, and hence a term in sin to will
arise in the data. Such a term could obviously
be used to improve knowledge of the odd zonal
harmonics. Also, we suspect that any analytical
theory will have an error term that is called
mixed secular, i.e., t cos cot, and such' a term'
should be introduced.

The harmonic analysis was performed for the
tidal constituents K2S + K2M, S2, K1S + KIM, and
PI. The M2 and 01 tides could also be studied,
but their periods are much shorter, 10 to 15 days.
Table 5 gives the results of applying equation
(1) to the observed variations in inclination.
Also listed in Table 5 are the periods of the

satellite perturbations, values for some constit-
uents from terrestrial observations [Lambeck,
1975], and results of similar analysis by
Felsentreger et al. [1976]. The fully normalized
coefficients in complex form are given, together
with the equivalent amplitude and phase, as is
conventionally published for ease of comparison.
In general, the complex tidal component is
determined to about 1%.

The first thing to note is that for Geos 2, the
rates of perigee cb and node i'i are almost equal and
opposite. Therefore, with a relatively short
time series, the terms in sin/cos fi arising from
K1S + KIM cannot easily be separated from the
sin co term arising from the uncertainty in the odd
zonal harmonic. The first values in Table 5 for
that constituent represent an attempt to obtain
both quantities. The second line corresponds to
not including a sin co term in the harmonic
analysis; this result is more plausible and agrees
with Felsentreger et al.

A similar circumstance occurs with K2S + K2M,
in which case, we adopt values not including a
cos 2co term, which is equivalent to assuming no
error in the even zonal harmonics.

The next point concerns the adopted value for
the body tide, expressed in terms "of the Love
number k-. Table 6 provides the change in the
ocean tide's complex amplitude (real part only)
corresponding to the change in Love number k_
from 0.29 (as adopted) to 0.302, the-value
obtained .from Farrell [1972]. These changes are
comparable to the derived amplitudes and would
have a significant effect on any interpretation
made of the ocean-tide values. Furthermore, if
we adopt Molodensky's theoretical model for the
change of Love number k2 with frequency, then the
amplitudes of the derived ocean tide would be
modified by the values given in the last column
of Table 6.

Another aspect of the ocean tide is that each
tidal constituent os gives rise to a complete
spherical-harmonics description of the ocean tide
and a set of harmonics' Urns- The satellite orbit

TABLE 5. Ocean Tides Determined from Satellite Data

Darwin Doodson

K2S + K2M

S2
K1S + KIM

PI

275555

273555
165555

163555

Period

(days)

BO

56
160

85

<

1.711

2.660
2.130

-4.779

£7 tin '
(cm)

+ 0.931i

- 0.2261
+ 3.6761

+ 1.3761

c+

(on)

.1.26

1.72
5.49

6.42

+

(deg)

29

355
60

164

Period

(days)

128

433
257

631

Of, C*& tin ft m
(cm) (cm)

0.791 - 2.2351 1.53
0.598 + 0.5361 0.52
2.817 + 2.6061 2.48

13.260 - 7.3891
5.30 - 2.441 7.54
1.707 +'1.1281 2.63

•f

(deg)

289
42

319

335
33

Period Of? C*
& tm tm

(days) (cm) (cm)

280 -0.321 + 2.5881 1.683

221 -0.349 + 2.644i 3.43

e+

(deg)

97

98

Lambeck 11975)

(cm) (deg)

Felsentreger et al. C1976)

(deg) (cm) (deg)

S2
K1S H
PI

273555
h KIM 165555

163555

3.59
3.
0.
.3
.7

•327
318
140

1.7
8.8
S.O

350
345
178

1.0
5
4
.7
.9

62
334
127

Includes atmospheric tide.
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TABLE 6. Equivalent Ocean Tide

Tide

M2
K2
S2
Nl
PI
01

V
0.90809
0.11498
0.42248
-.53011
.17543
. 37694

AC (cm)

1.908
0.242
.888

-1.114
.369
.792

k2

0.3015
0.3015
0.3015
.2609
.2898
.3001

*C*m «»>

1.8288
0.2316
0.8508
2.7014
-0.0061
0.6667

Finally, some new information should come from
analysis of Lageos data. The unexplained secular
decrease in semimajor axis will not hinder the
planned purposes of Lageos. In all other re-
spects, the satellite is being used as it was
intended.
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Abstract. The determination of very precise
orbits and geodynamic parameters from laser
tracking data requires the continual development
and improvement of the software systems and
computational techniques. Computational accura-
cies at the few centimeter level are presently
required to match the performance of the present
day laser ranging systems and altimeters and in
the next few years the accuracies are expected
to increase further. In this paper and the major
error sources in orbit determination are briefly
discussed and the present and future modeling
activities needed to meet the accuracy require-
ments of the next few years are described.

Introduction

The precise computation of the motion of earth
satellites has become a critical component of
several space techniques for studying the earth.
Perhaps the two most relevant at the present time
are the computation of orbits for the determina-
tion of crustal motions and the computation of
orbits for altimeter satellites. These and other
applications require orbital accuracies in the
centimeter range and challenge our present-day
capability to accurately model many of the forces
that perturb satellites and also our computational
techniques. Laser ranging systems operated by
NASA Goddard Space Flight Center are now at about
the 5 cm accuracy level and systems capable of
2 cm are presently under development (Silverberg,
this volume). However, our present ability to
determine the orbits of satellites has not yet
achieved the same level of accuracy and histori-
cally orbital accuracy has lagged behind the
observational accuracy by several years because
the improved observations are needed to improve
upon the models for the spacecraft behavior.
This situation is particularly true for the
gravity field, which for most satellites and
applications is still the largest source of
orbital error.

Figure 1 shows the developmetn of orbit deter-
mination for arc lengths of three to five revolu-
tions over the last several years in comparison
with the improvement in the quality of laser
rajige measurements. Figure 1 represents the
situation for a typical low altitude spacecraft;
such as Beacon Explorer C or GEOS-3 which have
altitudes of about 1000 km or less. For most
higher altitude satellites, such as Lageos at
6000 km, the orbital fit will be closer to the
data quality. Another important consideration
in interpreting Figure 1 is that the orbit fit
curve is largely based on the experience in the
San Andreas fault experiment (Smith, et al.r
1979) in which two or three laser tracking sta-
tions within one or two thousand kilometers of
each other were used. If these stations had

Proc. of the 9th GEOP Conference, An Internalional Symposium on the Applications of
Geodesy 10 Geodynamics. October7-5. 7975. Dept. of Geodetic Science Rept. No. 280, The
Ohio State Univ.. Columbus, Ohio 43210.

been on different continents the fit might have
been larger.

For these short orbital arcs of a few revolu-
tions (3 to 8 hours) the largest source of error
in the orbital computations is usually the gravity
field but as the arc length increases to days,
weeks, and months other sources of error usually
begin to dominate. Figure 2 illustrates the way
the orbit error typically grows as a function of
arc length for the major perturbing forces. The
vertical axis is arbitrary in scale and is only
representative of the relative magnitudes. The
exact variation of each of the curves will depend
on the satellite, its orbit and the sophistica-
tion of the modeling of the perturbing force used
in the orbit computation. For example, numerical
errors in the computations are usually negligible
if an analytical theory is being used for the
spacecraft motion but can become extremely impor-
tant if a numerical integration system is used
because the error accumulates as the arc length
increases.

At GSFC the major software system for the
computation of precision orbits is the Geodyn
program (Putney, 1977). This program system has
the ability to determine orbits from a variety
of tracking data types and is capable of esti-
mating various geophysical parameters such as
polar motion and earth rotation, tidal para-
meters, geopotential coefficients, as well as
parameters associated with the perturbing forces,
such as drag coefficients, and measurement errors,
such as range biases.

In the following section the status of our
modeling of the different perturbing forces at
GSFC will be briefly described together with our
plans for future improvements.

Orbital Perturbing Forces

Gravity
One of the areas that has shown greatest

improvement during the last decade has been our
knowledge of the gravity field of the earth. The
inclusion of high precision range measurements
from laser tracking systems and Unified S-Band
doppler data and, more recently, altimeter data
has enabled our definition of the gravity field
to extend out to degree and order 36 with
specialized altimeter and surface gravity solu-
tions extending out to degree and order 180.
These new fields (Goddard Earth Models - GEM)
developed at GSFC have permitted improvements of
at least an order of magnitude in the determina-
tion of short orbital arcs of satellites over the
past decade. Figure 3 shows a comparison of the
abilities of three gravity models, GEM's 1, 7
and 9, to fit five consecutive passes of laser
data from a single tracking station. These five
passes, obtained at GSFC in 1974 on the Beacon
Explorer C satellite, when analyzed by the GEM 1
gravity field developed in 1970-71 (Smith, et al.,
1973) could only be satisfied at the 2 meter
level even though the data was of 10 cm quality.
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The same data analyzed a few years later with
ghe GEM 7 model (Wagner, et al., 1977) could be
satisfied to about the 50 centimeter level and
more recently the GEM 9 (Lerch, et al., 1978)
model fits to 12 cm. The improvement from GEM 1
to GEM 9 has been brought about largely by the
inclusion in the later models of large quantities
of laser tracking data on several satellites,
particularly GEOS-3, but not the Beacon Explorer
C data shown in Figure 3. The slight curvature
of the GEM 9 results in Figure 3 show that some
gravitational signature still exists in the data
and that some improvement still remains to be
made although this may well be the most difficult.

For longer arcs the gravity error increases
to about the 50 cm to 1 meter level after one
week with the GEM 9 field for low altitude satel-
lites such as Lageos, reaching 50 cm after about
one month.

The present plans at GSFC are to continue to
improve our knowledge of the gravity field so
that the locations of mobile and fixed laser sta-
tions can be determined to the few centimeter

. level for the precise measurement of crustal
motions; and also for the precise analysis of the
GEOS-3 and Seasat altimeter data.

Air Drag
As the orbital arc length increases the second

most important perturbing force (after gravity)
for low altitude satellites is usually the effect
of air drag. The general form of the perturba^
tion is

accel. = -• — C — p v2

where Cp is the drag coefficient, A is the space-
craft cross-sectional area, M is the spacecraft
mass, p is the air density and v is the space-
craft velocity. At the present time the density
models used in computing the drag acceleration
are based on the work of Jacchia and include
variations in solar activity, diurnal terms,
geomagnetic effects and semi-annual and seasonal
latitude variations. In order to improve the
responsiveness of the model to unmodeled changes
in density we have introduced a time dependent
parameter (p) that enables us to account for
systemated changes during the orbital arc. In
addition, we are introducing a capability to
estimate the drag coefficients (C ) for specific
periods during the orbital arc. Thus it will be
possible to vary the drag coefficient from one
day to the next and thereby modify the drag ac-
celeration without any change to the density
model. We believe this may accomodate density
changes that last for short periods of time that
are not represented in our models.

Another capability that exists in the GSFC
Geodyn program is to accurately model the cross-
sectional area of the spacecraft. This facility
was introduced for the Beacon Explorer C, GEOS-3
and Seasat spacecraft because of their irregu-
larity in shape and the need for very precise
orbit calculations on these satellites. In all
these cases drag was a major influence in the
orbit computations and inclusion of a variable
cross-sectional area could improve upon the
computational accuracy. The technique is incor-

porated by computing externally to the main pro-
gram the cross-sectional area as a function of
angle of incidence and including this information
in tabular form in the orbit program. At each
integration step the appropriate area is deduced
from the table and used in the drag calculations.

Solar Radiation Pressure
The form of the perturbation by solar radia-

tion pressure is

, _ A (solar constant)
accel. = - CR

where CR is a constant that accounts for the type
of reflection, specular diffuse, etc., that is
taking place at the satellite, ̂  is the area (A)
to mass (M) ratio and C is the velocity of light.
The model used in the Geodyn program includes a
solar flux varying with solar distance, and
approximations for absorption and refraction at
the terminator. The incident area is variable
in the same manner as for air drag and takes into
account spacecraft attitude, shape, shadowing
and varying reflective properties over the
spacecraft. Although these computations are
reasonably precise we believe that errors are
occurring at the umbra/penumbra/full sunlight
boundaries where the numerical integration
procedure jumps over one or even two boundaries
in one step. The effect of this error is esti^
mated to be a slight offset in the boundary
location.

Albedo Radiation Pressure
At the present time we do not have an albedo

model in our orbit computation program but one
is under consideration. The basic form of the
perturbation is

„ A (Albedo) ,R.
Accel. = - CR - = (-)

and is similar to that for solar radiation pres-
sure except for the (R/D) term which shows that
the acceleration follows the inverse square law
(R is the earth radius, D is the radial distance
of the satellite). The difficulty with evalua-
ting this perturbing force is that the albedo is
variable in both space and time and needs to be
evaluated at every integration step for the en-
tire surface of the earth observable from the
spacecraft. This procedure is computationally
very time consuming. Simplification of the
albedo into only day/night effects, for example,
will probably underestimate the effect and pro-
vide deceiving results. Our present considera-
tions are directed towards the computation of
the long-term effects of albedo by digitally
representing seasonal albedo maps of the world
derived from satellite meteorological data.

Earth and Ocean Tides
Our present modeling of earth tides in the

Geodyn program is a single second degree spheri-
cal harmonic with one amplitude and phase. This
model is used to compute the gravitational effects
of earth tides on the satellite orbit and to
compute the body tides on the locations of the
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tracking stations. Our ocean tide models only
account for the displacement of the ocean surface
(Hendershott model globally, Mofjeld in Northwest
Atlantic) for the analysis of satellite altimeter
data and do not include the gravitational effect
on the satellite. However, considerable accomo-
dation of the ocean tide effect on the orbit can
be achieved by suitable modification of the solid
earth tidal amplitude and phase. For example,
for Beacon Explorer C we were able to model
approximately 90 to 95% of the combined long
period earth and ocean tidal perturbation of the
satellite with a Love number (k2) of 0.245, and
a phase lag of 3.2 degrees (Smith, et al., 1972)
used in the solid earth tide model. This
accomodation of the oceans within the earth model
ignores any frequency dependent terms in either
the earth or ocean tides. Consequently, we are
planning to allow for a frequency dependence of
both the amplitude and phase of the solid-earth
which we expect to permit complete accomodation
of the ocean tides. In addition, we expect to
incorporate a spherical harmonic representation
of the major ocean tides (M2, S_, K , K , N ,

O , P , etc), derived from the numerical integra-
tion of Laplace's tidal equations, into our
program system so that we can use these models
for both altimetry and orbital analysis and also
be able to use altimetry and orbital data to
improve on the coefficients in the tidal
expansions.

Numerical Problems
Numerical integration systems introduce errors

of rounding and truncation into the orbit calcu-
lations that can become significant for long
orbital arcs. In the Geodyn program system a
typical step size within the integrator will be
about sixty seconds but as the size of the gra-
vity models has increased we are finding that
this figure needs to be reduced to perhaps forty
seconds in order to properly account for the high
frequency terms; and the CPU time increases
accordingly. Generally, with step sizes of the
order of sixty seconds integration error can be
kept to the order of a meter after about 30 days.
This error is also predominantly along track and
is an acceleration similar to drag. Thus, if
drag is being adjusted in the orbit determination
process then the integration error will be largely
absorbed into the adjustment. In this case inte-
gration error is not a major contributor to orbit
error.

Another aspect of numerical problems in orbit
determination is the core size required to deter-
mine large spherical harmonic gravity fields and
associated station coordinates. Some of our
large gravity field and station coordinate solu-
tions have nearly 2,000 unknowns and require
several million bytes on an IBM 360/95 type
computer. This storage is not always available
and if the computations are attempted in smaller
core the CPU and/or 10 time increases. Nearly
all our computations in satellite orbit, geodesy
and geodynamics are requiring greater accuracy
today than a few years ago and this means an
increase in both CPU time and core storage.

Because of this need for additional precision
and complexity in the computations we are giving

U)
OL
LJ
I-
LU
•z.

Ul
u

ORBITAL FIT (3-5 REVS)

YEARS

. Fig. 1. Development of orbit determination
capability.

consideration to the advantages and disadvantages
of parallel processor computers and dedicated
minicomputers for some of this work.

Conclusions

The application of satellite geodetic techni-
ques to problems in solid earth and ocean
dynamics is requiring ever increasing accuracy in
the computation of satellite orbits. This need
presents considerable difficulty in the modeling
of the many perturbing forces that influence the
spacecraft motion. With increasing complexity
and accuracy is the need for faster and larger
computing facilities.

In this paper I have briefly described the .
status of the major GSFC orbit and geodynamic
parameter estimation program (Geodyn) and the
degree of complexity that we are finding neces-
sary to meet orbital and geophysical accuracies.
The computing of precision orbits at the centi-
meter level is difficult to obtain and even more
difficult to maintain for any length of time and
may have to be limited to satellites, such as
Lageos, that are carefully configured to mini- «
mize the perturbing forces.
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Abstract. Since the force of gravity is inverse-
ly proportional to the square of the distance be-
tween two masses, it is obvious that the effect of
small gravitational anomalies on the motion of an
orbiting satellite will increase as the satellite
altitude decreases. However, at very low altitudes,
the effect of atmospheric drag results in drastical-
ly reduced orbit lifetimes and considerable uncer-
tainty in satellite motions. The concept suggested
herein employs a Disturbance compensation System
(DISCOS) on each of a pair of satellites at very
low altitudes to provide refined measurements of
the earth's gravitational field. The DISCOS main-
tains the satellites in orbit and essentially elim-
inates motion uncertainties due mostly to drag and
to a lesser extent from solar radiation pressure.
By a closed-loop measurement of the relative range-
rate between the two low satellites, one can de-
termine the earth's gravitational field with a
considerably greater accuracy than could be ob-
tained by tracking a single satellite.

Introduction

Since the advent of artificial satellites of the
earth, the science of geodesy has advanced with re-
markable rapidity. Without employing orbiting sat-
ellites, our knowledge of the earth's gravity field
could not be determined to nearly the level to
which it is now known. This improved knowledge of
geodesy is accomplished essentially by studying the
long period motions of orbiting satellites, partic-
ularly satellites at quite moderate altitudes. The
lower the altitude of the satellite, the more pro-
nounced the gravitational effect of the earth's
gravity field, particularly the higher order har-
•monics. Although it is obviously desirable to go
to still lower altitudes, the uncertainty of the
along track force caused by air drag results in a
severe degradation of the accuracy to which the
satellite motion can be measured.

To determine the earth's gravity field, with
greater precision it is necessary to make increas-
ingly more accurate measurements of the satellite's
motion. A basic limitation in the use of a single
satellite to determine the earth's gravity field is
that it is very difficult to measure the minute
difference in velocity of the low orbiting satel-
lite due to small gravitational effects in the
presence of the overwhelming 7 kms/sec of satellite
orbit velocity. • • . •

Suggested herein is the concept of providing a
drag-free capability to each one of a pair of sat-
ellites at very low altitudes. The principal ad-
vantages of such a system are that l) A drag free
system allows the satellite to go to extremely low
altitudes where they are most sensitive to gravi-
tational anomalies and meaningful velocity measure-
ments can be accomplished because the satellite is

Proc. of the 9th GEOP Conference. Aft International Symposium on the Applications of
Geodesy to Ceodynnmics. October 2-5.1978. Dept. of Geodetic Science Rept. No. 280. The
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Fig. 1 Illustration of DISCOS as used on the Triad Satellite

free of the effects of atmospheric drag; 2) Pre-
cise measurements of the relative velocities of
two satellites in identical orbits is vastly sim-
pler than the measurement of the absolute velocity
of a single satellite. This is because it is less
difficult to directly measure a small quantity
rather than to make a measurement of a small quant-
tity in the presence of a very large quantity.

DISCOS Concept and Performance

A Disturbance Compensation System (DISCOS) has
been shown to perform satisfactorily in orbit on
the TRIAD satellite. An illustration of a single
axis of the three-axis DISCOS system that was used
on TRIAD is shown in Figure 1. The TRIAD satellite
was extended in the vertical direction to achieve
gravity-gradient stabilization. As such, it pre-
sented a considerable cross-sectional area on which
the atmosphere acted to create drag. At the center
of the satellite was a dense spherical mass called
the proof mass which was contained within a spher-
ical cavity that shielded the proof mass from the
effect of external disturbance forces such as solar
radiation pressure and air drag. Contained within
the spherical cavity at the center of the satellite
was an imaginary spherical cavity known as the dead
zone. When the effect of drag was sufficient to
push the satellite backward until the dead zone
touched the surface of the proof mass, the aft
thruster fired thereby causing the satellite to
move forward relative to the proof mass. By this
means, the proof mass was allowed to fly in an or-
bit determined purely by gravitational forces, and
the satellite, because of the DISCOS system, was
constrained to follow the motion of the proof mass.
In Figure 2 is shown a particular 12 minute period
of data collected from the TRIAD satellite. In
this figure is shown the along-track position on
the proof mass expressed in millimeters as a func-
tion of time from the start of a pass of the satel-
lite. During the time of this pass, the principal
disturbance force on the satellite was drag, so that
at approximately one minute of time, the integrated
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drag force was sufficient to cause the proof mass to
touch the imaginary dead zone. This is a consequence
of 1.0 mm of motion of the proof mass from the geo-
metric center of the cavity. At that point, which
is shown in Figure 2 as the first of three "Aft
Thruster Fires" indications, the impulse of the aft
thruster causes a velocity of the satellite rela-
tive to the proof mass such that proof mass has an
apparent motion back towards the geometric center
of the cavity. However, due to the fact that the
drag forces are continuing at this time, the proof
mass never reaches the center of the cavity. Four
minutes after the .first of the thruster firings,
the proof mass again touches the dead zone. The
parabolic shape of the displacement curve of the
proof mass as a function of time is an indication
of an essentially constant drag force during this
four minute period. From the times of 5 minutes to
approximately 11 minutes, the satellite is again
pushed away from the proof mass but this time the
different shape of the essentially parabolic curve
indicates that the drag force at that time was
smaller. Finally we see at 11 minutes the third of
the firings of the aft thruster. This data is typ-
ical of what occurs in a DISCOS system as the fir-
ing of the thrusters are used to keep the proof
mass centered in the satellite's spherical cavity.

Application of DISCOS to Satellites
at Very Low Altitude

The TRIAD satellite containing the first three-
axis DISCOS flew at an altitude of approximately
700 km and used three pounds of cold gas (Freon)
propellant to achieve 18 months of drag free oper-
ation. If one is to maintain a spacecraft at a
much lower altitude or if one is to maintain drag
free operation for a longer period of time more
total impulse from the propellant is required.
This can be accomplished either by providing a
greater quantity of propellant and/or by providing
a much higher specific impulse as compared with
cold gas. In Figure 3 is shown the concept of a
satellite which could be one of a pair used in a
drag free lo-lo system for obtaining more refined
measurements of the earth's gravity field. The
satellite shown in Figure 3 has a DISCOS system at
its center mass and two very large tanks contain-
ing propellant (e.g., hydrazine) located symmet-
rically on each side. It is estimated that for'a
satellite of this size, 2000 kilograms of hydra-
zine could be readily provided. Figure 3 also
shows the concept of simple angular momentum fly-
wheel that could be used to stabilize the-satellite
in roll while aerodynamic forces could be used to
stabilize the satellite in pitch and yaw. A radar
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. Fig. 2 DISCOS proof mass motion.

altimeter is shown which might provide improved
data on ocean surface topography which of course
could contribute materially to our knowledge of
the earth's gravity field and ocean dynamics.
Furthermore, this concept shows a vector and sca-
lar magnetometers which are indicative of another

class of measurement which is best accomplished
with satellites at very low altitudes.

In Figure k is shown the propellant usage for
such a satellite in the altitude region between
100 and 250 kms. The propellant usage in Figure
4 is expressed in kilograms/month for a satellite
using hydrazine as the DISCOS system propellant
and having a frontal area of 1 square meter. Two
curves are shown in Figure k', one for a solar min-
imum and the other for a solar maximum. If a sat-
ellite such as that shown in Figure 3 can contain
2000 kilograms of hydrazine, it will provide ap-
proximately 2 months of drag-free operation at a
125 km and approximately 20 months operation (at
a solar minimum).at an altitude of 150 km.

A .consideration which makes the satellite con-
cept as shown in Figure 3 reasonable from a cost
standpoint is the advent of the Shuttle as a launch
vehicle. The Shuttle is particularly well suited
to launch satellites that are extremely heavy but
that require very low altitude for their operation.
If longer times in orbit are required, the Shuttle
astronauts could rendezvous with the pair of drag-
free satellites and refuel these spacecraft in-
orbit. Although there would be times when it is
desirable to fly the satellite at altitudes as low
as 125 to 150 kilometers, most of the time a con-
siderable improvement in the knowledge of the
earth's gravity field would result from flying the
satellites at altitudes in the region of 250 kilo-
meters. At such an altitude, even at the solar
maximum, 2000 kilograms of hydrazine would provide
approximately 200 months of in-orbit operation
without refueling. This mission duration time
would be satisfactory for significantly improving
the accuracy to which we know of the earth's
gravitational field.

Another effect that must be.considered in al-
lowing spacecraft to fly at extremely low'altitudes
is the aerodynamic heating that results from fric-
tion of the high speed spacecraft with the earth's
atmosphere. In Figure 5 is shown the temperature
at the stagnation point which would be obtained at
the leading surface of a satellite that was flying
at altitudes between 100 and 250 kilometers. The
assumptions here are that the front surface has an
infra-red emmisivity of 0.8 and there is no energy
input from the sun. From these curves (which show
solar maximum and solar minimum), it can be seen
that at an altitude of 125 kilometers, the skin
temperature at the stagnation point under the con-
ditions described above is below 300°C. Such a
temperature could readily be withstood even by .
aluminum. When one rises to an altitude of 150
kilometers, Figure 5 shows that the temperature
of the front surface is not very much different
from room temperature and therefore would not
compromise the design of a spacecraft. In essence,
Figure 5 shows us that there is no significant
temperature barrier to operatiag a single satellite
or a pair of satellites at extremely low altitudes;
i.e., above 125 tan.
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Analysis of Lo-Lo System of Satellites

In this section, an approximate expression is
developed for the relationship between the gravita-
tional environment and the relative range-rate be-
tween the satellites of a lo-lo system. Through
judicious approximations an analytic formulation
can be obtained. This is useful to enhance concep-
tual understanding and to provide a basis for eval-
uating and interpreting the more detailed numerical
simulation which follow.

Assume that the two satellites in Figure 6 are
in Identical circular orbits but separated in phase
by the angle a and have mean anomalies. Mj_ where i =
1 or 2 which identifies each one of the two space-
craft. Let T be the kinetic energy per unit mass
and U the gravitational energy per unit mass. If
the rotation of the gravitational field is neglected
it is possible to introduce the principle of conser-
vation of energy

T + U K (1)

where K is a constant. Let L^, H£, C^ be the spa-
tial perturbations of the spacecraft from the cir-
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Fig. 5 Effect of altitude on stagnation temperature.

Fig. 6 Geometry of lo-lo system of satellites and
definition of Lj, Cj, Hj coordinate systems,
i = 1 to 2.
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cular reference orbit consistent with the reference
systems in the figure. Then ' •

2 . ,-, £1 (2)

where v is the nominal circular velocity. Let

U = V - -a (3)

where V is the perturbing potential per unit mass,
k is the gravitational constant and a the radius to
the satellite. Substituting Eqs. (2) and (3), Eq.
.(l) gives

1 v * + v2 o n = K

00

The bracketed term is of second order since L.,
Hi, Ci « VQ and can be neglected.

For closed circular motion

(5)

and

(If
Substituting Eqs. (5) and (6) into Eq. (1).) give

-1
(7)

The relative range-rate between the two spacecraft
in the same plane is

p = (Hj_ + Hg) sin | + (^ - Lg) cos | . (8)

For small separation distances, i.e., a small, it
is appropriate the range-rate be

which using Eq. (7) becomes

-1

(9)

(10)

Under the assumptions stated, this equation demon-
strates that the relative range-rate is a measure
of the difference in the perturbing potential. This
result has been previously derived by Wolff [1969]
and Comfort [1973J• Now, let the perturbing poten-
tial be expressed by

(U)

where F is soley a function of the inclination
and

(i-m)even

Cos|U-2p)(Mfu

(i-m)even

(i-m)odd

(13)

Sin|(i-2p)(tt4-u)>m(o-e)

where R is a scaling distance, w the argument of
perigee, fl the right ascension of the ascending
note, 9 the Greenwich sidereal time and I and m
the order and degree respectively. For a polar
satellite (fl-9) is constant since the rotation of
the earth has been neglected here. Consequently
V« is a harmonic function with arguments (i-2p)
(Mho).

Partitioning the potential in components V^
permits Eq. (10) to be rewritten as

where

For the lo-lo configuration

HL = M + | , Mg = M-

so that

(16)

(17)

where Ŝ mp is the derivative of Ŝ mp with respect
to its argument and <ju=un =u>2, n=fli=fl2' Substi-
tuting Eqs. (12) and (17; into Eq. U5) gives

-1/kV

m=o p=o

(18)

For a near circular orbit Kaula [1966] gives

\.e+i p i

The bracketed term represents a function dependent
on the separation of the two spacecraft that modu-
lates the amplitude of the range-rate. This term
demonstrates the tuning capability of the lo-lo
configuration. For a particular value of jj say io,
Eq. (18) shows that frequencies 1Q, to-2, JLo-k, • • •
times (MHu) exist where contributions to the range-
rate with frequency io(tthu) results from coeffi-
cients Cm and Sm such that

n=o p=o

((B'M'n'e) (12) 2P p-0,1,2,' (19)
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In this context, Eq. (19) shows that by selecting so that Eq. (27) can be rewritten as
a separation

V. =
(2n+l)

n = 0,1,2,' (20)
Substituting this into Eq. (15) gives

the contributions to the range-rate from coeffi-
cients C»m and Slm

i, = iQ + 2p p = 0,1,2, ••• (21)

will be doubled. Conversely, all coefficients
such that

2p) n - 0,1,2, ••• (22)

will contribute nothing to the signal. This tuning
capability is illustrated in Figure f. Another way
to conceptualize tuning is to consider the separa-
tion to be such that the variations in the gravita-
tional field are either negatively or positively
correlated. Enhancement in the signal, will occur
with the former and destruction with the latter.

An estimate of the amplitude of the range-rate
for a specific gravity anomaly can be obtained as
follows. The gravity anomaly Ag at the spacecraft
can be written in terms of the disturbing potential

. 2Y.
or -2* (23)

Substituting Eqs. (ll) and (12) for V gives

jjmp

Let Ag be defined by

Ag

where

k I t

m=o p=o

Comparing Eqs. (12) and (26), gives

(25)

(26)

(27)

Since the interest is in recovering a gravity
anomaly whose magnitude is specified at the sur-
face, let

a=R

From Eq. (26), it follows that

Ag,

(28)

(29)

(3D

as the expression for range-rate. The maximum
amplitude for p. will occur at the spacing given
by Eq. (20) where

,+1

>/2 X 3X/2

SATELLITE SEPARATION DISTANCE (S)

Fig. 7 Effect of separation distance on velocity amplification.

This equation has been used as the basis to deter-
mine the accuracy in the range-rate measurement
that is necessary to recover a specified gravity
anomaly. Results are presented in Figure 8 where
the curves represent the amplitude and wavelength
of the gravity anomalies that produce a one way
range-rate of the specified instrument accuracy.
At the longer wavelengths a small angle approxi-
mation for optimum separation becomes less valid.
A recent study by Goldfinger [1978] have shown
that for harmonics of order two even at the opti-
mal spacing the error is less than a factor of 2.

Corruption of the signal by errors in the
knowledge of the initial conditions has been dis-
cussed by Fisacane [1978]• There, a computer sim-
ulation study show that the effects of the initial
condition errors can be effectively eliminated by
high pass filtering.

Velocity Measurement Concept

The relative velocity measuring instrumentation
concept is indicated in Figure 9- The basic method
can be described by thinking of the second satel-
lite as a pure transponder whereby the tone (Nfj_)
transmitted by the first satellite is simply sent
back with a doppler offset resulting from the rel-
ative motion between the satellites. The same
doppler effect would also be experienced on the
return trip resulting in a received frequency of
Nfj_(l - p/c)̂  at the first satellite; where p
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Fig. 10 An example of lo-lo closed-loop link parameters.

represents an average velocity over the measure-
ment interval. If the return signal is then
differenced with the original transmission freq-
uency, the velocity component, approximately
2Nf̂  p/c, will be separated for measurement. The
actual implementation incorporates a frequency
translation in the second satellite to avoid
oscillation difficulties. However, the implemen-
tation provides for removal of both oscillator
offset errors thereby providing the same final
result.

If both oscillators were properly characterized
as having constant but unknown frequencies, i.e.,
having only bias errors, the technique just dis-
cussed would fully remove all oscillator errors.
When time varying errors are included, their ef-
fect can in concept be removed by matching the
delays into the differencing circuits. The delay
shown in the figure between the f]_ oscillator and
the return mixer is intended to carry out this
function. Removal of time varying effects of the
fg oscillator requires that the two delays between
the fp oscillator and the summing circuit in the
second satellite be matched. Assuming that com-
plete oscillator errors are removed by the imple-
mentation, the remaining error sources are due to
phase variations in uncommon circuits, propagation
effects and thermal noise limitations in the link.

Assuming all other effects can be made negligi-
ble, the signal-to-noise performance shown in Fig-
ure 10, can be realized with quite reasonable an-
tenna dimensions and transmission powers. While
the system is not fundamentally limited to this
precision, a high degree of circuit phase stability
will be required to achieve the indicated perform-
ance. Prior to further evaluation of the instru-
mentation limitations, the 10~* mm/sec noise value
is being considered as the practical measurement
limit.

Conclusions

The advent of the shuttle launch system makes
it possible to launch a pair of satellite contain-
ing several thousand kilograms of propellant into
a low altitude orbit.

These large quantities of propellant can be used
in a DISCOS system to maintain a satellite in orbit
and to free the satellite from the otherwise over-
whelming disturbance effects of atmospheric drag.

A pair of such satellites at very low altitudes
can greatly refine our knowledge of the earth's
gravitational field.

Acknowledgments. The authors want to thank
Thomas Thompson and Andrew Goldfinger of the
Applied Physics Laboratory for their assistance
in helping in the preparation of this report.

References

The Staff of the Space Development Department,
The Johns Hopkins University Applied Physics
Laboratory, and The Staff of the Guidance and
Control Laboratory, Stanford University, "A
Satellite Freed of All but Gravitational Forces:
TRIAD I, J. of Spacecraft and Rockets. Vol. 88,
No. 9, PP. 637-&A, 1971*.

218



Wolff, M., "Direct measurements of the Earth's
gravitational potential using a satellite pair,"
Journal of Geophysical Research, vol. 7U. no.
22, 15 Oct. 1969.

Comfort, G., "Direct mapping of gravity anomalies
by using Doppler Tracking between a satellite
pair," Journal of Geophysical Research, vol. 78.
no. 29, 10 Oct. 1973.

Kaula, W. M., Theory of Satellite Geodesy. Blaidsdell,
Waltham, Mass., 1966.

Goldfinger, A., Private communication, November 1978.
Pisacane, V.L., "Filtering of Satellite-to-Satellite

Observations: Low-Low Configuration," presented
at the American Geophysical Union 1977 Spring
Annual Meeting, Washington, D.C., May 30-June 3,
1977; (Acta Astronautica, in press).

219



Page Intentionally Left Blank



Improvements of the Gravity Field from Satellite Techniques /\s
Proposed to the European Space Agency

Ch. Reigber
Lehrstuhl fur Astronomische und Physikalische Geodasie

Technische Universitat Munchen, Federal Republic of Germany

21491

Abstract. The paper gives a sum-
mary of the European Earth Sciences
Space Programme and the requirements
for earth gravity field mapping result-
ing from this programme. Three satel-
lite experiments for gravity field im-
provement proposed to the European
Space Agency in the last years are
shortly characterized. One of these ex-
periments, the low-low-SST-SLALOM ex-
periment, based on laser interfero-
metry for a "two target-one Spacelab
telescope" configuration, is discussed
in more detail. Reasons for the low-
low concept .selection are given and
some mission aspects and a possible
system concept for a compact ranging,
acquisition and tracking system are
presented.

Introduction /

Improvements of our knowledge of 'the
earth's gravity field include improve-
ments in the determination of the size
of spatial features of the spherical
harmonic description of the field as
well as the increase in spatial reso-
lution. So far we are on a continuous
way of gravity field improvements by
space methods since results for the
first four zonal harmonics were pres-
ehted by O'Keefe et al. [1959].

Up to about 1976 besides a slow in-
crease in resolution especially the
accuracy of the resolved harmonic com-
ponents was improved by satellite orbit
perturbation analysis combined with
surface gravity data analysis. But we
were still in the large scale regime
which is classified by wavelengths X
larger than about 1200 km and which
represents signatures of anomaly sour-
ces in the deeper and upper parts of
the earth's mantle.

Beside using these large scale glo-
bal gravity models in satellite geo-
desy for example for satellite orbit
determination and global geoid repre-
sentation Kaula [1972], Marsh and
Marsh [1976] and Lambeck [1976] start-
ed to correlate patterns of the global
free air anomaly field with geological
provinces, convection and density in-
homogeneites, respectively.

Our picture of at least one equi-
potential surface of the earth's gravity
potential - the geoid - cleared up dras-
tically in ocean areas in the last two
years when a number of results from the

Proc. of the 9th OEOP Conference. An International Symposium on the Applications of
Geodesy to Geoiiynamics. October 1-5,1978. Dept. of Geodetic Science Kept. No. 280. The
Ohio State Univ.. Columbus. Ohio 43210.

GEOS 3 altimeter analysis were published
[e.g. Anderle 1978, Marsh et al. 1978,
Rapp 1977].

A quick glance on the preliminary
DOD GEOS 3 geoid [National Research L

Council, 1978] already demonstrates the
high resolution achieved in ocean areas
and the strong visible correlation of
the geoid with geological structures
like oceanic trenches and island arcs.
This example shows that satellite geo-
desy has already obtained geoid features
in the medium wavelength (200< X < 1200
km) and short wavelength (X < 200 km)
region in some parts of the globe and
starts to bridge to small scale geo-
desy, geophysics and geology.

In order to obtain precise medium
and short wavelength gravity informa-
tion over the entire globe - which is
essential for our understanding of
physical characteristics of material in
the asthenosphere, lithosphere and sur-
face topography and of dynamical and
thermodynamical processes in the earth's
interior — continuous theoretical,
technological and financial efforts
have to be undertaken in the 80's.

The European Earth Sciences commu-
nity after having contributed in the
past to gravity field mapping - through
the developement of methods, ground
tracking and satellite instrumentation,
surface and tracking data collection
and analysis of data - has demonstrated
its willingness of contributing to
this aim through the Earth Sciences
Programme proposed to the European
Space Agency during the European Work-
shop on Space Oceanography, Navigation
and Geodynamics (SONG) at Schloss Elmau
in early 1978 [ESA, 1978 a].

Objectives for gravity field
mapping in the European Earth

Sciences Programme

During this workshop two parallel
Earth Sciences Space Programmes for the
next 10-15 years were identified along
with three supporting ground based pro-
grammes which could meet the European
possibilities and requirements. The two
space programmes are (Figure 1) :

- the SOLID EARTH PROGRAMME which is
intended to prepare a possible opera-
tional system for earthquakes predic-
tion. It implies the developement of
a very precise (1-5 cm) position de-
termination system supported by an
Earth Rotation and Polar Motion moni-
toring service and the deployment of
a reasonable number of automatic geo-
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SONG-Workshop Space Programme Proposal

Fig. 1. Modified version of the Steering Comittee's scheme of the
SONG-Workshop Space Programme Proposal [Kovalevsky et al. , 1978],

physical stations on ground;

- the SURFACE STUDIES PROGRAMME which is
aimed at a global study of the oceans
and the ice coverage of the earth for
better understanding of the physics of
the hydrosphere and its relation with
the atmosphere. It implies the launch
of a "Geoid Satellite" for highly
precise geoid mapping subsequent to
possible missions of prototype in-
strumentation launched by the two
forthcoming European Space Transpor-
tation Systems SPACELAB and ARIANE.
.The reasons for fine structure grav-

ity field mapping in the context of
these two programmes are:

Solid earth programme

- Determination of accurate satellite
orbits resulting in improved station
position, polar motion and earth
rotation results and vice versa.

- Investigation and modelling of mecha-
nisms and processes which form and/or
move lithospheric plates for develop-
ing earthquake prediction models on a
regional or global scale.

Surface programme

- Precise geoid determination with spa-
tial resolution down to 200 km as

global or regional static reference
surface for investigation of general
ocean circulation, current systems and
tides.

- Recovery of detailed regional struc-
tures of the gravity field on conti-
nents and continental margins for re-
source exploitation and lithospheric
structure description.

Space Experiments proposed to ESA

Already before the formulation of the
Earth Sciences Space Programme three
space experiments were proposed to the
European Space Agency which - with ap-
propriate mission and system character-
istics - could meet most of the gravity
requirements in the Solid Earth and
Surface studies programmes.

These experiments are:

- The DUMB BELL gravity gradient sen-
sor put forward by G. Colombo to the•
Agency [c.f. European Space Agency
1976, Colombo et al. 1976].
The Dumb Bell system is a space borne
gradiometer consisting of two space-
crafts which are connected by a long
(10-20 km) wire and was proposed to
be launched in a low perigee
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(q fa 300 km) near polar orbit by a
conventional launch vehicle. Because
of the extremly long arm the system
would be much more sensitive to local
gravity features than usual space
borne gradiometer systems [e.g. For-
ward, 1973] if system noise could be
kept small.

- The TWIN PROBE experiment submitted
to ESA by Bertotti and Querzola [1977].
In its proposed form the experiment
constitutes a low orbit satellite-to-
satellite tracking experiment between
Spacelab and a specific arrangement
of target satellites, in order to get
rid of nongravitational forces. The
method consists of two equal pairs of
target satellites, each pair composed
of two dense and equally shaped satel-
lites but different in mass. With the
masses M1, M" and the positions X!,
X1.' of the ith-pair it is possible to
derive on the basis of the principle
of equivalence.the position of an
ideal point [Bertotti and Colombo,
1972] Xi =(M'Xj - M"XV)/(M' - M")
which does not feel surface forces in
case_the surface forces at positions
X.', XV can be assumed to be equal.
Applying this method to both pairs of
twin probes one obtains in principle
the pure gravitational orbits X^(t),
Xg(t) of the two ideal points where
the orbits or the relative motion bet-
ween the two ideal points have to be
reconstruncted from measurements bet-
ween Spacelab and the four target
satellites.

- The SLALOM- (Satellite La_ser Low £rbit
Mission) experiment proposed by Reig-
ber [1978] and Balmino [1978] for re-
gional medium wavelength gravity map-
ping in the context of a preliminary
call for experiment proposals for the
early phase of Spacelab utilisation in
Europe. This low orbit SST-experiment
is a follow-on project of the former
DIABOLO-Experiment [Balmino et al.,
1976] and Laser-SST-Experiment [Reig-
ber et al., 1976] put forward in con-
nection with the call for proposals for
First Spacelab Payload Experiments.

The DUMB BELL experiment - because of
Prof. Colombo's association with the
Smithsonian Astrophysical Observatory -
cannot be considered as an original
European experiment.

Since the TWIN PROBE experiment has
many overlaps with the SLALOM experiment
and because for the latter a mission and
system definition study is just under
way, [ESA, 1978 b]*' some mission and
system aspects of only the SLALOM sys-
tem will be discussed in more detail in
the sequel.

The SLALOM experiment

The SLALOM-experiment is considered
to be a "low-low" satellite-to-satel-
lite tracking (11-SST) experiment. In
the usual terminology this character-
izes the situation where from a low
(h < 1000 km) orbiting observing system
a spacecraft in a slightly different
low orbit and equipped with transpon-
ders, corner cubes etc. is tracked.
The configuration envisaged for SLALOM
is shown in Figure 4. In contrast to
the 11-mode we have the "high-low" (hi)
mode where the tracking spacecraft is
in a high (usually geostationary) or-
bit. The usual type of intersatellite
tracking data is range rates.

Both modes have already been proved
practically with good results for long
wavelength gravity signal detection in
the context of the "high-low" ATS6/
GEOS3 and ATS6/APOLLO-SOYUZ SST ex-
periments [Hajela 1977, Marsh et al.,
1977, Vonbun et al.,1977] and with al-
most no result for the gravity signal
detection part of the "low-low" APOLLO/
SOYUZ Doppler tracking experiment
[Weiffenbach et al., 1976].

Before discussing some of the SLALOM
mission and system aspects it seems
reasonable to explain the reasons for
proposing the "low-low" concept solu-
tion (c.f. also Rummel et al., 1978).
As shown in the last chapter the gravi-
ty requirements in the European Earth
Sciences programme are mostly related
to the medium wavelength domain of the
field structure. This information could
in principle be obtained from 11-SST as
well as from hl-SST, if the same quanti-
ty is observed, the measurement accura-
cy is the same in both cases, the low
orbit has the same mean altitude in
both configurations and the intersatel-
lite distance in the "low-low" case is
not much smaller than the characteris-
tic wavelength of the medium scale re-
gion.

This is because the measurement it-
self has the same sensitivity to medium
and short wavelength features of the
field in the "high-low" case as in the
"low-low" case. The only difference bet-
ween these two modes is that in the
11-mode the long and medium - wavelength
contribution of the spectrum to the ob-
served signal becomes smaller and smal-
ler with decreasing intersatellite di-

* ESA Contract No 3483/78/F/DK(SC) with
Messerschmitt-Bolkow-Blohm (MBB)
Space Division (G. Barthel, T. Hall-
dorson, D. Meissner), Lehrstuhl fur
Astron. und Physik. Geodasie and
Sonderforschungsbereich 78 (SFB 78)
(Ch. Reigber, R. Rummel), Groupe de
Recherches de Geodesie Spatiale
(GRGS) (G. Balmino, L. Castel)
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TABLE 1. R.M.S. Velocity difference in mm/sec between
degrees 1 ̂ and 1.2 at altitude h = 250 km for
different intersatellite distances . .

Inter-

Distance

35 500 km

300 km

200 km

100 km

50 km

10 km

1 km

1=2-18 19-36

long

31.548

5.636

3.945

2.076

1.066

0.218

0.022

1.567

1.028

0.806

0.481

0.264

0.057

0.006

37-72 73-180

medium

0.379

0.325

0.277

0.185

0.109

0.025

0.003

0.041

0.040

0.038

0.029

0.019

0.005

0.5.10"3

181-2000

short

0.190.10"3

0.190.10"3

0.189.10"3

0.179.10"3

0.145.10"3

0.480.10"4

0.546.10"5

stance so that the low frequency con-
tribution is more and more damped. These
conclusions can be drawn from Table 1
and Figures 2 and 3.

The velocity difference variances in
these graphs were derived from the ex-
pression [ESA, 1978 c]

? • -, rD 1+1 2 ,
cj ( X,0|)n= ̂ — (l-(-̂ ) ) a^(TK (1)

where

X =m
,GM,

? p^-
a^(T)1=(-^-)

rP

mean velocity of
satellite

... degree
variances of
disturbing po-
tential [c.f.
Rummel 1975]

425.28 (1-1) m ,2
(1-2H1 + 24) mgal ... gravity

anomaly degree
variance model
[Tscherning
and Rapp 1975]

and the random measurement noise in the
velocity differences is modelled by ,
[ESA, 1978 c] ,

(2)

with

m ... noise level

c ... inverse relative correla-
tion length

ty ... spherical distance.

From this error model, which approxi-

mates white noise, the degree-order va-
riance is obtained as

2 P (3)

with P the orbital period and t the
correlation length in time uniti.
Defining the maximal resolution which
can be achieved for a definite mo by a
signal to noise ratio of 1 : 1 one can
derive the additional conclusions:

- for a full medium wavelength des-
cription of gravity the altitude of
the lower orbit has to be less than
300 km

- a measurement noise level of not lar-
ger than +_ 10 Urn/sec is a definite '
requirement

- there is no gain by closer inter-
satellite distances if the measurement
accuracy is not increased simultane-
ously.
Because of the high resolution of

+_ 10 urn/sec -for the range rate which is
not achievable with doppler measurements
at microwaves we think laser velocity
measurements by interferometrical meth-
ods are the only way out. This leads
- because of laser energy requirements,
pointing requirements etc. - to the
feasibility of only a "low-low" experi-
ment with an intersatellite distance of
not larger than about 350 km.

The Shuttle/Spacelab system with its
common user facilities, subsatellite
ejection and crew intervention possi-
bilities is thought to be well suited
as a platform for such a sophisticated
and probably heavy instrumentation.

Mission aspects

The main objective of the SLALOM, ex-
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periment is to perform with a laser
ranging instrumentation during a 7 - 10
days Shuttle/Spacelab mission period
over a specific geographical area
(e.g. The East Mediterranean region) a
cycle of range and range rate measure-
ments. These measurement profiles will
in a post flight analysis be used for
gravity parameter recovery over this
limited area or part of it. Since the
resolution of gravity information will
strongly depend on the cross-track
spacing.of the observed profiles above
the area of interest the drift of the
orbit has to be selected in such a way
that an optimal number of ground tracks
in the measurement area is obtained
without retracing tracks within the
mission period. This means to ask for a
near resonant Shuttle orbit with a drift
period nearly as long as the mission
duration. A drift period of 10 days
can .be reached for a mean semimajor
axis a = 6603 km, mean inclination
i = 50 deg. and mean eccentricity
e = 0.002. The orbit drift rate would
be -2.25 deg./rev. This is the optimum
drift rate that can be obtained for a
Shuttle mission duration of 10 days.

As explained in the next chapter .

the .frequency translated Michelson
interferometer principle will be ap-
plied for range rate measurements
using a highly stabilized continuous
wave (CW) gas laser. Spacelab will
serve as platform for the laser tele-
scope and subsystems and a subsatel-
lite - equipped with corner cubes and
released from Spacelab - as passive
target.

The quantity observed in this flight
configuration is the rate of change of
the distance between the ranging in-
strumentation zero point and the target
reflection point. This raw measurement
reflects not only the instantaneous
motions of the objects due to differen-
tial gravitational and nongravitational
forces accelerations, but also the move-
ments of the whole Shuttle/Spacelab
system due to internal disturbances,
the motions of both Spacecrafts around
their center of mass (C.M.) and the
relative motion of the ranging instru-
mentation ' zero point with respect to
the C.M. of Shuttle/Spacelab system.
All but the gravity field induced ef-
fects have to be eliminated or modelled
before the data can be used for gravity
parameter determination.

This is a very difficult task even

225



K>3

10-1'

10-2-

10-3-

Velocity Difference Spectra at Different Altitudes h
Versus Noise Spectra Clm-s.d.)

Intersatellite Distance d = 5Okm
low-low mode

m0 - ± 1000 ym / sec; c -1 sec

m0 - tioopm/sec; c-isec

* SLALOM'S
*. V*

*•
h-ssokm^*. h-40ok m0=±ijjm/sec; c-isec

DEGREE L

10 50 100 150 200 250

WAVELENGTH KM

40OO 400 200

when introducing sophisticated hardware
for attitude control, C.M. determina-
tion and elimination of surface forces
effects.

Out of four experiment configura-
tions which were identified in the
SLALOM System/Mission definition study
[ESA, 1978 b] a concept based on two
passive target satellites of the same
cross section-to-mass ratio and one
laser telescope on the Spacelab pallet
was found to be the most appropriate
solution for removing all problems
mainly caused by critical orbiter oper-
ations, crew motions and C.M. shifts.
Additionally, because of the same area-
to-mass ratio differential surface for-
ces effects will be minimized. This
configuration together with the basic
equations is illustrated in Fig. 4.

In this configuration the quantities
simultaneously observed by one instru-
ment on board of the Shuttle are range
and range rates to the two targets and
the 'angular distance <|i between T-^ and
T2- The finally analyzed observation is
the range rate p12 between T-^, T2

Fig.

'12 ~ cos

sin if r) (4)

3.
with

cos i|

From the variance expression of this
quantity one obtains as configuration
constraints and measurement accuracy
requirements if the range rate accuracy
of _+ 10 Urn/sec should be propagated
into p-jp

- one target as close to the Shuttle as
possible during the experiment phase
(p2< 20 km)

- intersatellite angular distance ty
small; if possible even smaller than
the 20 x 2° field of view (FOV) of
the telescope (ty < 2°)

- high accuracy for the ranges
(o(p) ta jf.O.-l m), precise angular
distance (cr(i|i) sa _+_ 10") and very pre-
cise rate of change of angular di»
stance (a (ijr) K, +_ OV01) .

The two configuration conditions can
be satisfied by deploying from the
Shuttle the two target satellites with
a definite velocity change Av, exactly
controlled in amount and direction or
by a controlled Shuttle deceleration.
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With an area-to-mass (A/M) ratio of the
target satellites larger than the Shut-
tle A/M (2.045E-3 in X(POP) +_ Z nadir
drift mode) by 1-30% and ejection in
along-track direction with a Av between
1-40 cm/sec target orbits could be
reached which would be trackable from
the Shuttle within a 350 km distance
during the whole mission. The usual
form of the relative distance in the
(p,t)-plane is a parabola. An exampLe
that would fit to the SLALOM mission
requirements is shown in Figure 5.

For this example within the experi-
ment period of about 6 days no safety
problems would occur and all before
mentioned requirements are fulfilled
with PI < 350 km, p2 < 20 km, i|i < 1° .

With the mentioned accuracies for
the range p and the angular quantities
1)1 and fy, the maximum standard deviation
of the range rate, a (p.,,), would be
± 13 urn/sec.

 max L*
Assuming that the measurements are

not influenced by optical disturbances
the final range rate p^2

 is solely af-
fected by the difference in the instan-
taneous state of the two target satel-

lites and the motion due to differential
gravitational and surface forces accel-
erations. All variations induced by non
earth gravity influences in t!".e raw
data p-^2 have to be eliminated.

This is apart from the differential
air drag effect easily be done because
the effects are either small or can be
modelled precisely. At SLALOM altitude
the differential drag effect will prob-
ably not be zero but will be small be-
cause of the same cross section-to-mass
ratio of both target satellites.

Such small drag effects are caused by
small scale density changes in the upper
atmosphere and have to be expected es-
pecially during periods of increasing
geomagnetic activity. It is difficult to
give some realistic figures of mass den-
sity changes for horizontal distances of
50 to 250 km at an altitude of 225 km.

SLALOM Mission Configuration

BASIC

Pl2 = (Pi

<5,2 - CP,

P122™ ^Pl

Pi - (S-,

S. -(*,
i •>

EQUATIONS

- P25 • e,2

- PV / Pl2

-V

- *0'
1.2

Fig_ 4. 'SLALOM baseline experiment configuration
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TARGETS: U/M> : 2.065E-3

H_ - 2 2 3 k m

Av , = 0.03̂
along sec

ELAPSE TIME(DAYS)

Fig. 5. Intersatellite distances (c.f. Figure 4)
obtained from orbit integration using CIRA 65
standard atmosphere.

The only information we have is from in
situ measurements of the neutral atmos-
pheric composition obtained by gas ana-
lyzers aboard of satellites [Trinks and
von Zahn, 1975]. These data indicate
the presence of small scale density
variations with peak-to-peak amplitudes
Of 5% up to 30% under disturbed condi-^
tions and with amplitudes of 1% - 10%
during quiet-time conditions [Prolss and
von Zahn, 1975, Prolss and Fricke, 1975] .
The wavelengths of these fluctuations
range from 100 to some hundred kilome-
ters but can probably even be shorter.

Taking as a reasonable number for
the relative difference of the atmos-
pheric density at the two positions X-^,
X2 with horizontal distance of 200 km a
value of AR/R = 0.1 will result at
h = 225 km in a differential drag ac-
celeration AF of

AFD=FD-AR/R i.io"6 m/sec2 = o.i mgai.

As it is seen from Figure 6 - which
shows gravity induced acceleration dif-
ference spectra (derived by differentia-
ting eq. (D) and acceleration noise
spectra at h = 250 km - this unmodelled
drag acceleration would be small enough
to allow the recovery of medium wave-
length structures of the gravity field.

On the other hand unmodelled resi-
dual acceleration's of this order in
satellite hight would result in 1-2 mgal
errors of recovered gravity information
on the earth surface because of the
strong amplification of the medium fre-
quency components of the noise spectrum
in the downward continuation process by
a factor of about 20 [c.f. Rummel,1975] .

Taking the "two target - one tele-
scope" concept as baseline experiment
configuration the mission operations
will start with alignment of the opti-
cal system, switching on laser to
standby mode, possible orbiter manoeu-
vres for'subsatellite launch and then
the sequential deployment of the two
target satellites along track with a
positive impulse and a well defined
spin. At very near distances initial
acquisition could be performed by the
orbiter KU-band radar system. As soon
as an initial'orbit is computed, ac-
quisition and tracking can be shifted
to the laser instrumentation. When, the
angular distance between the two target
satellites is small enough so that the
satellites remain within the field of
view of the telescope (approximately
after one day) tracking of both targets
will be performed simultaneously.

Before passing the selected area of
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investigation the laser telescope will
be reorientated to the predicted target
position by means of a pointing plat-
form. Reacquisition will be performed
with the aid of the laser instrumenta-
tion and the instrument will then be
switched to tracking mode. Then range,
range rate and angular position measure-
ments are obtained with a high repiti-
tion rate over a period of about 5-6
minutes for both target satellites.
These data will be stored for later
precise double or triple differential
orbit correction and gravity signal re-
covery.

System Concept

The SLALOM system consists of two
targets - a long range and short range
satellite - and a laser ranging instru-
mentation mounted on a support struc-
ture which will be directly attached on
the orbiter bay fittings.

The main functions of the ranging
system are range measurements, range
rate measurements and acquisition and
tracking. All these functions have to
be performed simultaneously for two

target satellites with high accuracy.
In a laser ranging instrumentation

study performed by MBB and conducted by
ESTEC possible solutions for the dif-
ferent functions were identified [c.f.
ESTEC, 1978].

In case of ranging an instrumenta-
tion based on pulse transit time or
phase shift methods is considered to
give comparable results. For pulse tran-
sit time measurements a NdtYAG laser or
laser diodes are considered as effective
transmitter candidates whereas for pha-
se shift methods continuous wave solid
state and gas laser like laser diodes,
HeNe- (X = 3.37 |im) Argon- (X=0.51 mn)
and CC>2- (X=10.6 Urn) gas lasers could
be used as emitters.

Out of the three methods which are
mainly used for velocity measurements
with lasers - range increment measure-
ment method, doppler shift measurement
of microwave modulated on a CW laser,
phase shift (or doppler shift) measure-
ment by interferometrical methods -
only the interferometrical methods are
capable of reaching the required range
rate accuracy of +_ 10 urn/sec for SLALOM.
Possible lasers for Demission are CO2-,
HeNe-, and Argon gas lasers. With the
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classical Michelson Doppler interfero-
meter [Watrasiewicz and Rudd, 1976] no
possibility exists for distinguishing
between positive and negative range
rates as they appear in the SLALOM ex-
periment. This difficulty can be avoided
by changing to a frequency translated
Michelson interferometer which has the
capability of bidirectional counting.
This is achieved by frequency modula-
ting the local oscillator with a single
constant frequency. The problem of low
signal-to-noise ratio in case of large
frequency - receiving - bandwidth
(which is necessary in case of SLALOM
because of large range rate changes)
can be overcome by frequency off-set-
ting the local oscillator. A basic re-
quirement for a high doppler shift fre-
quency resolution is a high short time
laser stability. For a 10 Urn/sec reso-
lution the stability of the laser in
the detector's integration time has to
be better than lO"1^ for a C02 laser at
X = 10.6 Urn and about 20 times better
for a HeNe laser with X = 0.6 urn.

The SLALOM ranging instrumentation
functions for target acquisition and
tracking are: Illumination of the satel-
lites for optical acquisition, direc-
tional sensing of the targets and beam

deflection for scanning over the field
of view of the telescope (acquisition)
and over a partial area of it around
the most probable position of the tar-
get (tracking method).

For sake of simplicity the laser il-
lumination should be performed with one
of the already existing lasers for range
or range rate measurements. This solu-
tion would guarantee coaxial alignment
with the instrument's pointing direc-
tion. For optical sensing of the tar-
gets the Instrumentation Study [ESTEC,
1978] proposes the use of image dissec-
tor tubes - as used for example in the
IPS star tracker - which are synchro.-
nized with the motion of beam deflectors
based on rotating mirrors or piezoelec-
tric drives for fine pointing.

In Figure 7 a schematic diagram for
a possible SLALOM instrumentation with
a two target ranging and tracking ca-
pability is shown. A Ritchey Chretien
type telescope with an aperture of 0.2m
is used for transmission and likewise
for reception. Within this telescope
all optical subunits will be integrated
leading to minimized optical distortions
because of identical pointing axes and
same thermal conditions.

Finally something remains to be said

LASER RANGING AND TRACKING INSTRUMENTATION -
Solution 1 Schematic Diagram

HIGHLY
STABIUZED

APPLIED MEASUREMENT PRINCIPLES:

RANGE RATE:
RANGE:

DOPPLER SHIFT
PHASE SHIFT

RANGE RATE «—
MEASUREMENT
CHANNELS

STAR-TRACKER
IMAGE-DISSECTOR

TUBE
CLORD SYSTEM)

Fig. 7. Possible laser ranging and tracking instrumentation for SLALOM
experiment (Schematic diagram from ESTEC, 1978: Laser Ranging Instrumentation-
Interim Report).
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about the subsatellites lay-out. For
this one has to consider that

- the area to mass ratio for both sub-
satellites has to be equal and within
some percent similar to the Shuttle
cross section-to-mass ratio for the
experiment flight attitude
(e.g. 2.045 x 10~3 m2/kg for
(-Z/LV; Y/VV)-mode)

- the reflecting cross section has to
be large because of the maximum range
of 300 km

- doppler shift due to rotation should
be minimal.

These conditions are best met for a
subsatellite covered with corner cubes
and which is of octahedron type. With
a wall assembly made of glas ceramics
plus for instance lead inlay and a
50 cm length of each octahedron axis
the satellite mass would be about 53 kg.
This would result in the required A/M
ratio of 2.045 x 10~3.

Conclusion

Although the early Shuttle/Spacelab
missions are to a certain extent not
ideal with respect to earth surface
coverage and although still a number of
problem areas exist for the SLALOM ex-
'periment - e.g. laser stability require-
ments, angular distance rate accuracy,
high simultaneous pointing requirements,
blackouts and doppler shifts due to
target rotation, slow convergence in
the double differential orbit improve-
ment process and strong amplification
of unmodelled contributions of the range
rate signal in the gravity recovery
process - we believe that the SLALOM
experiment will provide a compact grav-
ity sensing system for medium and fine
structure resolution in the near future.
It may also have its implications on
the developement of spaceborne laser
systems for other geodetic applications.

The handicap of the short Spacelab
mission duration is on the other hand
balanced out by a number of advantageous
features of the Shuttle/Spacelab system
for a SLALOM like experiment and the
possibility of repeating the experiment
in other missions. For the future it is
even possible to think in terms of.
longer Spacelab missions' or a retrievab-
le detached laser platform.
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Problems in Determining Sea Surface Topography
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Abstract. Anticipated problems for determining
ocean dynamics signals from sea surface topography
are discussed. The needs for repeated tracks are
listed if oceanic tides or ocean turbulence are to
be determined.

People want to observe sea surface topography
for many reasons and I would like to discuss the
ocean dynamics aspects/ in contrast to the geo-
dynamics aspects which I feel have been presented
by others.

Geodesists and geophysists are interested in
things that are shown in Figure 1, which I will
call oceanographic noise. This is presented as
a function of typical wavelength. Approximate
amplitudes are also given. In the middle we see
the footprint size of SEASAT represented as a
footprint. Features smaller than the footprint
lie outside our interests. A big signal of ampli-
tude 40 meters or so comes from trenches. The var-
ious global highs and lows are not particularly
related to surface tectonics in any clearly under-
stood way that I know of. They are up to 100
meters in amplitude. Ridge systems give a very
small signal but they do apparently affect the
second derivatives very strongly.

I'm not really concerned with the geophysical
signal here, what I'm interested in telling you
about is shown in Figure 2, entitled Geodesists
and Geophysists noise.

In this figure we present the deviation of the
ocean surface from the geoid as a function of
length scale. The span of such wavelengths is
represented by a horizontal line and I caution

you that this is meant to be very crude. Equally
crude estimates of amplitudes are included.
Starting on the left we see capillary waves,
spray, foam, and seaweed in the millimeter to
centimeter range. Next come wind waves in the
10" to 103 meter range and as we know, these
are very variable both spatially and temporally.
Amplitudes vary from a tenth of a meter to ten
meters. We believe there is a fairly good sized
minimum (we're not really sure) in the wavelength
range from about a kilometer to roughly 50 km.
In this range lies the footprint size of SEASAT,
represented as a footprint. Above 50 km or so
we get a strong contribution from oceanic eddies.
These are low frequency events with periods of
weeks or longer and with amplitudes from 20 cm to
one meter. There are stationary counterparts to
these in various frontal zones near the Gulf
Stream, the current that goes around Antarctica,
and so forth. From 1000 to 5000 km lie tides,
which are really shallow water gravity waves, in-
fluenced by rotation of the earth, and with eas-
ily identified, sharp frequencies of various
sorts. Equatorial currents and the non-frontal
aspects of the big ocean currents appear to be at
most a few thousand km. Little is known of any
structures of 10,000 km, but there may be some
long basin modes (periods up to about 30 hours).

First, let us note that the wind-driven waves
contribute the most height and lie below the
footprint size. This causes me as much worry as
anything, although I've been assured that empir-
ical corrections can be made down to the 10 cm
level of SEASAT. One additional feature is that

OCEANOGRAPHER'S
NOISE

DRAG
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MUD HUNTER
COUNTRY
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40 M
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Fig. 1. Oceanographer's noise.
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Fig. 2. Geodesists' and Geophysicists' noise.

patches of waves (under storms) are from 100 km
to 1000 km in size generally, and thus overalp
ocean eddies.

Ocean eddies, of the size 100 km or so, have
been observed by standard oceanographic methods
for the past ten years. Figure 3 (from MODE
Atlas (1977)) shows estimated pressure at 150
meters depth from float and hydrographic data, in
units of equivalent centimeters of head. The re-
gion encompasses a 300 x 300 km region and the
eddies are of order 100 km. The amplitude peak
to peak is about 25 centimeters. To see how this
signal stands up against the geoidal deflection,
Figure 4 shows a sketch of the GEOS altimeter out-
put for the region. There is change in depth of
the geoid of about 2 to 3 meters. It is obvious
from this that the oceanic turbulence is going to
be a small relative signal indeed and we would
really need to take continuous tracks for inter-
vals of well over a month in order to get the
signal.

71°W 70° 69° 68°
Fig. 3. Pressure in units of equivalent cent-
imeters of head, as deduced from float and den-
'sity data. Contour interval is 1 cm. Source:
/MODE Atlas, p. 131.

Not all eddies have such a small amplitude.
Figure 5 shows some typical sections of isotherms
in relatively quiet regions of the ocean. The
undulations in the isotherms are due to such tur-
bulence as we saw on the previous slide with est-
imated surface deflections of 10 cm. However,
Figure 6 shows a section further north, where
there is evidence of very much stronger eddy act-
ivity. These may get up to 50 or 60 centimeters
surface deflection.

One should be able to take advantage of the
time dependence of these eddies to filter out
some of their contributions to "geodesists noise."
Steady counterparts to these eddies such as the
edge of the Gulf Stream or the Antarctic circum-
polar front won't be so easily isolated except
that, fortunately, they tend to wiggle about. .
There will be no way to determine the gravity
field to 10 centimeters in the 100 km wavelength
region in my opinion short of extensive ship sur-
veys, and handling this "wiggle of streams" prob-
lem is essential if those currents are to be
resolved.

Tides are another feature whose time depend-
ence may aid in their analysis, especially since

Fig. 4. Geoidal variation as seen from the
GEOS-3 satellite of the MODE area. Contour
interval 1 meter.
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Fig. 6. Section of isotherms of Atlantic Ocean
at approximately 50° north. There is evidence
of much stronger eddy activity.
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Fig. 7. Hypothesized north-south section of the
equatorial ocean. The surface deflection has
never been measured.

their frequencies are so sharp, it would appear
that there are some interesting spatial-temporal
biasing problems connected with the tides since
the basic coarse grid for SEASAT takes three
days to get established. The problem of observ-
ing the tides is old and fascinating, but accord-
ing to the most recent survey (Hendershott (1977))
deep ocean tides all over the world are not known.

There has been a lot of debate over whether it
is necessary to subtract out a geoid which is ac-
curate to ten centimeters. The present planning
is for SEASAT to cover the entire earth oceans
twice in the first year, hence the geoid plus the
steady oceanic currents could be reasonably well
determined. My view is that, although it would
be desirable to know the orbit of SEASAT to an
accuracy of 10 cm, it does not appear to be
crucial, since the orbit is extremely smooth for
short wavelengths. Although the orbit may bump
around at long'wavelengths (over 1000 km) we
have good spherical harmonic gravity models such

as the GEM series to determine this orbit correc-
tion. By an appropriate least squares fitting,
slow changes of the orbit, which I understand
will be less than 10 cm per orbit, will contrib-
.ute to only the lowest orders of the apparent
gravity field, and can therefore be easily
subtracted.

Lastly I would like to tell of possible long
wavelength features such as long basin-filling
sloshing modes with periods up to 30 hours or so.
We know little about them and they should be rel-
atively easy to pick out with the assistance of
a good gravity model. They might be less than
ten centimeters in amplitude, and if so the basic
problem will be the usual one of separating a
weak signal from the noise.

In terms of stationary long modes, Figure 7
shows an oceanographer's view of the tropics from
the famous Sverdrup, Johnson, and Fleming (1942)
textbook. The anticipated surface deflection is
schematically sketched in and spectral compon-
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ents of the geoid should be known to sufficient
accuracy to aid in observing such a surface. To
assist .in such'an endeavor, however, one could
look'for a banded structure in an east-west di-
rection. This is absent in the gravitational
field as far as we' know.

There are many more ocean surface features
which haven't been mentioned, many possessing
their own particular challenges. Some examples
are the sea level adjustment on shelf areas,
level changes across straits such as Gibraltar,
sea level changes between Pacific and Atlantic,
and the response of an oceanic surface during an .
earthquake event.
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World Gravity Standards
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In order to use gravity anomalies in geodetic
computations and geophysical interpretations,
the observed gravity values from which anoma-
lies are derived should be referred to one con-
sistent world wide system. We are very fortu-
nate that we have one unique reference system
available. The International Gravity Standardi-
zation Net 1971 was adapted by the International
Union of Geodesy and Geophysics at Moscow in
1971 [Morelli, et al, 1974]. The network was a
result of extensive cooperation by many organi-
zations and individuals around the world. The
final results were produced by a small subgroup
of Special Study Group No. 5 of the International
Association of Geodesy. This network contains
more than 1800 stations around the world. The
data used in the adjustment included more than
25,000 gravimeter, pendulum and absolute
measurements. It was claimed that "standard
errors for IGSN 71 gravity values are less than
±0. 1 mgal. " It certainly was a tremendous
improvement over the old "Potsdam system. "

At the XVIth General Assembly of the Inter-
national A ssociation of Geodesy in 1975 a resolu-
tion was passed, and Working Group No. 2:
"World Gravity Standards" was established to
maintain the IGSN as the international gravity
reference standard and to provide advice and
assistance to the International Gravity Bureau in
problems related to gravity standards. The
Earth Physics Branch of Energy, Mines and
Resources in Canada was requested to set up a
technical service for the maintenance of IGSN.
This service involves the use of existing EPB
facilities to maintain a data bank of observations
related to IGSN, and station descriptions. New
data will be transmitted to EPB through the
International Gravity Bureau in Paris, who •will
also act as the central distribution agency for
revised IGSN information.

As you might be well aware, there have been
many new absolute measurements of gravity
since the adoption of IGSN 71. The most exten-
sive comparison of the new absolute measure-
ments and the IGSN 7 1 values was reported by
Cannizzo, Gerotti and Marson [l978 ]. They
reported results of 25 absolute gravity measure-
ments carried out at 17 stations in Europe using
new Italian transportable apparatus in 1976 and
1977. They concluded that the accuracy of the
new absolute measurements is 10 p gal. Figure
1 shows the gravity differences between gravity

Prot. of the 9th GEOP Conference. An Inlcrmilioinil 5wi;/m.v/»//i t>n tin- Apptii-<t{i»n.* • >{
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values of IGSN 71 and new absolute measure-
ments [Cannizzo, et al, 1978]. Most of the
gravity differences are less than 0. 1 mgal,
which was the claimed accuracy for IGSN 7 1
gravity values. It seems that there is no linear
scale difference but some local systematic
differences.

During 1977 Marson and Alasia [1978] meas-
ured absolute gravity at six stations in the U.S.A.
The preliminary analyses of the results show a
good agreement.with IGSN 71 values. There
have been also other absolute measurements
such as Hammond, et al [ 1978] and Arnautov, et
al [1977]. All comparisons have shown reason-
able agreements between new absolute values and
the IGSN 71 values.

The effect of new absolute gravity measure-
ments in the IGSN 7 1 values have been studied
[Uotila, 1978]. From these studies it has been
concluded that it is not useful to make a global
readjustment of the IGSN 7 1 in the near future.
The IGSN 71 serves as a good standard for
relating gravity measurements to the absolute
system in world wide bases as far as computa-
tions of mean anomalies and production of
gravity anomaly maps are concerned. The
Working Group No. 2 has further recommended
that the IGSN 7 1 values should not be fixed in new
local, national or continental adjustments, but
entered properly weighted using their variance-
covariance matrix.

There has been some discussion to produce
gravity station networks, where the accuracy of
the gravity values would be about 10 fXgal. If we
wish to have that level accuracy of the gravity
values in a network, we must have much more
accurate measurements of gravity differences
between the stations than currently are available
or have many more measurements of gravity
with a good absolute apparatus. In order to
improve the accuracy in measurements of gravity
differences, we must establish good calibration
lines with more accurate gravity values than
currently are available. We have to observe or
model also gravity variations caused by local and
global environmental factors, such as tides,
water level, etc. There is much to be done
before we can have a large net of gravity stations
with 10 n gal accuracy.
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LaCoste and Romberg G and D gravity meters are
normally employed when attempting high precision
measurement of gravity differences on land, and
we therefore discuss the capabilities and limita-
tions of these instruments. Their design differs
only trivially (mainly in the reset mechanism)
from that described in the 1945 patent (LaCoste,
1945) and shown in figure 1. A negative length
spring 4 with wire added to bring it to the zero
length condition supports the beam 3. The beam
pivots about the line joining the points of
attachment of the springs 5 to the support rods
6 and theory (LaCoste, 1935) shows that for
equilibrium of the beam in a horizontal position
the distance, £ , of the upper support 35 of the
zero length spring above this pivot line is

2S

Fig. 1. Construction of LaCoste-Romberg land
gravity meter,.
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proportional to g . The meter is read by moving
the support 35 vertically to bring the beam into
this position. The change <5£ in I required to
do this as the meter is read first in one place
and then in another is proportional to the grav-
ity difference 6g by the relation Sfc/J. = 6g/g .
The meters are built with £ = 2.5 cm so that
the (worldwide) 7 gal range of the G_meter re-
quires moving the support 1.75 x 10 cm , and
1 microgal accuracy means positioning the support
to within 0.25 A.

These movements are generated with a measuring
screw and double reduction lever system,. In an
ideal system the vertical motion of the support
is proportional to the rotation of the measuring
screw (which is driven through a gearbox) but in
practice there are departures from this ideal
due to periodic errors in the screw, eccentricity
in the screw resulting in wobble, and non-linear-
ity of the lever system. The screw problems
result in errors with periodicities of once and
twice per turn of the screw, or about 70 and 35
mgal with the G meter. There is some variation
between meters, but 35 ygal (about 5 x 10 6 Of
full scale) is a typical amplitude for this error
in the G meter, and it is the most important
source of error. The reduction factor of the
lever system varies smoothly over its range,
leading to departures of perhaps a part in 1000
of full scale from perfect linearity. These
departures are determined by weighing a 200 mgal
rider at various parts of the meter's range, and
a calibration curve based on these weighings is
supplied with the meter. The main improvement
in accuracy of the D meter over the G is that
the periodic screw errors have been reduced by
increasing the reduction ratio of the lever
system to reduce the range of the meter to 200
mgal. Thus the screw errors (still about 5 ppm
of full scale) have been reduced to about 1 ygal.
They can be determined in the G meter by weigh-
ing a small rider at many points on the meter's
range but this is laborious. It is advisable
to run the measuring screw back and forth some
before starting a day's readings in order to
spread out the lubricant. The reduction factor
of the lever system should be stable and there
is no reason to suppose that the calibration
factor will change in a larger ratio than the
meter drift is of total gravity.

When the state of strain in a metal is changed
it does not attain its final strain immediately
following the change in stress, but the last 002%
or so of response takes place slowly over a
matter of hours. The high magnification of as-
tatic gravity meters means that the mass moves
a long way for a small change in gravity, with
a consequently large change of tension in the
spring. The change in moving a gravity meter
beam from reading line to stop corresponds to
many hundreds of milligals equivalent spring
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tension, even though this motion may be produced
by only a few mgal change in gravity. Hysteresis
on the hundreds of mgals tension will be seen in
the meter reading. Great care is taken during
manufacture to ensure that the spring length is
exactly the same when the beam is clamped, as
when it is at the reading line. The meter is
clamped for an hour, then read; then left at the
reading line for an hour and read again, and so
on. Adjustments continue until a single smooth
tidal curve can be put through the two sets of
data. However if the arrestment gets out of ad-
justment the meter will drift rapidly after un-
clamping. Astatic gravity meters should not be
used in the deflection mode for measuring earth
tides as the changes in spring length result in
appreciable hysteresis.

The spring material has the property that there
is an inflection in the variation of its rigidity
with temperature. This allows the meter to be
thennostated at the temperature of zero tempera-
ture coefficient and renders the meter rather in-
insensitive to changes in external temperature,
although large fluctuations will induce transients.
An outer crudely thermostated box could be added
by the user, if the meter is to be used in appli-
cations where large fluctuations in external temp-
erature are inevitable.

A large hollow container is added to the rear
of the beam to bring its center of volume above
the pivot axis and thus compensate for changes
in atmospheric pressure. The coefficient is re-
duced to below 10 vgal/cm of mercury and the meter
sealed. While the seal is not perfect, changes
in internal pressure are slowed down to the point
where their effects will be removed as "drift".

The spring material is magnetic and the spring
is carefully demagnetized when a meter is assem-
bled. Sensitivity to horizontal magnetic field
is detected by reading the meter in various orien-
tations. Demagnetization continues until the vari-
ation in reading with azimuth is reduced below
about 10 Ugal. Sensitivity to vertical field is
tested by bringing a large permanent magnet up to
the meter - typically changes of the order of 100%
of the earth's field produce effects of the order
of 100 Ugal. The meter is then doubly shielded
and this reduces the effects below the detectable
level. However, magnetic effects are always a
danger; meters should never be exposed to large
magnetic fields and gravity stations should not
be located in places with abnormal magnetic fields.
Periodic checks should be made by reading the
meter in various azimuths, to ensure that the
meter is still compensated magnetically.

Current accuracy of the G meter is about 30 Ugal
rms unless precautions are taken to avoid periodic
screw errors when considerable improvement can

.be expected. Accuracies of 3-6 Ugal are reported
for a single measurement with the D meter, with
1 Ugal possible by repetition or network adjust-
ment.

The introduction of portable free-fall absolute
gravity apparatus has been an important innovation,,
J.A. Hammond and R.L. Iliff discuss the absolute
gravity program of the Air Force Geophysical Labor-
atory in a companion paper.

There has been little change over the last 10
years either in the names of the commonly used

sea gravimeters or in their principles of opera-
tion. The changes have been mainly refinement
and improvement of design, and have resulted iu
substantial upgrading of performance, so that
the state of the art accuracy is now about 1 ngal
as against 5 mgal ten years ago. The meters are
mounted on gyrostabilized platforms to keep the
sensitive axes vertical. The platform is slaved
to stay aligned with the gyros (either a single
two-axis gyro or two single-axis gyros). The
orientation of the gyros can be slowly changed
by the outputs of horizontal accelerometers moun-
ted on the platform, and this feedback is arrang-
ed so that the means of these outputs are nulled.
The detailed behaviour of the platform depends on
exactly how the accelerometer outputs are process-
ed to provide the feedback to the gyros (LaCoste,
1967; Talwani, 1970) and it can be made to behave
like a simple pendulum with a chosen damping and
periodt The period must be long enough that the
platform is unaffected by the horizontal wave
accelerations and a 4-6 minute period, 0.707
critical damping, combination functions excellent-
ly for this purpose, although we shall later dis-
cuss applications where these periods are made
much larger.

The Askania sea gravity meter is now manufact-
ured by the Bodenseewerk,. Two models are avail-
able: the Kss 5 is a refurbished Gss 2 sensor
(Graf, 1958; Graf .and Schulze, 1961; Schulze,
1962) in which the main improvement is more accur-
ate location of, and increased tension in, the
constraining filaments, mounted on an Anschiitz
platform. The meter is designed to operate with
horizontal accelerations up to 50 gal and verti-
cal up to 100 gal; accuracies of 1 mgal in "rough"
sea and 2.5 mgal in "very rough" sea are claimed.
A new sensor, the Gss 3 (Figure 2), consists of
a tubular mass constrained by 5 filaments and 2
springs to move in a straight line. Most of the
weight is supported by a spring. A feedback loop
using a capacitative displacement sensor and an
electromagnetic thruster keeps the mass station-
ary relative to its supporting structure, and the
current in this thruster provides the measure of
gravity. The straight line motion eliminates
cross-coupling effects and an accuracy of better

DVM
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a

Fig. 2. The Gss-3 sea gravity meter sensor
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than 1 mgal up to 200 gal wave acceleration is
specified. This sensor is operated with a newly
developed KT 30 stable platform.

The LaCoste and Romberg meter is still sub-
stantially as described by LaCoste (1967) and
the main improvement in performance results from
the use of cross-correlation techniques in corre-
cting for cross-coupling errors (LaCoste, 1973a).
The correction for inherent cross-coupling itself
is, in fact, trivial as beam position and hori-
zontal acceleration are both sensed anyway, and
a correction proportional to their product is
easily computed. More serious errors of cross-
coupling type arise in these (and presumably oth-
er) sensors because of unwanted motions in degrees
of freedom which have been supposedly supressed,
but which in fact occur because materials are
not infinitely rigid. This problem is especially
severe with the LaCoste-Romberg instrument owing
to the small clearances on the air dampers. As
long as these errors are small they will be lin-
early proportional to certain products of accel-
erations and velocities in the x, y and z direc-
tions, the exact combinations which are important
depending on the construction of the sensor and
the source of the errors A number of such corr-
ections are computed and applied along with the
correction for inherent cross-coupling. The con-
stants of proportionality may change with age or
shipment of the meter but can be determined em-
pirically by cross-correlation of the short per-
iod gravity variations with the acceleration and
velocity products known to be important, using
the reasonable assumption that gravity and wave
accelerations are uncorrelated. This technique
allows one both to correct data already obtained
and to correct the compensation of the meter,
provided the necessary information was recorded
during the survey. As an example we show (Figure
3) data obtained with 3 LaCoste-Romberg meters in
the North Sea by the (British) Institute of Geo-
logical Sciences (M. Tully, personal communication)
in up to Force 7 sea conditions„ Meters S-40
and S-75 had been in use for some time and, had.
been correctly compensated on the basis of earli-
er cross-correlation analyses. Meter S-84 was a
new system being used at sea for the first time,
and the raw data differs from that obtained with
S-40 by up to 7 mgal, Correction on the basis
of cross-correlation analysis brings the two
into perfect agreement S-75 read systematically
about 2 mgal higher, probably as a result of vib-
ration. The mean of 143 cross ties with S-75
was 0.84 mgal, and with S-40 was 1.04 mgal.

However, the real solution is to build a more
rigid meter and LaCoste and Romberg have been
experimenting for some time with a straight line
meter similar in some respects to the Gss 3 but
employing an infinite period-zero length spring
suspension (LaCoste, 1973b)^

Bell Aerospace have brought out the BGM-3 sys-
tem to replace their BGM-2. The gravity sensor,
a pendulous mass with capacitative position sen-
sing and electromagnetic feedback, has been sig-
nificantly improved by a simplified design and
use of improved materials and manufacturing tech-
niques. Accuracies of 1 mgal are claimed in up
to 100 gals wave acceleration. The meter can

LINE 115

Fig. 3o North Sea profile obtained by the
Institute of Geological Sciences (Mr Tully,
personal communication) showing effectiveness
of cross—correlation correction.

accept inputs from a shipboard inertial navigator
and will then produce free air anomalies in real
timec

Woods Hole Oceanographic Institution (C. Bowin,
personal communication) have continued to use a
vibrating string accelerometer (Bowin et al.,
1969, 1972) on a Sperry Mark 19 Mod 3c gyrocompass
mount and use a Hewlett-Packard 2114 computer for
instrument control and data recording. A more
portable system has also been developed using a
Aeroflex ART-57 table. RMS differences of cross-
ings in the open ocean have varied between 1 and
3 mgal.

With sea gravity meter accuracy at the 1 mgal
level the Eotvos correction becomes a major sour-
ce of error in the gravity anomalies. Satellite
navigation systems have improved navigation at
sea very considerably and one can probably count
on getting good fixes every two hours or so.
However, if sea or current conditions are vari-
able, or the ship does any manoevering between
fixes, the velocity uncertainties may introduce
considerable noise into the anomaly profiles.
Determination of velocity to 1/10 knot over a
6 minute interval requires fixes accurate to
about .01 mile or 20 m. Electronic navigational
aids may provide this accuracy in the survey area
but more probably they will not,, In this latter
case it is worth considering the use of inertial
navigation in conjunction with the other methods.
The ship may carry an inertial navigator. There
are many implementations of inertial navigation
and the performance depends on this implementa-
tion and the quality of components used. All
ideal (meaning that no errors in indicated posi-
tion are produced by the navigator's history of

acceleration over the earth's surface) systems
however, behave as undamped pendulums with 84
minute period. Initial errors, component im-
perfections or deflections of the vertical excite
free oscillations of the navigator. An example
of such oscillations is shown in Figure 4, which
is a plot of longitude indicated by a Honeywell
SPN system using electrostatic gyros minus LOPAN
longitude on a U.S. Navy Oceanographic Office
aircraft gravity test in 1976 (J. Ford, personal
communication). The 84 minute Schuler oscilla-
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Fig. 4. Difference between inertially deter-
mined and LORAN longitudes during Naval Oceano-
graphic Office airborne tests (J. Ford, personal
communication) showing Schuler oscillations of
the inertial navigator.

6. 20-SECOND FILTER STAGES
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COMPARISON OF GRAVITY METER READINGS
WITH ACCELERATIONS OBTAINED FROM

THREE TYPES OF MEASUREMENT

Fig, 5. Vertical acceleration of plane from
radar, Doppler radar and barometric altimeters
compard with observed gravity.

tions are apparent and velocity errors of up to
about 2 knots occur. Such oscillations can of
course be removed by real time Kalman or post
facto filtering using the electronic positioning
information.

The gyrostabilized platform used in sea gravity
meters is almost an inertial navigator in itself
and LaCoste has done some interesting experiments
to ascertain whether it could be used in this
capacity. He added a third gyro to provide azi-
muth stabilization and has shown how the acceler-
ometer and gyro outputs may be combined to nro-

PRESSURE PORT CALIBRATOR

TIME IN MINUTES

COMPARISON OF GRAVITY WITH VERTICAL
ACCELERATION CORRECTION OBTAINED

FROM PRESSURE PORT CALIBR ATOR

Fig. 6. Gravity compared with acceleration from
barometric altimeter.

vide a Schuler-type equation for the Eotvos cor-
rection even if the platform itself is not Schuler
tuned. (Valliant & LaCoste, 1976) The danger
with using a Schuler tuned platform is that any
malfunction may initiate oscillations which, being
undamped, can spoil results for an indefinite
time. However, LaCoste-Romberg platforms have
been used satisfactorily with periods up to and
including 84 minutes; the 84 minute period is not
necessary for the theory to be valid but the gyros
behave better in long period servo loops as less
external precession is required. Gravity profiles
with Eotvos effects corrected with the platform
navigator are significantly smoother than when
Lorac fixes were used (LaCoste, 1977). Adding
the third gyro is very much cheaper than an entire
inertial navigator, and while the performance of
the platform is not comparable with that of a good
commercial inertial navigator over long periods
of time, it is able improve the determination of
E'dtv!5s corrections in ships and aircraft when
used to interpolate within a framework of sate-
llite or electronic fixes.

Probably the most interesting developments in
recent years have come in gravity measurements
from aircraft. An aircraft normally gives a much
smoother ride than a ship, so the gravity meter
errors are correspondingly less. The problems

are in correcting for the Eotvb's effect and ver-
tical accelerations of the aircraft over short
time intervals that the gravity information is
not smeared out by the high speed of the vehicle
to the point of losing important detail. A low-
speed aircraft is therefore advantageous and the
most impressive results to date have been obtain-
ed by Bill Gumert of the Geoscience Division of
Carson Helicopters using a Sikorsky S-61 helicop-
ter at speeds of 70 knots. He used a Del Norte
trisponder positioning system which (with modi-
fication) gives positions within a 3m circle of
error out to 160 km range. This is adequate for
1 mgal accuracy in E8tv8s correction over 1 min-
ute intervals. The comments made above concern-
ing the value of inertial navigators for inter-
polating between, electronic fixes are equally
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applicable to aircraft work. Gumert finds that
the LaCoste-Romberg inertial system gives results
agreeing to 2 mgal with those derived from the
trisponder positions.

A simple harmonic height variation of +5 cm
with a period of 1 minute produces accelerations
of 50 mgal amplitude, 35 mgal rms value. These
accelerations decrease for longer period motions
as the inverse square of the period; for example
to 2 mgal maximum, 1.6 mgal rms at 5 minutes.
The correction for these height variations is
thus critical and the quality of the altimetry
controls the detail which can be obtained. Many
types of altimeters are available. Figure 5 com-
pares vertical accelerations derived from data
taken with a radar, a Doppler radar and a baro-
metric altimeter, with the gravity meter record
during 15 minutes of the previously mentioned
Oceanographic Office airplane tests in 1976 (data
filtered with 6 stages of 20 sec R-C smoothing).
The correspondence between observed gravity and
the pressure altimetry is impressive but the
scale bar is 200 mgal and there are differences
of the order of 5 mgal between the curves. Fig-
ure 6.shows less filtered data from the same test
shorter periods are present and the acceleration
amplitudes are bigger^ Bill Gumert (personal
communication) in his helicopter work has used
a precise pressure sensor (Rosemont 1201 F), a
laser altimeter (Geodolite 3A) and a radar alti-
meter (Honeywell AN/APN-194). The pressure alti-
meter has a repeatability of + 7.5 cm over a 50
m altitude range but is not an absolute instru-
ment. The laser altimeter range but has some
sensitivity to the color of the target, while
the radar altimeter gives absolute altitudes to
about 1m. In use, the pressure and radar alti-
meters are intercompared frequently over flat
areas of known elevation to provide an absolute
calibration for the former. The rms difference
at 244 line crossings during a survey in New
York State was 2.3 mgal and eleven of these were
misties of over 5 mgal at the beginning of lines
where the instruments probably had not had time
to stabilize. Comparison with ground data is
about as good as the internal consistency of
the airborne data (2-3 mgal). Current accuracies
are about 2 mgal after smoothing to remove fea-
tures of wavelength shorter than 3-4 miles. This
is a most important achievement holding much pro-
mise for mdium scale structural investigations
which, by keeping the topography at arms length,
eases the computation of terrain corrections very
considerably and, in poorly surveyed areas, elim-
inates the necessity of leveling to determine
station heights. Comparable accuracies can pro-
bably be obtained with fixed wing aircraft with
the horizontal distance scale expanded in the
ratio of the speeds - for example 10 miles wave-
length with a 350 knot aircraft - although there
may be more high frequency altitude variation
in the faster moving airplane which could increase
the required averaging time slightly.
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Abstract. A brief discussion of the AFGL's pro-
gram in absolute gravity is presented. Support of
outside work and in-house studies relating to grav-
ity instrumentation are discussed. A description
of the current transportable system is included and
the latest results are presented. These results
show good agreement with measurements at the AFGL
site by an Italian system and with previous meas-
urements by Hammond and Faller. The accuracy
obtained by the transportable apparatus is better
than 0.1 urn/sec^ (10 ugal) and agreement with pre-
vious measurements is within the combined uncer-
tainties of the measurements. The instrument will
be used extensively for field measurements in 1979.

The Air Force Geophysics Laboratory's program
in absolute gravity can be divided into three main
areas: support of outside research into measure-
ment techniques and of comparative measurements by
other absolute instruments; the study of the
physics of the measurement techniques and the
development of new instrumentation; and measure-
ments in the laboratory and at selected field sites
with the AFGL transportable system. The predomi-
nant focal point of this paper is the work on
current measurements, but in the interest of
completeness we will also briefly discuss the first
two areas.

The outside work supported by AFGL includes that
of Dr. James Faller and Mr. Robert Rinker of the
Joint Institute for Laboratory Astrophysics in
Boulder, Colorado (JILA/NBS). AFGL has supported
the development of a novel system for the isolation
of a reference reflector in an interferometer type
of absolute gravity instrument. This system, which
uses an electro-mechanical feedback system to syn-
thesize a very long period vertical mass-spring
support, is being designed and built into a package
which should be capable of directly supporting the
reference reflector on a gravity instrument.

AFGL supported the visit to the U.S.A. of the
transportable system developed by the 1st: tuto di
Metrologia "G. Colonetti" (IMGC) of Torino, Italy
with the cooperation of the Bureau International
de Poids et Mesures (BIPM). This work was sup-
ported by a grant to the IMGC administered through
the European Office of Aerospace Research and
Development as well as by in-house support from
AFGL and the Defense Mapping Agency Geodetic Survey
Squadron (DMA/GSS). The work involved transporting
the equipment and two people to six sites (Hanscom
AFB, MA; Denver, CO; Holloman AFB, NM; San Fran-
cisco, CA; Bismarck, ND; Miami, FL) . The system
had a mass of about 1500 kg when packaged for air
transport and the entire operation required six
weeks to complete (with a final remeasurement at
Hanscom AFB( seven measurements were made). The
uncertainty obtained was about .1 urn/sec^ (10
at most sites. [Marson and Alasia, 1978]
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In the area of studying the physics of measure-
ment techniques we are planning to do accurate
measurements of the effect of air resistance on the
free fall type of measurement. The current data
analysis method allows very small effects to be
seen in the deviation of the fall of the reflector
from a purely uniform acceleration.

Another concern is that the laser wavelength
standard is reproducible and stable. Periodic
measurement of the laser used in our system will
be done to assure our wavelength standard is not
perturbed by time or the effects of transporting
the equipment.

AFGL is looking at new developments in electron-
ics and other areas to solve some of the current
problems with this kind of instrumentation. In
particular, several techniques for making the sys-
tem simple to operate are employed in the current
AFGL system. The system is completely automated
and data are analyzed and corrected for gravity
tides in real time. Optical and mechanical align-
ment are simplified over previous systems and self-
checks on timing accuracy can be performed inde-
pendent of a gravity measurement. A new timing
and data analysis system is being obtained that
should have increased reliability over the current
system.

Measurements are currently being made with a
system that incorporates the mechanical parts from
the first generation instrument [Hammond, 1970],
and uses a control system and support base (with
optics) built at AFGL. The timing and data
analysis equipment were integrated by JILA.
Figure 1 shows schematically the absolute gravity
system. The laser length standard is a Lamb-dip
stabilized He-Ne laser which is periodically
compared with an Iodine stabilized laser in our
laboratory. The oscillator is a Rubidium fre-
quency standard and the timing electronics allow
very precise (i 125 psec) measurement of a large
number of time values during the fall of the
reflector. The reference system in the current
arrangement is simply a retroreflector mounted to
the base with no seismic isolation.

Figure 2 is a photo of the system as it looked
at the time of this symposium. The vacuum chamber
has been reduced in height by 45 cm so that the
free fall path is now about 60 cm. A smaller
vacuum pump is used (30 I/sec pumping speed) and
the pump magnetic field is reduced considerably
from the earlier system. An "old fashioned",
simple free fall technique is used because several
apparently inherent problems obtained with a
"chamber-in-a-chamber" system, resulting in our
setting that chamber aside, at least temporarily.
This system has a total mass of about 700 kg when
packed for air transport and it is contained in
nine or ten boxes which can be handled by one or
two people.

The first field measurements were made in June
of 1978, approximately six months after the deci-
sion to convert the old vacuum chamber for use with
the new system. At the time of that field trip we
were using a computation technique that used 150
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time measurements from three different positions in
the free fall path. This technique produced good
statistics and fairly .good repeatability at the
AFGL site, but a systematic effect' was known to
exist prior to the June 1978 field trip.

In spite of this systematic effect, (which has
since been eliminated) several important things
were demonstrated by these field measurements at
Denver, CO, Holloman AFB, MM, and San Francisco,
CA:

1. Portability of the system, short operating
time (three sites in ten days)

2. 10 ugal accuracy is possible at most sites
3. Sites must be chosen carefully.
The third result expresses a difficulty that

proved to be very serious in San Francisco. The
site chosen was the actual IGSN-71 site in a museum
in Golden Gate Park. Preliminary measurements with
a short period seismometer did not indicate such a
serious noise problem, but it was so bad that we
were only able to get a standard error of .15 urn/
sec2 (15 with about 2400 drops. The IMGC
system didn't experience as much trouble because
they use a seismometer for an inertial support of
the reference retroref lector .

In August of 1978 a least-squares program was
adopted for doing the data analysis . this is a
program in which the positions (Xi) and the times
(tj) are fit to a constant acceleration formula:

i = 1/2 g

The results are: g, S0 (the last two are of no
interest, except to fix the positions of the meas-
urement), and a table of residuals for each drop.
The residuals for each position in the path can be
averaged and then plotted as in Figure 3. These
residuals represent the deviation of the relative

path difference between the reference reflector ar.
the freely falling reflector from what it would be
if the reference reflector were not accelerating .at
all, and the free falling reflector were acceler-
ating uniformly at g. Thus, a vibration of the
reference reflector at a constant frequency.appears
as a vibration whose frequency in space decreases
as the falling reflector moves to the bottom. In
Figure 3, then, the ordinate gives the magnitude of
these average residuals in Angstroms and the
abscissa gives the position of the object in the
vacuum chamber measured from the start of the meas-
urement (approximately 8 cm from the zero velocity
position).

Even with the vibration shown in Figure 3 the g
value obtained showed a much reduced bias when
compared with the IMGC measurement and with the
older measurement [Hammond and Faller, 1970] . The
repeatability and the standard error of the g value
were as good as before. A rough calculation showed
that even this small vibration, initiated by the
release of the falling body, could produce a
systematic effect of the order of .60 urn/sec2. In
fact, the g value then obtained agreed with the
IMGC to within the uncertainties of the measure-
ments .

We decided to get rid of the vibration even
though it didn't cause a large bias with the least
squares analysis technique. To do this the chamber
was isolated from the reference reflector and the
rest of the optics by placing it on a separate
vibration isolation system. The results of aver-
aging 150 drops worth of data are shown in Figure 4.
The solid line is the result of subjecting syn-
thetic data, with a 3 p.m/sec /m gradient included,
to the same least squares analysis. Thus most of
the systematic appearance, if not all, is caused by
the vertical gradient. If one attempts to fit the
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Fig. 1. Schematic diagram of a system for meas-
uring absolute gravity.
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Fig. 2. The AFGL Transportable Absolute Gravity
Instrument.

t 0.03 urn/sec
. ±0.03 un/sec2

.25 + 0.01 mn/sec2

+ 0.03 mn/sec2

+ 0.05 nm/sec2

gradient as an additional parameter, the least
squares fit becomes poorly determined and the g
values have a higher scatter.

The most recent value obtained at AFGL on pier 1,
Haskell Observatory is:
Measured Value 9803783.21
Gradient Correction + 3.77
Velocity of Light Correction
Wavelength Uncertainty
Estimated Uncertainty for
Atmospheric Pressure and
Other Possible Systematic
Effects

Value at Floor Level 9803786.73 + 0.07 urn/sec2

This can be compared with the IMGC 1978 measure-
ments and the 1970 Hammond-Faller value at this
site.

Marson and Alasia (1978) 9803786.59 +0.10 urn/sec2

Hammond and Faller (1971)9803786.71 ± 0.42 urn/sec

There is a discrepancy at close to a significant
level between the AFGL and IMGC values. Effects
such as water table level and air pressure could

contribute to the difference. Pressure changes
could result in as much as 0.10 urn/sec2 full swing.
Those who use these data will have to do the best
they can (weighted means) to incorporate all
possible measurements at any site. Future opera-
tors of these types of instruments must make it a
rule to make some notation about the barometric
pressure. Discrepancies in gravity tide effects
could also contribute to these differences. It is
possible to perform corrections for tides which
fully include the effects of ocean loading.

In summary, the AFGL program in absolute gravity,
which contributed so significantly to the IGSN-71
with absolute gravity measurements at eight sites,
will continue to produce significant results and
advances in the future. There are several impor-
tant ways for absolute measurements of gravity to
help in solving problems in geodynamics. The
necessity for accurate calibration lines for rela-
tive instruments, as well as for the absolute
values for networks and at sites of special signif-
icance, should be obvious enough that looking at
instrument acquisition as a long term goal would
appear more important than making patchwork meas-
urements with prototype instruments. The agencies
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interested should be looking at more than just the
numbers describing the results. They should look
at the systems with an eye to seeing them become
operational instruments rather than specialized
systems which only a Ph.D. physicist can operate.
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Introduction

The technique of measuring gravity at sea has
been greatly improved by the development of
spring-type surface-ship gravimeters which can
be operated in a wide variety of sea conditions
(LaCoste, 1967; Graf and Schulze, 1961). Since
about 1961 surface-ship gravity measurements
have been obtained on a routine basis in each
of the world's major ocean basins. By combining
surface-ship gravity measurements with measure-
ments obtained earlier on board submarines
(Vening Meinesz, 1948; Worzel, 1965) it is now
possible to construct gravity anomaly maps of
large regions of the world's oceans. These
maps form an important basis for geodetic,
geological and geophysical studies.

Since the development of the concept of
plate tectonics there have been two approaches
to the interpretation of marine gravity data
that have proved particularly useful. The first,
based on the pioneering studies of Vening Meinesz
(1941) and Gunn (1947), uses relatively short-
wavelength (wavelength X < 400 km) gravity anom-
alies in oceanic regions to provide information
on the long-term (>106 years) mechanical proper-
ties of the oceanic lithosphere (for example,
Walcott, 1970; Watts and Cochran, 1974; Watts
et al., 1975).̂  The second, uses relatively long-
wavelength (X > 400 km) gravity anomalies in
oceanic regions to provide information on the
forces which operate on the plates and which may
ultimately drive them (for example, Anderson et
al., 1973; Sclater et al., 1975; Watts, 1976;
McKenzie, 1977).

The purpose of this paper is to present a
brief review of some of the most recent develop-
ments in marine gravity. The extent of marine
gravity data coverage is illustrated in a compil-
ation map of the main free-air gravity anomaly
maps of the world's oceans which have been pub-
lished since 1974. A brief discussion of some of
the main results in the interpretation of marine
gravity is given and some comments made on recent
determinations of the gravity field in oceanic
regions using satellite radar altimeters.

Gravity Measurements

During the past few years there have been in-
creased efforts to obtain gravity measurements in
oceanic regions, particularly aboard U.S.,
U.S.S.R., and Japanese research vessels (Table 1).
Gravity measurements have now been obtained along
more than 2 million nautical miles of ship's
tracks. Although the accuracy of gravity meas-
urements obtained on individual ship's cruises
depends on the types of navigation and instrumen-
tation used, the standard error of these meas-
urements (Table 1) based on studies of discrep-
ancies at intersecting ship's tracks is estimated

Proc. of the 9th CHOP Conference. An /nleriiutitintil S\-mptt\inin tin sh? Appliffiiit>n\ itf
<iL't>(U'*\-urGi'tnlyiiiitnic\. Oi-tuher2-5,1978. Dept. of Geodetic Science Kept. No. 280, The
Ohio Slate Univ.. Columbus. Ohio 43210.

to be in the range of 5 to 10 mgal.
Figure 1 summarizes the regions of the

world's oceans where gravity anomaly maps have
been constructed. This figure only includes
those maps with an areal extent of 4 x lO1* km2 or
greater. These maps are contoured either at 10
mgal or 25 mgal intervals and include a compila-
tion of all available surface-ship, submarine and
land gravity measurements. A significant propor-
tion of the data used in these maps is now avail-
able from the NGDC*.

Interpretation

Studies have now been carried out which have
used marine gravity data to determine inform-
ation on the deformation (or flexure) of the
oceanic lithosphere caused by surface loads
such as sediments (Gunn, 1944; Walcott, 1972;
Cochran, 1973) and seamounts (Gunn, 1943;
Walcott, 1970; Watts and Cochran, 1974; Watts
et al., 1975). An important parameter in these
studies is the effective flexural rigidity which
is determined mainly by the effective elastic
thickness of the oceanic lithosphere. By com-
paring observed gravity anomalies with calculated
anomalies based on simple elastic or viscoelastic
models it has been possible to estimate the
effective elastic thickness and how it may vary
with crustal age. The main results of these
studies, summarized in Watts (1978), is that
surface loads formed at or near mid-ocean ridge
crests are associated with relatively small
values of the effective elastic thickness while
surface loads formed on relatively old litho-
spheric plates are associated with relatively
large values.

Figure 2 is a plot of "isostatic response
function" for the East Pacific rise crest and
Hawaiian-Emperor seamount chain in the Pacific
ocean. This figure shows that the range of
wavelengths which provide information on isos-
tasy at the East Pacific rise is 30 to 300 km
while that for the Hawaiian-Emperor seamount
chain is 200 to 800 km. The importance of
these functions, however, (for example, Lewis
and Dorman, 1970; McNutt and Parker, 1978) is
that they can be easily compared to different
models of isostasy. Figure 2 shows that the
observed "isostatic response function" for the
East Pacific rise crest and Hawaiian-Emperor
seamount can be explained by a simple flexure
model with values of the effective elastic
thickness of the oceanic lithosphere in the
range 2 to 6 km and 20 to 30 km respectively.

Recent studies have shown (Detrick and
Watts, in preparation; Watts, Bodine, and
Ribe, in preparation) that the "isostatic
response functions" in Figure 2 can explain
gravity data over a wide variety of other geo-
logical features. In particular, the ridge

*NGDC. National Geophysical Data Center,
Boulder, Colorado.
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TABLE 1

Principal Harinp gravity Operations Over the World's Oceans 1973 - 1978

Country
Principal
Ships Gravlmeter

Stable
Flat fora Coverage

Bedford Institute of
Oceanography

Canada' ' Hudson
Baffin

Craf-Askanla Gss-2
Graf-Askania Gss-2

AnschUtz
AnschUtz

Pacific, Atlantic
Atlantic

Centre Rational Pour 1'explor-
ation dee Oceans (CNF.XO)

Jean Charcot Craf-Askanla Css-2 AnschUtz

German Hydrographlc Institute Germany Koine t
Heteor

Graf-Askanla Css-2
Graf-Askanla Css-2

(also Css-3)

AnschUtz
AnschUtz

At lant ic
Atlantic

Institute of OceanoJogy, Moscow USSR Akadpmik Ktirchatov Graf-Askanla C"8-2
Vltyaz ' Graf-Askanla Gss-2

Russian built
gyrostablllzed

Atlantic
Pacific

Lamont-Doherty Geological US
Observatory

Veaa Graf-Askanla Gss-3

Robert D. Conrad Graf-Askanla Gss-2

Alidad* Pacific, Indian,
Atlantic

AnschUtz, Aeroflex Pacific. Indian,
Atlantic

National Oceanic and
Atmospheric Administration

Surveyor
Researcher

LaCoste-Romberg S-51
Lacoste-Romhrrg S-52

Gyrostablllzed
Gyroatablltzed

Pacific
Atlantic

Ocean Research Institute,
University of Tokyo

Japan Hakuho-Haru
Hakuho-Maru*

TSSG (VSA)
LaCoste-Romherg S-32

Gyrostablllzcd
Gyrostablllzed

Pacific
Pacific

Woods Hole Oceanographlc
Institution

Chain
Atlantis

VSA
VSA

Sperry MK19
Sperry KK19

Pacific, Indian
Atlantic

ftJoint United States-Japan cooperative program.

crest function adequately;explains gravity
data over the Walvis and Ninetyeast aseismic .
ridges while the Hawaiian-Emperor seamount
chain function adequately explains data over
some Mid-Pacific seamounts and the Louisville
ridge. These results are in general' agree-•
ment with the observation that a number of
geological features on the ocean floor orig-.
inated either at or near a mid-ocean, ridge
crest (ridge crest and fracture zone topo-
graphy, Walvis and Ninetyeast ridges) .or as
a relatively young load on an.old litho- •
spheric plate (Hawaiian-Emperor seamount chain,
Mid-Pacific seamounts, Louisville ridge).••

Although these studies have used marine
gravity data to provide information on the
mechanical behavior of the oceanic lithosphere.
they provide little information on the forces,
which may be operative on the plates. The main
problem is that the mechanical and thermal
properties of the oceanic lithosphere serve to
obscure the gravity effect of deeper processes
in the Earth such as mantle convection.

A useful 'approach to this problem has been
to examine the relationship between long-wave-
length gravity anomalies and deviations in
expected depth of the sea-floor (or residual
depth anomalies) for broad regions of the
world's oceans (Anderson et al., .1973; Sclater
et al., 1975; Watts, 1976). These studies
show that a good correlation between gravity
and residual, depth anomalies exists, at least
for the North Atlantic and Central Pacific
Oceans. A correlation between long-wavelength
gravity and residual depth anomalies makes
a good argument for convection. Recently,
however, Cochran and Talwani, (1978) concluded

from a global data set that there was, in
general,-, a poor visual correlation between long-
wavelength gravity and depth anomalies in the
world's oceans. In addition, Detrick and
Crough .(1977) have proposed the residual depth
anomaly, in the Central Pacific ocean formed by
lithospheric thinning over an underlying "hot
spot". Future studies should therefore attempt
to establish a relationship between gravity and
residual depth anomalies as a function of wave-
length since this information appears to be the
most likely to constrain models of mantle con-
vection (McKenzie, 1977).

GEOS-3 Satellite Altimeter Data

With the advent of satellite altimetry it is
now possible to determine the shape of the
marine geoid with a great deal of accuracy
(Leitao et al., 1975; Leitao and McGoogan,
1975). In the absence of noise, gravity anom-
alies derived from GEOS-3 altimeter data, for
example, would be equivalent to gravity anom-
alies measured on surface-ships. In the presence
of noise, however,.surface-ship gravity measure-
ments provide the best means to determine the
short-wavelength gravity field in the oceans
while GEOS-3 altimeter data provide the best
means to determine the long wavelengths.

In a recent study Rapp (in press) has
recovered .1; x 1° average gravity, anomalies
from ,GEOS-3 altimeter data and compared them
with averages determined from surface ship and
land measurements; The RMS difference be-
tween predicted and terrestrial 1x1° gravity
anomaly averages was ±16 mgal for the Philippine
sea region'and ±8 mgal for the East Coast, U.S.
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: GRAVITY MEASURMENTS OVER THE
f WORLD'S OCEANS
:; ~\ (Data collected up to January 1978)
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Figure 1. Location map showing coverage of gravity data of Lamont-Doherty
research vessels R/V Robert D. Conrad, Vema and Eltanin (Table 1) up to
October 1978. The heavy lines outline those recently published free-air
gravity anomaly maps of the world's oceans with an area greater than
4 x 10 km2. The sources of the maps are as follows: 1. Watts, Bowin,
Bodine (1978); 2. Watts (1976); 3. Talwani and Kahle (1975); 4. Watts,
Bodine, Kogan (in press); 5. Watts (1975); 6. Watts and Talwani (1974);
7. Bowin (1976); 8. Rabinowitz (1977); 9. Grtfnlie and Talwani (1978).

region. Thus, in these regions, which include
a variety of different geological features,
gravity anomalies can apparently be recov-
ered from GEOS-3 altimeter data with a resolu-
tion of about 200 km and a standard error of
about ±12 mgal.

The overall usefulness of GEOS-3 altimeter
data for lithospheric studies can be evaluated
by comparing these estimates of resolution with
those which are required to define.isostasy at
the East Pacific rise crest and Hawaiian-Emperor
seamount chain (Fig. 2). The "isostatic response
functions" in Figure 2 explain surface-ship grav-
ity data in the region of the Hawaiian-Emperor
seamount chain and East Pacific rise crest with
an average standard error of ±12 mgal and ±4
mgal respectively. These errors can be attri-
buted to features of the gravity field of
these regions which are not related to isostasy.
Thus in order to provide information on the .
state of isostasy of the Hawaiian-Emperor sea-
mount chain, a resolution of at least 200 km
(Fig. 2) with a standard error of better than

±12 mgal is required, while at the East Pacific
rise crest a resolution of at least 30 km (Fig.
2) with a standard error of better than ±4 mgal
is required.

These considerations suggest GEOS-3 altimeter
data may provide useful information on the state
of isostasy of relatively young loads on old
lithospheric plates (Hawaiian-Emperor seamount
chain) but appears unlikely to provide useful
information on isostasy of features formed on
young oceanic crust near mid-ocean ridge crests.

The most promising use of GEOS-3 altimeter
data appears to be in the improved definition
of the long-wavelength gravity field. Of part-
icular interest is the information which may be
present in GEOS-3 altimeter data on deep pro-
cesses in the Earth such as those which may be
associated with mantle convection.
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Abstract. Although geoid or surface gravity
anomalies cannot be uniquely related to an interior
distribution of mass, they can be related to a
surface mass distribution. However, over horizontal
distances greater than about 100 km, the condition
of isostatic equilibrium above the asthenosphere
is a good approximation and the total mass per unit
column is zero. Thus the surface distribution of
mass is also zero. For this case we show that the
surface gravitational potential anomaly can be
uniquely related to a surface dipole distribution
of mass. Variations in the thickness of the crust
and lithosphere can be expected to produce undula-
tions in the geoid.

Introduction

The gravitational potential and acceleration can
in general be obtained by integrating over any
specified distribution of mass. In many cases,
however, the detailed distribution of mass in the
crust and mantle may be unknown. In these cases
unique relationships between the gravity and geoid
anomalies and surface distreibutions of density may
be of considerable use. One example of such a-
relationship is the Bouguer formula for the gravity
anomaly Ag, .

(D

(2)

where Ap is the density anomaly. The Bouguer
formula is valid if the horizontal scale of the
density variation is large compared with the verti-
cal scale h and h«a where a is the radius of the
earth.

Ag = 2ir G a(x,y)

where G is the gravitational constant and the
surface density distribution is

rh
,a(x,y) = Ap (x,y,z)dz

Fig. 1. Illustration of the circular disk
formulation.

Proc. of the 9th GEOP Conference, An Inlentiilionul Symposium on the Application!* of
CeatlfsyloGeoihmimics. Ocioher2-S. 1978. Depl. of Geodetic Science Rept. No. 280, The
Ohio State Univ., Columbus, Ohio 43210.

Using the technique of matched asymptotic expan-
sions, Ockendon and Turcotte (1977) have derived a
power series expansion for the gravitational accel-
eration and potential caused by slowly varying
density changes. They find that if the near
surface density distribution is in isostatic
equilibrium then the gravitational potential
anomaly AU is given by

AU -2ir G6 (x,y) (3)

where the surface dipole density distribution is

rh
5(x,y) =1 z A p ( x , y , z ) d z (4)

'0
The conditions for the validity of this relation
are the same as for the Bouguer formula with the
additional isostatic requirement that a = 0, i.e.,
that the gravity anomaly given by the Bouger
formula (1) is zero.

It is the purpose of this paper to give two
elementary planar derivations of (3) and to test
its validity for near surface density variations
on the earth.

Disk Approximations

We first consider a circular disk of thickness
h and radius R as shown in Figure 1. The density
of the disk is a function of the vertical coordi-
nate z, p(z), but not of r. The contribution to
the gravitational acceleration of each element of
mass in the disk is

GsdM
(5)

Integrating over the volume of the disk to obtain
the vertical components of the gravitational
acceleration on the axis at a distance d above
yields

fY= 2.TTG I I (d + z) rp(z) drdz
J J [ r*+ (d+ z ) Z ] J / 2 (6)

(7)

0 "0

First integrating with respect to r and then
taking the limit R -»• °° gives

- 2 , G f h p ( ) d
R¥l 82 = 2^GJQ

which is the Bouguer formula previously given in
(I).

The gravitational potential due to each element
of mass is

dU =
GdM

FT (8)
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by taking two equal surface mass distributions of
opposite sign, oj < 0 on z = 0 and a 2 = - ai on
z = h (Fig. 3a); the limits a2 •*•+<», a i -»•- »
and h -+ 0 are taken such that

r* n zpdz = = 6

Fig. 2. Illustration of the application of
Gauss' theorem to a thin layer of mass
anomalies.

Integrating over the volume of the disk to obtain
the potential at a height d on the axis of the
disk yields

'is finite. It follows from (13) and (14) that

g z = 0 z > h, z < 0

0 < z < h
(16)

8Z =

Using the relationship between the gravitational
field and potential, g = 3U/3z the difference in
the potential across tne dipole layer is

U = 2irG

f

I I rp(z) dzdr
I J [r2 + (d + z)*]*/*

•'n Jn

(9)
U+ - U = 4ir Go 2 4uG6

We choose our origin for U such that

Integration with respect to r and expanding for
large R gives

/.h /-h 1 >h
U = 2nG [R I p(z)dz - I (d + z) p(z) dz + -^

JQ JQ

U -U

(17)

(18)

so that the distribution of U illustrated in Figure
3c is obtained and .

(d + z) 2 p(z) dz + 0 (R~ 3 ) ]

0
(10)

U -2-n G6 = - 2irG zpdz (19)

First applying the condition of isostasy, i.e.
.h

p(z) dz = 0
'0

and then taking the limit R -»• <= yields
.h

zp(z)dz

' 0

which is the formula previously given in (3).

r
U = -2TTGJ

Jo

which is the same as (3) .
' In order to establish the quantitative validity

of (3) we consider the gravity and potential fields
due to spherical harmonic distributions of mass on '
spherical surfaces. The gravitational field just
outside a spherical surface due to a surface mass
distribution an Sn (where S is 'the spherical

(11) surface harmonic of order n) on the surface is
given by (Jeffreys, 1976, p. 234)

Mass-Layer Approximations 4ir G M" 3^ n + l / n n

For mass anomalies confined to thin layers it
is useful to integrate (5) over the cylindrical
volume illustrated in Figure 2. Gauss' theorem
may then be used to convert one of the .volume inte-
grals to a surface integral with the result

The wavelengths of the surface mass distribution
can be related to the order of the harmonic n by

2ira
n (21)

ffg • d*s = - 4TT G/T/
where a is the radius of the sphere (of the earth).

(12' For short wavelength distributions we take the
limit n •*• » in (20) with the result

In the limit h -»• 0 these integrals can be evaluated
to yield (Officer, 1974, pp. 262-269)

- 8

However by symmetry

4TT GO

so that c
I
J

2-n G I p dz

(13)

(14)

(15)

^ -crscr.

h
(o) (b) (c)

which is the Bouguer formula (1).
A surface dipole mass distribution is obtained

Fig. 3. Gravitational acceleration (b) and
potential (c) associated with a dipole mass
distribution (a).
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n n
(22)

-4irG
(2n + 1

a S a
n n

1 +

n+2

(23)

The condition of isostasy requires an equal mass
defect on the inner sphere to that on the outer
sphere. Allowing for the difference in area we
require (Jeffreys, 1976, p. 237)

Kn ~ (a - h)2

Substitution of (24) into (23) yields

U = ,,-*lFG.> a S a
(2n + 1) n n

Taking the limit h/a -»• 0 in (25) gives

1 -

lim U =
-4irnGa S hn n

2n + 1h/a-K)
Next taking the limit n -»• °° we find

lim-U = -2n Go S h
-

(24)

(25)

(26)

(27)

and noting that onSnh is the surface dipole distri-
bution of mass this is the same as (3).

By using (25) we can compare the results for
finite depths of compensation h with the limiting
solution given in (27). This is done in Figure 4.
The ratio of the surface potential U from (25) to
the value 2ir GanSnh is given as a function of 1/n
for h = 25, 50. 100, 200, and 400 km. The corres-
ponding wavelengths from (21) are also included.
We see that the approximation breaks down as expec-
ted when the wavelength is of the same order as the
depth of compensation, i.e., as A/h -»• 1. For depths
of compensation of 50 km or less the error in using
(27) is 10% or less over a wide range of wavelengths.
It should be emphasized that the case of two mass
layers is an extreme case of compensation at depth.
The realistic case of distributed mass with depth
will lead to lower errors than those given in Figure
4 if the mass differences are limited to a depth h.

Discussion

The gravitational field and potential outside a
closed surface can be uniquely related to a surface
distribution of mass. The Bouguer formula (1)
relates the local gravity anomaly to the magnitude
of the surface mass distribution a. However, over
horizontal distances greater than about 100 km on
the earth's surface, the condition of isostasy is
a good approximation and requires that the surface

which is the Bouguer formula.
In order to represent a dipole distribution of

mass we consider a spherical harmonic distribution
of surface mass on a sphere of radius r = a-h with
amplitude KnonSn in addition to the distribution of
surface mass anSnon the sphere r = a. The resulting
gravitational potential just outside the outer
sphere is given by (Jeffreys, 1976, p. 237)

li.lO'km

4

$$? $ $ $ o
nnn D O D 0ODD D O

0.05 0.10 0.15 o.ao

Fig. 4. The ratio of the surface potential U
on the earth from (25) to the value for a
surface dipole layer (27) as a function of 1/n
for various values 'of the depth of compensation
h. Also included are the values of the wavelength
A corresponding to the value of 1/n from (21).

mass distribution of a be zero.
If the surface mass distribution is zero the

gravitational field and potential outside a closed
surface can be uniquely related to a surface dipole
distribution of mass. In this case (3) relates the
local gravitational potential anomaly to the magni-
tude of the surface dipole layer a. The measured
distribution of surface potential anomalies can be
directly used to obtain a surface distribution of
the density dipole strength. This surface mass
dipole distribution can be directly related to the
density distribution in the crust and lithosphere,
although there will also be other, deeper contri-
butions to the external gravitational field and
potential. We have shown that the local associa-
tion of the potential anomaly with the dipole
density distribution is a good approximation for
the depths of compensation associated with the
crust or lithosphere.

The gravitational potential anomaly is directly
proportional to the geoid anomaly. The geoid
anomaly is measured directly by radar altimetry
from the GEOS-3 satellite. Haxby and Turcotte
(1978) have shown that several measurements of
geoid anomalies can be related to density varia-
tions in the crust and lithosphere using (3) .
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Abstract. Two methods are used to interpret
the whole range of signals contained in the
Geos 3 altimeter data. They each address a dif-
ferent class of events and thus complement each
other in their ability to provide information on
the state of convection in the earth's mantle.
The long wavelength section of the spectrum yields
information on the depth of the convection cells
and the viscosity variations inside those cells
through a study of the variations of the admit-
tance as a function of wavelength. The short
wavelength section of the spectrum provides
information on the time evolution of the litho-
sphere, considered as a thin elastic plate, by
studying its response to loads at several points
in its evolution. The variation of the flexural
rigidity with age is obtained from that study.

Introduction

The geoid heights derived from the Geos 3
experiment contain signals covering a whole spec-
trum of wavelengths that are related to various
processes. It is thus useful to separate the
whole spectrum into two large classes: short
wavelength that covers signals smaller than 500
to 1000 km width and large wavelength that
includes signals of larger width. These two
ranges of wavelengths must be handled separately;
their different origins require different methods
of interpretation. The overall problem addressed
by both methods is to characterize convection in
the earth's mantle by use of two complementary
approaches.

Long Wavelength Study

The central idea of the long wave study was
developed by McKenzie and his coworkers in a
series of numerical studies on convective flow
[McKenzie, Roberts, and Weiss, 1974; McKenzie and
Weiss, 1975; McKenzie, 1977]. Several two-dimen-
sional models with different parameters were
studied in order to determine how they affect the
state of convection in the earth's mantle and how.
they relate to the observed quantities accessible
to geophysicists. The result of this analysis is
that the most relevant quantity to study is the
behavior of .the admittance as a function of wave-
length; the admittance is defined as the,ratio,
in wavenumber space, of the gravity to the bathy-
metry.

The study of a wide range of numerical models
shows that the admittance is insensitive to the
Rayleigh number and the degree of internal heat-
ing but is strongly affected by viscosity varia-
tions and the depth of the convecting layer or
the deformability of the lower boundary. So far,
very little information has been available on the
variation of the admittance with wavelength in
oceanic regions as a result of inadequate gravity

Proc. of Ihtf 9th OEOP Conference. An International Symposium on the Application* of
G'cWf.iv 10 GtnJymimics. October 2-S.1978. Depl. of Geodetic Science Rept. No. 280, The
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data coverage. Data collected over oceanic
regions during the Geos 3 mission have solved that
problem; and currently, adequate geoid height
data are available over most oceanic regions. It
is thus possible to derive the gravity field
directly on the geoid by combining radar altimeter
data, range-rate residuals, and surface ship
observations. Each of the three sets of data must
be written into a coherent network that reduces
crossing errors to a minimum. Deriving the
gravity field is then a linear inversion problem,
which can be treated by any standard method. The
Backus-Gilbert method, however, offers the advan-
tage that both the gravity field and an estimate
of its error as a function of latitude and longi-
tude are obtained directly. Both bathymetry and
gravity must then be Fourier-transformed into
wavenumber space and divided by one another to
give the admittance as a function of wavelength.
This study will put more definite constraints on
the lower boundary and viscosity variations
characterizing convection in the mantle.

Short Wavelength Study

The short wavelength signals in the geoid
heights yield information on the time behavior of
the lithosphere. Following Crough [1975], we can
consider the lithosphere as a thin plate whose
thickness increases with increasing time up to a
certain age, of the order of 80 m.y., and then
continues to increase at a progressively lower
rate until it reaches equilibrium thickness.
Since the thickness of a plate influences its
mechanical properties, it is possible to study
the time evolution of the lithosphere by observing
how it deforms when loaded by seamounts placed at
several points along its evolutionary path. To
examine the mechanical properties of the litho-
sphere, we assumed the thin-plate model developed
by McKenzie and Bowin [1976]. In this model, the
lithosphere consists of a thin elastic plate
overlying a fluid medium; the plate is being
loaded by bathymetric features such as seamounts,
island chains, and ridges and is subsequently
deformed. The magnitude and wavelength of the
deformed area depend mostly on the flexural

rigidity, which is proportional to the cube of
the lithospheric thickness. By studying the cor-
relation function between the geoid height and
the bathymetry, we can determine the flexural
rigidity of the area under investigation. This
can be done in one of two ways: the first is to
Fourier-transform the geoid height and the bathy-
metry into wavenumber space, divide the geoid
height by the bathymetry, and obtain the response
function as a function of wavelength; the flexural
rigidity can then be deduced from the character-
istics of this function. The second method is to
calculate a theoretical filter Z(k) in wavenumber
space by using the thin-plate model [McKenzie and
Bowin, 1976] and varying the values for the
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(1)
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In these expressions, p and p , are,
" w' m' *"e'

respectively, the crustal, water, mantle, and
mean-earth densities, r is the earth's equatorial
radius, t is the crustal thickness, d is the
water depth, g is the average gravity, F is the
flexural rigidity, n is the number of points in
the filter, and A is the spacing between consecu-
tive points of the filter. The filter derived in.
equation (1) is then Fourier-transformed into
direct space and convolved with the bathymetry,

so

resulting in a theoretical geoid height. The
value for the flexural rigidity that gives the
best agreement between predicted and observed
geoid heights is the one that will be selected
for each area studied.

In practice, the method chosen will depend on
the type of data available. The first method is
more adequate when comparing gravity and bathy-
metry data from surface ships because both sets
of data give equispaced points and can thus be
easily Fourier-transformed. The second method,
however, is preferable when dealing with Geos 3

. altimeter data because it is not dependent on
having both bathymetry and geoid-height data in a
Fourier-transformable format. The Geos 3 data
are easily transformed, but the bathymetry data
must be reconstructed, as rigorously as possible,
along the subsatellite position by using bathy-
metric contour charts; this operation generally
results in poor accuracy and irregular point
spacing. The second method, the two-dimensional
approach, is thus the one we have used to study
the evolution of the lithosphere. The regions

45°-
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ISO" 165° 170* 175° 180° 175' ' 170° 165' 160- 65-

Fig. 1. Geos 3 passes studied in the Hawaiian-Emperor Seamounts region.
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Fig. 2. Observed geoid height profiles in the
Hawaiian-Emperor Seamounts region, represented
with respect to a reference geoid of degree and
order 12.

studied so far are the Hawaiian-Emperor Seamount
chain, the Marshall-Gilbert Island chain, and the
Crozet Islands; these areas will be part of a
much larger network.

The Hawaiian-Emperor Seamounts were selected
first because they have been previously studied
by other methods from other sets of data [Watts
and Cochran, 1974; Walcott, 1976]. This area
therefore constitutes an ideal testing ground for
the two-dimensional technique. The altimeter
passes from Geos 3 selected in that area are
superposed on a map of the region in Figure 1,
and their profiles are shown in Figure 2. The
profiles are represented with respect to a refer-
ence geoid of degree and order 12 calculated from
Standard Earth IV spherical-harmonics coeffi-
cients; they all show the features typical of the
region — a sharp peak centered on the island
chain flanked by a shallow depression and super-
posed on an asymmetrical bulge.

We then calculated theoretical filters using
values for flexural rigidity ranging from 102^ to
1031 dyne-cm; an example, with a flexural rigidity
of 1030 dyne-cm, is represented in Figure 3.
After convolving the filters with the recon-
structed bathymetry, we got the results shown in
Figure 4. The top profile in the figure is the
observed geoid represented with respect to a
reference geoid of degree and order 16, which was
chosen in order to remove the unwanted long-wave-
length features; the middle profile is the best-
fitting predicted geoid, obtained with a value of
1030 dyne-cm for the flexural rigidity; and the
bottom profile is the bathymetry reconstructed
along the subsatellite positions from the bathy-
metric charts designed at Scripps Institute of
Oceanography by Chase, Menard, and Mammerickx
[1970]. Our values for all passes are in close
agreement with those determined by other methods
[Watts and Cochran, 1974; Suyenaga, 1977].

In the framework of the time evolution of the
lithosphere, two important observations were made

O

"o> 8

a; 6

5

Geoid Filter

Rexurol Riqidcly=IO

Distance (km)

Fig. 3. Theoretical geoid filter calculated
with a flexural rigidity of 103" dyne cm.

in that region:
1. Predictions for the mid-Pacific Mountains

are best when a lower value for flexural rigidity
is used. This is in quantitative agreement with
a study by Larson [1976] on the evolution of the
Western Central Pacific Ocean. Interpreting the
magnetic anomalies, he characterized the mid-
Pacific Mountains as a slowly spreading center.
A reduced plate thickness would thus be expected,
as observed in the present work.

2. The flexural rigidity associated with the
Emperor Seamounts is somewhat smaller then the
easternmost active volcanoes of the Hawaiian chain,
as shown in Figure 5; it is on the order of
8 x 1Q29 dyne-cm. The smaller value can be
explained by taking into account the age of the
Seamounts along the chain [Clague and Jarrard,
1973]. In a recent study, Watts [1978] observed
the correlation between gravity and bathymetry
data obtained from surface ships over several
sections of the Pacific Ocean: the East Pacific
Rise, the Hawaiian-Emperor Seamounts, and the
Kuril Rise. He deduced that the relevant factor
related to flexural rigidity is the age of the
lithosphere at the time of loading. Although the
lithosphere in the case of the Emperor Seamounts
is older than it is at the head of the Hawaiian
chain, the load there is proportionally older,
and therefore the lithosphere at the time of load-
ing was younger, thus requiring a smaller flex-
ural-rigidity value. So far, only one Geos 3
track is available for interpretation in that
region; the difference observed is within the
range of permissible uncertainties, but we cannot
draw any definitive conclusions until more tracks
along the seamount chain have been studied.

The two other areas investigated — the Marshall
Gilbert Island and the Crozet Island - exhibited
quite similar behavior to that found above. In
the Geos 3 track shown crossing the Gilbert
Islands chain in Figure 6, the top profile repre-
sents the bathymetry reconstructed from the
Chase et al. chart, and the bottom profile is the
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Fig. 4. The top profile represents the observed geoid height with respect to a reference geoid of
degree and order 16 in the Hawaiian region; the intermediate profile is the predicted geoid, cal-
culated with a filter of flexural rigidity of 1030 dyne-cm, and convolved with the bathymetry repre-
sented on the bottom profile.

.30

observed geoid height with respect to a 16th-
order reference geoid. The Gilbert Islands are
the sharp feature seen at 1200 km. . Figure 7
shows a series of predicted geoids in the same
area computed with several values for flexural
rigidity. Both the width and the height of.the
signal vary considerably, and the best-fitting
value in this case is between 0.5 and 0.75 x 10J

dyne-cm. The lithosphere is quite old in that
area, of the order of 120 m.y., and therefore a
large lithospheric thickness is expected, which
is inconsistent with the small value found for
the flexural rigidity. To reconcile the present
observation with Watt's model, it could be specul-

. ated that the Gilbert Islands constitute old loads.
The study of the Crozet Plateau was done in

collaboration with Dr. Army Cazenave, from Groupe
de Recherche et de Geodesie Spatiale and Centre
National d"Etudes Spatiales, Toulouse, who pro-
vided the relevant Geos 3 profiles. In a recent
•work, Cazenave and Lambeck (in preparation)
analyzed the geoid anomalies in that region using
the three-dimensional approach developed by Watts,
Cochran, and Selzer [1975] for their study of the
Great Meteor Seamount. Cazenave and Lambeck
found that flexural-rigidity values ranging from
0.75 to 1 x 1030 dyne-cm gave an excellent fit
between observed and predicted geoids. When we
applied the two-dimensional approach described
above to the Crozet Islands, we obtained a flex-
ural-rigidity value similar to theirs; this can
be seen by comparing the observed geoid plotted

in Figure 8 and the predicted geoids shown in
Figure 9.

In the Crozet Plateau region, the age of the
load is unknown, and the age of the lithosphere,
according to Schlich [1975], is Upper Cretaceous.
A comparison of Cazenave and Lambeck's method
with ours suggests that the two-dimensional
approach is ideal for studying linear features
such as island or seamount chains, while it
offers less precision for dealing with individual
features. In the case of the Crozet Plateau,
only those tracks crossing the maximum altitude
.of the plateau gave a correct value for the
flexural rigidity; all others resulted in larger
values, owing to the fact that they reproduced
only the lower bathymetric points, whereas, in
reality, the actual observed geoid is influenced
by nearby masses. Therefore, the feature being
studied will dictate whether we use the two- or
the three-dimensional approach.

In the future, we intend to collect and study
as many features as possible with various ages
for the load and various ages of the lithosphere
in order to deduce a relationship between flex-
ural rigidity and age of the lithosphere. That
study will first be carried systematically in the
Pacific Ocean and then will be extended to all
oceanic regions. This could be used as a method
to derive the age of unknown loads.
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Fig. 5. The top profile represents the observed geoid with respect to a reference geoid of degree
and order 12 in the Emperor Seasmount region; the intermediate profile is the predicted geoid cal-
culated with a filter of flexural rigidity 8 x 1029 dyne-cm and convolved with the bathymetry repre-
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metry in the Gilbert Islands region; the bottom
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Fig. 7. The four profiles represent the predicted
geoid in .the Gilbert Islands region calculated
with filters of different flexural rigidities:
0.5, 0.75, 1., and 2.5 (x 1030) dyne-cm, respec-
tively.
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Institute of Technology and in part by contract
F19628-78-C-0003 from the Air Force Geophysical
Laboratory.

References

Chase, T.E., H.W. Mehard, and J. Maramerickx,
Bathymetry of the North Pacific, Scripps Insti-
tution of Oceanography and Institute of Marine
Resources, 1970.

Clague, D.A., and R.D. Jarrard, Tertiary Pacific
plate motion deduced from the Hawaiian-
Emperor chain, Geol. Soc. Am. Bull., 84, 1135-
1154, 1973.

Crough, S.T., Thermal model of oceanic lithosphere,
Nature, 256, 388-390, 1975.

Larson, R.L., Late Jurassic and early Cretaceous
evolution of the western central Pacific Ocean,
Journ. Geomagn. Geochem., 28, 219-236, 1976.

McKenzie, D.P., Surface deformation, gravity
anomalies and convection, Geophys. Journ. Roy.
Astron. Soc., 48, 211-238, 1977.

McKenzie, D.P., J.M. Roberts, and N.O. Weiss,
Convection in the earth's mantle: towards a
numerical simulation, Journ. Fluid Mech., 62,
465-538, 1974.

McKenzie, D.P., and N.O. Weiss, Speculations on
the.thermal and tectonic history of the earth,
Geophys.'Journ. Roy. Astron. Soc., 42, 131-174,
1975.

McKenzie, D.P., and C. Bowin, The relationship
between bathymetry and gravity in the Atlantic
Ocean, Journ. Geophys. Res., 81, 1903-1915,
1976.

Schlich, R., Structure et age de I1Ocean Indien
Occidental, Mem. Hors-Sene No. 6, Soc. Geol.
France, Paris, 103, 1975.

Suyenaga, W., Earth deformation in response to
surface loading, EOS, Trans. AGU, 58, 1231,
1977.

Walcott, R.I., Lithospheric flexure, analysis of
gravity anomalies and the propagation of sea-
mount chains. In. "The Geophysics of the
Pacific Ocean Basin and its Margin," ed. by
G.H. Sutton, M.H. Manghnani, and R. Moberly,

AGU Geophys. Mono. 19, Washington, D.C., pp.
431-438, 1976.

Watts,. A.B., An analysis of isostasy in the
. world's oceans: Part 1 - Hawaiian-Emperor
Seamount chain. Journ. Geophys. Res, (in
press). '

Watts, A.B., and J.R. Cochran,.Gravity anomalies
and flexure of the lithosphere along the
Hawaiian-Emperor Seamount chain, Geophys. Journ.
Roy. Astron. Soc., 38_, 119-141, 1974. . .

Watts, A.B., J.R. Cochran, and G. Selzer, Gravity
anomalies and .flexure of the lithosphere: a
three-dimensional study of the Great Meteor
Seamount,.Northeast Atlantic, Journ. Geophys.
Res, 80, 1391-1398, 1975. :

30 -

-50

O

i -130

§

E -210
Q.
Ul
O

-290

-370

12.0

•u. 9-5
s
9 7.0

s

- FR ' 2.5 I030

o

S 4.5

O
5 2.0
Ultra.

-0.5 -

-3.0 -

" FR = I030

FR = 0.75 I030

600 1200

DISTANCE (km)
1800 2400

Fig. 9. The top profile is the bathymetry in the
Crozet region; the three bottom profiles repre-
sent the predicted geoid calculated with filters
of different flexural rigidities: 2.5, 1., and
0.75 (x 1030) dyne-cm, respectively.

266



79_ 21499
Comparison of Surface and Satellite Gravity Data

Richard H. Rapp
Department of Geodetic Science, The Ohio State University

Columbus, Ohio 43210

Abstract. Satellite derived potential coefficients
(GEM 9) are compared to terrestrial gravity data by
degree in terms of coefficient differences and in terms
of mean anomaly differences. We found the root mean
square undulation difference (to degree 20) was ±9 m
and the anomaly difference was ±7 mgals with GEM 9
commission errors of ±1.7 m and ±3.8 mgals. The
standard deviations of the GEM 9 implied undulations
increased from ±4 cm at degree 2 to ±53 cm at
degree 20. The corresponding values implied by a
recent (June 1978) terrestrial 5° field were ±2.53m
and ±0.38 m (at degree 20).

Comparisons of 5° equal area and 1° x 1° blocks
showed discrepancies of ±11 and ±25 mgals respec-
tively when using the GEM 9 coefficients to degree 20.
Comparisons between Geos-3 altimeter derived anom-
alies and 1° x 1° terrestrial data showed that ±6-8
mgals is a reasonable accuracy estimate for the altim-
eter derived anomalies. Limited comparisons have
also been made with anomalies derived from satellite
to satellite tracking data indicating an accuracy of
about 46 mgals for the recovery of 5° equal area
blocks.

•Introduction

The determination of the gravity field of the earth
has been one of the classic goals of geodesy. The
uses of the gravity field in geodesy originally re-
lated to geoid undulation and deflection of the vertical
computation. Later applications arose in trajectory
and orbit computations. Now we see needs for the
global gravity field for better understanding the proc-
ess in the earth's interior.

Initially gravity measurements were made with pen-
dulums and then gravimeters which made accurate
relative measurements. Even with rapid progress in
equipment and techniques there are gaps in the earth's
terrestrial gravity coverage.

The use of satellites to determine potential coeffi-
cients improved the situation with regard to the long
wavelength behavior of the gravity field. Specifically,
gravity anomalies can be derived from these potential
coefficients. In early computations, a comparison of
anomalies derived from potential coefficients with
terrestrial mean anomalies was made to evaluate var-
ious potential coefficient sets derived from the analy-
sis of satellite orbits (Kaula, 1966). Such procedures
not only gave some indications of which potential co-
efficient solutions might be more reliable, but they
also gave some confidence that there was some agree-
ment between the satellite derived anomalies and the
terrestrial anomalies.

These anomaly comparisons have continued for a
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number of different purposes (Lambeck, 1971, Rapp,
1972, 1975). This paper is an attempt to look at the
current situation in several different ways.

The Terrestrial Data

For our comparisons we will be using a recently
(June, 1978) updated set of 1° x 1° mean gravity anom-
alies. This updating started from a set of 35011 a-
nomalies supplied by the Defense Mapping Agency
Aerospace Center in St. Louis. We updated this set
of anomalies by adding, replacing or deleting 11933
values. These values were obtained from various
sources such as recently published maps or data
sent by various organizations for our use. The fi-
nal data set contained 39405 1° x 1° anomalies some
of which had been estimated thru geophysical corre-
lation techniques. The location of these anomalies is
shown in Figure 1.

In the update that we performed we would often find
anomaly estimates from two sources that were widely
different. As an example I show in Table 1 1° x 1°
anomaly estimates for three blocks from different
sources.

Clearly the differences are not small. Nor are such
discrepancies unusual. However the number (on the
order of 100-200) of such discrepancies are small on a
percentage bas is. Thus there are a number of areas
where we have a poorly defined 1° x 1° mean anomalies.

In summary we will work in our comparisons with
39405 1° x 1° mean anomalies where the root mean
square standard deviation is ±16 mgals but where
some standard deviations may be as large as ±81
mgals.

Table 1. Location of Larger Discrepancies Between
Terrestrial Data Sources

Source A Source B Difference

27
62
-5

85
216
134

-15±10
-44±15
-55±11

mgals
mgals
mgals

-147±9
106±19
72±22

mgals
mgals
mgals

-132
150
127

Anomaly C nrnpntations -from Potential .Coeffic ients

The usual procedure to compute gravity anomalies
from fully normalized potential coefficients (C^.S;,,)
is (Rapp, 1977a)

(1)

1 = 0

^ sin mX)
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where Re is the radius of the Bjerhammar sphere
which is somewhat imbedded^ithin the earth and r
is the geocentric distance to the point in question. In
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Figure 1. Location of the 39405
of the June 1978 Data Tape.

Anomalies

practice Ife is usually taken to be that equatorial ra-
dius (or scale factor) used in the determination of the
potential coefficients. Equation (1) will yield the
anomalies with respect to an ellipsoid of defined flat-
tening implying a set of reference CI,Q coefficients
(^even) which is subtracted from the original Qg.o
values. Such anomalies are given with respect to an
ellipsoid with no atmospheric mass. Most terrestrial
anomalies have been computed with respect to a grav-
ity formula in which the mass of the atmosphere is
included. For consistency purposes 0. 87 mgals
should be subtracted from the anomaly obtained from
(1).

Another problem continues to appear that is related
to the convergence of the equation (1) at the surface
of the earth. Various solutions to this problem have
been discussed. Recently Moritz (1978) has argued
that although the series diverges at the surface of the
earth, a practical convergence can be expected when
using a finite set of coefficients. Arnold (1978) re-
cently claims to have proven that the spherical har-
monic expansion does converge on the surface.
Sjoberg (1977) has given some simple examples de-
monstrating divergence. To avoid the question I
suggested (Rapp, 1977b) that anomalies could be eval-
uated using (1) on a sphere enclosing all the masses
of the earth. Then these anomalies could be down-
ward continued (by collocation, for example) to the
terrestrial surface. Numerical tests indicated better
agreement (±1 mgal for 5° anomalies) with the terres-
trial data when this approach was used than when a
direct evaluation on the surface was used. Clearly
more study is needed in this area. For this paper all
anomaly evaluations have been carried out at the sur-
face of the earth ignoring the convergence problem.

Potential Coefficients from Terrestrial Anomalies

We should note here that potential coefficients can
also be determined from a global estimate of the ter-
restrial gravity field (Rapp, 1977a). Using the 1° x 1°
data set previously discussed we computed a set of
1654 5° equal area anomalies using procedures de-
scribed in Rapp (1978). These anomalies were used
to generate potential coefficients to degree 20 using
equation (6) of Rapp (1977a). These coefficients will
be compared to satellite derived coefficients in a later
section.

Comparison Quantities

We can compare the satellite and terrestrial data in
several ways. The most obvious is the computation
of anomalies from potential coefficients using (1) and
the comparison with terrestrial data in various size
blocks. The comparison can be made by computing the
root mean square difference between the satellite and
terrestrial data. This difference will be caused by
three factors : 1) errors in the terrestrial data; 2)
errors in the potential coefficients; and 3) errors
caused by the neglect of higher degree terms in the
spherical harmonic expansion. Kaula (1966) has de-
scribed methods to separate these terms.

We can also compare the potential coefficients from
the satellite and terrestrial results. This comparison
is instructive to consider, by degree, the differences
in terms of anomalies. and undulations. The mean
square undulation difference would be given by :

£
6N/ = R3

(2)
• =0

where R is a mean earth radius. The anomaly dif-
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Table 2. Comparison of Terrestrial Anomalies to
Anomalies Implied by GEM 9

2X10'

Block Size

i. (max)

12
20

±10 mgals
ill mgals ±25 mgals

ference by degree would be given by :
i

E _ 2 .,2... -. 3 >
(3)

m = O

where y is a mean value of gravity over the earth.
The total difference between the two sets of coeffi-
cients could be expressed as :

8N2 = y 6N (4)

= y fig/
£=2

Similar equations can be written for the accuracy of
the various quant ies given the standard deviations of
the potential coefficients.

Results Using the GEM 9 Potential Coefficients

To implement the comparisons described in the pre-
vious section we will use the GEM 9 (Lerch.et als. ,
1977) potential coefficients. This coefficient set is
complete to degree 20 with some higher order terms.
It is based solely on satellite data.

Table 2 shows the root mean square difference be-
tween the anomalies computed from the potential co-
efficients and the terrestrial data. The 5° compar-
isons were made using 1062 blocks whose standard
deviations were less than ±6 mgals. The 1° x 1°
comparisons were made using 16579 blocks whose
standard deviations were less than ±16 mgals.

In Figures 2 (for geoid undulations) and 3 (for a-
nomalies) information is given, by degree, for the
following quantities :

1. Root mean square value implied by the GEM 9
coefficients;

2. Root mean square difference between the GEM 9
coefficients and the coefficients implied by the
5° block terrestrial data;

3. The standard deviations computed from the accu-
racies of the terrestrial coefficients and the
GE M 9 coeff ic ients .

From Figure 1 we see that the GEM 9 undulation has a
standard deviation of ±46 cm at degree 12 while the
terrestrial standard deviation is ±50 cm and the differ-
ences at that degree is iSO cm. At the higher degrees
the differences and the standard deviations approach
the magnitude of the undulation at that degree . Sim-
ilar comments can be made for the anomaly informa-
tion in Figure 3.

o:
ui
h-
Ul

I I I I 1 I I I I I I I I I

RMS GEM9 UNDULATION

RMS UNDULATION
DIFFERENCE

(GEM 9- 5° (JUNE 78)

LSTANDARD
DEVIATIONS USING

5°(JUNE 78)

GEM 9 UNDULATION
STANDARD ERRORS

2 34 56 7 8 9 10 11 12 13 14 15 16 17 18 19 20
DEGREE

Figure 2. GEM 9 and 5° Terrestrial Implied Poten-
tial Coefficient Comparisons in Terms of Geoid Undu-
lations.

RMS ANOMALY DIFFERENC
(GEM9-5°(JUNE 78)

8 9 10 II 12 13 14 15 16 17 18 19 20
DEGREE

Figure 3. GEM 9 and 5° Terrestrial Implied Poten-
tial Coefficients in Terms of Gravity Anomalies.
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Figure 4. Location of Edited Geos-3 Altimeter Data
and 5° Equal Area Blocks.

Table 3 shows comparisons between the two poten-
tial coefficient sets when all coefficients between
degree 2 and 20 are considered.

Geos-3 Altimeter Results and Comparisons

The Geos-3 altimeter data has greatly improved our
knowledge of gravity (and undulations) at sea in 5° and
1° x 1° mean anomalies. The location of edited Geos-
3 data available at The Ohio State University IB shown
in Figure 4 along with the location of the 5° equal area
blocks. Anomalies and undulations have been com-
puted from this data using the procedures described
in Rapp (1977d, 1979). From this data we have now
computed 29478 1° x 1° anomalies and undulations. Of
these there are 27465 1° x 1° anomalies that have
standard deviations £ ±15 mgals. The location of
these anomalies is shown in Figure 5.

The 1° x 1° anomalies derived from the Geos-3
satellite altimeter data have been compared to the
terrestrial data in two data sets. The first set lies off
the East Coast of the United States in an area where
the altimeter data is dense and the terrestrial data is

Table 3. Root Mean Square Difference and Commission
Errors of the GEM 9 and 5° Terrestrial
Implied Potential Coefficients

Undulation Anomaly

RMS Difference ±9.1m ±7.0 mgals
GEM 9 Commission Errors ±1.7m ±3. 8 mgals
5° Terrestrial Comm. Errors ±3.9 m ±3. 5 mgals

of above average reliablity. The second set comprises
the whole altimeter derived anomalies compared to the
available terrestrial data subject to the following
accuracy limitation (which also applies to the first
data set) : Comparisons between the two anomalies are
only made if the terrestrial anomaly standard deviation
is s 25 mgals and the altimeter derived anomaly stan-
dard deviation is s 15 mgals. The results are given
in Table 4. By including the comparison with the GEM
9 anomalies (using the potential coefficients to I = 20)
we can see the improvement the altimeter results have
given over the GEM 9 anomaly field. The accuracy
estimates (of about ±8 mgals) for the altimeter derived
anomalies apears consistent with the RMS anomaly
differences.

In some cases we have found very large discrepan-
cies between the altimeter derived anomalies and the
terrestrial data. Specifically we found 17 differences
greater than 100 mgals and 203 differences greater
than 50 mgals. I give in Table 5, 5 blocks where the
differences are large. A number of these cases occur
in areas where the anomaly field is changing quite rap-
idly and only one ship track is available thru a block.

Table 4. Comparison of Altimeter Derived Anomalies
and Terrestrial Anomalies in 1° x 1° Blocks

Set 1 Set 2

RMS Diff. (GEM 9 - Terr.)
RMS Diff. (Alt. - Terr.)
RMS Terr. Std. Dev.
RMS Alt. Std. Dev.
Number of Comparisons

±32 mgals
-til mgals
±11 mgals
± 7 mgals

659

±25 mgals
±15 mgals
±15 mgals
± 8 mgals

16579
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Table 5. Information Related to Large 1x1°
Anomaly Differences Between Terrestrial
and Altimeter Derived Values

AgAlJ.T AgTfRS Difference

7
47
56
46
37

153
153
162
171
213

8-t 7 mgals
-15+10 mgals
-52i 9 mgals
-46± 9 mgals
-14-t 8 mgals

-258±17 mgals
-202±23 mgals
-188±21 mgals

85*13 mgals
86±18 mgals

266 mgals
187 mgals
136 mgals

-131 mgals
-102 mgals

It seems clear that there is generally good agree-
ment between the terrestrial and altimeter 1° x 1°
anomalies consistent with an accuracy estimate of ±8
mgals for the altimeter data. The large discrepancies
discussed above indicate areas where more detailed
information is needed on the anomaly field.

Computations have also been made in computing 5°
equal area mean anomalies and undulations. The pre-
dicted accuracy of the 5° anomalies is on the order of
±3 mgals which is consistent with comparisons made
with terrestrial data.

Satellite to Satellite Tracking Results

A recent data type for the recovery of gravity anom-
alies is that of satellite to satellite tracking. Such
data is currently available only in limited areas and
only experimental types of results have been obtained.

One experiment has involved the tracking of the
Apollo spacecraft by the ATS-6 satellite. Since the
Apollo vehicle was at an altitude of only about 230 km
the range rate signal could be strongly perturbed by
local anomalies. The analysis of this data and a de-
scription of the experiment is found in Vonbun et al.

(1977). Using limited data they were able to recover
some 5° x 5° mean free-air anomalies to an accuracy
of about ±7 mgals based on a comparison with ground
truth.

Another experiment involving the ATS-6 satellite has
used Geos-3. A description of this experiment and
some data analysis may be found in Marsh et al.(1977)
The analysis of some of this data for various size
mean anomaly blocks has recently been described by
Hajela (1978). In this study 5° equal area anomalies
were recovered to an accuracy of about ±6 mgals.

At this point we do not have sufficient data to signi-
ficantly improve our surface gravity field from satel-
lite to satellite tracking data. However test results
on anomaly recovery are sufficiently promising that
more such data should be sought.

Conclusions

This paper has been a brief survey of ways in which
satellite derived gravity data compares with surface
data. These comparisons have been performed using
block means (such as 5° equal area and 1° x 1° ) and in
terms of potential coefficients. We found that the
differences between the terrestrial data and GEM 9
potential coefficients was ±11 mgals for 5° blocks and
±25 mgals for 1° x 1° blocks. Much of this difference
is caused by the fact that the GEM 9 set is complete to
degree 20 only.

Comparisons with potential coefficients derived from
the terrestrial 5° data, showed poor agreement at the
lower degree. Overall there was a ±9.1 m undulation
difference and a ±7.0 mgal anomaly difference. The
standard deviation, by degree of the undulation or
anomaly difference, was found to approach the actual
magnitude of the quantity near degree 18. The stan-
dard deviation at a given degree, for the undulation,

Figure 5. Location of
Computed from Geos-3 Altimeter Data.
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was smaller for the GEM 9 coefficients than for the
terrestrial derived coefficients up to degree 13. Fig-
ures 2 and 3 summarized the differences found.

Comparisons of the Geos-3 altimeter derived 1° anom-
alies and the surface data indicated the predicted stan-
dard deviations of about ±7 mgals were reasonable.
However, some large discrepancies exist between the
altimeter derived and terrestrial anomalies ranging
up to 266 mgals. The use of the altimeter anomalies
may be a way to detect bad 1° x 1° anomaly estimates.

Finally satellite to satellite tracking.results were
briefly discussed noting the achievement of encour-
aging results with additional data needed.
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Abstract. The conventional procedures to de-
termine deflections of the vertical in mountain-
ous terrain require time-consuming astronomical
or gravimetric methods and their application is
therefore restricted to a small number of sta-
tions. The interpolation of vertical deflec-
tions between such stations can be performed by
the Inertial Surveying System currently used for
position determination. The principle of such a
procedure is outlined and the existing imple-
mentations are discussed.

An analysis of results obtained in the Cana-
dian Rocky Mountains indicates that the obser-
vation of deflection differences along the same
line can be repeated with a precision of about
OV5 but that there are systematic discrepancies
between the forward and the backward running of
the same line. A comparison with the available
astronomically determined deflections also shows
systematic differences Of 2" to 3". These errors
are most likely due to the 'overshooting1 of the
Kalman procedure at gradient changes. It appears
that the software can be altered in such a way
that deflection differences between stations,
not more than half an hour of travel time apart,
can be determined by the inertial system with an
accuracy of better than +_ I".

1. Introduction

Two methods have conventionally been used to
determine the deflections of the vertical £ and n
which define the difference in direction between
the ellipsoidal normal and the actual gravity
vector. The first approach uses integral formur
las to determine the deflection components from
gravity anomalies Ag. In Vening-Meinesz1 inte-r
gral

- n } do (1.1)

5 and n are in principal computed at the surface
of the geoid. Here G denotes a mean value of
gravity for the whole earth, S(iji) is Stokes1 func-
tion, <!< is the spherical distance, a is the azi-
muth,and a indicates integration over the earth.
In Molodenski's approach £ and n are determined
at the earth's surface. The second method uses
astronomically determined latitude and.longitude
($, A) and geodetic latitude and longitude (<ji,X)
to obtain deflection components at the observation
point by the simple relations

n = (A - A)
(1.2)

Usually, the deflection coverage of larger

Proc. of the 9th GEOP Conference, An Internatiunut Symposium on the Applimlitm* uf
(ieoileiY la Gtmlynum'Ks. October 2-5.1978. Depl. of Geodetic Science Repl. No. 280. The
Ohio Stale Univ.. Columbus. Ohio 43210.

areas is rather sparse because of the time-con-
suming data acquisition procedures. This is
especially true for mountainous terrain where a
dense coverage would be required to adequately
represent the slope changes of the equipotential
surfaces. The amount of work required for this
is prohibitive in most cases. Methods to inter-
polate deflections between stations where the
gravity vectors are known are therefore of great
interest. Two ways to approach this problem have
evolved in recent years. They could be called
computational and observational interpolation.
In the first approach all information about the
anomalous gravity field in a certain area is com-
bined to predict deflection values at the speci-
fic point. Methods differ as to the way in which
the different data groups are combined and repre-
sented. But all have in common that they employ
heterogeneous data and thus avoid the limitations
which are often encountered when using one type
of observations only. The actual resolution of
these methods depends to a large extent upon the
amount, the accuracy, and the distribution of the
data. With a scarce coverage as for instance in
mountainous areas it is impossible to recover
any details. While this approach is character-
ized by the optimal use of the available informa-
tion, the second approach relies on an instrument
which is capable of measuring changes of the
direction of the gravity vector with reference to
an initial point. In this case a detailed map?
ping of the deflection changes along the path of
the instrument is possible. Thus, a relative
geoid can be computed which is then oriented by
the absolute deflection values obtained by other
means. Inertial systemsare capable of performing
such an observational interpolation and from
their error characteristics an application in
mountainous terrain seems to be especially pro-*

raising.
The discussion will concentrate on deflection

interpolation with such instruments. This
limited application should not obstruct the view
for one of the main advantages of these systems:
the capability to obtain position and gravity
field information at the same time. It seems
that because of historic subdivisions in geodesy
the full potential of inertial systems is not yet
utilized.

The following sections will be somewhat biased
towards the Litton 'Inertial Surveying System1.
This does not indicate a preference but has been
dictated by the fact that the only data available
to the author had been taken with this system.

2. Movement of an Inertial System in a Local
Gravitational Field

An inertial measuring unit consists basically
of three mutually orthogonal accelerometers and
of an assembly of gyroscopes establishing a ref-
erence frame with known orientation to the accel-
erometer triad. Usually, the accelerometers will
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be aligned along the output axes of the gyros.
The output of the accelerometer triad are three
components of specific force

f. = r.i i g.a (2.1)

where r. are the inertially referenced accelera-
tions expressed as the second derivatives of a
radius vector with respect to time and g. are the
components of the gravitational acceleration at
the system location due to all bodies in the uni-
verse. For surveys on the surface of the earth
the origin of the inertial system is usually trans-
lated to the mass center of the earth thereby
making the variations of the gravitational effect
of all extra-terrestrial bodies smaller than
2.10~'. Thus, for relative accuracies of about
2.10~7 only the effect of the earth's gravita^
tional field has to be considered. Since the mea-
suring accuracy of available inertial systems is
of the order of 10~5 an earth centered origin
will be assumed hereafter.

The accelerometer triad can be related to the
inertial triad by connecting the two radius vec-
tors by a rotation matrix C

Cr (2.2)

where the superscripts I and A refer to the
inertial and to the accelerometer frame respec-
tively. Differentiating twice with respect to
time we obtain

"I "A ' *A "A
Cr + 2Cr + Cr (2.3)

We now can distinguish three special cases. If C
is independent of time,only the first term on the
right-hand side remains and equation (2.3) ex-
presses the rotation between two inertial frames.'
Such a system can be instrumented by mounting the
accelerometers on a gimballed platform and keep-
ing its orientation fixed in inertial space.
These systems are called space stabilized. Honey-*
well's Geo-spin is a system developed along these
lines for geodetic purposes. In the second case
the only time dependency allowed in C will be
the rotation of the earth. Such a system will
again make use of a gimballed platform which now
will be constantly torqued in such a way that it
stays orthogonal to a reference ellipsoid. These,
systems are called local-level and can directly
be related to the geodetic (ij>, X, h) - coordi-
nates; Litton' s 'Inertial Surveying System' and
Ferranti's system work with this concept. If
finally an arbitrary time dependency is allowed
in C, equation (2.3) represents a strapdown
system. In this case the inertial instruments
are mounted along axes attached to the vehicle
and the orientation changes arbitrarily with
respect to inertial space. So far, systems of
this kind have not been developed for geodetic
applications. .

The principle of inertial geodesy can best be
seen from equation (2.1). If the gravity vector
g. is known we can obtain position by integrating
twice

r.
i fi -'

(2.la)

Usually, only an approximation to gi is available,
either in form of the normal gravity vector Yj. or

in form of a higher order approximation from one
of the satellite solutions. In that case the
differences between the reference field and the
actual field can be determined by measurement
using the normal case as a first approximation.
Thus," position and gravity field determination
become intertwined in an iterative procedure.
This concept will be used in the sequel for a
local-level system. .

Another approach which shows clearly the inter-*
dependence of geometry and physics starts from
the holonomity problem. The transformation of
locally ioperfect differentials into locally
perfect differentials for frames used in geodesy
has been discussed in detail by Grafarend (1975).

The specific force equation for a local-level
system is obtained from equation (2.1) and (2.3)

' " A ' " A
Cr. + 2Cr.i 1

" A
Cr. +1 (2.4)

The first three members on the right-hand side
are usually expressed in terms of vehicle velo-
city, earth rotation rate, and ellipsoidal radii
(see e.g. Britting, 1971). The important point
is that an ellipsoidal surface is used for all
computations and that small correction terms are
applied to account for the deviations between
model and reality. This is done by splitting the
gravity vector g into a normal and an anomalous
part

Yi +

grad W = grad U + grad T

(2.5)

(2.6)

where W is the gravity potential, U is the normal
ellipsoidal gravity potential, and T is the ano-
malous gravitational potential. Similarly, g.
is the gravity vector, y> tne normal gravity
vector, and Sg. the gravity disturbance vector.
The vectors are now expressed in spherical coor-
dinates with geocentric latitude $, longitude X,
and radius vector r. Using the usual series .ex-
pansion of the normal potential U (see- e.g. Heis-
kanen and Moritz (1967); p. 230), we obtain

U = '{1 -
I J2n

(F)2n?2n(sin
n=l

where

~2n (-1)
n+1 3e2n

(2n + 1) (2n + 3)

kM is the gravitational constant times the mass :
of the earth, J. are the even harmonic coeffi-
cients of the expansion, a is the semi-major axis
of the ellipsoid, P (sin $) are Legendre poly-
nomials, E is the linear eccentricityo o i /o
E = (a* - b̂ )-1-' , e is the first eccentricity
e=E/a, C and A are the earth's moments of inertia
around its axis of rotation and around an axis in
the equatorial plane respectively, and ifi(r, <j>) is
.the centrifugal potential. We then have
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Y = grad „ =
r 3

where

i + i (2.8)

= 0
3X °

because of rotational symmetry. The other two
partial derivatives are

I M = *M £ a (a,
r 3? $ r2 n=1 2n r

where
n

,P' (sin cj>) = -cos $ I (4n - 4k + 3)
2n k=l

' P

and

3U
=Y

3r Tr

2n-2k+l

U - Z (1+ 2n)
r n=l

. P2n(sin $) (2.10)

Since the series (2.9) and (2.10) converge very
fast approximations of the form

YJ = Ye (a. + a2 sin $) sin $ cos f (2.11)

and

Yr = Ye (1 + bi sin
2$ + b2 sin

4 $) (2.12)

can be used where Y refers to normal gravity at
the equator. The coefficients a , a , b.. , b_
depend on the reference system chosen. The
relative accuracy of these formulas is about 10
With the same accuracy normal gravity along the
ellipsoidal normal y can be obtained by using

= Y,- sin £- cos e
(2.13)

where e = 0.50 e sin 2<j>.
The absence of odd.degree terms in formula (2.7)
is necessary in order to maintain the same ellip-
soidal reference surface for all computations.
An inclusion of the J - term as for instance in
(Britting, 1971) is inconsistent with the use
of the ellipsoid as a computational surface. If
higher order approximations are used for the
gravity field, formulas for the appropriate
surfaces must be developed.

Conceptually, the anomalous part of the .grav-
ity field can be treated in exactly the same way
as the normal part. Using the expansion of the
anomalous potential T into spherical harmonics

{1 - Z (-) J' P (sin *) (2.14)
n=2 r n n

£
n=2 m=l

£ (— ) (j cos mX+ K sin mX)

where J1 are the zonal coefficients minus the
normal part and J , K are the tesseral harmon-
ic coefficients, we can again differentiate with
respect to $, X, and r. There are, however, two
difficulties with this approach. First, only
truncated series (2.14) are available from sat-
ellite observations which will not give the
required local details. Second, the evaluation
of such series will be too laborious for real
time computations. For the following discussion
we will therefore assume that only the normal
part of the gravity field as represented by
equations (2.7) to (2.13) is known.

Equation (2.5) shows that the deviations from
the normal model are given by the gravity distur-
bance vector 6g. which has the components

6 9..

3T3<t>
r cos $

II
3r

(2.15)

Using spherical approximations the right-hand
side can be expressed in terms of £, n, and Ag

-YO n

Ag + — N
R

(2.16)

where Y denotes normal gravity at the ellipsoid,
G and R are mean values of gravity and earth
radius respectively, and N is the geoidal undu-
lation at the point.

Changes of these quantities from one station
to the next can be determined by using two pro-
perties of an inertial system: the capability to
align to the local vertical and the faculty to
keep an orientation fixed in space. The first
property allows determination of the direction of
the local gravity vector each time the system
stops. The second property makes it possible to
transport an orthogonal frame established at an
initial point to other points on the earth's sur-
face and to use it as a reference. Thus, the
actual changes of the gravity vector can be com-
pared to the changes of the normal gravity vector
i.e. changes of the gravity disturbance vector
(2.16) can be determined. If the gravity vector
is known at the initial point it can be deter-
mined in all subsequent points. Strictly speak-
ing, an iterative process would be required,
expressing the fact that position and gravity

- field determination cannot be separated. In
practice, the iterative corrections will often be
negligible because of the small distances be-
tween stations.
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It should be well understood that the changes
of the gravity disturbance vector are not contin-
uously recorded but can only be determined at
discrete points where the vehicle stops. For
continuous recording gradiometers must be added
to the inertial system. However, it is of inter-
est for the following discussion to relate the
gravity disturbance vector to changes in the
gravity field and in vehicle motion. A deriva-
tion of the relevant formulas is given in (Moritz
1975). Using the notations

T.
3T

we can write

T.(t) = T.° .(s) {

(2.17)

ds

(2.19)

n = n0 + cos

t
/ (T, + TxxV ds •

This formula shows that changes in £ and n are
dependent on the ratio v.i/v,,, i.e. on the instru-
ment heading. , This is especially apparent for an
L-shaped traverse which first runs east - west
and then south - north. We obtain

t
AC.E-W

*S-N v r
0 t,

ds

ijxfi <|>
o

_

f (r) dr + / T. (r) dr} ds

where

and

AVw = y r cos » tf TXXVX ds
'o Y o

cos

u denotes the velocity, and the superscript zero
indicates an initial value. The last term'on the
right of formula (2.17) describes the interaction
between gravitation and inertia. Since its ef-
fect will be very small in the applications con-
sidered here, it will be neglected hereafter.
This approximation does not affect the following
argument. Using the relations (2.14) and (2.15)
results in

n = n0 +

A A rAg = Ag - /

o

where

ds

TXrVds

(2.18)
T ,v, + T v ) ds +
rX X rr r

fi ds

because of u. =0. For local applications the
term with (N - N ) can be neglected. Except for
small corrections the v. represent the velocity
components and with

Vr <<:. <V V

in many cases the deflections of the vertical can
be expressed by the approximation

3. Implementation of the Measuring
Principle in the Inertial Surveying System

Fig. 3.1 ilustrates the principle of determi-
ning changes in the gravity disturbance vector by
an inertial measuring unit. At an initial point
P the system is aligned to the local gravity
vector g by a levelling procedure which drives
the two horizontal ' velocity outputs to zero and
by establishing astronomical north via gryocom-
passing. Basically, a local astronomical ($, A) -
system is established. The small angle 6. be-
tween g. and y. is called the total deflection of
the vertical. The initial frame is transported •
to P making corrections for the rotation rate of
the earth by continuously torquing the platform.
Similarly, compensation of changes of the normal
gravity vector are included in the specific
force equation. At P_ the changes of the gravity
disturbance vector will cause a small misalign-
ment of the platform with respect to the local
vertical and the resulting velocity readings in
the 'horizontal' accelerometers can be resolved
into the components Ag and An.

At this point two different procedures are
possible. The first one is used in the 'Rapid
Geodetic Survey System' (RGSS) and is illustrated
in fig. 3.2. In this case the velocity readings
are recorded but the initial frame is left un-
changed, i.e. only the above mentioned torques
and normal gravity corrections are applied. The
reference surface for the computations is then
an ellipsoid which is slightly tilted against the
global reference ellipsoid because the alignment
has been made with respect to the local vertical.
If <j>, X, h, C, and n are known in the initial
point this tilt can theoretically be removed.
Since this system measures differences in ellip-
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Fig. 3.3 Principle of 'Inertial Positioning System*

soidal height h it is also possible to use the
deviation between measured and known height dif-
ference Ah.. . to retilt the ellipsoid. By using
the deflection information provided at the zero
updates the changes of the geoidal undulation
between P. and P can be computed.

The second procedure is used in the 'Inertial
Positioning System' (IPS) and is illustrated in
fig. 3.3. In this case the frame is realigned to
the local vertical at each zero update. This
means that the geoid is approximated by a sequence
of ellipsoidal sections. The height differences
determined from this surface will approximate
levelled height differences. The interpretation
of the computed latitude and longitude differences
is somewhat problematic.

Theoretically, the anholonomity problem creeps in
at this point. Practically, a piecewise mapping
onto the ellipsoid will give results which are
acceptable within the limits of present measuring
accuracy. With improved systems this procedure
should, however, be avoided.

So far, measuring errors have not been consid-
ered. They will disturb the simple relations
discussed above. Certain error sources produce
accelerations which are very similar to those
generated by changes in the gravity field. A
separation can be achieved by an adequate measur-
ing process. Changes in the gravity field are
position dependent, at least at the level of
accuracy considered here, while most instrumental
errors are time dependent. A well designed survey
can help to separate the two disturbances. Reoccu-
pation of stations after certain time intervals
and checks at stations with a known gravity dis-
turbance vector will provide a control of the
instrumental errors.

The present 'Inertial Surveying System' controls
the different error sources by a hierarchy of
biases. They are either added to the specific
force equations or used to modify the torquing
commands. In this concept the gravity disturbances
are considered as one of several sources of noise.
Optimal filtering techniques are used to eliminate
this noise. Thus, deflection changes are absorbed
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into bias changes. The separation from instru-
mental errors, especially gyro drift, is done
under the assumption that the correlation functions
are known. Two sets of biases are important for
deflection determination: the alignment biases
and the Kalroan biases.

The first group, consisting of three gyro biases
and one accelerometer bias, is determined during
the levelling and gyrocompassing procedure at
the initial point and remains constant for one
mission. It fixes the tilt of the computation
surface against the global reference ellipsoid
and also introduces a scale factor in the'height
computation. Since a number of different effects
are lumped into the gyro biases the resulting
tilt cannot be considered as representing the
gravity disturbances at the initial point. This
will have a second-order effect on the computation
of deflection differences but will in general be
negligible for local applications.

The second group of biases, the Kalman biases,
are determined at each zero update. In this case,
the value of each bias b. is recomputed using the
new data x (velocities) according to a priori
knowledge contained in the gain matrix K. The
formula

Kobau

b. +K. (X - (3.1)

expresses this relation. The matrix B gives a
functional relationship between x and b. Two sets
of Kalman biases are important for the determina-
tion °f deflection changes. The sum of tilt
corrections for each axis and the accelerometer
biases. The procedure illustrated by fig. 3.3
combines tilt correction and accelerometer bias
to obtain deflection components. No tilt correc-
tions are made in the procedure described by fig.
3.2 and the deflections can be derived from the
accelerometer biases only.

It will be shown in the next section that the
use of Kalman estimation, well suited for error
control, does not always give reliable results
for the determination of deflection components.

4. Analysis of Results

The data used in this analysis have been pro-
vided by the Geodetic Survey of Canada. They were
taken during a campaign in the Okanagan Valley
of the Canadian Rocky Mountains in 1975. Fig.
4.1 shows the survey line which is a paved road
between Curve and Bottom and unpaved between
Bottom and Kobau. All stations marked by a
triangle have astronomically determined deflec-
tions of the vertical. The height profile is
shown in fig. 4.2. It should be noted that a
rather extreme terrain has been selected with a
number of sharp curves in the second part of
the line and a height difference of about 1600 m.

The surveys were made by car during a period of
about three weeks in May and June and .usually a
forward and a backward running were made with one
alignment. The method used is that described by
Pig..3.3. Not all legs of the traverse were ob-
served with the same frequency; the minimum num-
ber of double runs was 5 the maximum number 10,
with an average of about 8 runs.

Power

Curve

Fig. 4.1 Map of the survey route
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Fig. 4.2 Topographic profile of the survey route
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Fig. 4.3 Accuracy of system derived A? - values
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Since only the differences AC and An between
stations can be determined, the most obvious
approach is to compute these differences and to
estimate standard deviations for each difference.
Since sample sizes were rather small in some cas-
es, the hypothesis was tested if all variances
could be considered as representing the same
population. The standard deviations of AC and An
were almost identical with 0 = +_ 0"54 and
0. = +_ 0'.'56, so that the standard^ error for a
deBlection difference could be estimated from a
sample size of about 100. The result was

a = +_ OV55

for the mean of a forward and a backward running.
The standard deviations of the individual differ-
ences were compared to 0 and all except one
passed the F-test on a 5? - level. The one
rejected standard error was too small. These
results show that deflection differences can be
determined with a high precision. This means
that the repeatability of the results is very
good.

As to the accuracy fig. 4.3 and 4.4 should be
consulted. They show the deflection differences
as functions of the travel time At between j
stations. Mean values of the system determined
differences are marked by a dot, while the dif-
ferences of the astronomical deflections are
represented by a triangle. The individual stan-
dard errors (10) are indicated by a circle. No
standard deviations were available for the astro-
nomically determined differences but judging from
the observation method they should in general be
below O'.'S. We will therefore use

0'.'5

as standard deviation of the astronomically deter-
mined differences.

The figures show very clearly that the devia-
tions between astronomically determined and

system derived differences is much larger than
could be expected from the standard deviations.
The standard error
is

o (astronomical - inertial)

"A-I = i r-'73 '
Considering the size of the deflection differences
it can be concluded that the inertial system re-
covers deflection changes with a good accuracy.
Considering the size of o and o it must be con-
cluded that there are systematic differences bet-
ween the two data groups. Although a and a are
almost equal there is some reason to Believe that
the differences derived from the inertial system
are systematically wrong. One indication is
given by the large differences between forward
and backward runnings.

If we compute the mean of the differences be-
tween stations using only forward runs in one case
and only backward runs in the other we obtain the
results summarized in table 4.1.

The standard deviations a and a belong to
the means of the forward and the backward runs
respectively. The standard deviations o
characterize the deviations between the individ-
ual forward and backward runs. The sample size
is about 50 in each case. Using an F-test at a
5% - level it must be concluded that there are
systematic deviations between the forward and
backward runnings.

Part of these differences can be explained by
the 'slowness' of the Kalman estimation to adapt
to a new situatipn. If we look at formula (3.1)

= b. + K.
i 1

(x - (3.1)

the new estimate b. is composed of the old
estimate b. and a portion representing the influ-
ence of the new data. This influence is weighted
by the gain matrix K which is dependent on the a
priori correlation function and previous estimates.
Thus, the old estimate b. may to a large extent
determine the value of b. . , i.e. the estimation
is somewhat slow to follow changes in the value of
b. The situation is illustrated in fig. 4.5 The
full line represents a deflection profile, the
dashed line its estimation by the Kalman procedure
when coming from the left side. There is a kind
of 'overshooting1 due to the influence of the old
estimate which makes the difference P_P, too small.
When coining from the right side P.,P, will be
determined correctly but in this case P,?, will
be wrong. This explains the differences Between
forward and backward runnings. The following
example will demonstrate that this effect is

Deflection
Component

A£

An

°F-B

+_ 1.43

+ 3.86

°F

+_ 0.64

+_ 1.12

°B

+ 0.96

+_ 1.03

Table 4.1 Comparison of standard deviations
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overshoot

Fig. 4.5 'Overshooting' of Kalman filter

present in the data and leads to observable sys-
tematical errors.

Fig. 4.6 shows the C-profile between the
stations Barry and Carol and outlines the Kalman
estimation of the difference Bing-Bottom. Coming
from Barry 'overshooting1 at Bing will produce
a difference which is too small. Coming from
Carol 'undershooting' will also give too small a
difference. The actual values determined as .means
of 10 measurements are

A£^, • = -4V08 + OV07 . •

The 'correct1 difference from astronomical obser-
vations is A£ = -6V53. It should be noted that
the line between Bing and Bottom is rather straight
and has .a length of only 6.6 km. Thus, there is
no other obvious explanation for errors of this
size.

The interpretation of the results from the
curved part of the line is more difficult. As has
been shown in section 2 changes in the gradient of
£ and r| are likely to occur with each change in
platform heading. Thus, for lines having several
sharp curves between stations the unwanted effects
of the Kalman procedure may either accumulate or
cancel. This is exactly the pattern which evolves
for the winding part of the line. Some system
derived deflection differences agree very well
with those obtained from astronomical observations,
others deviate by 2" to 3". It appears that
these deviations are of a size which can be expect-
ed from the slow adaption of the Kalman procedure.
It is difficult to say, however, if this is the
main effect or if changes in thermal and magnetic
gradients as functions of platform heading also
play a major role in changing the drift rates and
by this the deflection estimates. There is one ,

Bing

Kalman
estimate

Barry Carol

^-profile

Bottom

Fig. 4.6 Explanation of systematic A£ - discrepancy
between Bing - Bottom .

observation which would indirectly confirm a
highly nonlinear drift for the data analysed here.
The value of a = +_ OV55 has been computed by
making the usual linear drift removal between
Curve and Kobau. When not removing any drift from
the data the corresponding value drops to 0 ' =0'.'50.
This shows that the assumption of linear drift is
a wrong model on a line like this because it does
not improve results. Since drift is definitely
present it must be suspected that it is highly
nonlinear. This nonlinearity can probably be
correlated to changes in platform heading.

In order to control these different effects it
will be necessary to refine the mathematical model
and to change the software accordingly. The
gravity disturbance vector should be modelled as
a position dependent quantity rather than a time
dependent bias term of stochastic nature. An
adequate model of the changes in gyro drift due
to platform heading can probably be obtained by
stationary experiments. Otherwise, a change of
the measuring procedure would be necessary in
order to determine drift changes during field
operations.

The accuracy of deflection determination with
present- day inertial instrumentation can be
summarized in two numbers. Using the system as
it is systematic differences of 2" to 3" must be
expected even over relatively short distances.
With changes in the software a standard error of
+1" or better can be expected between stations
not more than half an hour of travel time apart.
It should be noted that these results have been
obtained in mountainous. terrain and that no
restrictions with respect to the course of the
survey have been imposed. Results obtained by
Fishel and Roof (1977) seem to confirm the above
findings.
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The existence of cavity effects was pointed
out by King and Bilham in 1973, about a year after
our first GEOP conference on earth and ocean tides.
The principle involved is illustrated by figure 1
which shows the cross-section of a circular tun-
nel with tiltmeters installed at A and B. In the
lower part of this figure the tunnel is shown
deformed by horizontal cotnpressive stress and
two effects are obvious. Firstly, the tiltmeters
suffer a very local strain-induced tilt which is
not really what we mean by "tilt" at all and
prompts the question "what is tilt anyway"; and
secondly, the strain across the tunnel is three
times as great as it would have been had the
tunnel not been present. Clearly one cannot in-
stall a tilttneter or strainmeter in an under-
ground cavity and expect to measure a tilt or
strain representative of the surrounding rock
without first understanding the effect of the
cavityo Changes in strain are likely to be asso-
ciated with tilting in all cases of interest, be
one concerned with earth-tides, build-up of tec-
tonic strain in an earthquake region, or tele-
seismic and near-field tilts and strains follow-
ing earthquakes. This discussion of cavity,
topographic and geologic effects is equally valid
for all these applications.

The concept of scale is very important. With
earthtides and many other problems we are dealing
with large scale deformations and considering
macroscopically simple earth models, such as, for
example, radially symmetric spherical earths.
However, we are observing these deformations on
a microscopically complicated earth, in cavities,
often close to irregular topography and in the
presence of local variations in elastic proper-
ties due to geological inhomogeneities. As none
of these irregularities introduces net forces or
couples, the influence of each is restricted to
its immediate vicinity (St. Venant's principle)
and its effect on the overall deformation of the
earth is small. Unfortunately practical reasons
often force us to measure in just those sites
where the perturbations are large, and the tradi-
tional sites for tilt and strain observations -
disused mines and tunnels - are often particular-
ly badly affected. It is, however, usually the
large scale "homogeneous" deformation which is
of interest. The large scale strain obeys the
large scale (plane or spherical) free surface
boundary conditions and therefore has only 3 in-
dependent components. The homogeneous tilt is
the tilt of the free horizontal surface and the
boundary conditions ensure that this is the same
as the tilt of a vertical line element; however,
the tilt of an inclined line element is affected
by strain even in the homogeneous case.

A measurement of strain is a measurement of

Proc. of [he 9th GEOP Conference. An liifi'rnnliiniiil S\nipti.\iiini t>n the Applii-titinn* < \ t '
CintJenia lletntynainirs. Ocn>her2-S. 1978. Dept. of Geodetic Science Rept. No. 280. The
Ohio State Univ. . Columbus. Ohio 43210.

change in distance per unit distance (61/1) bet-
tween two points on the earth's surface or on the
interior of a cavity inside the earth. As long
as we are in the linear regime of elastic be-
haviour and small deformations, this strain will
be a linear combinations of the three components
of the homogeneous strain. An ellipsoidal or
infinitely long cylindrical cavity strains uni-
formly and we can define the entire strain tensor
for the cavity; an irregular cavity deforms in
an irregular manner and the best we can do is to
define linear strain between two specified points.
An observed tilt is similarly the sum of the
homogeneous tilt plus strain-coupled tilts from
each component of homogeneous strain.

Interpretation of an observed tilt or strain
thus requires that the appropriate coupling co-
efficients be determined and this is normally
done by numerical calculations using finite ele-
ment modeling. (Levine and Harrison, 1976;
Berger and Beaumont, 1976; Emter et al., 1977).
This modeling is greatly facilitated if there
is a clear separation of scales, so that the
geology is on a large scale relative to the topo-
graphy and the topography on a large scale rela-
tive to the cavity. Then the effects may be com-
puted separately and the total estimated by a
series of matrix multiplications. Otherwise
all effects must be included in the one finite
element model and the calculation may become
very unwieldy.

Ellipsoidal and cylindrical cavities were
treated analytically by Harrison (1976). Strain
is measured correctly along the axis of an in-
finitely long tunnel; for a tunnel of finite
length a circular cross-section is optimal and
for such a tunnel a length/diameter ratio greater
than 20:1 results in less than 1% strain error.
Narrow cavities are extremely compressible in the
direction of their short dimension; a fine example
of this effect comes from the Schiltach Observatory
in the Black Forest where a x58 strain magni-
fication has been observed across a narrow cleft,
in good agreement with finite element calculations
which predict x53 (Emter et al., 1977). The floor
of an infinitely long tunnel shows no tilt coup-
ling in the direction of the tunnel axis, and the
sides of a vertical borehole tilt as if the hole
were not present.

Finite element calculations have given insight
into the behaviour of more complex cavities. The
walls of a tunnel of square cross-section bend
outwards as a result of cross-tunnel tension,
while the floor remains flat (figure 2). Cracks
(figure 3) or geometrical irregularities (figure
4) however induce local tilts and the cracks,
behaving as narrow cavities, exhibit very large
strains.

The cavity effects have very important impli-
cations as tilt and strain have usually been
measured in underground cavities to avoid meteor-
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Fig. 1. A circular tunnel is deformed by hori-
zontal strain. Tiltmeters at A and B record
strain-coupled tilts and the horizontal strain
across the tunnel is three times as large as
they would have been had the cavity not been
present.

L '
Fig. 2. Deformation of a square tunnel by hori-
zontal tension. Only the bottom right corner of
the tunnel is shown; the solid line represents
the undeformed tunnel and the dashed line the
deformed corner. - .

Fig. 3. Deformation of the tunnel of Figure 2
showing the effect of a crack.

ological perturbations. These cavities were
excavated with explosives resulting in a fractured
aureole surrounding the cavity in addition to
cracks and joints which may be present naturally„
Tilts and strains must be measured over baselines
at least as long as the thickness of. this frac-
tured aureole. Strain measurements have been
made over long baselines, typically 30m or more,
along the axes of tunnels. They are not much
affected by the cavity effects that one knows
about and corrections are normally small. .However,
these observations may be affected by fractures
and material inhomogeneities of which one is not
aware, and differences in tidal strains measured
with end to end strainmeters along tunnels in
Great Britain suggest some such effect (Evans
et al., in press).

For tilt the situation is entirely different.
Tilt measurements have traditionally been made
with short base (<• 1m) instruments in geometrically
complex situations. Finite element modeling would
be very difficult and is, in practice, impossible
because the fracture pattern in the vicinity of the
tiltmeter is unknown. Thus all earth-tide tilt
observations made with short base instruments are
essentially worthless, and the observational tech-
niques must be completely revised. One exception
is when the tilt is primarily a loading tilt from
a nearby ocean; in this case the load induced tilt
is much larger than both the load induced and body-
tide strain, and the strain-coupled tilt is
correspondly less important.

Topographic effects are also more important
than anyone had expected. Finite element calcu-
lations for a hill and valley situation with
45° slopes, figure 5, shows that the local strain
in some places is actually of opposite sign to
the homogeneous while in others , it is 3 times
as large; up to 3.7 time if one considers strains
measured across the valley. Even a valley with
slopes of 1 in 10 produces a 36% modification
of strain and tilt-strain coupling coefficients
of the same order of magnitude.
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r
Fig. 4. Deformation of the tunnel of Figure 2
showing the effect of a geometrical irregularity-
(ledge).

As might be expected from the preceding
discussion, material inhomogeneities ("geologic
effects") also produce strain perturbations and
tilt-strain coupling. Three examples are shown
in Figures 6, 7 and 8; the first, the effects of
a sediment-granite contact crudely modeling the
Frpnt Range-plains boundary near Boulder, Colorado;
the second computations by Beaumont and Berger
(1974) showing the effects of an assumed change
in elastic constants due to dilatancy on the' tilt
and strain earth tides;'and the third (unpublish-
ed) showing computations by the author of the
effects of an assumed partially moulten zone
beneath Yellowstone. These effects are large -
modifications of the homogeneous tilt and strain
tides are of the order of many tens percent, up
to 100%, they are localized to the vicinity of the
of the inhomogeneity; and the tilt anomalies
appear to be larger, but more restricted in area
than those in strain.

A general agreement between tilt and strain
tide observations and the predictions of these
cavity, topographic and geologic influences is
now well established. In general it is not poss-
ible to correct tilt observations made with short
base tiltmeters with useful accuracy, because of
the difficulty of correcting for the very small
scale geometric and material inhomogeneities
which have important influences on such measure-
ments. All such measurements, that is all but a
very few of body tide tilt observations made to
date, are therefore worthless considering the
accuracies required to contribute useful infor-
mation about the earth. The strain situation is
generally better because strain measurements have
been made with long (30m - 100m) instruments along
the axes of tunnels, which happens to be the
correct technique from the point of view of cavity
effects. Corrections for the cavity are there-
fore small and probably realistic. Levine and
Harrison (1975) and Berger and Beaumont (1976)
have corrected earth tide strain observations
for the topographic and geologic effects. These
corrections generally improve agreement between
theory and observation and this is particularly

Fig. 5. Effect of topography with 45° slopes in
modifying tilt and strain. The topography is
symmetrical about the lachured line on the left,
(top) horizontal strain-strain coupling factor
(middle) tilt-strain coupline factor for a hori-
zontal element (bottom) tilt-strain coupling
factor for a vertical element.

obvious when they are large (20-30%).. Never-the-
less only about half of the observations are in
agreement with theory within the observational
accuracy; this may be because the ocean loads
are not accurately known but there is also the
possibility that the modeling calculations are
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not as accurate as the finite element computations
becuase unknown but significant faults, joints,
elastic inhomogeneities, etc. have not been
included.

In summary tilt and strain tide observations
are importantly (-pathologically at the 100%,.
typically at the few 10s% level) affected by
cavities, topography and geological inhomogen-
eities; gravity observations are practically
unaffected. It is important that tilt and strain
be observed with long base instruments because

small irregularities, too small to model realis- I
tically, can have important local effects^ On
the other hand we do not really know what we mean
by "long" because we do not know on what, if any
scale, rock behaves as a continuous homogeneous
medium; earth tide observations can help us
answer this question, and different areas pro-
bably behave in different ways as a result of
differing rock types and tectonic histories. The
traditional earth tide observatory, and abandoned
mine or tunnel is a very poor place to measure
body tides because of complicated cavities, topo-
graphy and geology. Instead the ideal site for
observing the body tide is in flat terrain with
horizontally layered, mechanically homogeneous
geology. Strain will be measured with long
surface or trench mounted laser strain meters
and tilt with long, surface or trench mounted
liquid levels, or with borehole tiltmeters.
Horizontal geological discontinuities can
produce large perturbations of the tilt and
strain tides and these perturbations, using
the known homogeneous tidal strains and tilts,
can be used to explore local structure in
favorable cases and, through possible time

100 km

I / / *•«**
[_/_ /_ _ P*267gm/cm

I'D n 8.13 km/s

m
I
L_ __

Fig. 7. The effect of a dilatant zone in modify-
ing earth tides. The normalized functions repre-
sent the fractional change in radial displacement,
tilt and strain as a function of position when the
P-velocity in the dilatant zone is reduced by 5,
10, 15, and 20 percent (from Beaumont and Berger,
1974).
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Fig. 80 Modification of tides due to partially
moulten zone beneath Yellowstone National Park
on the assuption of a 10% reduction in Vp. Models
I and II are for the body shown extending to 100
km with, in I material properties corresponding
to flat inclusions and in II, properties corres-
ponding to round inclusions. Model III has the
material properties of I but extends to 200 km
depth. (a) radial displacement and N-S tilt and
(b) E-W and N-S strain.

variations of tidal admittances, in earthquake
prediction. Ocean load uncertainties currently
preclude the use of tidal observations for deter-
mining whole earth structure or body tide energy
dissipation, but it does seem possible that they
can be utilized for exploration on a smaller
scale - at least this is a possibility that de-
serves further investigation.
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Abstract. The period since the first GEOP con-
ference in 1972 has seen marked changes in global
tidal modelling, with many new models produced in
the past two years. Two trends have been evident.
The first centers on the incorporation of terms
for ocean loading and gravitational self attrac-
tion into Laplace's Tidal Equations (LTE). The
second centers on a better understanding of the
problem of near resonant modelling and the need
for realistic maps of tidal elevation for use by
geodesists and geophysicists. These trends are
described. Although new models still show signi-
ficant differences, especially in the South
Atlantic, there are significant similarities in
many of the world's oceans. This allows sugges-
tions to be made for future locations for bottom
pressure guage measurements. Where available,
estimates of M2 tidal dissipation from the new
models are significantly lower than estimates from
previous models. The new estimates are consistent
with recent estimates of the rate of decelleration
of the lunar longitude.

Introduction

Over the past seven years since the first GEOP
conference in 1972 there have been two marked
trends in tidal modelling. The first centers on
the incorporation of the terms for ocean loading
and gravitational self attraction into Laplace's
Tidal Equations (LTE). The second centers on a
better understanding of the problem involved with
near resonant modelling and the need for realistic
maps of tidal elevation for use by geophysicists
and geodesists. It is the purpose of this article
to describe these two trends, and to look at what
improvements are likely in the future.

Because of the scope of the article, and since
many researchers have calculated models only for
M2, only M2 models after 1972 will be presented.
Calculations for other constituents will be men-
tioned in passing. For a good summary of model-
ling prior to 1977 and a detailed discussion of
modelling techniques see Hendershott [1977].
Another excellent summary can be found in
Cartwright [1977].

Ocean Loading and Self Gravitation

The terms for ocean loading and self attraction
were incorporated into LTE by Hendershott [1972].
The effect that these terms have on LTE may be
summarized as follows. LTE may be written after
Hendershott [1977] as a single elliptic elevation
equation in negative mercator coordinates as

) + £2sech2T i<r/g-6) + F (i)
where

Proc. of the 9th GEOP Conference. An tnri'rtuitiimttl SVW/KJ.VW/H on flu- Appli'ciitiuiM of
Ctemlen-io (Iriiilriumiifs. October 2-5. IV78. Dept. of Geodetic Science Rept. No. 280. The
Ohio Slate Univ.. Columbus. Ohio 43210.

L = QHV + [(QH)^ - (i/s)(QHtanhT)T]3<J>

+ [(QH)T + (i/s)(QHtanhT)< j )]3T (2)

F = (1/pD^KQF*)^ + (QFT)T]

- (i/pDos)[(QtanhTF
<f>)T - (QtanhTF

7) ] (3)

and

e2 = «22a/gD Q = l/(s2-tanh2T)

D = D H(((),T) s = cr/2fi (A)o

where T,((> are the mercator latitude,and longitude,
CQ is the observed ocean tide, F

T,F<I> are the meri-
ional and zonal components of dissipative stress,
a is the tidal forcing frequency, fi is the earth's
angular rate of rotation, T is the total tide gen-
erating potential, 6 is the geocentric solid earth
tide, D is the local depth of the ocean, and a is
the radius of the earth. The exact form of dissi-
pative stress for each model will depend on the
choice of F and F9.

For a rigid earth, T = U (the astronomical pot-
ential) and 6 = 0, i.e.

F/g - 6 = U/g (5)

In the presence of solid earth deformation and
tidal loading F/g - 6 may be expressed as follows.
In the usual Love number notation (Munk and
MacDonald, 1960, p.
harmonic component of the potential is

24,29,30), the n spherical

T = (1+k )U + (l+k')ga 5
n n n n n on
th

(6)

while the n spherical harmonic component of the
solid earth tide is

h U /g + h'ct r, .n n n n on (7)

th
Here the n spherical harmonic of the observed
ocean tide is

? = ZC Ym(sin9) (8)
on m nm n

where Y is the spherical harmonic normalized
after Backus [1958], i.e. |Ym| = 1, Un is the n

th

spherical harmonic componentnof the astronomical
potential (in practice only U_ need be consi-
dered) , 9 is the latitude, and

C = /A (<('l,e')Ym(sine')cos9'd<j)'d9'. (9)nm o n

Thus if one defines

then

F/g - 6 = + Z(l+k'-h')a //<; Ym*cos9'd<t>'d9'
n n n n on

(10)

(11)
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Fig. 1. The M2 gravitational potential divided by g seen by an observer fixed to the
surface of the earth in the absence of ocean tidal effects, i.e. (l+k«-h«)U-. (amplitudes
in cm, phases in degrees)

or by placing the summation inside the integral, ,.:

F/g - 6 = 1 +

/A0(<t>',e')G(<!>
i,ei |4>,e)coseid())'d9I (12)

where G(<j>' ,9' |4>,8) is a Green's function evaluated
by Farrell [1972]. In negative mercator coordin-
ates

F/g - 6 =

' |<j),T)sech2T'd<|>'dTI (13)

The presence of this global integral makes solu-
tion difficult. Hendershott [1972] proposed the
iterative sequence

+ e2sech2TC1 = ,

~1

i,(E(l+kn-hn)Un/g) + F

//^~G(<J>I,T'|<l>,T:)sechVdcj)1dTI (15)

and found it divergent for M2 in the absence of
interior dissipation, i.e. F = 0. Gordeev, et.
al [1977] showed that this procedure will converge
in the presence of interior dissipation. Their
calculations based on the Longman [1963] Green's
function are consistent with the importance of
these terms. Parke [1978a] showed dramatically
that the loading and self gravitation terms are

important for M2 by comparing the surface poten-
tial seen by an observer fixed to the surface of
the earth with and without ocean effects, i.e.

F/g = (l+k2-h2)U2/g

F/g = (l+k2-h2)U2/g

(16)

(17)

where the ocean terms were calculated based on the
Parke-Hendershott model discussed in the next sec-
tion. These charts are shown in figures 1 and 2.
Note the considerable distortion in the North
Atlantic caused by the ocean effects. Histori-
cally researchers have had trouble with local
models of the North Atlantic using the equilli-
brium potential. Perhaps this is the reason why.

Over the past several years the importance of
the terms for ocean loading and self attraction
has gradually become accepted, with models sans
ocean loading effects being published as late as
1977. Starting in 1972, the first iteration of
Hendershott is a model sans loading effects and is
presented in figure 3. The calculation is based
on a six degree Mercator grid with specified ele-
vation boundary conditions and implicit dissipa-
tion, i.e. F = 0. Energy is allowed to freely
flow through the boundaries to be dissipated in
the shallow seas and shelves.

Zahel.[1973] calculated a model for Kl using a
four degree spherical mesh graded toward the
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Fig. 2. The M2 gravitational potential divided by g seen by an observer fixed to the
surface of the earth when the effects of ocean loading and gravitational self attraction
from the Parke-Hendershott [1978] tidal model are added, i.e. (l+k,-h )U
(amplitudes in cm, phases in degrees) i 1 i

+ £(l+k'-h')a £ .
n n n n o n

poles, reflecting boundary conditions, and dissi-
pation of the form

F/pD -r((u2+v2)1/2/D)u AV2u (18)

where r is a bottom drag coefficient and A a
lateral eddy viscosity with r = .003 and A = 10
cm /sec. Zahel presented, a similar calculation
for M2 on a one degree mesh at the IUGG meeting in
Grenoble in 1975, and subsequently published
[Zahel,1977]. Figure 4 is a copy of the cotidal .
chart presented in 1975. Zahel has recently com-
pleted a model including loading effects (Trevor
Baker, personnal communication).

Estes [1977] repeated Zahel's procedure for M2
using a two degree mesh and allowing for deforma-
tion of the solid earth by the astronomical forc-
ing. Resulting amplitudes were smaller as would
be expected. This calculation was extended to S2,
N2,K2,K1,01, and PI. The M2 model was used as a
starting point for the iterative procedure of
Hendershott described above. Convergence was
found after 16 iterations. This model is shown in
figure 5.

Parke [1978b] solved the modified LTE on a six
degree Mercator mesh using specified elevation
boundary conditions and no interior dissipation.
This was done by using a set of test functions
similar to the iterates of Hendershott as a basis
set for a least squares fit to the complete equa-
tions. The test functions were generated by the
same method as the iterates, except that period-

ically the best least squares fit was subtracted
from the equations and an iterative sequence
started on the residuals. This was done to aid
numerical stability. Solutions for M2 and S2 were
found to be unrealistically resonant, while for Kl
the iterative procedure of Hendershott was found
to be convergent and the solution showed every
sign of being far from resonance.

Accad and Pekeris [1978] calculated models for
M2 and S2 using a two degree mercator mesh with
implicit dissipation determined at the coasts by a
modified Proudman boundary condition. Instead of
treating the edge of the coastal shelves as a step
function, they treat it as a linear ramp. For a
step function, the assumption that the energy-
contained in the upper layer (of depth h') is dis-
sipated rather than reflected leads to the usual
Proudman condition

hun
(19)

where h is the depth offshore from the shelf and
u is the normal velocity. When the edge of the
shelf is considered as a ramp, this condition
becomes :

hu (20)

where R is a complex reflection coefficient
depending on S (the width of the ramp), h, and h'.
Accad and Pekeris used the values S = 100km and
h1 = 10m, while h was taken to be the observed
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Fig. 3. The Hendershott [1972] M2 tidal model, .(amplitudes in cm, phases in degrees)

Pig. 4. The Zahel [1977] M2 tidal model, (amplitudes in cm, phases in lunar hours)

value of the ocean depth closest to the grid point
on the coast. Ocean loading terms were approx-
imated by

EU+k'-h^d t. - - 0.085C = 10.085? (21)
n n n n on . :^o n • on

(l+k'-h')a - 0.085
n n n

(22)

for all n. The M2 results are given.in figure 6.
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Fig. 5. The Estes [1977] M2 tidal model with the effects of ocean loading and self
attraction included, (amplitudes in decimeters, phases in lunar half hours)
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Fig. 6. The Accad and Pekeris [1978] M2 tidal model, (ampl. in cm, phases in lunar hours)

Near Resonant Modelling

Over the past few years there has been increas-
ing geophysical interest in finding a realistic
representation of the open ocean tide. Historical
models of the semi-diurnal tides (primarily M2)
show significant differences, especially in the
Pacific and South Atlantic. Considering the
closeness to resonance of the problem, though, the
level of agreement is actually quite remarkable.

The fact that there are significant differences,
however, means that to produce realistic maps of
the ocean tidal elevation the problem of resonance
must be handled. This problem arises because
small errors in how one's model represents the
real ocean basins cause small errors in the freq-
uencies at which the model basin resonates. Near
resonance this causes a significant error in the
assigned amplitudes for these modes.

As an example of a near resonant one mode sys-
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Fig. 7. A comparison of the tidal response at
Punta Penasco North to the tide at the mouth of
the Gulf of California for two models with
different mean depth, after Stock [1976].

tern, figure 7 shows the model response of the Gulf
of California at two different mean depths after
Stock [1976]. Far from resonance, e.g. 01 and Kl,
the difference between the responses is small.
Near resonance, however, e.g. for M2, S2, and N2,
the difference is quite significant. In a one
mode system such as the Gulf of California, this
effect can be adjusted with a single parameter
such as the mean depth. The global.tide, however,
appears to be more complex. Four possible
approaches are:

(1) If one knew the near resonant global
normal modes, one could adjust one's model accord-
ingly.

(2) One can adjust model parameters.
Schwiderski [1978] follows this approach with a
one degree graded spherical mesh with linear eddy
dissipation with eddy viscosity A given by

A = aH(A,(j))L/2(l+iJcoscf>) (23)

and a linear bottom friction term with coefficient

B = bL ycoscj) (24)

where a and b are trial and error parameters,.L is
the equatorial mesh size, y is the mesh grading
parameter, and H(A,<j>) is the local depth of the
ocean. Note that A is directly proportional to H,
and that B has no depth dependence. The linear ~

bottom friction term is adjusted within set limits
at each boundary point and island station to force
as close as possible agreement between the obser-
ved and calculated tides at these locations.
Loading terms are approximated after Pekeris by

E(l+k'-h')ct t, - O.U
n n n .n on o (25)

where the factor 0.1 is attributed to Pekeris.
A cotidal chart copied from a plot provided by Ron
Estes is shown in figure 8. One consequence of
forcing agreement at island stations is the crea-
tion of small scale local distortions. See for
example the Southwest Pacific.

(3) Parke and Hendershott [1978] took the set
of test functions used by Parke [1978b] to solve
the modified LTE in the absence of interior dissi-
pation and fit them in the least squares sense to
interior (island) data. This was done for M2, S2,
and Kl and represents a first order correction to
the problem. The resulting models are .:on a six .
degree Mercator mesh with specified elevation
boundary conditions and dissipation only in shal-
low seas and on shelves. Encouraging is the fact
that the M2 calculation was shown to be stable
over a ±5% variation in the mean depth. All three
representations conserve mass. A cotidal chart
for M2 is given in figure 9.

(4) Estes (personnal communication) proposes
combining models of the tide with other data such
as altimetry and gravity measurements, with the
model value at each point considered simply as
another datum.

It is interesting and provocative that the
Schwiderski and Parke-Hendershott models show many
qualitative and quantitative similarities through-
out much of the worlds oceans. Starting with the
Pacific, both show a convergence of phases between
Japan and New Guinea, amphidromes off California,
Latin America, Chile, and in the Central Pacific.
West of the California amphidrome Schwiderski
shows small amplitudes and a convergence of
phases, while Parke-Hendershott shows a double
amphidrome. It should be noted that the absolute
difference between these two cases is small. The
amphidrome that Parke-Hendershott show southeast
of New Zealand has moved much farther to the east
and south in the Schwiderski model. Both show two
anti-amphidromes in the Pacific; Parke-Hendershott
at approximately 4°N 174°E and 2°S 126°W while
Schwiderski places them at approximately 6°S 176°E
and 4°S 129°W. The dominant feature of the Indian
Ocean for all models is a central anti-amphidrome.
Parke-Hendershott place this at approximately 18°S
78°E while Schwiderski places it at approximately
20°S 78°E. In the South Atlantic Parke-
Hendershott show a region of low amplitudes ex-
tending eastward from South America while
Schwiderski shows a double amphidrome. Both show
an anti-amphidrome next to the tip of Africa with
Parke-Hendershott placing it at approximately 32°S
5°E and Schwiderski at 30°S 10°E.

Discussion

Table 1 summarizes the global tide models
calculated since 1972. Recent estimates of model
dissipation by Parke-Hendershott [1978] of 2.22 x

ergs/sec and by Accad and Pekeris of 2.55 x
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Fig. 8. The Schwiderski [1978] M2 tidal model. Many shallow seas and shelves such as
the Patagonian shelf show spacial structure much too fine to be resolved at these scales
and so these regions have been left blank. (amplitudes in cm, Phases in degrees)

Fig. 9. The Parke-Hendershott [1978] M2 tidal model, (amplitudes in cm, phases in degrees)

ergs/sec are significantly lower than pre-
vious model estimates. Recent astronomical
estimates include Muller [1977] with 3.3 ± .2 x
1019 ergs/sec and Goad and Douglas [1978] with 3.3
± .4 x 1019 ergs/sec. It should be noted that the
astronomical estimates are for all lunar dis-
sipations not just M2. Estimates of the non-M2

ocean contribution to lunar dissipation vary from
0.3 - 1.0 x 1019 ergs/sec. This leaves a range
for the M2 ocean tidal dissipation based on the
Muller estimate of 2.1 - 3.2 x 1019 ergs/sec.
Miller [1966] estimates empirically a M2 dis-
sipation in the shallow seas and shelves of 0.9 -
2.5 x ID-*-9 ergs/sec. Combining these two esti-
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TABLE 1: Summary of Global Ocean Tidal Models since 1972

Model

Hendershott
r 1070 ii •*•? » ̂  J -

Zahel
[1973]

Zahel
[1973]

Estes
[1977]

Estes
[1977]

Schwiderski
[1978]

Parke-Hendershott
[1978]

Accad and Pekeris
[1978]

Const Ituent(s)

M2

Kl

M2

M2,S2 ,N2 ,K2 ,
Kl.Ol.Fl

H2

M2

M2.S2.K1

M2.S2

Mesh

6°

spherical

1*

spherical

2°
spherical

3°
spherical

1°
spherical

6°
mercator

2*

Boundary
Conditions

specified

reflecting

reflecting

reflecting

reflecting

reflecting

specified
elevation

modified Proud-

Form of Dissipation
Dissipation (x 1019 erg s"1 )

Implicit, in shallow 3.08

bottom stress in
shallow water

bottom stress in 3.77
shallow water

bottom stress in
shallow water

bottom stress in -
shallow water

bottom friction bL2iicos<f>
eddy dissipation ~

a/2 L H(X,«t>)(l-HJcos4>)

implicit, In shallow H2 - 2 .22
seas and shelves only 52 « 0.208

Kl = 0.221

implicit, in shallow M2 « 2.55

I .ending
Terms

yielding to

force only

none

none

yielding to
astronomical
force only

complete potential
using Green's
function

en t lm.1 1 e load J ng
terms with O.KQ

complete po tpn t ln l
using Green's
function

estimate loading
man condition seas and shelved only
using ramp shaped
shelf edge

S2 - 0.526 terms with
0.085r,n

mates, one would expect M2 ocean tidal dissipation
to be in the range 2.1 - 2.5 x 10̂ 9 ergs/sec which
is in excellent agreement with the new model
estimates.

In the last section, it was noted that there
exists a marked similarity between the models of
Parke-Hendershott and Schwiderski. There are also
a number of qualitative similarities with the
loading solutions of Estes and Accad and Perkeris.
All four models show two anti-amphidromes in the
Pacific and one in the Indian Ocean, although
Estes' anti-amphidrome in the eastern Pacific is
much further south than that for the other three.
Estes also shows an anti-amphidrome just west of
the tip of Africa similar to that of Parke-
Hendershott and Schwiderski. All four show amphi-
dromes in the North Atlantic, in the South
Atlantic near Antartica, off the coast of
California, and in the central Pacific.

Anti-amphidromes represent ideal places for
bottom pressure guage measurements, since they are
locations of large ampitude and spacial stability.
Because of the strong similarities in the location
and number of anti-amphidromes in the above M2
models, a strong recommendation can be made as to
where measurements should be taken. Thus the
following list of locations is recommended; near
1°S 175°E, near 3°S 128°W, near 19°S 78°E, and
near 31°S 8°E. Also since there are relatively
large variations from model to model in the
South Atlantic between South America and Africa,
30°S 30°W is recommended.

Although new models for other constituents
are not shown here, similar recommendations can
be made for S2. Accad and Pekeris' S2 model
shows anti-amphidromic points at 2°N 176°E, 10°N
142°W, and 18°S 74°E while Parke-Hendershott
show anti-amphidromic points at 6°N 172°E, 8°N
142°W, and 22°S 75°E. Therefore ideal locations
for S2 bottom pressure guage measurements would

be at 4°N 174°E, 9°N 142°W, and 20°S 74°E. Not
surprisingly, two of the three locations are
almost identical with those for M2.

For the future, there are three potential
directions for improvement in the ability to re-
present the open ocean tide. All models refer
back to known observations either directly
through specified elevation boundary conditions,
indirectly through adjustment of a friction
parameter(s), or simply as a measure of model
quality. Unfortunately, coastal observations are
on the wrong side of the shelves, and quite often
in bays or estuaries. Island observations are
often inside lagoons. The growing collection of
bottom pressure guage measurements will help.
Cartwright and Zetler (personnel communication
with Zetler) are collecting present measurements
for publication by the International Association
for the Physical Sciences of the Ocean (IAPSO).
Shelf models of such difficult regions as the
Patagonian Shelf will also help. Satellite
altimetry measurements will ultimately provide
spacial (if not as accurate) coverage of the
global tide. In special regions where there
are high tidal amplitudes and short length
scales, so that the spacial structure of the tide
can be separated from orbit errors, existing
satellite data can quite possibly be utilized.
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What Can Earth Tide Measurements Tell Us About Ocean Tides

or Earth Structure?
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Abstract. A brief review is given of the
current experimental problems in Earth tides
using comparisons of tidal gravity and tilt
measurements in Europe with loading calculations
as examples. This review shows the limitations
of. present day instrumentation and installation
techniques and some of the ways in which they can
be improved.

With these limitations in mind, we go on to a
general discussion of many of the geophysical and
oceanographic investigations that are possible
with Earth tide measurements. In particular, we
concentrate on the percentage accuracies required
in the measurements in order to obtain new infor-
mation about the Earth or Oceans.

1. Introduction

In recent years there has been a very signifi-
cant advance in the quality of Earth tide instru-
mentation. Various gravimeters, tiltmeters and
strainmeters are now available which, for any
tidal constituent between one cycle per day and
four cycles per day, give a signal/noise ratio
which is comparable with, and in some cases
significantly better than, that obtained with
most ocean tide instrumentation. However, due
to certain experimental difficulties, which are
discussed in Section 2, there has not been the
same degree of advance in the interpretation of
the recorded signal.

On the theoretical side there have recently
been some very important advances. The solution
of the loading Green's function problem for a
spherical, radially stratified, gravitating,
elastic Earth model by Farrell [1972] and the
introduction of the finite element method to
model more complex local and regional structures,
^Beaumont and Berger 1974, Harrison 1976 and
Berger and Beaumont 1977] have now made it
possible to attempt a realistic interpretation
of the recorded signal.

Despite all the above advances in solving the
experimental and theoretical problems of Earth
tides, progress in using the Earth tide signal to
obtain useful geophysical and oceanographic infor-
mation has been slow and we are still at a very
preliminary stage. Progress has been limited by
the efforts required to solve the experimental
problems discussed in the next section. Clearly,
it is important to briefly review these experi-
mental limitations before going on, in the later
sections, to discuss the feasibility of some of
the geophysical and oceanographic objectives.

An examination of the literature reveals
essentially four stages in the development of
the study of Earth tides, each associated with a
different level of interpretation of the recorded
signal. At the first stage there is the publi-

Proc. of the 9th GEOP Conference, An Inlerntilionnl Symputiititt on the Application* of
(V<W<M.v lo Geodynnmics. October 2-5.1978. Dept. of Geodetic Science Rept. No. 280. The
Ohio State Univ.. Columbus, Ohio 43210.

cation of a list of experimental tidal parameters
with no interpretation other than a rough compari-
son with the parameters expected for an oceanless,
elastic Earth and the noting of any large un-
expected anomalies. The second stage is a general
comparison of experimental results (usually M2
and/or O\) with a body tide and load tide calcu-
lation for a given standard Earth model and a
single ocean tide model. The third stage is a
comparison of the measurements with a range of
possible given seismic Earth models and/or a range
of possible given ocean tide models and thereby
choosing the model(s) which give the best fit to
the data. The ultimate objective is the fourth
stage, the actual inversion of the Earth tide
measurements in order to obtain improved models of
the Earth structure or of the ocean tides.
Clearly, we are particularly interested in the
results from stages three and four, but unfortun-
ately the majority of published papers are in the
first two categories.

Before going on to review some of the recent
developments, it is important to mention two more
secondary objectives of tidal investigations.
Firstly, there is an increasing demand for body
tide and load tide parameters as corrections to
geodetic measurements as the accuracy of these
measurements increases. Corrections are required
for satellite altiraetry, laser ranging, VLBJ,
first order geodetic levelling and microgravi-
metric surveys. Generally corrections at the 1
centimetre and 1 microgal level are required and
the above experimental and theoretical develop-
ments are now beginning to make this possible.
Secondly, the improvement in instrumentation has
led to increasing interest in the difficult prob-
lem of recording and interpreting long period
tilt and strain signals as precursors to earth-
quakes. Here the resolution of a tidal signal of
roughly the predicted amplitude gives some of the
necessary assurance that the instrument is coi—
rectly coupled to the Earth and producing mean-
ingful long period signals.

2. The Experimental Problems

Figures 1 and 2 illustrate the current experi-
mental problems of Earth tides in a convenient and
concise way. The M2 observed load values are cal-
culated by subtracting the theoretical body tide
from the observations (assuming a tilt diminish-
ing factor of O.69 and a gravimetric factor of
1.160 with zero phase lag). The tilt observations
are taken from Melchior £1976] , Ostrovsky [1976]
and Lecolazet, Steinmetz and Wittlinger fl97Q].
The gravity observations are from Melchior, Kuo
and Ducarme [1976] and Baker [l977] • The con-
tours give the computed M2 tidal loading amplitude
and phases for Europe. The Farrell [l972] Green's
function for a Gutenberg-Bullen A Earth model has
been used and convolved with the Hendershott M2
world ocean tide model. It is important to
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M2 EAST LOADING TILT (MSECS)

Fig. I, The observed and calculated Mg east loading tilt in Europe. The contours show
the calculated load distribution using the models described in the text. Amplitudes
are in milliseconds of arc and the phase lags are with respect to the tidal potential
in the Greenwich meridian.

accurately model the large amplitude tides in the
adjacent shelf seas and therefore, for the seas•
around the British Isles, the Hendershott model
has been replaced by a more detailed hydrodynamic-
al model of the M2 tide [Flather 1976] . It should
be noted that the Arctic Ocean and the small tides
in the Baltic and Mediterranean have not been
included. (For the stations immediately adjacent
to the Adriatic and Mediterranean Seas the effect
of neglecting these loads can be estimated from
the calculations of Chiaruttini [1976]. For
the two stations nearest the Adriatic we should
subtract about 0.15 microgals from the amplitudes
and add about 7° to the phases of our calculated
loads.) Despite these limitations the calcula-
tions give a reasonable approximation to the load
signal and in particular give an indication of the
spatial variability of the signal. (It should be
noted that for the tidal gravity map the uncertain
contribution from distant oceans gives an un-
certainty in amplitude and phase equivalent to
perhaps +0.5 microgals which is fairly uniform
over the geographical area).

Generally there is an overall agreement betwe-
en theory and experiment. A detailed inspection

shows however that, for both the tilt and gravity,
there is a large variability over short distances
which is inconsistent with the expected spatial
variation of the loading signal. It is this
scatter of the observed data that is limiting the
progress in interpretation of the Earth tide
measurements in different areas of the World.
The error limits as calculated from the residual
spectra are usually less than 0.1 msec in tilt
and less than O.I microgals in gravity. There-
fore, systematic perturbations or systematic
experimental errors are present in the data.

In the case of the east-west tilt results,
strain induced tilt (strain-tilt coupling)
perturbations are present due to the cavity,
the topography and the local geology (see for
example, Harrison 1976). The east-west rather
than the north-south tilt results have been plot-
ted for two reasons. Firstly, the load tilt is of
the order of 2-3 times larger in the east-west
azimuth in central Europe and secondly the strain
induced tilt perturbations are usually less in
this azimuth due to the small east-west M2 body
strain in these latitudes.

The typical scatter of the results in West and

300



8

12-4(312

3-3(295°) A
/ ' 8 ( 3 0 8 V 280C

M2 TIDAL GRAVITY LOADING (MICROGALS)

Fig. 2. The observed and calculated Mg gravity loading in Europe. The contours show
the calculated load distribution using the models described in the text. Amplitudes are
in microgals and the phase lags are with respect to the tidal potential in the Greenwich
meridian. • LaCoste-Romberg tidal nulled gravimeters; A Geodynamics TRG-1 gravimeters;
• Askania gravimeters; X mean of various gravimeters.

Central Europe is of the order of ±0.5 msec (con-
sidering both in-phase and quadrature components)
which is in fact only +6% of the total Mg east-
west signal (8-9 milliseconds). The extreme case
is an anomaly of 16% of the total Mg signal.
These results are all in mines and tunnels.

The typical scatter of results in the Soviet
Union about the mean value is only +0.2 msec (±3%
of the total M2 signal). The Ostrovsky tiltmeters
are installed at the bottom of specially con-
structed shafts 10-20 metres deep and 1-1.5 metres
in diameter, in either bed-rock or in unconsolida-
ted sediments. The small scatter is probably due
to the symmetrical cavity. (It should be noted,
however, that in the north-south direction the
percentage scatter of the observations is 2-3
times larger). These results, together with those
of Beaumont [1978] using metal vaults installed on
the bed-rock at a depth of 5-6 metres, suggest,
that with near surface types of installation it
may be possible to reduce unknown local strain
induced tilt perturbations to less than 5% of the
signal. However, these installation techniques
reduce the strain induced tilt perturbations at

the expense of increased noise, particularly in
the diurnal band. Future measurements with long
baselength tiltmeters and strainmeters in trenches
may give better results over a wider range of
frequencies. The measurements of Berger and Wyatt
[1973] with an 800 metre surface laser strain-
meter and of Michel son and Gale [l919] with a 150
metre trench tiltmeter show that longer base-
lengths should give the desired improvement.

Boreholes offer another possible solution to
the tilt perturbation problem. The comparison of
the signals from 3 adjacent boreholes by Zschau
[1976] is very encouraging since for M2 agreement
was obtained to ±1% for the east-west azimuth.
However, as yet, there are too few published
results with which to make a complete assessment
of boreholes.

These new developments, as well as reducing the
cavity perturbation, allow a more flexible choice
of site for geophysical investigations and, where
possible, for avoiding the complex topography and
geology often associated with mines.

The scatter of the gravity results in figure 2
cannot be explained by local perturbations such
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as the cavity, since the effects on gravity are
negligible. The typical scatter of the results in
Central Europe is ±0.3 to +O.4 microgals which is
of the order of +1% of the total M2 signal (30-45
microgals in these latitudes). These errors,
however represent about +20% of the M2 load signal.
This scatter is due to the uncertainty in the
amplitude and phase calibrations of different
instruments. Clearly we have an uncertainty of
the order of +1% in amplitude calibration and an
uncertainty in the instrumental phase lags of the
order of 1°. There are differences in the manu-
facturers calibrations and also in the calibra-
tion procedures of each research group. Also
taking the mean value of several types of instru-
ment at a single station leads to further confu-
sion. Clearly we must aim for all instruments in
an area to be calibrated relative to each other to
an accuracy of better than +O.2% in amplitude and
+0.1° in phase( so that the loading signal can
then be defined to better than 5% accuracy. This
can only be achieved by inter-calibrating gravi-
meters at regular intervals at fundamental base
reference stations in each geographical area and
carefully monitoring any changes in instrumental
parameters during profile measurements.

In this context the measurements of Torge and
Wenzel [l977] provide an interesting example. They
have carefully compared most of the major types of
modern gravimeter at Hannover for several months
and also examined the instrumental phase lags and
damping factors as functions of frequency. At
the frequency of M2 they have found instrumental
lags of up to 2° and damping factor corrections
of up to 2.5%. They have also found a wide range
of noise levels for the different gravimeters as
determined by the residual variance after tidal
analysis.

This brief review of the experimental problems
of tilt (strain) and gravity measurements shows
that many problems still remain, but significant
work is now in progress towards their solution.
The importance of these experimental limitations
will become clear in the later sections.

3. The Body Tide and Earth Structure

It is now well established using a range of
possible seismic models that the global body tide
Love numbers are only uncertain through a range of
1 or 2%. In view of the above experimental
problems and the uncertainties in the ocean tide,
it is therefore reasonable to assume in most work
that the global Love numbers are known parameters.

The phase lag of the body tide is less well
established. It is usually inferred indirectly
from free oscillation Q values [Lagus and
Anderson 1968] . It has often been stated that,
in principle, upper bounds on the phase lag
could be determined from very accurate measure-
ments in areas where the load is small, such as in
the centre of continents,, However, since the
expected phase lag is very small, there are severe
problems due to both the experimental difficulties
discussed previously and the uncertain load con-
tributions from distant oceans.

As an example, consider the Russian tilt res-
ults in figure 1. In that area the load tilt is
roughly in quadrature with the body tide. There-

fore, the mean of the observed amplitudes can be
brought into better agreement with the load cal-
culations by introducing a phase lag in the M2
body tide tilt of between 1° and 2°. This phase
lag is unreasonably large, therefore a more likely
explanation is either a small uncertainty in the
load calculations or a small phase lag (1-2°) in
the Ostrovsky tiltmeters.

A problem that has'received a lot of interest
in the last few years is the measurement of the
core resonance in the diurnal band (near y^, )
arising from the interaction of the liquid outer
core with the elliptical rotating mantle. The
effects of the resonance have been established for
several years now by observing a decrease of the
K^ gravimetric factor relative to 0^ of the order
'of 1% and the increase of the Kj tilt diminishing
factor relative to Oj of the order of 7% (see for
example Lecolazet and Melchior 1977)- Lecolazet
and Melchior report a variation in the amplitude
of y/f from gravimeter data greater than the
errors determined from the variance of the diurnal
residuals. They suggest a possible variation of
the resonance frequency. Recently, the resonance
has been investigated using 2 years data from a '
laser strainmeter[ Levine 1978 ] and 1^ years'data
from the superconducting graviraeterQ Warburton
and Goodkind 1978 ] .

Although the presence of the resonance is now
well established, investigations of the detailed
structure (frequency and Q value) clearly require
very long series of high quality observations
with careful examination of ocean loading and met-
eorological perturbations.

4. Earth Structure from Tidal Loading Measurements

Due to tidal loading from the adjacent sea area
the tidal tilt signal within 5° kilometres of the
coastline is often observed to be several times
larger than the theoretical body tide tilt. If
one, or more, tidal constituents in the sea area
are known to a few percent accuracy from oceano-
graphic measurements, then it may be possible to
determine some parameters concerning the crustal
or upper mantle structure from the tilt observa-
tions. Similarly, the tidal strain signal is
larger adjacent to a sea area, although usually
by a smaller factor with respect to the body tide
than is the case for the tilt signal. The main
difficulty has been in finding suitable sea or
ocean areas where it can be assumed that the main
marine tidal constituents are known to a reason-
able accuracy.

Beaumont and Lambert £1972] have calculated
the tilt loading Green's functions for several
laterally homogeneous crustal and upper mantle
models. They examine the ways in which tilt load-
ing studies differ from or complement, seismic
studies.. There are three major differences: the
loading signal depends upon the Earth's elastic
properties averaged over an area rather than aver-
aged along the path of the seismic wave; the load-
ing signal is essentially independent of density;
and the frequency of the tidal loading signal is
several orders of magnitude lower than for the
seismic signals. Beaumont and Lambert conclude
that the loading tilt essentially gives informa-
tion on the Young's modulus, and they suggest the

302



ORIGINAL PAGE IS
OF POOR QUALITY

inversion of load tilt data together with seismic
and gravity data in order to give improved estim-
ates of the density and elastic parameters in
layered models of the crust and upper mantle.

Continuing this work Beaumont [1978] and
Beaumont and Boutilier [l9?8], using measurements
from 5 tilt stations, have confirmed, using dif-
ferent seismic models, that the most appropriate
model for the crust beneath Nova Scotia is that
given by a seismic refraction profile along the
coast of Nova Scotia. The work shows the import-
ance of using tilt differences to eliminate the
uncertain tides from distances greater than 500
kilometres. The differential tilt signal then
depends upon the crustal structure and the nearby
shelf tide, which for N>2 is defined to an accuracy
of 2% in amplitude and 2° in phase using ocean
bottom tide gauges. From the comparisons of the
observations with the model results they also con-
clude that, except for an anomaly in the borehole
results at Bedford, Massachusetts, the strain
induced tilt perturbations are reasonably small.

Baker [1977} , using tilt observations in a
mine at Llanwrst, North Wales, finds that a cru-
stal model from seismic investigations in the
Irish Sea with a three layered, 30 kilometre thick
crust, fits the observations better than the
standard Gutenberg Bullen Earth model with a 38
kilometre crustal thickness. Measurements at
different points within the mine, however, show
that even in the tunnel azimuth there are dif-
ferences in the observed tilts of the order of
1O% due to strain induced tilt pertubrations
which make conclusive geophysical interpretation
difficult.

Using the tilt Green's function for the above
Irish Sea layered model, numerical experiments
have been performed in order to investigate the
sensitivity of the tilt Green's function to
variations in the individual model parameters (P
and S wave velocities, density, Young's modulus
and Poisson's ratio) of the main crustal layer
(depth 4 kilometres to 24 kilometres). A change
in the P wave velocity of 5% gives a maximum
change in the Green's function of the order of 5%
but the Green's function is affected over dist-
ances up to 2 or 3 times the depth of the crustal
layer. The range of distances involved illustra-
tes the non-uniqueness of the inverse problem.

Other tests have involved the variation of the
depth of the Moho, introduction of a crustal low
velocity layer, the removal of the uncertain lower
crustal layer and variations of the upper mantle
parameters. In all these tests it has been assumed
that the main crustal parameters have already been
determined by explosion seismology, but the para-
meters are allowed to vary through their possible
range of uncertainty in order to investigate how
the inversion of tilt loading data can give
additional information on the structure. Although
it is found that the parameter variations give
changes in the Green's function of up to 10% or
more, the convolution of the Green's function over
a sea area reduces the percentage change in the
total tilt signal, due to the load contribution
from distances where the Green's function is un-
changed. Differential tilt measurements at a
suitable separation will, of course, give a larger
percentage change than a single measurement.

The convolutions for Llanrwst (16 kilometres
from the Irish Sea) show that, although there is
a difference of 5% between the predicted tilts
with the Gutenberg Bullen model and the local
seismic model, reasonable parameter variations
of the seismic model only change the predicted
tilt by typically 2-4%. Such small changes are
difficult to detect for two reasons. Firstly,
the uncertainties in the M2 shelf tide are often
of this order. Secondly, as we found in Section 2
it is difficult to guarantee that there arc no
unknown strain induced tilt perturbations at the
2-5% level which can bias the geophysical con-
clusions. A large number of tilt measurement.= in
an area with careful topographic and local geolo-
gical finite element model corrections would be
required.

Where there is no previous seismic, information
available, or where there are large uncertainties
in the structure, then tilt measurements can be
used to determine the main crustal parameters.
From similar tests carried out on the strain load
Green's function, it is found to be of the order
of 3 times more sensitive to the crustal para-
meters than the tilt Green's functions. It is
therefore suggested that strainmeters (preferably
in trenches) may provide a better means of in-
vestigating the laterally homogeneous layered
Earth structure adjacent to a known tidal load
(unfortunately, however, strain is susceptible to
coupling perturbations over a wider spatial range
than is the case for tilt; Harrison [1976]).

The load tilt signal may also provide useful
ocean tide information in the first few hundred
kilometres away from the coastline, if the prin-
cipal crustal and upper mantle parameters are
already known from seismology (see'Section 6).

In all the above work we have assumed that the
Earth responds elastically to the load. Zschau
[1977] has pointed out that in some areas the
anelastic response may be important and thus
there may be a phase lag in the response. For the
Irish Sea area, the anelastic response appears to
be small. For the Llanrwst tunnel azimuth, 16
months Askania tiltmeter observations give an M£
phase lag with respect to the elastic load calcu-
lations of 0.1 +0.2 . From the preliminary
analysis of three months observations from the
Askania in a borehole in the Lake District [Baker,
Edge, Jeffries 1977] an M2 phase lag of -0.7°
+0.3 with respect to the elastic load calcula-
tions is obtained. (It should be noted, however,
that the uncertainty in the Irish Sea M tide is
probably of the order of +1 .) The largest phase
lags are predicted at ocean ridges where Zschau
gives a tilt phase lag Green's function of nearly
5° in magnitude. If the phase lag after convolu-
tion is sufficiently large, it may be possible to
detect the anelastic response using differential
tilt measurements on islands on the mid-Atlantic
ridge now that the tides are becoming more pre-
cisely defined from an array of temporary ocean
bottom tide gauges on the mid-Atlantic ridge
[ Cart wright, 197?].

5. Lateral Heterogeneities in Earth Structure

In the above discussions it has been assumed
that laterally homogeneous layered Earth models
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are appropriate in a given area. Beaumont and
Berger [1974] have shown that the tidal tilt and
strain signals differ significantly from their
normal values (i.e. the values on a laterally
homogeneous Earth) for measurements in the
vicinity of a vertical interface or discontinuity
between two different elastic media. For example,
they find an increase of tidal tilt of 50% over
the normal tilt amplitude for a 15% contrast in
P wave velocity across an interface. The effects
can be detected for a distance away from the dis-
continuity which depends upon the depth of the
discontinuity. Clearly, since the effects on the
tilt and strain signal are significantly larger
than those found for the changes in the layered
models discussed in Section 4, then the possibi-
lities of obtaining useful information on Earth
structure are significantly larger. Experiments
to investigate such discontinuities have recently
commenced (e.g. Baker, Edge, Jeffries 1977,
Grosse-Brauckmann, Herbst and Rosenbach 1977,
Zschau and Gerstenecker 1977)- One important
fundamental question remains to be answered
however. Since vertical discontinuities in
elastic parameters'are normally associated with
past or present tectonic activity, the associated
areas are usually very complex in terms of their
geology (and topography). This may lead to sig-
nificant unknown coupling perturbations over a
wide range of scale lengths. Is it possible to
separate the desired signal from these perturba-
tions?

Another interesting possibility arising from a
lateral contrast of elastic structure is discussed
by Beaumont and Berger [l974] . This is the time
variation in the tidal amplitudes due to changes
in elastic parameters in a fault zone prior to an
earthquake. Such precursory effects should be
very easy to detect since local coupling perturba-
tions of the regional signal are not important and
all that is required is a stable calibration.
Latynina and Rizayeva [l975] have investigated a
possible 6% change in the observed M2 strain
before an earthquake' in the Soviet Union.

6. Ocean Tides from Tidal Loading Measurements

The gravity loading Green's function for a lay-
ered Earth model is relatively insensitive to
reasonable variations in the elastic parameters
if the measurements are at a distance greater than
1O kilometres from the coast so as to avoid the
effects of the various near surface elastic layers.
Finite element calculations by Zurn, Beaumont and
Slichter [1976] for a subducting lithospheric
plate also show that the vertical body tide dis-
placement only differs from its normal value by
O.8% over the edge of the plate. Calculations by
Beaumont [1978] show that the gravity loading sig-
nal can be modified by at most 1O% due to the
lateral change of crustal thickness at a contin-
ental margin.

For most gravity measurements it is safe to
assume that the Earth structure is well known and
to use the tidal gravity loading signal (after
subtracting an assumed body tide - Section 3) to
examine the .ocean tide distribution. Again the
normal approach is to check the agreement or dis-
agreement between the tidal gravity observations

and one or more ocean tide models (see for example
Warburton, Beaumont and Goodkind 1975, Beaumont
1978, Beaumont and Boutilier 1978, Baker 1977).
Beaumont [l9?8] using both tilt and gravity obser-
vations finds that an Mg ocean tide intermediate
between Tiron et. al. and Zahel's models is requ-
ired for the North-West Atlantic. This conclusion
is later verified with loading calculations using
a new M2 map based on several ocean bottom tide
gauges and a hydrodynamical model for the Bay of
Fundy - Gulf of Maine [Beaumont and Boutilier
1978]. Baker [1977] finds that the Hendershott
M2 model for the North East Atlantic gives a much
better agreement with the tidal gravity measure-
ments in the British Isles than the Pekeris and
Accad or Zahel M2 models.

Unfortunately ocean tidal maps rarely have any
estimates of uncertainty attached. Differences
between the maps for the major constituents of the
order of 50% in amplitude and 60° in phase (or
more) are found in some areas of the world. It is
however important to distinguish between two types
of ocean tide model. Some models [Hendershott,
Bogdanov and Magarik and Tiron et. al.} constrain
the tides to fit coastal tide gauges, whilst
others simply allow a no flow condition across
the coastlines. It is therefore perhaps not sur-
prising that the former ofterf give better agree-
ment with Earth tide measurements since in the
near loading area they are constrained to give a
first approximation to the ocean tide.

In the introduction we discussed four stages in
the development of the study of Earth tides. The
third stage was the comparison of the observed
signal with a range of possible Earth and/or ocean
models. This is the stage of development of the
work discussed in the previous sections and also
for most of the published work on tidal gravity.

Jachens and Kuo [l976], Kuo and Jachens [1977]
and Kuo, Jachens and Lee [l977] have, however,
progressed one stage further by actually inverting
their tidal gravity data in order to obtain impro-
ved models of the ocean tide distribution. In the
last few years they have carried out an intensive
programme of measurement in North America and
Europe using Geodynamics TRG-1 tidal gravimeters.

Jachens and Kuo [1976] , using a 'trial and
error1 method, obtained a new 0^ cotidal chart for
the North Atlantic that is in better agreement with
their tidal gravity observations than the starting .
model of Tiron et. al. This trial and error in-
version is later confirmed by using a Lagrangian
multiplier inversion method. Kuo and Jachens
[l977] and Kuo, Jachens and Lee [1977] then go on
to use the methods of 'linear programming in order
to find the coefficients of a fourth order two
dimensional polynomial which is used to correct an
initial ocean tidal chart. Using 17 tidal gravity
stations and 62 coastal and island tide gauges they
have calculated new M2 and O^ tidal maps for the
North East Pacific. Similarly using 25 tidal
gravity stations and 90 tide gauges they obtain a
new M2 chart for the North Atlantic. No indication
is given concerning the errors or the uniqueness
(resolution) of the resulting solutions. Instead
the new tidal maps are. tested using a few ocean
bottom tide gauge measurements that were not in-
cluded in the original inversion. For M_ in the
North East Pacific the Tiron model has large phase
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errors (5O°-8O°) with respect to the ocean bottom
measurements, which are reduced to less than 5° in
the inversion solution. For Oj in the NE Pacific
errors of the order of 20% and 20° in the Tiron
map with respect to the bottom tide gauges are
reduced to less than 3% and 1°. For M2 in the
N.Atlantic errors of up to 25% and 15° in the
Tiron map are reduced to the order of 5% and 5°«

Beaumont and Boutilier [l9?8] find that the
N.Atlantic Oj chart of Jachens and Kuo is incon-
sistent with their tiltmeter measurements and they
suggest that the gravimeters from which the chart
is derived are subject to instrumental phase lag's
and calibration errors.

Baker Cl97?] has used measurements from 8 tidal
gravity stations in the British Isles to test the
feasibility of the inverse ocean tide problem (see
figure 2). Two LaCoste-Romberg tidal nulled
gravimeters were used together with the results
from a Geodynamics gravimeter L^elchior, Kuo and
Ducarme 1976]. In order to ensure that their rel-
ative amplitude and phase calibrations were known,
measurements were made with all 3 instruments at
Bidston. For the M2 load convolutions the
Hendershott model was used together with a more
detailed M2 shelf tide numerical model for the
seas around the British Isles |_Flather 1976] •
Comparisons with coastal tide gauges show that the
typical errors in the shelf model are 10% in M2
amplitude and 1O° in M2 phase. The M2 tide is
therefore relatively well known and this allows a
useful test of the capabilities of tidal gravity.

It is found that the non-uniqueness of the in-
verse problem can be reduced by considering pairs
of gravity stations. If the stations are suitably
situated then a large (2 microgals) tidal gravity
difference arises from the adjacent sea area whilst
the contributions from other sea areas and distant
oceans are considerably reduced. Using pairs of
stations average correction factors were found for
the Celtic Sea, Irish Sea and east English Channel
M tides. Similar results were also obtained from
a least squares adjustment of the tides in the 3
sea areas. Adjustments to the tides in the other
sea areas by reasonable amounts that are consistent
with the oceanographic uncertainties does not affect
the solution. Within the errors determined from
the residuals of the least squares adjustment, the
results are consistent with the known shelf model
uncertainties determined from comparisons of the
model with coastal tide gauges [Flather 1976] . In
particular the gravity measurements require an
adjustment to the amplitude of the east English
Channel M2 tide of 15% which is consistent with
the tide gauge comparisons.

These results show that tidal gravity measure-
ments can be inverted in order to obtain better
tidal maps in ocean areas where the tides are less
well known. Two important points are illustrated
by the work. Firstly, the choice of sites is of
importance in reducing the non-uniqueness of the
inverse problem. Gravity stations should be
chosen such that a reasonably large differential
tidal gravity between pairs of stations is obta-
ined from the ocean area of interest. Other ocean
areas contributing significantly to the differe-
ntial signal must be constrained either by oceano-
graphic information or another gravity measurement.
With the typical noise level of modern gravimeters

(of the order of 0.05 microgals internal error in
the semi-diurnal band from a few months observa-
tions), a differential gravity signal of at least
1 microgal is required in order to obtain useful
ocean tide information.

The second, and perhaps more important point,
is the problem of relative amplitude and phase
calibrations. Since the tidal, gravity load signal
is only a small fraction of the body tide signal
(in most cases less than 1O%) then the problem is
ill-conditioned since a small calibration error
represents a large error in the observed load tide.
This problem was discussed in Section 2 with res-
pect to figure 2, where it was concluded that all
instruments in an area should be inter-calibrated
at a reference station to better than +0.2% in
amplitude and +0.1° in phase. It should be empha-
sised that for most problems only relative calibra-
tion of the gravimeters is important. Absolute
calibrations to these accuracies are still very
difficult to achieve. A small uniform error in
the amplitude or phases of the observations in a
gravity profile has a similar effect on the tidal
gravity inversion as the effect of a small error
in the assumed body tide or of an error in the
calculated contributions from distant oceans.

It should be noted that the problems should be
less severe for observing the diurnal loads near
the Equator or the semi-diurnal and diurnal load
tides near the Poles where the body tide contri-
butions are much smaller.

It is also important, to note that the required
accuracy for tidal gravity implies that great
attention must be paid to the tidal analysis pro-
cedures [Baker 1978 a, Yaramanci 1977 and 1978].
With different analysis methods applied to tidal
gravity data, it is found that differences in
amplitude of O.5% for the major constituents can
arise from incorrect use of these methods.

Even though the modern gravimeter has extremely
high total signal/noise ratio the useful signal/
noise ratio is far less. For this reason the
limitation to gravity differences of greater than
1 microgal was suggested above. This however
implies that tidal gravity can make very little
contribution to defining the ocean tide for the
smaller constituents or in areas where the loading
from the major constituents is very small. For the
small constituents tidal tilt has advantages over
gravity, since within 10O km of the coastline the
load tilt is comparable with, or very much larger
than, the body tilt. The useful ocean tide info-
rmation obtained would probably be limited, however,
to the first few 10O kms away from the coastline.
Of course, strain induced tilt perturbations must be
reasonably small (̂ 5% of the amplitude of the con-
stituent) and the overall crustal and upper mantle
parameters (in particular the depth of the Moho and
average crustal seismic velocities) must be known
from seismic information (see Section 4).

Inversion of tidal gravity and tilt measurements
can make a contribution to the problem of mapping
the ocean tides provided attention is given to all
the above experimental problems. The main contri-
bution will probably be near 'anti-amphidromes'
where the amplitude and phase of the ocean tides
are such that the gravity loading signal is partic-
ularly large. The spatial averages given by load-
ing measurements give complementary information to
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oceanographic measurements. Programmes to measure
ocean tides with ocean bottom pressure sensors
have now commenced, but due to financial and other
constraints the progress is slow [Cartwright 197?] •
The additional information provided by loading
measurements and eventually the developing satellite

technology will help in giving the necessary global
coverage.

Finally, a mention should be made of some other
oceanographic problems on which loading measure-
ments may give some information. Warburton and
Goodkind £1978] have observed unexplained time
variations .in the amplitudes and phases of .the
major waves on their super-conducting gravimeter.
They suggest possible variations in the ocean
tides. Seasonal modulations of M have been ob-
served in short analyses of tilt at Llanrwst
arising from the loading of the shallow water non-
linear waves in the M2 group [Baker 1978 b,
Yaramanci 1978]• Also for measurements adjacent
to a tidal loading area, the residuals and residu-
al spectra after removing the tides may contain
some interesting oceanographic information.
Although there are problems with measurements in
mines regarding the systematic perturbations of
the signal, clearly the relatively high signal/ .
noise ratio has some advantages for these types
of problems where small signals are of interest.
Measurements in mines and tunnels can also be
used where the effects of perturbations of the
absolute signal magnitude are of less importance.
For example, the tilt loading signal can be used
to examine the shape of the response function of a
sea area on the assumption that the perturbing
load strain has the same response function as the
load tilt. Measurement of the average response .
function for a sea area obtained from load measure-
ments would be relatively free of any non-linear
effects that are local to an individual estuary or
tide gauge.

7. Concluding Remarks

It has been shown that significant results are
being obtained from the comparison of Earth tide
measurements with a range of possible seismic and
ocean tide models. However, in order to progress
to the inversion of the measurements so as to
obtain new models of the Earth's structure or of
the ocean tides, various experimental errors must
be reduced still further. Progress is already
being made in this direction and some of the rem-
aining problems on which future work is necessary
have been emphasised. .
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Abstract. Diurnal and long period earth tides
have been measured to high accuracy and precision
with the superconducting gravimeter. The results
provide new evidence on the geophysical questions
which have been attacked through earth tide measure-
ments in the past. In addition they raise new
questions of potential interest. Slow fluctuations
in gravity of order 10 ygal over periods of 3 to 5
months have also been observed and are discussed.

Introduction

The low noise and drift of the superconducting
gravimeter have enabled us to investigate a number
of phenomena at new levels of sensitivity. Most
of the results described below were obtained from
the first 18 months of data at Pinon Flat, Califor-
nia starting in September 1973, and is reported in
detail in the literature[Warburton, et al, 1975,
1976, 1977, 1978]. However, we have also begun an
analysis of an additional 3 1/2 years of data for
which preliminary results on long period tides are
discussed here. In the coming year we will begin
analysis of records from a total of 6 instruments,
four of which are presently in operation.

The geophysical objectives of earth tide measure-
ments have been to measure properties of the inter-
ior of the earth by determining such things as the
frequency of the core resonance, the phase shift
on earth tides, or a frequency dependence of the
elastic constants of the earth. In order to meet
those objectives, the perturbing effects of ocean
tides, the atmosphere, and other environmental in-
fluences on gravity must be understood and accounted
for in the data. The measurements described here
have made new and essential contributions to those
objectives. However, I also wish to point out how
the new levels of sensitivity can uncover new prob-
lems which may ultimately be of more interest than
the original objectives.

Ocean and Atmospheric Loading

Our first investigation of the ocean loading
problem is described in Warburton, et al [1975],
An accurate calibration is of crucial importance
for this work since, in order to measure the ocean
load part of the tide, the theoretical solid earth
tide must be subtracted from the measured tide.
Our instrument was calibrated, using the direct
attraction of a mercury filled sphere, to an accur-
acy of 0.2%. A computation of expected tidal
amplitudes using the best available ocean tide

agreed with the observations
The agreement is not

proof that the models used were correct or unique
but it does demonstrate the level at which ocean
models can be tested. They will be tested even
more critically when superconducting gravimeters

Proc. of the 9th GEOP Conference. An tiiU'riuitiitinil .Sytnpi>.\iitin on the Apiilirttrioii\ nf
(AWc'M- in ttiWv/iiiimV.i. Octithrr2-5. 1978. Dept. of Geodetic Science Repl. No. :80. The
Ohio State Univ.. Columbus. Ohio 43210.

models for 0 and M»
within the calibration error.

are located at numerous sites around the world.
The atmosphere is the next largest perturbing

influence on gravity tides but a quantitative
investigation of its effects was not possible
without the superconducting gravimeter. The
dependence of the pressure-gravity admittance on
frequency at tidal and non-tidal frequencies was
investigated in Warburton, et al [1977]. The in-
coherent fluctuations due to weather and local
thermal effects show an admittance which increases
with decreasing frequency, reaching a maximum value
of about 0.3 vgal/mbar at frequencies lower than
about 5 cycles/day. At integral multiples of
1 cycle/day the thermally generated atmospheric
tides are globally coherent. At up to 4 cycles/
day they can be well represented by spherical
harmonics as shown by Chapman and Lindzen [1970].
With this representation and the load Love numbers
computed by Farrell [1973] it is possible to com-
pute the expected admittances at the first four
harmonics. The admittances computed in this way,
ignoring the oceans, agree well with the observed
values. However, one would expect the oceans to
have a substantial effect so that it appears as if
the oceans do not respond coherently on a large
scale to the atmospheric tides. Additional
measurements are required to confirm this effect.

Anomalous Tides

To some extent the influence of oceans and
atmosphere can be eliminated by examining only
differences in gravimetric factors and phases be-
tween tides which differ in frequency by only one
or two cycles per year. If the frequencies are at
least a few cycles per year away from 1, 2, 3, or
A cycles per solar day, then the atmosphere will
have no systematic influence. The oceans should
not exhibit any resonances sharp enough to make
substantial differences on tides separated by
only one cycle/year. Therefore, anomalies such as
this could be evidence for resonances in the in-
terior of the earth [Warburton, et al 1978] or for
a universal preferred reference frame [Warburton,
et al 1976], or some other unanticipated effects.
The core resonance effect is clearly observable by
observation of the relative amplitudes of the P..
and KI tides. However, precise determination or
the frequency and determination of the Q of the
resonance depend on measurement of the HL tide
which is very small. In our results this tide
appears to be strongly affected by an anomalous
ocean tide [Warburton, et al 1978] (which is it-
self a consequence of the wobble) so that results
which are now being obtained at Boulder, Colorado,
where the ocean loading is smaller, will be im-
portant for understanding this core effect. This
inland station will also allow us to determine if
the apparent anomalies at p.. , M , and J
[Warburton, et al 1978] were caused by the ocean,
and perhaps to set more stringent upper limits on
a preferred frame effect [Warburton, et al 1976],
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' ^Observation of the tides in the 3 and 4 cycles/
day bands is especially useful for testing for non-
linearities in either the instrument or in the
tides themselves [Warburtbn, et al 1978]. The
instrument, when used in electrostatic feedback,
had small quadratic and cubic terms in its re-
sponse function which were.measured by this means.
The non-linear response of the ocean at M, led to
an anomalous M, gravity tide at La Jolla, Califor-
nia which was substantially smaller 100 kilometers
inland at Pinon Flat. This information along with
that currently being obtained at 2 other inland
stations in southern California could be used to
determine the spatial distribution of the non-
linear M, ocean tide along the coast of California.
A peculiar feature of the 3 cycles/day band is that
the measured gravimetric factor is close to 'the
theoretical value for the solid earth. This seems
to indicate that the ocean loading effect in this
band is much smaller than in the 1, 2, and 4 cycles/
day bands.

Another surprising feature of the data was some
small temporal fluctuations of the tidal ampli-
tudes [Warburton, et al 1978]. In the case of S
the fluctuations were primarily in the phase rather
than the amplitude and the phase fluctuations
correlated with the fluctuations in phase of the
atmospheric S? tide. At other frequencies no such
obvious identification has, as yet, been possible.
Attempts to correlate the fluctuations with
fluctuations in the ocean tides at La Jolla and Los
Angeles have not been conclusive.

Long Period Tides

The long period tides are well above the noise
level of the instrument even though Pinon Flat is
close to the node at 35° latitude, but they yield
surprisingly low gravimetric factors. For the fortr
nightly tide it is between 0.7 and 0.8, and for the
monthly tide between 0.85 and 0.92. These two
values for each are obtained by making different
assumptions about drift as discussed below. (For
the 3 year record, which has been analyzed, at
present the correlations between least squares fit
amplitudes of the various long period tides are
finite so that it is not possible to compute simple
statistical error bars.) If the low gravimetric
factors continue to appear in subsequent data the
most likely interpretation will be that the monthly
and fortnightly tides on the ocean are far from

equilibrium. If this is entirely a consequence of
short wavelength responses of the oceans then the
data from Boulder will be influenced less by the
ocean and show larger gravimetric factors.

The longest period phenomenon which we have in-
vestigated is the Chandler wobble with period 436
days. The wobble of the pole results in a change
in latitude which in turn changes the centrifugal
force at a fixed position on the earth. This
results in an apparent periodic variation in gravity
of amplitude 2.7 ygal at Pinon Flat. A least
squares fit to the data,either the IPMS data on
polar motion, or a sine wave at 436 day period,leads
to the same result. In both cases the resulting
least squares fit amplitude is ^6 pgal. If all
other terms which are being fit simultaneously are
held fixed and the frequency of the Chandler wobble
term is swept, the resulting amplitude for the
wobble term is independent of frequency between 0.76
and 0.84 cycles/year. This indicates that for this
record we are measuring some broad band phenomenon
other than the Chandler wobble.

Secular Variations of Gravity

The greatest potential contribution of this in-
strument to geodesy is its capability for measuring
the non-periodic, long term changes in gravity which
could result from tectonic uplift or subsidence.
The data which is discussed here was obtained with
an. early version of the instrument without some
additional stabilizing coils which are now in use.
During the first 18 months there was a significant
linear drift with slope 139 pgal/year obtained by
least squares fit. At the end of this period the
instrument was shut down for about two weeks. When
it was started up again it was "annealed" by
raising the temperature and the magnetic field above
the final operating values. For the subsequent 18
months the slope was 4.8 ugal/year. Figure 1 shows
the residual signal from this three year record
after removal of all tides, atmospheric effects, and
the linear drifts. The peak-to-peak variations are
approximately 10 ygal and take place over periods of
3 to 5 months. Thus, an apparent linear drift of
4.8 pgal/year over 18 months is probably a conse-
quence of these 3 to 5 month, non-monotonic,
variations.

There are theoretical and experimental reasons
for expecting the drift of the instrument to be a
logarithmic function of the time. [Prothero, et al
1968] However, attempts to fit a logarithmic term
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Fig. 1. Gravity residual for a 3 year record.
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in place of the linear term left a large linear
drift on the first 18 months of data. Including
both linear and logarithmic terms in the fit re-
sulted in a lower variance of the residual, but
does not substantially alter the linear drift term.
Thus the drift appears to be well accounted for by
a linear term. For this record, with its two
different linear drift rates, the amplitude of the
long period tides and the Chandler wobble depends
on whether the logarithmic term is included. The
last two years of data has not yet been reduced,
but since it was obtained with an instrument which
had stabilizing coils, there should be no ambi-
guities due to instrument drift.

Conclusive evidence about instrument drift must
come from two instruments run side-by-side. For
approximately three months the first instrument
with stabilizing coils was run alongside the instru-
ment which obtained 3 years of data at Pinon Flat.
The residual signals from each,after subtraction
of tides, revealed a correlated change in drift
rate during that time. [Goodkind 1979] However,
the mount for the new instrument in those tests
was tilting so as to generate an artificial signal.
We hope to make a more valid side-by-side test of
drift rate during the coming year.

Future Prospects

At present 4 instruments are in operation at
Pinon Flat, Lytle Creek and Otai Mountain in
California, and at Boulder, Colorado. Two more will
be placed in the field in October and November at
Greenbelt, Maryland and The Geysers, California.
Thus we will have records from six different lo-
cations to compare during the coming year. This
will allow us to improve the statistics on the
Chandler wobble by stacking the records. It will
also allow us to investigate regional variations in
all of the phenomena discussed above. The influ-
ence of the oceans should be revealed by differences
between records in Boulder and California which do
not appear between the 3 records in Southern Cali-
fornia.

The addition of our own barometric pressure
gauges, recorded simultaneously with the gravity
data, will allow better removal of pressure effects
from the data. We are also installing our computer
controlled data systems which can communicate two
ways over the telephone with our laboratory mini-
computer. This will ensure records with fewer in-
terruptions and very efficient reduction of.the data.
Thus with the data obtained in the coming year we
hope to begin to get answers to some of the questions
raised above and also to discover if the slow vari-
ations in gravity which we have observed are a con-
sequence of geophysical pressures of interest to
geodesy and geodynamics.
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abstract. The earth tide provides a spatially
and temporally predictable force that deforms the
Earth and can be measured as changes in gravity,
tilt, and strain at the Earth's surface. All
things being equal, tidal constituent amplitudes
and phases will not change with time. However, in
the vicinity of earthquake focal regions con-
ditions may not be equal. Crustal rocks stressed
to more than ~0.6 of their failure strength ex-
hibit material properties over and above that of
linear elasticity. These effects, including
dilatancy, are known from laboratory measurements
but have not been proven in situ.

interactions between the earth tide and crustal
rocks that are under high tectonic stress are
discussed in terms of simple phenomenological
models. In particular, the difference between a
nonlinear elastic model of dilatancy and a
dilatancy model that exhibits hysteresis is noted.
It is concluded that the small changes in stress
produced by the earth tide act as a 'probe' of
the properties of crustal rocks. Observations of
earth tide tilts and strains in such high stress
zones may, therefore, provide keys to the con-
stitutive properties and the tectonic stress rate
tensor of these zones.

Introduction

Research concerning earth tides has concen-
trated almost exclusively on the elastic behaviour
of the Earth's crust and mantle, and the bound-
aries between elastic materials that give rise to
the so called geologic, topographic and cavity
effects. There are, however, zones of high
tectonic stress within the Earth's crust that may
have a more complex rheology which can be invest-
igated with the earth tide. Small changes in
stress associated with the tide act as a 'probe'
both of the state of tectonic stress and of the
constitutive properties of these zones. This
concept, which has yet to be observed in in situ
experiments, is based on results from laboratory
measurements of the continuum properties of
intact rock samples subject to deviatoric stress
in excess of ~0.6 of their failure strength.
These ideas are discussed in terms of simple phen-
omenological models. A rigorous treatment,
including other possible rheologies, is not
warranted until observations exhibiting anomalous
tidal variations have been recorded.

Beaumont and Berger (1974) rather naively
suggested that temporal variations in the Earth's
admittance to the earth tide should accompany
V /V seismic velocity anomalies, if the seismic

velocity anomalies result from changes in the
elastic properties of the crust. Their theoret-
ical predictions suggested significant tidal

Proc. of the 9th GEOP Conference, An tnternatioiwl Symposium an [he Applk-titit»i\ of
Gemlesr'« Ceixh-immics. Ocioher2-5.197S. Dept. of Geodetic Science Rept. No. 280. The
Ohio State Univ., Columbus, Ohio 43210.

admittance anomalies in the vicinity of "elastic
dilatant' crustal inclusions. These results have
been criticized from the standpoint that the
dilatant behaviour of rocks as observed in the
laboratory (see, for example, Brace et_ al̂ , 1966)
is not merely a change in linear elastic proper-
ties. Consequently, an elastic inclusion model
for tidal response represents an oversimplific-
ation. This paper provides an opportunity to
extend Beaumont and Berger' s results to more
realistic rheologies.

Tidal Interactions with a Nonlinearly Elastic
Crust

In this paper the normal definition of dilatancy,
a volumetric change induced by a deviatoric stress,
is used. Infinitesimal linear elasticity theory
is represented by the tensor equation

. .
13

GO. . ,j = 1,2,3 ,

where e . , and a. . are the strain and stress
ID ID

tensors, 6. . is the Kronecker delta, A and G are

constants and is the first invariant of the
stress tensor = CJ. . (summation convention over

repeated indices implied) . This equation is
separable into isotropic and deviatoric parts,

Gff..

and e. . = Go. .

which demonstrates that deviatoric stress.

a. = a., -ID ID 3 , can induce only deviatoric

strain and no volumetric change. Therefore,
linearly elastic materials undergoing infinites-
imal strain do not exhibit dilatancy.

Stuart and Dieterich (1974) considered a model
of nonlinear elasticity complete to second order
in stress (Reiner, 1945) ,

i(j = lf2'3 '

where <(> = < t > ( I i ,12,13) = 0,1,2

and Ij , 12 and la are the scalar invariants of
the stress tensor. Such a model requires seven
instead of two elastic constants, that is a, B,
C, H and M in addition to A and G.

£. . = (OH-AIi+BIi+CI2) 6. . + (G-HUi)CT. ,+MCJ. O ,
ID . • -*-D 1D ^-K KD

i,j,k = 1,2,3 .

These constants determine the quadratic
behaviour of nonlinear elasticity. Isotropic and
deviatoric stress-strain relationships are cross-
coupled, therefore, deviatoric stress induces
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volumetric changes. In addition, the behaviour of
such nonlinear elastic materials is anlsotropic.
This anisotropy, as emphasized by Stuart and
Dieterich, is not intrinsic. It is a physical
anisotropy that is caused by the stresses, 'but
not the stress-strain relationship itself:

A possible nonlinear stress-strain relation-
ship (figure 1) illustrates the interaction among
a nonlinear elastic material, the tectonic stress,
a, and the earth tide stress, a . This simplified

approach ignores the fact that the a versus e or
6 curves are functions of the stress invariants.
No matter what the state of tectonic stress,
strain in any direction will follow a curve of
the type shown in figure 1, either concave or
convex. The tidal stress (-0.01 bar), being much
smaller than the range of tectonic stress (~5
kbar) or earthquake stress drops (-100 bar), will
sample an essentially linear elastic behaviour
proportional to the elastic tangent moduli of
the nonlinear tectonic stress-strain curve.
Therefore, the tidal admittance remains linearly
elastic, but almost certainly anisotropic, and
changes with increasing tectonic stress. Figure
1 suggests a decrease in tidal strain with
increasing tectonic stress, but the exact form of
the change will be more complex, some components
of the strain tensor may increase while others
decrease. Such changes can in theory be pre-
dicted in detail from the constitutive law and a
knowledge of the tectonic and tidal stress ten-

. Model of Dilatancy

Fig. 1. A typical stress (a) versus strain (e)
or dilatation (0) graph for nonlinearly elastic
crustal rocks. Superimposed tidal stress (O )

induces a tidal strain (e ) proportional to the
£j

tangent to the tectonic stress-strain curve.

sors. At present,-mere identification of temporal
variations in the tidal admittance would be
sufficient to demonstrate both a rheology more
complex than linear elasticity and a changing
tectonic stress. Beaton (1975) has outlined some
of these ideas and has also pointed out that anis-
otropy will in general produce phase .changes in
the tidal admittance in addition to the amplitude
variations.

Tidal Interactions with a Crust that
Exhibits Stress Hysteresis

Intact rock samples, when subject to cyclical
stress that approaches the failure strength of the
rock, exhibit dilatancy in the manner predicted by
the Stuart and Dieterich model. That is, the
stress-strain relationship is no longer linear for
stresses in excess of -0.6 of the failure strength
and deviatoric stress induces volumetric strain.
However, such samples exhibit stress hysteresis in
addition to a nonlinear behaviour. Strain is a
double valued function of stress, the value
depending on whether stress is increasing or
decreasing. Results from Scholz and Kranz (1974)
(figure 2) on intact Westerly granite illustrate
this behaviour. Repeated stress cycles (1, 18,
19) reduce the minimum deviatoric stress required
for the onset of dilatancy to -300 bars, but in
each stress cycle a broadly similar hysteresis
loop is fillowed. A widely accepted explanation
is that the energy loss, measured by the area of
the hysteresis loop, is the work done against
friction in opening and closing pre-existing
microcracks within the rock sample (figure 2).
An idealized representation of the behaviour of ,
the 6 (dilatatibnal) , (j> and z components of strain
in the cylindrical rock sample (figure 2, lower

Dilotoncv of Intact Westerly Granite (Scholz and Kranz, 1974)

Extension Compression

Fig. 2. Dilatancy of intact Westerly granite
(from Scholz and Kranz, 1974). The panels (left
to right, top to bottom) illustrate: 1) the
opening of a microcrack under applied stress; 2)
and 3) the changes in dilatation (6) during
stress cycles 1, 18 and 19; 4) idealized stress-
strain relationships for the e., 9, and EZ

components of strain.
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A

Fig. 3. The variation of superimposed tidal and
tectonic stress (O) with time (t) . This
simplified graph illustrates a linearly
increasing tectonic stress and a tidal stress
comprised of a single sinusoid. The signific-
ance of A, B and C is discussed in the text.

panel) demonstrates that all strain components
are double valued. This model assumes that all
cracks start to open-and.close at the same state
of stress. It provides a first approximation
to the true behaviour of the rock sample and can
be represented mathematically in terms of an
elastic-plastic material with internal back •
stresses. This description is discussed in
detail in a later section.

The main concern is the interaction between the
earth tide and crustal zones that exhibit such a
dilatant behaviour with hysteresis. It will be
seen that the interaction is different from that
predicted for a nonlinearly elastic zone. Con-
sider three simple cases (figure 3) in which the
total stress is represented by a superposition of
a linearly changing tectonic stress and a simple
sinusoidally varying tidal stress. In A, the
tectonic stress rate is either zero or very slowly
varying (da /dt « (dCT /dt) a ) . In B, the

, 1 IL, m6a.il

tectonic stress rate is approximately equal to the
mean tidal stress rate (do /dt ~ (da /at) ).

T E mean
In C, the tectonic stress rate is sufficiently high
that there is no decrease in total stress (do /dt
> (da /dt) ) .

E . max
The interaction of these three possible stress-

time regimes with the idealized hysteresis curve
(figure 4) suggests that the character of the tidal
response (strain or tilt) is peculiar to each of
the three tectonic stress rate regimes. Conse-
quently, observations of tidal strain can, in
principle, be used to measure tectonic stress
rates. ,

In figure 4A the tectonic stress rate is much
less than the mean tidal stress rate. For states
of total stress, a, that are below that required
for dilatancy (line 1-2) a superimposed tidal
stress (a,,) produces a normal amplitude elastic

£

Fig. 4. Interaction between the earth tide (OE,

£ ) and an idealized stress hysteresis loop for

the three tectonic stress rates, A, B, and C
from figure 3.

tidal strain (e ). Moreover, the same response

occurs even when the total stress is sufficiently
high to produce a dilatant response (line 2-3).
This result is a direct consequence of the general
character of hysteresis curves. That is, any
small stress decrease will be accompanied by an
elastic strain recovery. The dilatant strain is
not recovered .until all the elastic strain has
been recovered. Consequently,, for small tectonic
stress rates the crust retains its normal elastic
admittance to the earth tide stress.

In figure 4C the tectonic stress rate is
sufficiently high that there is never a decrease '
in total stress. In the pre-dilatancy region the
response is identical to that of A. There will
be no tidal anomaly. However, once the tectonic
stress has moved into the dilatant region the
strain is forced to change, in proportion to the
slope of the 2-3 line because there is no stress
recovery. The tidal strain undergoes an anomalous
decrease, or increase (see figure 2) but remains
linearly related to the tidal potential.

The most interesting interaction is that shown
in figure 4B. In the dilatant region stress
reduction is accompanied by an elastic strain
recovery proportional to the slope of line 1-2.
The response remains elastic until the stress
increases to the former stress maximum. Stress
increases beyond the previous maximum induce
strains proportional to the slope of line 2-3.
The overall response (strain or tilt) is non-
linear. The magnitude of the nonlinearity de-
pends on the relative slopes of lines 1-2 and
2-3, and on the relative size of the tectonic and
mean tidal stress rates, the maximum nonlinearity
occurring when these are equal. The main conse-
quence of a nonlinear response will be the
appearance of numerous additional lines in the
tidal spectrum at sum and difference frequencies
of the tidal constituents. Their detectability
depends on the signal to noise ratio at the non-
linear interaction frequencies.
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e(r) Plastic Inclusion Model
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Fig. 5. Elastic-plastic model of a weak crustal
inclusion. The model has uniform elastic prop-
erties (A and U) but the yield strength,
characterized by ki , ka,. and ka, varies with
position. Details of the precise yield criteria
are discussed in the text.

Plastic Models of Crustal Inclusions that
Exhibit Hysteresis

It is anticipated that only confined volumes
(crustal inclusions) will experience high stress
concentrations at any given time. Only these
inclusions will have a rheology that deviates from
the normal elastic response. Alternatively,
inclusions that have repeatedly experienced fail-
ure will almost certianly appear 'weak' in the
sense that they will exhibit a departure from
linear elasticity at lower stresses than the
surrounding intact crust. An inclusion model
(figure 5) similar to that employed by Beaumont
and Berger (1974) but with an elastic-plastic
rheology is used to explore the latter alternative.
The model, a part of an axisymmetric half space
with a 10 km radius, 10 km deep disc shaped
inclusion buried at a depth of 4 km, is intended
to be very simple. The half space has uniform
elastic properties (X ,\j) but the inclusion is
characterized by yield strengths k2 and ka that
are less than that, ki, for the surrounding crust.
The result of particular interest is the
character of-the surficial strain, e(r), or tilt
as a function of tectonic stress, O The results

(figures 6 and 7) were obtained for two different
yield criteria and associated plastic flow laws
by finite element modelling (Bathe, Wilson and
Iding, 1974, and Bathe, Ozdemir and Wilson, 1974).

The radial strain anomaly as a function of
increasing stress (figure 6) is for a model with
a Von Mises failure criterion (Prager and Hodge,
1951) .

F(k,a) = - k

where jt is the first invariant of the deviatoric
stress tensor and k = O2/3, where a is the yield

stress in simple tension. Yielding occurs when
F >. 0. The curves 1, 2 and 3 illustrate the

Fig. 6. Surface radial strain anomaly ( f ( r ) ) as
a function of three equal increases (1, 2, 3) of
tectonic stress (o ) for the elastic-plastic

model with inclusions that have a Von Mises
yield criterion. See text for details.

strain anomaly for three equal stress increments.
The strain as a function of position is constant
for stress states F < 0. However, once yielding
has occurred (curve 1), the buried inclusion
appears 'weaker' and a strain anomaly develops in
response to increasing stress by virtue of the
contrast in properties between the inclusion and
the surrounding crust. The inset figures illus-
trate the time variation of surface radial strain
at selected points under the assumption that
stress increases linearly with time. These
figures may be interpreted in a similar manner to
figure 4 because tectonic stress is proportional
to time. The transition from an elastic (dashed
line) to an anomalous response is now smooth,
unlike that of figure 4, because the surrounding
elastic crust 'filters' the plastic response of
the inclusion. Strain recovery (not shown) on
stress reduction will follow a hysteresis curve
very much like that observed by Scholz and Kranz
(1974) (figure 2, smooth curves).

In fact, there is an almost perfect analogy
between the behaviour of the elastic-plastic in-
clusion model and that of a rock sample in the
laboratory. For the rock sample, yielding (slip
on pre-existing micro-cracks) occurs over a
range of stress because each micro-crack has its
own yield strength. Similarly, the crust is
inhomogeneous and includes many inclusions like
that of figure 5, each of which has its own
yield strength. The elastic-plastic inclusion
model is equivalent to a rock sample with one or
more micro-cracks concentrated in one region.
The analogy between a rock sample and the crust
may be made complete by choosing a plastic yield
criterion which has the same form as that for
slip across micro-cracks. A suitable criterion
is the Mohr-Coulomb criterion, which when
generalized to three dimensions becomes the
Drucker-Prager yield criterion.

F ( I i , J 2 , k ' ) = . -.1/2
+ J2 - k'
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Fig. 7. Surface radial strain anomaly ( £ ( r ) ) as
a function of three equal increases (1, 2, 3) of
tectonic stress (O ) for the elastic-plastic

model with inclusions that have a Drucker-Prager
(generalized Mohr-Coulomb) yield criterion. See
text for details.

(Drucker and Prager, 1952), where Ja is the
second invariant of the deviatoric stress tensor
and a and k' are material properties related to
the cohesion c and angle of friction ip.
a = 2sin\J)//3(3-siniJj) , k' = 6ccost|J//3(3-sini|0 .
It is also interesting that the associated flow
law is dilatant.

6P = 3ctX ,

• p
where 9 is the rate of plastic dilatation and X
is a constant proportional to the rate of plastic
working, a..£?., or defined in terms of the

plastic strain rate and the yield function.

ep. = X3F/3a..

(Drucker and Prager, 1952) .
The results for the Drucker-Prager model

(figure 7) suggest that the surface tectonic
strain anomalies will not be as large as those
for the Von Mises model. The difference is partly
a result of the two yield crieteria, though values
for the constants a, k' and k were chosen so that
yielding occurs at the same tectonic stress for
both models. A more important factor is the
effect of dilatancy. The major difference between
the strain for the two models at distances ?10 km
is due to strain induced by tectonic uplift of
the zone over the dilatant inclusion. As the
value of a is reduced toward zero, the results of
the Drucker-Prager model trend smoothly to those
of the Von Mises model.

When the tectonic stress is reduced, the strain
behaviour of the inclusion models is very similar
to that of rock samples. The plastic inclusions
do not possess internal 'back stresses'; there-
fore, the plastic strain would be irrecoverable
if the inclusions were not embedded in an elastic
matrix. 'Back stresses' in the elastic matrix
ensure that the plastic strain is recovered. That
there is irrecoverable plastic work done during
this process ensures that the stress-strain

relation will exhibit hysteresis over a stress
cycle. The situation in a stressed rock sample is
very similar. The micro-cracks have no intrinsic
'back stresses.' It is the stress in the elastic
matrix that ensures that dilatancy is recovered.

The only weakness of the plastic flow laws
that have been used is that the rheology is
elastic-perfectly plastic; that is, there is no
strain hardening. Such a model suggests that
once slip across a micro-crack has been initiated
it will proceed at constant stress.

We are now in a position to predict the form of
tidal interactions with the elastic-plastic
inclusion models. The e versus t inset graphs of
figures 6 and 7 are the equivalents of the e
versus a graphs of figure 4. The interpretation
is exactly the same with the addition that the
tidal anomalies will vary with position on the
surface of the model. At large distances from
the inclusion the response remains normally
elastic; no anomalous tidal admittance is pre-
dicted. In the neighbourhood of the inclusion
the character of the tidal admittance will
depend on the relative tidal and tectonic stress
rates.

Discussion and Conclusions

The intent of this paper has been a discussion
of phenomenological models of linear and non-
linear variations in tidal admittance that result
from stress dependent properties of crustal rocks.
The proposed constitutive relations are those
observed for intact laboratory samples at devia^
toric stress levels in excess of ~0.6 of their
failure strength. If crustal rocks exhibit the
same properties in situ, it follows that non-
linear variations in tidal admittance of the kind
predicted would indicate: 1) that tectonic
stresses are sufficiently large to induce non-
linear behaviour, 2) that crustal dilatancy with
hysteresis is occurring, and 3) that tectonic
stress rates are comparable to the tidal stress
rate. The absence of a nonlinear tidal admitt-
ance is not such a useful result for it merely
indicates that one or more of the above con-
ditions has not been met.

The most interesting condition concerns the
need for comparable tectonic and tidal stress
rates. This condition does not arise for con-
stitutive models of the type proposed by Stuart
and Dieterich (1974), nor is a nonlinear tidal
admittance predicted. Unfortunately, tidal
stress rates are not optimal. Mean tectonic
stress rates are of the order 1-20 bars/year
(10-1 - 2 MPa/year), if it is assumed that earth-
quake stress drops are a measure of the tectonic
stress accumulation between repeat earthquakes
in the same area. The assumptions involved in
this estimate are discussed by Dieterich (1978).
Mean tidal stress rates for mid-latitudes are1

larger, from 50-100 bars/year (5-10 MPa/year),
where the mean tidal stress rate is taken to mean
|<5 I . Consequently, nonlinear interactions are
£

predicted only under what might be termed an
accelerated tectonic stress rate. Earthquake
precursors suggest that accelerated tectonic
stress rates are probable before earthquakes.
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Fig. 8. Possible variations in tidal admittance
during an earthquake cycle (a v t) for three

postulated earthquake models. 1 is the dilatancy-
diffusion model in which post-earthquake dilatancy
recovery is controlled by the diffusion of fluids.
2 is a model in which dilatancy is recovered
before the earthquake occurs. 3 is a model that •
postulates instantaneous dilatancy recovery at
the time of the earthquake. The details of the
variation of tidal admittance will depend on
the relative tidal and tectonic stress rates,
and the tectonic stress required for dilatancy
to occur.

The very appearance of a stress induced precursor
and its. disappearance before an earthquake '
indicates that there is stress redistribution
during the period for which a precursor exists.
If precursors are a manifestation of stress
induced dilatancy that is recovered as a broad
zone of cracks coalesce to form a fault zone,
there must be significant stress redistribution
during the process. The same conclusion is
reached if the diffusion of fluids is also
involved. Possible variation's in tidal admittance
for postulated pre-, co-, and post-seismic
processes are summarized in figure 8. '

A comment on tidal triggering of earthquakes
is relevant at this point. Heaton (1975)-, among
others, has noted that the probability that an
earthquake will be tidally .triggered' is greatest
when |0,,l»am.

i ~
This- result- assumes that the;

'

earthquake occurs through a. Mohr-Coulomb type
failure at that phase of the tide_ when shear
stress on the fault plane is maximized and
normal stress is minimized. This is exactly the
condition for which a nonlinear tidal admittance
is least likely. Conversely, tidal triggering
of earthquakes is least likely when -|o |«|o I,

E T
but this is the most favoured condition for an
anomalous tidal admittance.' The conclusion,
which can be tested, is that' earthquakes that
appear to be tidally triggered are unlikely to '
have anomalous 'tidal precursors in the period
immediately before the earthquake. .-.

The overall conclusions may be summarized in
the following manner. The. .Earth's admittance to
the earth tide may be sensitive to tectonic :

stress if in situ crustal rocks exhibit the same

stress dependent properties as those observed for
intact laboratory samples. The earth tide tilt
and strain in a region of high and variable
tectonic stress will exhibit linear variations if
the Earth is nonlinearly elastic. This result is
similar to that predicted by Beaumont and Berger
(1974) with the additional effect that the tidal
admittance will be anisotropic. A more
interesting result is predicted if crustal rocks
exhibit stress hysteresis. At high tectonic
stress the admittance of the Earth to the earth
tide will be a function of the tectonic stress
rate. In particular, a nonlinear admittance is
predicted when the tidal and tectonic stress
rates are approximately equal.
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Summary. Evidence has been accumulated to
the point that open ocean tides can indeed be
mapped by solving the inverse problem using land-
based and island-based tidal gravity observations,
supplemented by shore and island ocean tide-gauge
observations and a few deep ocean-bottom observa-
tions. Past efforts have been towards a better
understanding of open ocean tides both through
numerical integration of Laplace's tidal equations
and through direct observations of tides in the
open oceans. The co-amplitude and co-phase tidal
charts principally of the tidal constituent M2
calculated by numerical integration of Laplace's
tidal equations generally fail to agree among
themselves, and with the tidal observations on
mid-ocean islands. The problem of open ocean
tides remains open.

During the last few years, we have indirectly
mapped both the M2 and O^ ocean tides in the
northeastern Pacific Ocean, based on the inverse
scheme of "Linear Programming." A comparison
between the inversion results of the H^ an^ °i
ocean tides and the three ocean-bottom observations
made by Scripps, which were not included in the
inversion scheme, gives an excellent agreement
and assures that the proposed technique of indirect
mapping of open ocean tides by means of tidal
gravity observations can contribute significantly
to attack the classic problem of open ocean tides.

Ever since we proposed the possibility of
indirectly mapping ocean tides by means of land-
and island-based tidal gravity measurements (Kuo
et. al. , 1970), skepticism has been raised
principally by physical oceanographers, concerning
its actual feasibility, typically such as the
recent one by Zetler (1978):

"It has been demonstrated that land-based
earth tides observed on a gravimeter near
an ocean are modified by the ocean tidal
loading. It is more controversial, how-
ever, whether it is possible to map the
open ocean tides by solving the inverse
problem using land-based gravity measure-
ments, shore constraints, and a few
ocean - bottom stations. Certainly it
can be done with an infinite of stations
of perfect precision; the number and
precision of land and ocean measurements
necessary to achieve required accuracy
have not yet been determined."
Evidence has been accumulated to the point that

open ocean tides can indeed be mapped by solving th<
inverse problem using land- and island-based tidal
gravity measurements, coupled with shore and island
ocean tidal measurements and a few ocean-bottom
measurements. There is definitely no need to
have an infinite of stations of perfect precision.
The degree of precision of tidal gravity measure-
ments, from our experience, must be 1% or better,
Proc. of the 9th GEOP Conference, An Iiiifrnaliuntil Symposium on the Applications of
GeutlcsyioGeaJynamics. Ocwher2-5.1978. Depl. of Geodetic Science Rept. No. 280. The
Ohio State Univ., Columbus, Ohio 43210.

which is perfectly achievable.
Much effort has been directed toward a better

understanding of open ocean tides, both through
numerical integration of Laplace's tidal equations,
(Pekeris and Accad, 1969; Zahel, 1970; Hendershott
and Munk, 1970; and others) and through direct
measurements of tides in the deep oceans
(Nowroozi et al., 1969; Filloux, 1971, Munk et al.,
1970; and others). The co-amplitude and co-phase
tidal charts principally of the tidal constituent
M2 calculated by numerical integration of Laplace's
tidal equations are apparently quite sensitive to
the boundaries of the ocean basins and the law of
friction, and generally fail to give close agreement
with the tidal observations on mid-ocean islands.
Moreover, the agreement among various tidal charts
is still poor as shown in Figures 1 and 2,
comparing the tidal charts for example, the «2
and QI in the northeastern Pacific Ocean.

During the last few years, we have indirectly
mapped both the «2 and O^ ocean tides in the north-
eastern Pacific Ocean, based on the inversion
scheme of "Linear Programming." A comparison
between the inversion results of the M2 and 0-^
ocean tides and of the three ocean-bottom observa-
tions made by Munk et al. (1970) and Irish et al.
(1971), which were not included in the inversion
scheme, gives an excellent agreement.

The basic data used in the inversion are
principally from the tidal gravity observations
made on North America and on the islands in the
northeastern Pacific Ocean and from the tide gauge
observations on the coasts and islands. A total
of 17 tidal gravity stations and 62 coastal and
island tide gauge stations was used for the north-
eastern Pacific Ocean. The distributions of the
tidal gravity stations and the tide gauge stations
of the contiguous continents and islands of the
northeastern Pacific used in the inversion are
shown in Figure 3.

The M2 and 0^ worldwide tide maps of Tiron
et.al. (1967), designated as Tiron M2 Map and
Tiron QI Map, respectively, as shown in Figures 4
and 5, were adopted as the starting models and
were digitized at 2° by 2° spacings. As a matter
of fact, Kuo and Jachens (1977) have shown that a
starting model is not of crucial importance in the
inversion. For oceanic regions within 2.5° of the
tidal gravity observational stations, these maps
were modified to conform with coastal observations.
The predicted tidal gravity effects arising solely
from ocean tides were calculated by numerical
convolution of Tiron M2 and O^ Maps with linear
combination of a mass loading Green's function for
an oceanic crust model (Farrell, 1972) and, in
addition, of a Newtonian attraction Green's
function for a density coating layer on the
surface of a sphere, which is not accounted for in
the formulation of the loading Green's function by
Farrell (1972) ..

A fourth order two-dimensional polynomial was
selected as the highest order polynomial surface
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Figure 1. The M2 ocean tidal constituent as derived
by empirical (Dietrich, 1944) and Laplace
tidal equations by various authors.

DIETRICH
(1944)

140 120 100

B06DANOV
(1968)

140 W I2O W IOO |6O 140 120

Figure 2. The Oi ocean tidal constituent as derived
by empirical (Dietrich, 1977) and Laplace
tidal equations by various authors.

Thecorrection applied to Tiron M2 and 0^ Maps,
limited distribution of the available tidal
gravity data does not warrant a surface of order
higher than fourth.

The inversion scheme is based on "Linear
Programming." The reason of choosing this Linear
Programming Inversion is very simple. Linear
programming is concerned with the optimum operation
of interdependent variables, that is the minimiza-
tion of a linear objective function, whose
variables satisfy a system of linear inequalities
(Danzig, 1977). Unlike the other numerical solu-
tions of minimization problems by iterative proce-
dures, the solution to a linear programming problem,
if exists, is unique and gives a true minimum for
the entire system, i.e. a global minimum. Thus,

linear programming procedure can be ideally used
to seek the optimal inverse solution subject to
constraints imposed by the tidal gravity and
ocean tide gauge observations.

Figures 6 and 7 give the new M2 and O^ tide maps
for the northeastern Pacific Ocean, bounded on the
west by 160°W on the south by 15°N, and on the
north and east by North America, resulting from the
application of the linear programming inversion.
The most prominent feature of the new M2 map is the
existence of a single amphidromic system in the
region, centered at approximately 26°N latitude,
137°W longitude and rotates counterclockwise. The
amplitude contours display a low amplitude trough
of less than 20 cm. The amplitude increases
smoothly north of the trough attaining magnitudes
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Distribution of tidal gravity, tide gauge
and ocean-bottom tide stations in the north-
eastern Pacific Ocean.

greater than 120 cm near the head of the Gulf of
Alaska. The prominent feature of the new O^ map
is the modification of both the coamplitude and
cophase lines from that of the Tiron 0^ Map. The
new QI map shows a delay of the cophase lines,
compared with the cophase lines of the Tiron DI
Map. Except that the coamplitude line of 25 cm
remains nearly the same as Tiron O^ Map, all the
other coamplitude lines of 10, 15, and 20 cm are
curved somewhat to conform with the west coast of
North America.

The goodness of the inversion results must be
critically tested to insure the validity of the
inversion procedure. It can be best accomplished
by comparing the inversion results with observations
The observations from the three ocean-bottom sites,
Kathy, Filloux, and Josie II, shown as solid
circles in Figure 8 were not included as the basic
data in the inversion procedure, and are far re-

moved from possible local perturbation introduced
by islands or submarine topographic features.
The comparison between the values obtained by the
various tidal charts, the inversion procedure and
these corresponding observed values is given in
Tables I and II.

The agreement between the inversion results and
the observations at all three sites is better than
6 cm in amplitude and better than 5° in phase for
M2- Although there are no available observed data
of QI for the station Josie II, the agreement for
Q! at the stations, Kathy and Filloux is better
than 1 cm in amplitude and 1° in phase. The
inversion results appear to be quite insensitive
to uncertainties in knowledge of worldwide ocean
tidal distributions and to possible biases in tidal
gravimeter calibration. The agreement at Kathy and
Filloux for both M2 and Oj_ is embarrassingly good,
probably somewhat fortuitous, since the starting
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Figure 4. Tiron et al., (1967), Original M2 Tidal
Map.

TABLE I

COMPARISONS OF THE INVERSED RESULTS OF M2 AND QI

WITH THE THREE OCEAN-BOTTOM TIDAL OBS. (MUNK ET.AL., 1970) AND AVAILABLE

TIDAL CHARTS AT THE STATIONS, KATHY, FILLOUX AND

JOSIE II. -

STATION

Kathy

124°25.8'W M2
27°45.0'N

Filloux

129°01.1'W M2
24°46.9'N

Josie II

.144°59.7'W M2
34°00.3'N

OBSERVED (0)
A(cm)/G(deg)

28.6/128.0

17.5/199.0

18.8/107.0

15.6/201.3

26.6/267.0

Not determined

D

-/1 15

-/190

-/92

-/190

•-/75

-/210

AVAILABLE

T

31/180

15/219

20/186

12/220 <

27/261

15/245

COTIDAL

B

41/172

21/208

35/172

22/210

15/232

25/235

CHARTS A/G

PSA Z . H* .

75/305 35/305 60/160 f

52/300 32/320 55/157

25/262 35/270 30/197

INVERSION
A/G

28.3/132.9

18.0/199.0

17.8/104.5

15.5/200.0

20.0/270.0

17.0/224.0

*D = Dietrich, 1977; T = Tiron et.al., 1967; B = Bogdanov et al.,. 1968

P&A = Pekeris & Accad, 1969; Z = Zahel, 1970; H = Ilendershott, 1973.

t
O = Observed (Hurik'et al., 1970)
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Figure 5. Tiron et al., (1967), Original Oi Tidal
Map.

TABLE II

DIFFERENCES

STATION

Kathy M2

Filloux M2

°1

Josie II M2

°1

D-0 T.-O B-O PSA - 0 ZTO H-O INVrO

-/-13" +2.4/+S2 +12.4/+44 +46.4/+177 +6.4/+177 +31.4/+32 -0.3/+4.9

-/-9 -2.4/+20 +3.S/+9 " - - - +0.5/0

-/-IS +1.2/+79 +16.2/+65 +33 . 2/+193 +13.2/+213 +36.2/+50 -1.0/-2.5

-/-11.3 -3.6/+18.7 6.4/+S.7 - - - -0.1/-1.3

-/-192 0.4/-6 -11.6/-35 -1.6/-5 +8 . 4/+3 +3.4/-70 -6.6/+3.0

Not Observed - - -

model could not be read reliably to one degree and were used as the bases for interpolating between
one cm. widely spaced direct ocean tidal observations rath-

The crucial difference between the present er than the traditional empirical procedures
procedure and those of past workers is that land- based on the numerical integration Laplace tidal
based and island-based tidal gravity observations equations. For comparison, Figure 9 shows a map
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Figure 6. M2 obtained'from inversion for the north—
eastern Pacific Ocean.

- 20

100 W

derived by Munk et al. (1970) based on ocean-
bottom tidal measurements and empirical inference.

The inversion results of the M2 and O^ tides in
the northeastern Pacific Ocean assure that earth
tidal gravity can contribute significantly to
attack one of the remaining classic geodynamic
problems, - the open ocean tides. The worldwide
open ocean tides can be mapped by means of solving
the inverse problem of ocean tides for a series of
tidal gravity observations, complemented by
coastal, shelf, and island tidal gauge observations
and a limited number of ocean-bottom tidal
observations.
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Tidal Friction in the Solid Earth
Jochen Zschau

Institute of Geophysics, Kiel University, Federal Republic of Germany

N79 21507

Abstract. The earth's imperfectly
elastic response to body and loading tidal
forces is discussed using complex Love
numbers and complex mass loading coeffi-
cients. Exact analytical expressions have
been derived relating the energy dissipa-
tion within an inhomogeneous, comnressible
solid earth to the surface values of these
complex characteristic numbers, thus rela-
ting the global dissipation function Q to
the phase shifts in the potential, gravity,
tilt, strain and displacement tides.

Integration of a global ocean tidal mo-
del shows that energy dissipated in the so-
lid earth due to ocean loading is at least
10 % of that dissipated in the body tide;
however both body and loading tide together
do not account for more than a few percent
of the astronomically observed dissipation.

The commonly used relation Q =—tan<£
where <p is the observed phase lag only app-
lies when selfgravitation and hydrostatic
prestress are ignored. It, therefore, is not
applicable to the earth and in fact there is
no unique relation between the global Q and
the tidal phase shifts, this relation being
very dependent on the distribution of Q with
depth. Determinations of the global Q from
satellite observations may be in error by
70 %, and calculations on the basis of seis-
mic Q-models predict phase shifts in the
gravity tide of only a few thousands of a
degree in place of the currently predicted
tenths.

Unlike in the body tide case, dissipation
in the loading tide is sensitive to proper-
ties of the asthenosphere, and phase shifts
in the M_ loading tides in displacement, gra-
vity and tilt may be as high as several de-
grees for loads near ocean ridges and sub-
duction zones.

Rate of Tidal Dissipation in the
Solid Earth

Dissipation of body and loading ti-
dal energy within the solid earth may
be determined from its complex Love
numbers and complex mass loading co-
efficients, respectively [Zschau, 1979 a,
b] . Such the expressions for the> dissi-
pated energy turn out to be fairly simple,

for the body tide, and

2xn+l ...»
("_

AE. dS (1)

E =
n 4 GR - K-, 1U-2n )J n (2)

Proc. of the 9th GEOP Conference, An Intermitioiwl Symposium on lite Applications of
Geodesy to GeoJywiniit-x. October 2-5. 1978. Depl. of Geodetic Science Rept. No. 280, The
Ohio State Univ!, Columbus. Ohio 43210.

for the loading tide, where AE is the
energy dissipated during one cycle of har-
monic loading, K andH*, K* are the imagi-
nary parts of the surfSce Eove numbers and
mass load coefficients, respectively, fy is
the amplitude of the body force potential,
(Jj* is the amplitude of the surface load
potential, R is the earth's radius and G is
the gravitational constant. n describes
the degree of the expansion into spherical
harmonics. The integration is taken over
the surface of the earth. The expressions
above have been obtained without approxima-
ting the real earth by an incompressible
and homogeneous one as was necessary in for-
mer calculation, for instance by Munk &
Mac Donald [i960] .

Using these formulas, and assuming the
mantle Q structure LMS as obtained from
the observation of the earth's free oscilla-
tion [see Smith, 1972] , a body tide solid
dissipation rate of ,7

3.19 x 10 erg/s,
i.e. about 1 % of the astronomically obser-
ved dissipation rate, has been obtained. The
corresponding computation for the loading
tide dissipation rate within the earth's
crust and mantle, carried out on the basis
of a global M2 ocean tide model [Hender-
shott, 1972] , yields a minimum value of
roughly 1O % of the body tide solid dissipa-
tion rate, i.e. .,

3.21 x 101 erg/s.
This value has been determined from the low
degree harmonics of the ocean tide distribu-
tion up to n=25, and, therefore, does not
represent the high amplitude -tides in the
shelf areas. The latter may contribute
significantly to the total dissipation,
because the dissipated energy is propor-
tional to the square of the marine tidal
amplitude. On the other hand, the elastic
strain energy stored in the mantle as well
as the energy dissipated in the mantle de-
creases with increasing degree n of the
spherical harmonic loading for n> 5 as
may be seen from Fig. 1. This suggests
that solid earth dissipation in the shelf
areas does not change the total dissioa-
tion rate drastically. Anyway, both body
tide - and loading tide dissipation to-
gether most probably do not account for
more than a few percent of the astronomi-
cally observed dissipation rate.
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Fig. 1. Loadincr tide shear strain energy
stored and dissipated within the solid,
earth [from Zschau, 1979b]. n is the
degree of the spherical harmonic expan-
sion of iiendershott's global i"I2 ocean
tide model [iiendershott, 1972] . Results
are valid for the Gutenberg Earth with
the free oscillation Q structure LMS for
the mantle and the surface wave 0 struc-
ture for the crust.

Body Tide Phase Shifts and the Earth's
Dissipation Function Q

In Zschau [1979b] the earth's global
dissipation function Q has been related to
the phase shifts in the potential, gravi-
ty, tilt, strain and disolacement body
tides. The following expressions valid for
constant Q distribution within the earth
have been obtained:

Tangential
displacement:

Potential va- tanlp =
riation due to
tidal defor- ___.
mation : "'".'-<•

= L/l = - O.897 Q-1

= ~ O.612 Q-1

Radial dis-
placement :

Surface areal
strain :

Tilt :

gravity va-
riation

tanip = H/h = - O.555 Q

i = - 0.318

-1

H-jK
FFĥ k = - O.O508 Q-1

(h,H), (k,K), and (1,L) complex Love
numbers; the index n has been omitted here.

OBSERVED

DELAY ANGLES

RECORDING 0.1°

GRAVIMETERS 0.2°

SATELLITE

OBSERVATIONS 0.5°

CONVENTIONAL

I/ton ah_3k

79

39

I/land k

60

CORRECT

Qgi Qg£
(CONSTANT Q) (LOW 0 ZONE)

28 5.5

14 <3

36 34

TABLE 1. Conventional and correct global
Q values (Q_i) corresponding to tidal
delay angle! of gravity and satellite
observations.

The above equations show that the commonly
used relation

Q-1 (3)

where I? is the observed phase shift is not.
applicable in the earth tide case. For the
tidal gravity variation this had already
been pointed out by Slichter [I960] who
instead of (3) introduced the formula

-1 (4)

where 6 is the gravimetric fa-factorf
and<P is the gravity phase shift.
With 6 = 1-16 this'yields

tan<P = - 0.138 Q-1 (5)

which is still too large .by more than a
factor of 2 as is obvious from the compa-
rison of this formula with the correspon-
ding one given above. One may show that
Slichter's formula is equivalent to

Q (6)

which does not correspond to the basic de-
finition of Q~l as the strain energy dissi-
pated during one cycle of loading over 2 It
the peak energy stored in the system.
The general expression for the earth's glo-
bal dissipation function Q in terms of its
complex Love numbers is, however,

Q
-1 t'schau, 1979b] (7)

This equation is valid for an incompressib-
le body with homogeneous density. None of
the above phase shifts is equivalent to this
expression, hence in general

Q"1 * - tanlp (8)

As shown in Zschau [l979b] the reason for
this is that in the case of tidal deforma-
tions, selfgrayitation and hydrostatic pre-
stress cannot be ignored.

Besides the fact that (3) is not appli-
cable in the tidal case, there, further-
more, is no unique relation between the glo-
bal Q and the tidal phase shifts, this re-
lation being very dependent on the distri-
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bution of Q with depth. For instance, a
low Q zone in the upper mantle such as given
in model LMS [see Smith, 1972] nay alter the
ratio between observed tidal phase shifts and
the global (average) Q up to a factor of 5.

Table 1 gives some examples for the
errors involved when'not taking account
of the above aspects: Let the phase delay
of the body tide gravity be O.I with re-
spect to the external forces. Proceedincr
in the conventional manner, i.e. usinq
Slichter's formula with 6 = 1.16 gives
the wrong global body tide Q = 79. In
the case of constant Q within the
mantle, we find the correct value to
be Q = 28. If we assume a low Q asthe-
nosphere, i.e. let the real Q distribu-
tion within the earth differ by only a
constant factor from the free oscilla-
tion Q model LMS, we find that the global
Q has to be chosen as low as 5.5 to
correspond to the gravity phase delay of
O.l°. This is less than 7 % of the value
Q = 79, obtained by the conventional me-
thod. For the same reason it turns out
that the body tide gravity phase delay
due to friction within the solid earth
amounts more likely to a few thousandth
of a degree than to a few tenth of a
degree as expected so far. We, therefore,
suggest that the average Ol gravity phase
shift of - O.2 as observed for Europe
may not be attributed to imperfect
elasticity in the mantle like it is pro-
posed by Melchior et al. [1976], but
rather to the indirect effect of the 0^
tide in the oceans. There seems to be
no chance at all at the moment to get in-
formation on the mantle Q from body tide
gravity investigations.

The delay angle of the potential bulge
due to tidal deformation of the earth has
been determined from the orbits of arti-
ficial satellites to be O.5° [Lambeck
et al., 1974] . Lambeck et al. relate
this delay angle to a mantle Q of 60
which one obtains by using formula (3).
The correct Q corresponding to this delay
angle is 36, if the Gutenberg earth and
constant Q values within the mantle are
adopted. For the LMS equivalent model,
we have calculated the global Q which
corresponds to the delay angle of O.5 to
be 34. This shows that the delay angle of
the tidal potential bulge is less sensi-
tive to the geometry of the Q distribution
within the earth than the phase delay of
the tidal gravity at the deformed surface
as measured by a gravimeter. The Q va-
lues of 34 and 36 are much lower than the
lowest limit of the upper mantle seismic
Q.

The usage of the exact theoretical
relationship between the bulge of the
tidal potential and the body's global Q
may also be important for other planets
as for instance for Mars. From observa-
tions of the secular acceleration of
the Mars satellite Phobos, Smith and

Born [1976] deduced the phase angle of
the potential bulge due to the body
tide of Mars. They related this nhase
angle to the global Q of Mars by the
simple formula (3), and found a global
Q between 5O and ISO. However, as one
cannot neglect selfgravitation and the
hydrostatic prestress for Mars, equation
(3) is not applicable, and, therefore,
the Q between 50 and 150 is probably too
high for Mars, provided that the obser-
ved phase angle -of the tidal bulge is
true.

Similar considerations as above may
also be important for the determination
of the lunar global Q from observations
of its physical librations [see Yoder,
1978] .

The Effect of Imperfect Mantle Elasti-
city on Loading Tides

Unlike in the body tide case, also
high degree harmonics of the load are
important in the loading tide case. It -
is found that for the free oscillation
Q model LMS, the loading tides of harmo-
nic degrees slightly less than 1OO are
strongly effected by the low Q astheno-
sphere, the global loading tide Qs being
up to nearly 7 times smaller than the
global body tide Q (see Fig."2). Corres-
pondingly, the loading tide phase shifts
due to imperfections in the elasticity
of the mantle are by more than one order
of magnitude higher than those of the
body tide. Near ocean ridges and near
subduction zones the M- loading tide
phase shifts may even Be as high as a
several degrees for the displacements as
well as for gravity and tilt, provided the
Maxwell constitutive law is valid. From
the computation of phase shift Green's
functions it is obvious that these maxi-
mum phase shifts occur at about 8O to
1OO km distance from the load, this
distance depending on the depth of the
assumed low viscous asthenosphere
(see Fig. 3). Our numerical results
suggest that loading tide investigations
could become an effective tool for
studying the upper mantle viscosity in
regions where viscosities lower than
1O*9 Poise may be expected.
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Body Tides on an Elliptical Rotating Eartn
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Abstract. The complete tidal response of an ellip-
tical, rotating, elastic Earth is found to contain
small displacements which do not fit into the conven-
tional Love number framework. Corresponding observable
tidal quantities (gravity, tilt, strain, Eulerian
potential, etc.) are modified by the addition of small
(<1%) latitude dependent terms.

the relations between an expanded Love number set and
these observables can be disturbingly complex. Conse-
quently, it is often more useful to present results for.
the observational quantities, directly.

As an example, consider the tidal gravity signal as
measured by a standard gravimeter. For a second degree
semi-diurnal tide, it has the form

Introduction

Traditional body tide calculations assume a spheri-'
cally symmetric non-rotating Earth, with surface motion
at a given frequency described by a small set of 'Love
numbers', principally h, k and i. Simple linear com-
binations of these numbers are found to compare with
experiment.

The spherically symmetric case has been extended by
others (Jeffreys and Vicente, 1957a, 1957b; Molodensky,
1961; Shen and Mansinha, 1976; Sasao et al. 1978) to
include effects of non-sphericity on the diurnal tides.
Particular attention has been focused on the dynamical
effects of a rotating fluid core with an accompanying
elliptical core-mantle boundary. The mantle has been
repeatedly modelled as a spherically symmetric, non-
rotating elastic shell, and the fluid core assumed to
be spherically stratified. In each of these expanded
treatments, the computed tidal response consists of the
conventional body tide, represented at the free surface
by the Love numbers h, k and H, together with a toroid-
al component describing the Earth's nutational behav-
ior. In this way the diurnal Love numbers are modified
for the most important effects of rotation and ellip-
ticity. The nutations, traditionally computed for a
rigid Earth (Woolard, 1953; Kihoshita, 1977) are also
improved by including spherically stratified elastic
behavior throughout the Earth.

Qualitative Effects of Rotation and Ellipticity

The work described below extends these results by
also including the effects of rotation in the inner
core and mantle, together with elliptically stratified,
realistic material properties throughout the Earth.
Numerical investigations suggest a computed surface
solution accuracy of at least three parts in a thousand,
the order of the Earth's ellipticity. All important
tidal bands are considered.

It is found that for the complete rotating, ellip-
tical problem, surface motion is too complex to be
represented by the familiar Love numbers: h, k and Si.
Even the inclusion of nutational motion into the
diurnal solution and length of day changes into the
long period solution is not sufficient. Other small
(<1%) unmodelled motions remain. These new terms,
which will not be detailed here, can be handled by
defining more Love numbers. The utility of this pro-
cedure, however, is not always maximal. It is, of
course, physical observables which are the ultimate
computational goal. For an elliptical, rotating mantle
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Gravity = - ±- g Vn=2(w) [<52(u) Y =̂2.(6,<J>)
o

64(cu)
iwt

(1)

where w is the perturbing frequency, Y a surface
spherical harmonic, rQ the Earth's mean radius
(6371km), g the computed gravity acceleration at the
Earth's equator assuming a spherical density distrib-
ution (g = 979.8259 cm/sec2), Vn(o>) the appropriate
term in the luni-solar potential as observed at the
Earth's equator, and 6- (u) and g. (to) are gravimetric
factors which reflect She dynamical behavior of the
Earth at the frequency, u>. (For a spherical Earth
64 = 0).

It is convenient to think of eq. (1) as representing
a latitude dependent gravimetric factor:

(2)

Similar latitude dependent phenomenon are present in
all tidal bands and for all observable quantities
(i.e.), surface gravity, tilt, strain, latitude and
longitude variations, tidal perturbations in inertial
space gravity, inertial space station displacements,
etc. They are found at about the one per cent level
or less. For example, computations of the M2 semi-
diurnal gravimetric factors shown in eq. (1) give,
for Earth model PEM-C (Dziewonski, et al., 1975):

spherical case: 6- = 1.159 6, = 0
i 4

rotating, elliptical case:6 = 1.160 $ = -.005
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Observation of the Nearly Diurnal Resonance ot the Eartn using-

a Laser Strainmeter
Judah Levine *
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Boulder, Colorado 80302

Abstract. We have used two years of strain
tide data to study the response of the Earth to
the diurnal and semidiurnal tidal excitations.
Our results show that there is significant struc-
ture in the response of the earth to tidal exci-
tations near one cycle/sidereal day. This struc-
ture agrees with the resonance behavior predicted
from the calculations of the forced elastic-
gravitational response of an elliptical, rotating
earth with a liquid outer core. The data can
also be used to test for possible preferred
frames and spatial anisotropies. We find that
upper bounds on the parameterized post-Newtonian
(PPN) parameters which characterize these effects
are a2 s 0,007 and £w < 0.005.

Introduction

We have analyzed approximately two years of
strain-tide data obtained using the 30-meter
laser strainmeter we-have previously described
(Levine and Hall, 1972).

Data Acquisition

The data were obtained using a 30-meter long
laser strainmeter located in the Poorman Mine,
an unworked gold mine located approximately 8 km
west of Boulder, Colorado at latitude 40.03°N,
and longitude 254.67°E.

The heart of the strainmeter is an evacuated
30-meter Fabry-Perot interferometer located along
the length of the tunnel. The axis of the inter-
ferometer is 7° west of North.

The interferometer is illuminated bya3.39-um
helium-neon laser. A servo loop piezoelectri-
cally tunes the-laser to keep its wavelength
coincident with one of the transmission maxima
of the long interferometer. The frequency of
the laser, f, is therefore related to the length
of the interferometer, L, b'y

f = nc
1 2L

where n is an integer and c is the velocity of
light. Thus

13 AL

M
f

AL
L

A second 3.39-um laser is stabilized using
saturated absorption in methane. The beat fre-
quency between the two lasers is extracted for
further processing. Then

Af
beat AL

L
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Af, = 8.85 * 10
beat

so that a measurement of the fluctuations in the
beat frequency provides a direct measurement of
the fractional change in the length of the long
path. The relationship between beat frequency
and strain has no adjustable constants or cali-
bration factors.

The beat frequency is digitally recorded 10
times/hour along with other information including
local barometric pressure, etc. The digital data
are bandpass filtered using a symmetric convolu-
tion filter and then decimated to one sample
every two hours for comparison with theory.

Data Analysis

We have used all of the components published
by Cartwright and Edden (1973) in our analysis.
For each component with frequency f^ we construct
a time series of the form

a. cos (2irf,
tc i

)Ym(e,<p)T(n,m,8,Cf>,eo)n s

where a^ is the amplitude given by Cartwright and
Edden, ̂  is the phase of the component, Y™ is
the spherical harmonic computed at the station
co-latitude 6 and East Longitude (f. The quantity
T is a function converting potential to strain
along the axis of the strainmeter 6S (Levine and
Harrison, 1976). The quantity ak is -90° if (n+m)
is odd and is zero otherwise (Cartwright and
Tayler, 1971).

The theoretical series were further modified
by a function to correct for local topography,
local crustal inhomogeneities, cavity effects and
ocean loads (Levine and Harrison, 1976). We as-
sumed initially that these effects do not vary
rapidly with frequency, so that all of the diur-
nal components have the same correction as 01 ,
and that all of the semidiurnal components have
the same correction as M2-

The terms are then grouped by frequency. Each
frequency group contains all of the terms (re-
gardless of parentage) which differ by less than
one cycle/year from each other.

This process produces 48 time series. We fit
these series to our data by the least-squares
method using an adjustable amplitude and an ad-
justable phase for each cycle/year group.

The results of this process are shown in Fig. 1
for the diurnal amplitude, Fig. 2 for the diurnal
phase, and Fig. 3 for the semidiurnal amplitude
and phase. The error bars represent one standard
deviation and are obtained from estimates of the

Fellow, Joint Institute for Laboratory Astro-
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the University of Colorado.
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Fig. 4. Normalized transfer function amplitude
for the diurnal tides when-the frequency-depen-
dent Love numbers are inserted into the fitting
function. The dashed line is obtained by fitting
a straight line to the transfer function ampli-
tudes weighted by their respective uncertainties.
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noise.
The amplitude of the diurnal transfer function

shows a statistically significant structure.
There appears to be a significant decrease in
the transfer function for the lower frequency
diurnal components. We attribute this to a
slow change in the contribution of the ocean
load to our observed data.

More significantly there is a dip in the
transfer function near one cycle/day (we have
not plotted the Sj amplitude at one cycle/day
since it is heavily contaminated by thermoelastic
processes). This dip is consistent with the ef-
fects of the nearly diurnal resonance associated
with the liquid core. The consistency can be
shown more clearly by inserting the resonance
directly into the fitting function. This may be
done using the frequency dependent Love numbers
published by Molodensky (1961) and Shen and
Mansinha (1976). These Love numbers produce
changes in the transfer function at all of the
diurnal frequencies but, except near one cycle/
day, the new transfer function lies within one
standard deviation of the old one. The modified
transfer function is shown in Fig. 4. As can be
seen from the figure the resonance models account
for the dip in the transfer function near one
cycle/day. Unfortunately, the data cannot be
used to infer the fine structure near the reso-
nance. Furthermore, the insertions of realistic
estimates for the energy loss in the nearly diur-
nal band may affect the shapes predicted by all
of the models somewhat. It is unlikely we will
be able to test any of these effects using our
data. The strongest test for the resonance ob-
tainable from our data comes from the components
P! and KI which are really on the tail of the
resonance function. Our measurements at <j>i and
\l>l (where the resonance has the largest effect)
have error bars whose size probably does not per-
mit them to be used in a quantitative comparison
between theory and experiment or in attempts to
differentiate among the various calculations of
the effect of the resonance.

These results may be compared with the analy-
sis of Warburton and Goodkind (1977) using data
from a cryogenic gravimeter, with the gravimeter
data analysis of Abours and Lecolazet (1978) and
with the analyses of Lecolazet and Melchior (1977).
Their results are generally in agreement with
ours, confirming the general shape of the reso-
nance. None of the analyses is able to make a
quantitative comparison with theory because of
the relatively poor signal-to-noise ratio in the
measurements of the crucial components <j>i and ^\.

The semidiurnal transfer function amplitude
shows far less structure, and the agreement be-
tween experiment and theory is quite good. There
is no evidence of anomaly at $2 (two cycles/day)
confirming that the anomaly at Sj is almost cer-
tainly of thermoelastic origin.

We may place upper limits on the various PPN
parameters by calculating the magnitudes of the
anomalous tidal components in terms of the PPN
parameters 02 and Cw. In this way we conclude
a.2 ̂  0.007 and C < 0.005.

Conclusions

These results confirm the general correctness
of the various published earth models. From the
point of view of the current discussion they are
also significant in that they illustrate the
sort of measurements that can be performed with
laser strainmeters. These measurements show
that we can make meaningful measurements of
diurnal strain changes at the 10~10 level, and
that almost continuous operation for several
years is possible.

From the geodetic point of view, the limitation
on the utility of laser strainmeters arises from
their sensitivity to local effects, especially to
spurious motions near the piers.

Spurious motions of the piers at the level of
millimeters will even play a significant role in
geodetic measurements made over much longer base-
lines. Motions of this magnitude represent frac-
tional changes of parts in 10 even over 50 km
baselines, so that such effects will make sig-
nificant contributions to the error budget of
any geodetic instrument now in operation or under
construction.

It is important to compare the data obtained
with laser strainmeters with measurements obtained
using electromagnetic distance measuring equipment
operating over parallel baselines. If this com-
parison shows that the two provide a consistent
picture of the regional strain field, then laser
strainmeters may prove useful in measuring re-
gional strain at fixed observatories. In this
service they can provide significantly higher
sensitivity than any other technique.
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The Influence of Earth Tides on Earth's Coordinates

R. O. Vicente
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Lisbon, Portugal

The importance of Earth tides on Earth coordi-
nates has been considered only recently for several
reasons: 1) the precision that we are obtaining
nowadays for Earth's coordinates shows that the ef-
fects of Earth tides appear on the values obtained
for the coordinates; 2) the possibility of deter-
mining, by observations, the values of Earth tides;
3) the consideration of theoretical models that can
compute the values of Earth tides.

We are going to examine briefly some of these
reasons. First of all, it should be pointed out
that we have to be careful about the definitions of
what we mean by Earth coordinates.

When it was only possible to obtain a precision
of a few meters for the values of the Earth coordi-
nates, some of the systems of reference adopted in
the dynamics of the Earth rotation could not be dis-
tinguished within that precision. But when we are
aiming at precisions of a few centimeters, it is
very important to define carefully the systems of
reference employed for our coordinates on the Earth.

We can consider, for instance, astronomical and
geodetic coordinates of a point at the Earth's sur-
face.

The astronomical coordinates are referred to the
astronomical local vertical, and therefore, to the
instantaneous axis of rotation of the Earth, brief-
ly called the axis of rotation. The intersection of
this axis with the Earth's surface defines the geo-
graphic poles. The complement of the acute angle
between the astronomical vertical and the axis of
rotation of the Earth is called the astronomical
latitude. For the definition of astronomical longi-
tude we need a reference meridian passing by the
geographic poles [Woolard and Clemence, 1966].

Considering the case of the real Earth, there
are known irregularities in the direction of the
astronomical vertical from place to place over the
Earth, and, therefore, the astronomical meridians,
parallels of latitude and the equator are irregular
curves of double curvature, but they do not depart
very far from plane curves.

The instruments (visual zenith telescopes (VZT),
photographic zenith telescopes (PZT) and astro-
labes) , employed in the classical techniques of de-
termining polar motion, refer their observations to
the'astronomical vertical.

Depending on the adopted pole and reference mer-
idian, we can have different definitions of the co-
ordinates of a point on the Earth's surface. The
danger, nowadays, is that different people speak
about different poles and, therefore, the coordi-
nates they are speaking about are not the same.

The simplest Earth model considers the Earth as
a solid rigid body. Even this simple model shows
the very important distinction between free and
forced motions, originating periodic displacements
of the axes employed in the dynamics of the Earth
rotation. They have been called nutations because
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the displacements are periodic.
The equations of motion can be represented by

the vector equation

dt ~

showing that thg time derivative of the angular mo-
mentum vector H around the centre of mass is equal
to the vector moment G of the external forces,
mainly due to the Sun and Moon.

When there are no external forces acting on the
Earth G=0, therefore, !? is constant and fixed in
space. We have the so-called free nutation because
this type of motion exists even without external
forces. The important consequence is the fact that
any free nutation changes the Earth coordinates
showing, for instance, variations of latitude, but
it does not affect star places on the celestial
sphere. The name wobble has, unfortunately, been
recently employed to designate the free nutations.

When there are external forces Acting on the
Earth, G/0, and the position of H is not fixed
in space. We obtain the forced nutations that are
so important in any problem dealing with the trans-
formation of reference systems from one epoch to
another because they affect star places.

One aspect of the actions of the Sun and the
Moon on the Earth concerns the tidal attractions of
the luni-solar forces, which deform the Earth, giv-
ing rise to the tides of the solid Earth.

Different components of the Earth tide produce
the nutations that are important in astronomy, and
the forced nutations correspond to diurnal tides,
so there is a close connection between nutations
and tides.

It is fortunate that, all the studies concerned
with the tides of the solid Earth employ the same
standard, that -is, the bodily .tide numbers h_, Ic
and £ are defined considering a statical theory
applied to an elastic solid Earth with spherical
symmetry, and the disturbing tidal potential is a
spherical harmonic of the second degree [Jeffreys,
1976].

The value of k is related to the period of the
free Eulerian nutation, and the value of A=l+k-£
is influenced by disturbances that affect the
position of the astronomical vertical of a place on
the Earth, that is, there are variations in the
geographic coordinates of a place with periods de-
pending on the periods of the tidal forces.

The actions of the Sun and Moon deflect the
position of the astronomical vertical, and the
maximum deviation is of the order of O'.'OS; they are
the most regular of the variations in direction of
the astronomical vertical. There are remaining
variations due to geophysical causes, not yet very
well known, and the tidal variations are very much
modified by local geophysical factors.

In practice, the determination of the values of
the bodily tide numbers is more difficult because
there are local corrections.
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TABLE 1. Diurnal Waves

Jeffreys-Vicente
1957

Central Particle

1.183

1.209

1.221

0.714

0.676

0.658

Roche

1.185

1.172

1.211

0.693

0.696

0.658

Molodensky
1961
2

6=l+h - -| k

1.151

1.161

1.166

Y=l+k-h

0.721

0.695

0.686

Shen-Mans inha
1976
6

1.1380

1.1539

1.1596

0.7340

0.7019

0.6895

Observations

1.1406 A.M.
1.1507 W.M.

1.1699 A.M.
1.1664 W.M.

1.1522 A.M.
1.1676 W.M.

0.7422 A.M.
0.7501 W.M.

0.7068 A.M.
0.7167 W.M.

. 0.6785 A.M.
0.6752 W.M.

Kl

Pl

°1

1.120

1.149

1.160

1.162

1.180

1.183

1.1689

1.2033

1.2055 . ;

A.M. Arithmetic Mean
W.M. Weighted Mean

It is convenient to have the possibility of de-
termining the values of ̂  and _fc by processes that do
not depend on any'geophysical assumptions. This
fact shows the importance of having good determi-
nations of the period of the free Eulerian nutation,
called the Chandler period, that permit the deter-
mination of the value of Ic, and the advantage of
careful analysis of the observations of variation of
latitude that give the possibility of computing
(l+k-2.). Some of the modern techniques that can ob-
serve polar motion have an important role to play in
these studies.

The observations of Earth tides are interpreted
in amplitude ratio form (observed to theoretical am-
plitude), and we can consider, for instance, the
following linear combinations for the bodily tide
numbers:

for the horizontal component =l-h+k -
for the vertical component =l+h - -~k

The computed values of Earth tides show that the
maximum effect will correspond to a radial defor-
mation of about 30 cm. We can see the importance
of Earth tides for the present day goal of achiev-
ing precisions of a few centimeters on the Earth's
coordinates.

It has been demonstrated that the application of
a statical theory for the semi-diurnal, fortnightly
and semi-annual tides does not introduce appreci-
able errors in theoretical models [Jeffreys, 1949].
But for diurnal tides we have to consider a dynami-
cal theory and the importance of the liquid core of
the Earth has been proved. The main waves are:

Doodson's code
number

165.555

163.555

145.555

Tidal
component

Nutation
component

Precession

Semiannual

Fortnightly

The observations of Earth tides show a very ir-
regular distribution over the Earth. The majority
of stations are concentrated in Europe and North
America. Local effects have been detected, for in-
stance, due to the proximity of oceans and big
rivers.

It. is fortunate that .there is an "International
Centre for Earth Tides".where all the observations
are collected and the computations performed, there-
fore, we have a consistent treatment of the data
which is very important.

Some results of theoretical and observed values
for S, y and A are indicated in Table 1.

The observations correspond to 21 stations with
very irregular distribution on the Earth [Melchior,
1971]. We can see that the consideration of arith-
metic mean or weighted mean even alters some values.
This is a good example about the difficulties encoun-
tered in the combination of observations which become
important for the precision we are trying to achieve.

The consideration of the fourth decimal place has
probably no physical meaning at the present time.

The theoretical models indicated correspond to
different approximations that were made. The values
computed by Jeffreys-Vicente [1957] and Molodensky
[1961] were based on models of the internal struc-
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ture of the Earth that appeared about 25 years ago,
taking account of the liquid core.

Jeffreys-Vicente employed two models (central
particle and Roche) which were considered as repre-
senting extreme cases of the possible behaviour of
the core. This way of looking at the problem cor-
responds to setting up an upper and a lower bound
to the behaviour of the core, considering that the
knowledge about the structure of the core was not
very detailed at the time. More recent models,
based on a better knowledge of the structure of the
core, have confirmed the general trends found by the
central particle and Roche models.

Molodensky model 2 considers an inner core. It
should be pointed out that the existence of the in-
ner core introduces difficulties, and it has been
shown that the partial differential equations to be
satisfied are hyperbolic and the boundary conditions
have to be considered carefully [Jeffreys and
Vicente, 1966, p. 24].

Shen-Mansinha [1976] employed a model 6 cor-

responding to an elliptical rotating Earth with a
liquid outer core. The consideration of the other
models, designated by 8=-0.2 and 8=+0.2, does not
alter the conclusions.

The theoretical values obtained for the vertical
component 6, written on Table 1, show that model
6 presents slightly smaller values for all waves

in comparison with the other models.
Considering the wave 0., we see that the verti-

cal component 6 is more affected by different
types of models than the horizontal component Y-

For the horizontal component y> the model B

shows slightly greater values than Molodensky model
2, being more in agreement with the observations.

A few theoretical values of A are computed and
there is no comparison with the observations because
it is very difficult, at the present time, to obtain
reliable observational values for these waves.

The models show general agreement with the ob-
servations because we cannot rely too much on the
geophysical meaning of the third and fourth decimal
places. The differences among the theoretical

models are within five per cent.
Another important aspect is the frequency de-

pendence of the bodily tide numbers which was re-
vealed by the earlier investigations [Jeffreys and
Vicente, 1957]. This result means that the behav-
iour of the Earth is very much conditioned, for the
diurnal tides, by the period of the waves consider-
ed, as it is shown by the values written on Table 1.

The existence of damping and some recent deter-
minations of Q values, depending on the period of
the motion considered, show some of the difficul-
ties encountered in the researches about Earth
tides.

The global values of the bodily tide numbers have
been employed to allow for the influence of Earth
tides on the coordinates of a point on the Earth,
but the improvement in the precision of the deter-
mination of coordinates would benefit from local
observations of Earth tides by the appropriate
techniques.

The waves with greater amplitudes appear in the
following sequence: K.. (due to the Moon and Sun) ,

0, (due to the Moon) and P.. (due to the Sun and

Moon); and the frequencies are well defined by the

theory of the diurnal tides. The great advantage of
the bodily tides is the fact of their well-known
periodicities.

The analyses of the observations, made by some of
the modern techniques, should reveal these periodi-
cities if they correspond to an adequate interval of
time. It is nevertheless necessary that the obser-
vational programme is well planned and does not suf-
fer from discontinuities. The modern techniques,
employing artificial satellites, the Moon and radio
interferometry, offer the advantage of providing
global values.

We are attempting to obtain precisions of the
order of a few centimeters and that raises the ques-
tion if we are nowadays approaching the noise level
of the system. In this case, we mean by noise level
of the system, the possible range of values for the
coordinates of a point on the Earth which are af-
fected by numerous phenomena, some of them not very
well known, and corresponding to the more general
case of an Earth model considered as a collection of
particles subject to so many forces.
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Earth tides affect astronomical observations
of the Earth's rotation in two ways. They- de-
flect verticals and change the polar moment of
inertia of the Earth, thus causing periodic
variations in its rotation rate (Table 1). Since
astronomers observe stars usually around midnight
at almost the same local sidereal time 0=1̂ +180°
in every station, where Lg is the mean longitude
of the Sun, the diurnal and semidiurnal tides; as
well as nutations, produce apparently common
variations with long "aliased" periods in the
daily mean latitude and time values of different
stations. Therefore, detection of polar motions
is little contaminated by the Earth-tide effects,
because they are largely absorbed in "common" z,
T and n-terms in the conventional observation
equation:

latitude: A<}> = x cos A + y sinX + z

time: co(UTO-UTC) = tan(j>(x sinX - y cosX + T) + n

where x, y are "pole coordinates", <|>, X are lati-
tude and east longitude of a station and to is the
mean rotation rate of the Earth. Nutation ob-
servations, on the contrary, are disturbed rather
seriously by the diurnal tides with the same
arguments and, through the aliasing, by semi-
diurnal and long period tides.

A major concern of astronomers in analysing

the nutations is to detect evidence for the fluid-
core resonance. Observed values contained in the
squares of Figure 1 seemingly follow a theoretical
resonance curve based on a realistic Earth model.
Effects of the diurnal tides in time and latitude
expected in <t>=39°08' (latitude of 5 ILS
stations) are shown by the arrows in Figure 1
under the assumption A= 1 + k -H = 1. 2. It is
evident that Oj and Pj tides may deviate the
observations of the fortnightly and semiannual
nutations noticeably. It does not seem appropri-
ate, however, to correct astronomical data for
the diurnal-tide effects by simply assuming
A=1.2, because ocean-tide effects must hardly be
negligible. The problem may become important in
more detailed studies of the internal constitu-
tion of the Earth by means of nutation observa-
tions.

Consequences of the oscillations of the verti-
cals due to M2-tide can be observed in the astro-
nomical latitude and time data and are regarded
as one of the means for determination of the
A-factor. In order to decide, for example, that
A=1.2 but not 1.1, however, one needs accuracy
higher than 0.001 arcseconds or 3 cm. It does
not seem easy, in general, to attain such accuracy:

by conventional astronomical observations with the
typical error of single observation reaching 0.2
arcseconds or 6m. As a matter of fact, 52
determinations of the A-factor so far obtained

TABLE 1. Effects of Earth Tide on Astronomical Observations

Irregularities in the Earth's-Rotation

Polar motion Nutation Changes in L.O.D.

Latitude

Time

x(t)cosX + y(t)sinX

tanc|>[x(t)sinX-y(t)cosX]

sin[L(t) -a]

tan<j> cos[L(t) - a] n(t)

Earth Tide Effects

Long period tide

Vertical deflection Changes in C

Diurnal tide
Vert. defl.

Semidiurnal tide
vert. defl.

Latitude

Time

Asin2(f>cosL(t)

k sinL(t)

Acos24>sin[L(t) -a] A sin2((>cos[L(t) - 2a]

Atan<j)cos[L(t) - a] A sin[L(t) - 2a]

A = 1 + k - £

L(t): Argument of periodic disturbance due to the Sun and Moon

a : Local sidereal time

Proc. of the 9th GEOP Conference, An International Symposium on the Applications of
Geodesy to Geoitynamirx. October 2-5.197S. Dept. of Geodetic Science Rept. No. 280, The
Ohio State Univ.. Columbus, Ohio 43210.

Permanent address: International Latitude
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Fig. 1. Effects of diurnal Eaettv tides on nutation observations. 'Arrows T
and L show the effects of diurnal tides on main nutation components in time
and latitude observations, respectively, calculated for 4>=39°08' with

1.2;an assumption 1 + k-

are scattered from 0.1 to 2.3, as shown in Figure
2. Although some authors have pointed out the
possible secular'change in the A-factor, recent
analysis of past ILS data done by Manabe', Sakai
and Sasao has revealed no firm evidence for the
change (Figure 3). Different values of the A- . ,
factor detected in. different stations are some~
times attributed to the difference between
oceanic and continental stations. However,
deviation of the 18.6-year principal nutation
from'Woolard's value derived by Manabe' et al.
from latitude data of 5 ILS stations shows even
larger station-to-station differences than those
of the M2-tide (Figure 4), though the principal'
nutation must almost be unaffected by ocean-tide
effects. It thus seems ̂ necessary to examine
carefully the scale value problem and other
possible sources of instrumental errors before

considering any inverse problems for the ocean-
tide effects "on the basis of the astronomical
M2-tide data.

•Changes in the rotation rate of the Earth due
to zonal deformation,caused by MU and Mf tides
are -analyzed so as to determine Love number k.
It should be noted that one needs 0.001 arcseconds
accuracy again in order'to decide whether k=0.30
or 0.27. Nevertheless, the reported difference
between k^numbers derived from MU and Mf waves
appears- significant (Table 2). It might be
interesting to note here a possibility that the
Mf-wave is disturbed by the aliased "uncorrected"
part of 'the fortnightly nutation arising from the
fluid-core effect, which does not seem to have
been taken into consideration fully.
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TABLE 2. Estimation of Love Number k from
Changes in the Earth's Rotation Rate

Due to Mf and Mm Tide

Theoretical Values (in msec)

MJJ -0.77(k/0. 29)sin(L< - r')

Mf -0.71(k/0.29)sin2L{

-0.30(k/0.29)sin(2L( - «)

Observed k

Authors Mf

Guinot (1970)

Pilinik (1970)

Guinot (1974)

Djurovic (1975)

0.331±0.061 0.265±0.068

0.300 + 0.005

k(Mf) -k(Mm) =0.030 + 0.006

0.334 + 0.005 0.295 + 0.011

0.343 0.301

Fig. 4. Amplitude and phase diagram showing
station-to-station differences of the estimated
values of the 1 +'k - £ factor and retrograde
component of "uncorrected" 18.6-year principal
nutation. M, K, C, G, U correspond to 5 ILS
stations: Mizusawa (Japan), Kitab (USSR),
Carloforte (Italy), Gaithersburg (USA) and Ukiah
(USA).
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Introduction. This article is a transcription
of a talk given at the end of the conference, with
the intentions of summarizing some leading themes
thereof and supplementing the report of the con-
ference with my impressions of other geodynamic
problems to whose solution geodesy could contrib-
ute. The emphasis of the article is on our under-
standing of the solid earth; suggestions of what
measurements should be undertaken are based on
estimates of instrumental feasibilities in Kaula
et al. [1978], a committee report which was rather
widely reviewed.

The organization of the conference report is by
observational technique. A problem-oriented ap-
proach should take a different cut: the most ob-
vious is a combination of spatial and temporal
spectra, or length and time scales. Figure 1 is
an attempt at such a cut; the discussion is suc-
ceeding sections is based thereon: (1) earth evo-
lution & mantle convection; (2) lithosphere-
asthenosphere-surface load interaction; (3) gla-
cier-ocean-solid earth interaction; (4) solid
earth interactions with the sun, moon, core,
oceans, and atmosphere; (5) zones of strain ac-
cumulation; and (6) earthquakes.

1. Earth Evolution and Mantle Convection

The greatest events in earth history—in the
sense of the amount of mass and energy involved—
were formation (probably by planetesimal infall),
possibly a major impact great enough to knock off
the protolunar material, and separation of the
core. From isotopic constraints and dynamical
plausibility, all these events happened more than
4.4xlQ9 years ago. Since then, the most important
process has been solid state convection in the
mantle. The major long term questions are: the
energy sources for this convection and the geo-
dynamo: the division between primordial and radio-
genic, etc.; the manner of crustal separation and
ocean & atmosphere outgassing; the degree of in-
homogeneity, thermal as well as compositional, of
the lower and upper mantle; the extent to which
there has been material as well as heat transfer
among parts of the mantle; and the nature of fluc-
tuations about a general trend of declining
activity. Although past history is significantly
constrained by petrological and isotopic data as
well as by thermomechanical reasoning, our ideas
about mantle convection must be largely based on
its present state and recent history: in particu-
lar, the last ̂ 200 My, for which there exist sea-
floor spreading and other evidences to infer the
major surface motions. This restriction raises
the question of whether current conditions are
atypical. For example, present heat flow could
be misleading if the mantle convective system can
undergo fluctuations in heat transfer of a factor

Proc. of Ihe 9lh GEOP Conference. An International Syntpn^iunt on the .\pplirtilinn\ of
(tc<Hli:\\- iuGt'inlvitiimit:\. Ocrohfr2-5.1978. Dept. of Geodetic Science Rept. No. 280, The
Ohio Stale Univ i . Columbus. Ohio 43210.

of two or more, as do some numerical experiments
in convection. Certainly the present is atypical
in the extent to which the land is broken up into
several continents.

Major constraints on mantle convection are the
properties of the lithosphere, which is part of
the flow system. The plate velocities, oceanic
topography, and plate margin locations—particu-
larly the subducted slabs—are all significant
boundary conditions. Because of the strong
temperature dependence of the rheology, the
lithosphere is a remarkably thick boundary layer,
and screens much of the properties of mantle con-
vection from observation. Geodetic data con-
tribute to inferring these convective properties
in two ways: (1) the variations in the gravity
field indicate the amount of density inhomogenei-
ty; and (2) the rates of uplift and sinking in
response to the glacier-ocean mass transfer,
discussed below, indicate the effective vis-
cosity of the mantle. Both of these properties
relate to stress, the distribution of which
determines the flow. .;

The magnitudes of density anomalies Ap in-
ferable from gravity anomalies Ag depends on their
characteristic vertical length scale L, beyond
which they are in effect compensated. This length
scale LD is probably.much less than the mantle
thickness M. As is well known, the visible den-
sity anomalies constituted by the topography must
be largely compensated in the uppermost 100 km.
If this is true within the lithosphere, then it
must be all the more so in the more plastic in-
terior. Hence we can write, roughly,

(1)

Because the rest of the earth attracts the
density anomaly stresses are set up, which will
also be proportionate to the length scale Lp:

(2)

Viscosity-is related to stress through the
strain rate, which can be inferred from the
plate velocities v:

accVeocvv/Lv (3)

If we assume the two length scales Ly and Lp to be
the same and take Ag to be the typical value for
l°xl° square, say 25 mgal, use 10̂ 2 for v and 5
cm/yr for v, then L is ̂ 300 km and a is ̂ 60 bars.

The foregoing estimate is, at best, an order-
of-magnitude, and is likely to be deceptive when
applied to a regime which must be organized at
some level, as is convection. But the order-of-
magnitude of 100-500 km for the length scale is
what arises from other estimates, such as those
based on Rayleigh number considerations. . Hence it
is desirable that the gravity be known to a re-
solution not worse than 100 km to infer mantle
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Ĉconvect'ive patterns -therefrom.
""**' To 'infer whether "there are density inhomo-
geneities at depth require consideration of,
firstly, the spectral distribution of gravity
and secondly the correlation of gravity with
surface topography. The leading feature of the
gravity spectrum is the "10~5/S/" law: a fairly
sharp drop off in the rms magnitude of the nor-
malized potential coefficients Cjm, Sjm with
spherical harmonic degree I. The principal prop-
erties of the cross-correlation between gravity
and topography are (1) negligible correlation
for the long wavelengths fc<5 and (2) moderately
positive correlation for the long wavelengths
i>6 [Kaula, 1977]. Studies which assume that the
density spectrum Ap^ is "white": i.e., a
comparable amount of variability in each degree
conclude that the steep drop off in the gravity
spectrum requires inhomogeneities at depth [Kaula,
1977; Lambeck, 1976]. The equally plausible as-
sumption that the length scale L in eqs. 1-3 also
has a spectrum L£ such that L£ varies inversely
with i (i.e., directly with horizontal wavelength)
suggest that Ap^ may vary directly with I, because
of the stresses entailed; requiring density anoma-
lies at depth all the more. Analyses based on nu-
merical models of convection get a flatter spec-
trum than 10~5/£̂ , with even a reversal in slope
at the longest wavelengths when the bottom bound-
ary conditions are free [McKenzie, 1977].

For the present, it seems prudent to assume
that there are density anomalies throughout the
mantle comparable in magnitude to those near the
surface. Hence any study of gravity should
employ harmonic analysis, to separate shallow
and deep effects.

2. Lithosphere-Asthenosphere-
Surface Load Interaction

Moving to shorter wavelengths and more recent
phenomena makes it fruitful to explain associated
topographic and gravitational features by specific
physical models, as discussed by Watts, Roufosse,
and Turcotte in these proceedings. The common
theme of all these studies is to treat the litho-
sphere as an elastic layer over a fluid half space.
The leading property then becomes the flexural
rigidity [Walcott, 1970]:

3(2u+X) 9

in which X,y are the elastic moduli and T is the
effective thickness of the lithosphere. In gener-
al, the flexural rigidity is less than what is
calculated from seismic values for the elastic
moduli X,u and the Rayleigh-wave lid thickness
for T, as should be expected. Typical results
are VLO^O dyne-cm (compared to "vlCĤ  dyne-cm from
seismic data) , and an inverse correlation with
both lithospheric age (since creation at the
ocean rise) and duration of loading.

More dynamic problems utilizing gravity &
topography are those associated with subdue tion
zones , where the plate velocity and thus the
asthenospheric viscosity may be of significance.
Thus, for example, the topographic and gravita-
tional high oceanward from the trench have been
explained as due to the elastic bending of the

lithosphere [Watts & Talwani, 1974]. Probably
the most elaborate models leading to prediction
not only of gravity anomalies and topography but
also to rate-of-topographic rise are the thermo-
mechanical finite element calculations of
Himalaya and Zagros underthrusting by Bird [Bird
et al., 1975; Bird, 1978].

A major plate tectonic problem to which it is
hoped future geodetic data will apply is the
variation of plate velocities about their values
inferred from remanent magnetic striations. The
plate velocities appear to be quite steady for
periods of about 10' years, after which there is
an adjustment of the velocity pattern, apparently
due to change in physical circumstances at plate
margins [Larson & Pitman, 1972]. This dependence
on margin conditions is consistent with plate
tectonic models which attempt to account for the
velocity patterns as arising from plausible
combinations of forces on the margins and on the
lithosphere-asthenosphere interface, dependent
on the extent to which the plate is oceanic or
continental. These studies conclude that the
plates move mainly as a consequence of push
at the rise and pull at the trenches; the as-
thenosphere acts as a minor drag on the litho-
spheric plates [Forsyth & Uyeda, 1975; Richardson
et al., 1976]. Since single events, like the
1960 Chile earthquake, may account for several
decades' motion over a major segment of plate
margin, it is plausible that some of this jerki-
ness is transmitted to the overall plate motion.
This post-seismic stress propagation may be
geodetically detectable over 1000's of kilometers.

Geodetic techniques may also detect variations
about steady rates in vertical motion arising from
tectonic causes both close to and remote from
plate margins. Estimates of vertical motion rates
from either geologic observations or thermo-
mechanical modeling suggest that vertical motion
rates greater than 'vl mm/yr should be exceptional.
While the inherent sluggishness of the solid
earth makes faster rates implausible and, at
present, inexplicable, our understanding is
imperfect enough that such rates cannot be ruled
out a priori. It is therefore important to
determine relative uplift rates more reliably
between sites for which the geologic setting is
well known.

3. Glacier-Ocean-Solid Earth Interaction

The dominant effect on the rate of uplift or
sinking, and on the height relative to sea level,
of the solid earth in the time scale of ̂ 300 to
30,000 years is the 3x10̂ 2 gram mass transfer
from continental glaciers to the ocean surface
which mostly took place 18,000 to 8,000 years
ago. Because the distribution of the glacial
unloading is relatively well known [Paterson,
1972; Peltier & Andrews, 1976] and of the ocean
loading very precisely known, measurements of the
response of the solid earth are the most signi-
ficant data on its rheology.

The principal data type pertaining to this
regime is carbon-14 dating of ancient shorelines,
which gives points in the historical record over
the last few 1000 years. The principal inter-
pretations are that the characteristic decay
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time T(X) varies directly with wavelength X for
X>1000 km and inversely for X<1000 km. The former
appears consistent with a mantle of 10 poise;
the latter, with an elastic lithosphere vLOO km
thick. Current vertical rates are 10 mm/yr near
the center of the formerly glaciated area, but
vL mm/yr away from it.

Since most of the adjustment to the glacier-
ocean load transfer appears to be completed,
geodetic leveling measurements are to some extent
supplementary. However, they are a valuable
supplement, because the C^ shoreline data give
rather incomplete coverage of the peripheral
bulge area which is critical to inferring elastic
and non-linear Theological effects.

The post-glacial response is one of the two
or three principal evidences that the mantle in-
deed flows. However, there are some cautions as
to the application of the inferred viscosity to
the longer term convective problem [Kaula, 1979].
Foremost among these is the possibility that the
post-glacial effect is transient. While it may
seem strange to call an effect on a vLO-^ year
timescale 'transient1, it is true that steady
state rheology has been attained in the laboratory
only at strains appreciably greater than the 10~̂
to 10"-* characteristic of post-glacial load trans-
fer [Goetze & Brace, 1972; Weertman, 1978]. The
present level-of-detail of the data warrants at
most linear viscoelastic models [Clark et al.,
1978]. To go beyond these models and infer non-
linear viscosity or transient effects may require
an amount of detail which only geodetic data can
supply.

4. Solid Earth Interations with the .Sun,
Moon, Core, Oceans, and Atmosphere

Although tidal friction can be said to apply
to the entire history of the earth, most of these
exogenic effects lie well within a <300 year time-
scale in their characteristic periods. The com-
mon thread of the exogenic disturbances is that
they are all quite small in their effects at the
earth's surface, and hence are observable geo-
detically only if they affect things which can
be measured very precisely, such as pole position
or tide height.

Because rotation and tides are precisely
measurable and mathematically modelable, they
have an intellectual appeal which may result in
their receiving more attention that may be war-
ranted by the criterion of illuminating causes.
As discussed by Lambeck in this volume, matters
which are still very much in doubt are: the
relative magnitudes of atmospheric, earthquake,
and aseismic creep effects on the free polar
wobble; the amount of non-tidal rotational ac-
celeration; the manner of dissipation of both
polar wobble and tides; and the nature of core-
mantle coupling. While for all these problems
an increase in accuracy of measurement of their
rotational & tidal effects should be of some help,
it also can be said for all of them that enhanced
insight will require either or both of appreciable
improvement in non-geodetic modeling or signifi-
cant additional non-geodetic observations.

Thus to infer whether the atmosphere makes a
major contribution to the excitation of the long

term variations in LOD and free polar wobble al-
ready observable requires a better understanding
of both seasonal and decade-scale changes: such
questions as the year-to-year variations in at-
mospheric mass distribution, water and energy
transfers between the ocean & atmosphere, and
the influence of the solid earth on the atmos-
phere, most likely through volcanism [Lambeck &
Cazenave, 1976, 1977; Wilson & Haubrich, 1976].
All of these phenomena have broad spectra, and
hence require observations capable of measuring
changes on a much finer scale than global.
Furthermore, some of the most feasible observa-
tions—such as satellite photography of cloud
motions—require significant supplemental observa-
tions and modeling to be applied. The recent
revisions of the magnitude-moment relationships
for great earthquakes [Kanamori, 1977] revive
seismicity as a possible source of wobble excita-
tion, but there has not yet been a convincing
modeling of the effect of any one earthquake on
the pole path.

The non-dissipatory part of the response of the
earth to tidal and rotational effects depends on
bulk properties, and hence is more amenable to
mathematical attack. Significant advances have
been made in modeling the effects of the ocean
[Dahlen, 1976] and the core [Smith, 1977]. On the
other hand, the dissipatory part of the response
is probably associated more with the liquid-
solid interfaces: ocean-crust and core-mantle.
Consequently, the dissipation is more difficult
to model. The mechanisms of both the polar wobble
damping and tidal friction are still not under-
stood. However, some constraints can be placed
on both these processes, even if details of how
the dissipation occurs are unknown. Thus the
tidal friction at present must be anomalously
high, because the present 1/Q extrapolated into
the past brings the moon close to the earth much
too recently. But this high tidal dissipation is
not surprising: by paleontological and other
indications, the present continental configura-
tion is remarkably broken up, so that a greater-
than-usual portion of tidal energy is transferred
from the second to the higher harmonics of the
tide, eventually to be dissipated, willy-nilly.
An interesting theme to pursue might be the ex-
tent to which the need to maintain a small tidal
1/Q constrains the tectonic style in the past.
Some geological discussions suggest that there is
a real dearth of subduction zone associations from
Proterozoic, 0.6 to 2.5x10̂  years ago.

In summary, measurements of pole position and
LOD appear to be in the Hubble situation: "We
do not know what the future will want, but we do
know they will want it accurate". To which we
can add "continuous": as new techniques are
phased in, there should be some years' overlap
with the older measurements.

5. Zones of Strain Accumulation

The somewhat arbitrary distinction from topic
#2, lithospheric-asthenospheric interaction, is
that we are concerned here about endogenic motions
in the solid earth at rates sufficient both to be
measured and to test tectonophysical models.
These criteria narrow attention to plate margins
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(using a broad definition of the term) and very
recent times. The equally arbitrary distinction
from topic #6, earthquakes, is that we are
concerned here about the entire process of strain
change in a region, rather than just the phenomena
associated with particular abrupt releases of
strain. The possibility of gradual, non-earth-
quake release of strain makes the title 'strain
accumulation' somewhat incomplete in its implica-
tions.

.As discussed by Savage in this volume, the
rate-of-strain as measured near active plate mar-
gins in California, Japan, and New Zealand appears
to be on the order of 0.3xlO~6/yr. This strain
accumulation is distributed across a zone ̂ 200 km
wide. Such a magnitude is roughly consistent
with the prediction from plate tectonics,

4a5 (5)

where e is strain rate, v is the relative velocity
of the plates and W is the width of the strain
accumulation zone. However, this generalization
is based on relatively few surveys of differing
temporal intervals in regions of differing tec-
tonic context and seismicity. Factors aside from
relative plate velocities which may affect the
pattern of rate-of-strain include: (1) the
regional fault configuration; (2) the depth to an
'asthenosphere' or other place which can undergo,
plastic deformation; and (3) the recent seismic
history of the region. Thus, for example, the
San Andreas fault appears to have at least three
distinctly different regional behaviors. In
northern California, the strain evolution appears
to be still strongly influenced by the 1906 earth-
quake: since then, the seismicity has been much
lower than in the previous ^50 years, and the
strain accumulation appears to be much more about
the Hayward & Calaveras faults [Thatcher, 1975ab].
In the Hollister region, there are sporadic
motions at ̂  monthly intervals associated with
very small earthquakes, suggestive of slip on a
shallow plastic zone [Huggett et al., 1977,
Johnston et al., 1977]. In southern California,
where the San Andreas bends appreciably and there
are subsidiary faults, in six years of precise
measurements there has been a steady north-south
contraction of 0.3xlO~̂ /year [Savage et al.,
1978].

The San Andreas, being a transcurrent fault,
is relatively simple among zones of strain ac-
cumulation. However, it shows significant varia-
tions on a length scale of ̂ 300 km and on a
temporal scale of 'VLOO years for major events,
as indicated by the sedimentary record in the.
south [Sieh, 1978] as well as by the historical
record in the north [Thatcher, 1975ab].. A con-
sequence of these irregularities is that the
strain accumulation pattern in a region may be
quite different from that suggested by simple
plate tectonic considerations, as is the case now

in southern California. Hence, while more geodet-
ic measurements are manifestly desirable, it can
be expected that a purely empirical approach will
not solve the problem. There must be a develop-
ment of models as well as elaboration of the data.
Other improvements which should, be forthcoming

are the combination of horizontal and vertical
data in analysis and better integration of geodet-
ic measurements in the geological context.

6. Earthquakes

As emphasized in the preceding section, earth-
quakes are not isolated phenomena. However, they
do have a distinctive character, and there is
nothing like a >7.5 magnitude earthquake to test
a model of a strain accumulation zone. From a
purely scientific point-of-view, it is a pity they
do not happen more often. We are concerned here,
firstly, about when, where, & why earthquakes
occur in a strain accumulation region and,
secondly, for a seismic event the pattern of
precursory, coseismic, and subsequent activity
and its causes.

It has been evident for sometime that earth-
quakes are most likely to occur at gaps in strain
accumulation zones: places where earthquakes
have not recently occurred and hence where pre-
sumably the greatest stresses have accumulated
[e.g., Kelleher et al., 1973]. However, the
stress redistributed by earthquakes in adjacent
regions can vary significantly; some stress can
apparently be released aseismically, or, in com-
plex fault zones, by motion on adjacent faults;
and tectonic configurations vary appreciably
in their ability to withstand stress. Hence in
an earthquake-prone region the recurrence interval
can vary over almost an order-of-magnitude. For
example, at Pallett Creek, in the south-central
San Andreas fault, the interval has varied from
50 to 300 years in the last 1400 years [Sieh,
1978].

So far, geodetic measurements have contributed
only slightly to the depiction of motions
precursory to a sizeable earthquake. The 1964
Niigata earthquake (7.5) was preceded by rises
on the order of 10 cm during the previous 60
years, with an acceleration in the last 5 years
[Kisslinger, 1974]. The 1971 San Fernando shock
(6.4) was located about 30 km from the center
of an uplift of 20 cm over 10 years, with some
migration of this center toward the shock a
couple of years before the event [Castle et al.,
1975]. The 1973 Point Mugu quake (6.0) was pre-
ceded by uplifting and then downwarping of about
4 cm during the previous 13 years [Castle et al.,
1977]. However, these changes are not remarkably
bigger than those inferred from leveling data
in relatively non-seismic regions [Brown, 1976],
and more recent experience with the Palmdale bulge
has indicated that leveling must be treated with
care and used in combination of other data [Kumar
& Strange, 1978]. This data should include both
gravity measurements and horizontal geodetic sur-
vey. However, the former can be appreciably af-
fected by non-tectonic processes such as ground
water movement [Lambert & Beaumont, 1977], while
the latter have so far been only sketchily related
to a shock [Thatcher, 1974].

A much better geodetic description of strain
accumulation prior to a major earthquake can be
expected in the next decade or two. The San
Andreas has been anomalously quiet since the
intersification of instrumentation programs. More
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Fig. 1. Length scale versus time scale break-
down of geodynamic problems.

careful attention to leveling observation, compu-
tation, and adjustment should also payoff. Point
measurements—strain, tilt, and gravity—appear
to have greater inherent difficulties of sorting
out regional from local effects [Johnston et al.,
1977; McHugh & Johnston, 1977; Lambert &
Beaumont, 1977]. For a while at least, seismi-
city itself will remain the leading precursory
data type: see, e.g., Shimazaki [1978] and
Ishida & Kanamori [1978] for studies on two
different scales.

Postseismic geodetic measurements [e.g., Brown
et al., 1977] are important because they indicate
some aspects of the stress redistribution precur-
sory to subsequent creep and seismicity in the
zone, and because they are affected by the same
tectonic context as the earthquake itself. In
fact, so far earthquake models have been more
successful in explaining post-seismic adjustment
than the precursory buildup and the earthquake
itself [e.g., Nur & Mavko, 1974; Anderson, 1975;
Rundle & Jackson, 1977; Savage & Prescott, 1978;
Walcott, 1978]. The situation appears to be
analogous to that discussed in connection with
rotation: phenomena dependent on bulk properties,
such as viscoelastic post-seismic adjustment, are
easier, to model than those dependent on interface
properties, such as earthquake occurrence.
Geodetic measurements also constrain the bulk
response more than the interface effects, for
which more stress- and energy-sensitive indica-
tors (primarily seismic data, but also heat

flow, radon, etc.) will continue to be needed,
as well as experimental rheology [Dieterich,
1978].

Conclusions

It is many years since Love [1911] wrote his
book of similar title, but progress seems to be
accelerating in recent years in both measurement
and modeling of geodynamic phenomena. Rather
than attempt to recapitulate the main themes, I
close with a personal wish list, in priority:

1. Intensify geodetic measurements in strain
accumulation zones within %100 km of the best-
studied faults. The data, as well as modeling
considerations, indicate that this is where most
of the action occurs, and that it is quite ob-
servable with current techniques at major plate
boundaries [Savage & Prescott, 1978; Walcott,
1978]. This is not to say that a comprehensive
insight does not require widespread measurements
entailing space techniques; the globe is one big
coupled system [Anderson, 1975]. Rather, given
limited resources, the most likely payoff, scien-
tifically as well as practically, is close to the
big faults: scientifically, because meaningful
models must deal with stress, which in turn en-
tails strain & strain rate, taking detailed
measurements to describe. The rocks know each
other mainly through their nearest neighbors.

A.

-•-Time

B.

<t
-*• Time

C.

•Time

D.

Time
Fig. 2. Schematic representation of the pos-
sible forms of short term oscillations about
long term geodynamic trends.
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2. Develop better devices for geodetic meas-
urements over distances less than ^30 km.
'Better' means not only more accurate, but more
rapid & responsive. Some that' look promising are:

a. Three-wavelength ranging system good
to within 5xlO~°, such as that described by Levine
in this volume;

b. mini-interferometers, such as those
described by Shapiro in this volume;

c. three-wavelength angle measuring
devices, to obtain level differences more rapidly.

Since important tectonic phenomena are in-
herently inaccessible to direct observation and
must be inferred from surface measurements, there
is no distinct point of diminishing returns in the
accuracy of measurements, while we are still far
from saturation in spacing and frequency.

3. Tidy-up the vertical networks. There have
been too many suspicious leveling results, such
as the now-here, now-gone discrepancy from tidal
bench marks between San Diego and San Francisco
[Douglas, 1978]. Leveling has the inherent ac-
curacy to tell us a lot which should be realized.
While it is indeed possible that short term varia-
tions may have appreciably higher rates than the
long term trends (see Figure 2), there are limits
to what is physically plausible, particularly
over distances more than some 10's of kilometers..

4. Measure gravity globally to 100 km resolu-
tion. As discussed in section 2, such detail is
needed to see through the lithosphere to infer
the underlying mantle convective action. The
SEASAT altimeter will obtain it for most of the
oceans, but satellite-to-satellite tracking
systems, such as described by Fischell in this
volume, appear to be the way over the land.

5. Develop portable 3 ygal (30nm/sec) gravity
meters. Despite the difficulties with local
effects, a comparably accurate gravity meter seems
to be a necessary concommittant to leveling.

The earth is rather big and has been around a
long time. While geodesy has gained a global
range spatially, it is still limited temporally to
the last finger-snap of geologic time. However,
there are important, as well as entertaining, pro-
cesses on the range of time scales within geodetic
reach. The task of geodesy might be said to
measure the short-term fuzz on the long-term
trends: . for each phenomenon, to determine which
sort of pattern—A, B, C, or D in Figure 2—
prevails.
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