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“Would you tell me,

please, which way I ought to walk from here?”

“That depends a good deal on where you
want to get to,” said the Cat.

“I don’t care much where " said Alice.

“Then it doesn't matter which way you
walk,” said the Cat.

“——30 long as I get somewhere,” Alice
added as an explanation.

“Oh, you're sure to do that,” said the Cat,
“if you only walk long enough.”

Lewis Carroll

ALICE IN WONDERLAND

IF MAN CAN DECIDE WHERE HE WANTS TO GO, SCIENCE
CAN TELL HIM THE BEST WAY TO GET THERE

ii




ABSTRACT

This study of space-based solar power conversion and delivery systems
addresses a variety of economic and programmatic issues relevant to their
development and deployment. Specifically, the study focuses on the costs,
uncertainties and risks associated with the current photovoltaic Satellite
Solar Power System (SSPS) configuration, and with issues affecting the
development of an economically viable SSPS development program. In particu-
lar, the desirability of Tow earth orbit (LEO) and geosynchronous (GEQ) test
satellites is examined and critical technology areas are identified.

The main focus of the effort reported herein has been the development of
SSPS unit production (nth item), and operation and maintenance cost models
suitable for incorporation into a risk assessment (Monte Carlo) model (RAM).
The RAM was then used to evaluate the current SSPS configuration expected
costs and cost-risk associated with this configuration. By examining dif-
ferential costs and cost-risk as a function of postulated technology develop-
ments, the critical technologies, that is, those which drive costs and/or
cost-risk, are identified. It is shown that the key technology area deals
with productivity in space, that is, the ability to fabricate and assembie
large structures in space, not, as might be expected, with some hardware
component technology.

An assessment of LEQ and GEQ test satellites as components of the 5SPS
development program was performed using a decision tree approach. Five
development program options were examined. This work serves as a benchmark
for the formulation of effective program plans and establishes the value of
test satellites of the proper scale. It is shown that the probability of
successfully implementing the current configuration SSPS appears to be
sufficiently high so that an economically justifiable program plan for the
pursuit of the SSPS concept can be developed.

It should be cautioned that the economic analyses discussed herein are
preliminary and make use of program plans and data that need further review.
Thus, while the methodologies employed are sound and may lead to significant
results, and the insights gained from these analyses may be valuable, deci-
sions should be based on the results only after a thorough review of the cost
model, the data used and the assumptions made for the analyses.

Finally, a few utility interface issues were identified and preliminarily
examined. These include the need for and cost of installed reserve as a
function of SSPS reliability/availability, the effect of power fluctuations
due to clouds, precipitation and Faraday rotation, and the effect of power
outage due to solar eclipse near the egquinoxes.
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1. INTRODUCTION

This report proyides a detailed documentation of the economic studies
that ECON performed under Contract No. NASB-31308 for the National Aeronau-
tics and Space Administration, George C. Marshall Space Fiight Center. The
purpose of this study is to provide an economic assessment of both satellite
solar power and power relay satellite concepts. Specifically, the study
addresses three questions, sequentially, relevant to each concept:

1. Can it be done?
2. Should it be done?
3. How should it be done?

The first question addresses the technical and economic feasibility of
each concept. To do this, system configurations were selected and studied
in some detail. Critical technology areas were identified and futuristic
but plausible technology goals were assumed to be met in each area. The
systems were then costed (deterministically) subject to the above technology
assumptions, and compared to the projected costs for alternative systems.
The results of this effort show that sate]lite solar power is technically
feasible and has economic potential, and that a power relay satellite is
technically feasible but would be of no identifiable economic benefit over
the foreseeable future. As a result of this outcome, no further attention
was given to the power relay satellite concept in this study. The technical
and economic feasibility studies are documented in Section 2.

The second question, addressed only to the satellite solar power concept,
asks for a determination of the economic justification for proceeding with
a satellite solar power system development program. To answer this question,
a classical risk/decision analysis was performed. This analysis acknowledges
first that it is not possible, today, to know:

. What a satellite solar power system builf with 1990's technology
20 years hence will cost

a. to produce and
b. to operate and maintain.

2. What the price of electric power will be from alternative energy
sources available in the same period.

Secondly, the analysis recognizes that any satellite solar power system
development program will be a segmented program where the "economic" purpose
of each program segment will be to buy information to make the decision
either to continue the program or to terminate it, thereby controlling risk.
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To perform this analysis, a system cost model suitable for a risk analysis

was developed and implemented into a risk analysis model. The risk analysis
model was used to assess cost-risk associated with both the unit production
cost and the operation and maintenance costs for a number of satellite solar
power system alternatives. These data were then used as inputs to a decision
analysis performed on the development program. A number of alternative pro-
grams were analyzed and several of them found to be "economic®. That is,

a preliminary economic justification is presented for undertaking the initial
phase of one of these programs. It is shown that an effective level of effort
would be $25 million per year through 1979, leading to a decision to conduct

a space-based test using a 150 kW satellite. It is also shown that alternative
solar cell materials, besides single crystal silicon, warrant attention. These
studies are documented in Sections 3, 4, 5 and 7.

Finally, the question, How should it be done? was addressed. Critical
technology areas and issues were identified and flagged as appropriate for
emphasis in future studies. The major areas that were identified as both
containing a significant amount of uncertainty and being key cost and/or
cost-risk drivers are fabrication and assembly of large structures in space,
and solar energy conversion technology. This effort is documented in
Section 6.

Section 8 provides some comments on programmatic risks and Section 9
identifies and analyzes some key economic issues relevant to the utility
interface area.



2. THE ECONOMIC FEASIBILITY OF SPACE-BASED
SOLAR POWER CONYERSION AND DELIVERY SYSTEMS

In performing an economic ana]ysﬂ; of any system which might be developed
over a 20- to 30-year time period, and which has inherent in it a variety
of uncertainties, the economist should first ask, Is it feasible? This
question was asked in the first phase of the ECON study. To answer it,
futuristic (which is to say, optimistic) but plausible technology goals were
assumed to be met in each critical technology area for the two systems under
study, a Satellite Solar Power System (SSPS), and a Power Relay Satellite
(PRS). Based upon these assumptions, the SSPS and PRS systems were costed
and then compared with terrestrial power generation and transmission systems
of equal output capability. Deterministic cost models of the space-based
systems were used along with conventional sensitivity analysis (including
a variety of assumptions about price escalations of the terrestrial systems)
in order to gain insight into which factors seemed to be the major cost
drivers. The format that was used to do comparative economic analysis of
the space-based systems with terrestrial systems is found in Sections 2.1.4
and 2.2.4 for the SSPS and the PRS, respectively.

2.1 Economic Feasibility of a Space-Based Solar Power System

Discussion of the economic feasibility of a space-based solar power
system is divided into four main areas: system costs (Section 2.1.1),
development program costs (Section 2.1.2), costs of terrestrial alterna-
tives (Section 2.1.3), and a comparative economic analysis of space-based
versus terrestrial systems (Section 2.1.4). The results of this section
are based on the SSPS configuration as obtained at the end of the first

study phase. The configuration changes somewhat through the remainder of
the study.

2.7.1 Space-Based Solar Power System Costs

Table 2.1 provides an annual cost summary of an operational 5 GW SSPS.
This summary presents only the recurring unit and operations and maintenance
costs and does not include DDT&E. Also, these costs are for a representa-
tive operational unit after "learning" has been accomplished. The "serial
number"” is not specified. With an assumed operational life of 30 years,
the busbar cost of energy generated by a 5 GW SSPS would be 26.7 mills/kwh.
This includes 15.0 mills for capital recovery at a 7.5 percent discount rate,
3.1 mills for maintenance and 8.6 mills for taxes and insurance.

Table 2.2 contains a summary of the major 5 GW SSPS unit cost elements.
As seen, the satellite hardware accounts for only about 30 percent of the
total cost. Transportation is the major cost element (43.2 percent) and
the ground station accounts for 18 percent.

Table 2.3 contains the detailed cost summary of the elements that
comprise the capital investment component (satellite and receiving antenna)
of the 5 GW SSPS. As noted above, a relatively minor proportion of the
total cost is represented by "space hardware” (31 percent}, the rest consisting



Table 2.1 Annual Cost of an Operational 5 GW SSPS
Annual Cost, Power Cost.
Element $ millions (1974) | 1974 mills/kWn

s Satellite
o Maintenance
e Taxes, Insurance

TOTAL

657
136
377

1156

15.0
3.1
8.6

26.7

Table 2.2 Five Gigawatt SSPS Unit Cost Summary

Cost,
Element $ billions (1974) Percent
] Solar Array. 1.798 24.0
Solar Blankets (1.501) (20.0)
] Transmitting Antenna 0.495 6.5
»  Propellants and Miscellaneous _
Supplies * *
9 Fabrication and Assembly
Equipment 0.573 7.6
? Transportation 3.278 43.3
Space Shuttle Fleet (0.240) (3.2)
HLLV Fleet . (1.074)} (14.2)
Space Shuttle Flights (0.879) (11.86)
HLLY Flights (1.013) (13.4)
e Personnel 0.077 1.0
o Receiving Antenna 1.345 17.8
TOTAL 7.566 100.0

*Cost is negligible, weight has been accounted for in
transportation charges.




Table 2.3 Fiva Gigawatt Operacional SSPS Unit Cost

. Mags, Oesign Specific Cost, Unit Cost,
Systen Camponencs 168 &g Yariable 3 (1974) s nitliens {1574}
Satelilite 2.293
¢ Salar Array 12.2 1.826

- 3lankats {7.33) 7.8 km 5¢/me 1.301
- Concantratars (1.23) 51.1 kmd 1.1/m .067
- Structura 2.23 2.23 x 1C9 kg 31/kg .180
- Mast 0.54 0.64 x 106 xg 81/kg 050 -
- Busas, Switches (0.27}
¢ TransmitZing . 1.2
Aatenna 5.72 5o 16e ' 99/kH 455
= Powar Distrib. {0.54) {18/%4) sl
= Phase Front

Contral (4.17) {26/%W} 30

« Wavaguide {2.31) {14/kK) .070

- JC-RE Convertars (2.31) {257%4) .13

= Structure {@.51) {157%4) 075
Sucolies 2.53
o Cryo Prapellarts [.981} Heg
o [gn Propellants {.772} tleg
® 5/5 Resupply (.772) Neg
foutomenz 571
v 12 LED Spaca

Statians (.520) 217
o | GEO 3Spaca Statian (.078} 062
o Assamnly Sauipment

= Manned Manipula-

tors {.023) .038

- Teleoperators [ 939)

= EVA Zquiprent {.08) .08%
# Fabricacion

Moduied (.018) 015
¢ Sraw Hoduled (.012} 007
s Orost Maincenance

¥odulad {.002) .045
Transcorzarion 3,278
# Lwnen Yenicla

Flaar 1.314

- Space Sauttias 2 far 2 years 560 x i08/yr 249

- hLLIS 3 dor 2 sears 3179 x 10%/yr 1.07
# Large Crso Tuad 009
» Supgort Tugs3d .acs
¢ Advanced Ian Stagad . 953
* 4LLY Flignes R 39z 109781t 1.013

- faeallica 39 391

- Suoatias 13 87

- Zaurprencd 17 . 208
» Shuttle “lignts 512 ¢ 10d7¢1e .379

- Lraw dctation 72 354

- “eigaperator

Seuiorenc 3 N

- lraw Yadula I aga
Jarsonne! 1711 Man Yaars 345 x 103fyr 077
2getving Aatanma 3x 108 kHi'z 1,325
e Fea] Igtate 598
s $ite Trsnarartion ik
s Suocart Strycture 57
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¢ Thage S-gne
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of the equipment required for orbital fabrication and assembly, transportatio
and the rectenna.

The costs of fabrication and assembly equipment as wel] as high energy
stages (for transport of equipment and personnel from LEQ to GEO) have been
amortized over five SSPS units. It has been assumed that five SSPS units
can be fabricated and assemblied over a 10-year period, and the amortization
formula repays the original capital with interest (7.5 percent) with equal
annual payments. The launch vehicle fleet, space shuttles and HLLV have
been costed in a similar manner but in these cases the amortization is based
upon use-life of 100 flights and a Z-week turn-around. Assuming that the
launch vehicle fleet will be dedicated to the SSPS program, there exists a
"cushion" of extra flights that would incur only operations costs. The three
HLLYs are capable of 156 flights in a 2-year period and the two space
shuttles are capable of 104 flights. One hundred twelve HLLY flights and
76 shuttle flights are estimated to be required for each SSPS, or 56 and
38 per year, respectively. With 2-week turn-around the fleets are capable
of 78 and 52 flights annually, respectively, allowing 22 and 14 additional
flights, respectively. This result allows for sizable growth in the activity
level of launches or reduction in the average launch vehicle load factor
(to 75 percent) without significant cost impact.

As given above, the fleet was costed assuming a 100-use 1ife and this.
resufted in $1.31 billion (2.6 mills/kWh). Were the use-1ife 150 flights,
the charges would be $0.94 billion; use-1ife 200 flights, $0.75 billion;
use-Tife 500 flights, $0.43 billion.

The annual maintenance cost estimate shown in Table 2.1 includes both
the cost of subsystem units which fail and must be replaced as well as the
cost of maintenance support equipment and personnel. Tables 2.4 through
2.6 1ist the definition of the Lowest Replaceable Unit (LRU) for the solar
array, the microwave antenna, the rotary joint and the array control system.

Included are estimates of the failure rates and the corresponding
number of LRUs replaced over the power station's 30-year 1ife. The recurring
maintenance cost for the array is estimated at $3.99 million/yr while the
cost to maintain the antenna is $0.99 million/yr. The control system,
mainly the ion engines for pointing of the array and antenna rotary joint,
requires the most maintenance, $39.10 million/yr.

The nonrecurring (excluding development costs) and the recurring costs
for maintenance support have been analyzed assuming the following scenario:

8 A six-man space station is required for monitoring the
satellite and for use as a repair shop and garage for
maintenance teleoperators

(] Maintenance is performed using ground-controlled
teleoperators

(] Space station crews are rotated four times per year,
using the Shuttle and a chemical tug
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Table 2,4 Microwave Antenna Maintenance Cost

. Average Cost
Element LRU Description Mastﬁukg Esng§613;§is 30c$:;rgteg M PE; Lear,

1. M Tube 1670 -~ 18 x 18m Subarray 7 4 5.73 0.19
2. Power Dist. 18 x 18m Subarray 7 1 1.43 0.05
3. Command

Electronics 1670 Units 467 3% 20.56 0.69
4, Trans. Antenna

{Exclude tubes): | 1670 - 18 x 18m Subarray o7 1 1.43 0.05
5. Structure To Design -- - - -
6. Contour Control } 6680 Units 22 1404 0.35 0.01
TOTALS 0.99
HILLS/KWH 0.02
Assumptions:

1. Md Tube - MTBF = 1,14 x 10'6 hours projected {no moving parts, no seals and Tow temperature cathode).

2,

Power Dist, - Highly redundant system expected to meet 30 year life requirement, one subarray failure

assumed.

Command £lectronics .- 30 year life achieved with high level of redundancy, 3 percent failure assumed.

Trans. Antenna - Waveguides considered structure with low failure rate. One subarray failure assumed,

Structurs - Assumed not to fail.

Contour Control - Failure rate = 0.8 f-‘/lo-E {1 percent duty facter) for brushless OC motor operating

500°K.

Table 2.5 Rotary Joint and Array Control System

LA Average Cost
s LRU Failures Over Cost Qver 30 Per Year,
Element LRU Description Mass, kg 30 Years Years, § H S H
Ratary dJoint
¢+ 511p Ring 24 Brushes, 4 Slip Rings
- Brush 10 72 D.24 0.01
- 51ip Ring 63 12 0.26 0.0
o Orive 8 Brushless Motors/Gear
Train Units (4 Active,
4 Standbdy) .
- Motor/Gears 1367 24 1.0 0.37
- LIM 1086 “e - -
Control System
¢ Actuators 64 Electric Engines 203 640 1010 33
¢ Propeilant 24,000 KG/Year - - -- 5.7
TOTALS 39.09
HILLS/KeH 0.9
Assumptions:

1.
2.
3.

Slip Ring - Previous space station studies indicate MTBF = 10 years within reach.

Drive - Same as slip ring,

Actuators - Current estimates place ion engine fairlure rate at 3BOOF/106 hour. Assume order

magnitude improvement and a 10 percent duty factor.

conditioning.

Cost assumes $7500/KG for engine and power




Tabie 2.6 Solar Array Maintenance Cost

Average Cost

LRY LRU Failures Cost Qver 30 Per Year,
Element LRU Pescription Mass, kg | Over 30 Years | Years, $ M $ M

1. Blanket 80-1670 x 207m Modules 97,484 1 41.90 1.40
2. fLoncentrator 160-1670 x 207m Modules 768 1 0.23 0.0
3. Honconducting )

Structure To Design - - - -
4. Buses 400 m 26,000 ] 8.29 0.28
5. Switches 59 Blocking B10 DES/Blanket LRU 97,484 1 41,90 1.40 ~
6. Mast 6(+), 6{-) Buses/Panel 85,000 1 27.12 0.9
TOTALS $3.99M
MILLS/KMK 0.09
Assumptions:

1. Blanket - Cell open c1rcu1§ faflure = 2.6 x lo’dlyear. The probability of 5.6 percent LRU power loss over
30 years is less than 10-9 One LRU replacement assumed over 30 years.

Concentrator - Mirror failure less likely than blanket failure, one LRU replacement assumed over 30 years.
Honconducting Structure - Assumed not to fail.

Buses - Bus/connector failure rate (0AQ) = 10'9 F/year. One LRU replacement assumed over 30 years.

o Ll [ ~
. . . .

Switches « Blocking diode failure rate (0AQ) = 10'7 F/year. Assumes one blanket LRU replaced because of
diode failure.

6. Mast - Same as for buses.

. An HLLY/Ion stage (payload = 181,600 kg to LEQ) is used
to initially place the space station and to resupply the
station once each year.

The maintenance support costs are summarized in Table 2.7.

2.1.2 Development Program Costs

A three-phase SSPS development program was assumed for initial analysis:
Phase I, a 15 MW Tow-earth-orbit satellite with an initial operation date
(I0D) of 1 January 1985; Phase II, a 1 GW SSPS with an I0D of 1 January
1990; and Phase III, a 5 GW SSPS with an IOD of 31 December 1995. Presumably,
the first 5 GW unit (1995) would be “grown" from the earlier 1 GW unit.

The cost estimates for the above program are summarized in Tables 2.8 and
2.9. The costs associated with each of the program phases have been organ-
jzed by expenditure period within three different development program
categories: Direct Development, Design, Testing and Evaluation (DDT&E);
related DDT&E; and Support Programs.

The direct DDT&E programs pertain to those program elements which would

not be developed were it not for the decision to develop the SSPS. These
fotal approximately $19.3 billion, and the costs are distributed over the

oBle QU Aﬂ'ﬁ
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Table 2.7 Maintenance Support Cost, S millions {1972)

* Space Base
- Hardware
- Transport

- 50 Units at
- Transport

Recurring/Year

Tug Flights

- HLLY (1/Year)

- Amortization

- Ion Stage

- Amortization
¢ Mission Control

- Personnel {320)

¢ Manipulator Modules

s Mission Control Facility

¢ Crew Rotation (4 flights)
~ Shuttle Flights
- Shuttle Amortization

- Tug Amortization

- Crew Transport Module

- Crew Transport Module Amortization
¢ Resupply Crew and Manipulator Consum.

Nonrecurring (Excludes Development)

5490

5400

[y

Wtr Tt LAV A B A L

(o ]
~I| ¥ A AWw O RD BN
. . N PR

Yo aoso Gwomomo

R
.

Qr

/Year

-
et

Tabie 2.8 $3PS Direct and Related Development Programs. S milliens (1974)

Expenditure Periad

Development Item 1981-1985 1986-1990 1991-1995 Total
DIRECT
¢ Solar Array Tt08 2453 3104 6665
¢ Rotary Joint 383 446 149 978
o Transmitting Antenna 616 464 250 1340
s Recetving Antenna 75 1610 403 2088
e 15 MW Demo Sat 427 427
Subtotatl 2609 4973 3916 11071
s Management, S&I (@ 402%) 1044 1989 1566 4566
Subtotal 2683 6962 5482 . 15931
e 20% Uncertainty Factoer 731 1392 1096 3126
Subtotal Direct 384 8354 6379 . 19319
RELATED '
¢ Assembly Equipment 410
e Legistics Equipment 44
e Maintenance Equipment 44
s Fabrication Module 271 _
Subtotal 72% a4 769
o Management, S&I (@ 40%) 290 18 308
Subtotal 1015 a2 1077
o 207 Uncertainty Factor 203 12 215
Subtotal Related 1218 74 1292
TOTAL 5302 3428 6579 2Ge09

(3394) {3557} {1931) (8882)
Note: ( )} indicates 1975 present value, r = 7.5 percent.

i
gt ¥
ﬁ;iilpawiiﬁi
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Table 2.9 Support Programs, § miliions (1974)
[0D Year
Technology Development 1986 1992 Total
o LEQ Transport
- Shuttle Derivative 380 380
- Heavy Lift Launch Vehicle 6540 6540
& GEQ Transport
- Largy Cryo Tug 166 168
- Advanced Ion Stage 3847 3847
- Propellant Depot 223 223
~ Tug for Depot 21% 215
8 GEO Crew Training Module 190 190
¢ LEQ Space Station 2225 2225
# GEO Space Station 224 224
Subtotal 3623 10387 . 14010
s tanagement, S&I {@ 40%) 1449 2155 5604
Subtotal 5072 14542 19614
o 20% Uncertainty 1014 2903 3993
TOTAL 6086 17450 23536
{2570) (5130) (7701)
Note: ( ) indicates 1975 present value, r = 7.5 percant.

three phases of the program plan. The heaviest funding requirements occur
over the period 1986 through 1990. The development costs in this period
could provide for the installation of a 1 GW pilot plant in synchronous
orbit. The purpose of this plant would be to provide a final decision
point on the technical and economic feasibility of an operational plant.
The unit cost of this pilet plant would be approximately $16 billion,
allowing for management and uncertainty as provided in Tables 2.8 and

2.9. A major component of the pilot plant's cost would be transportation.
This is_because the HLLV and ion orbit transfer stage are not expected to
be developed until 1990. The plant would not be strictly a development
item since it is expected that some of the unit cost could be offset by
revenues from the sale of power. The decision to install a 1 GW plant
should be based upon its economic merit. This is assessed in Section 7
of this volume. )

Of smaller magnitude are the development costs referred to as "related
DDT&E." These are developments that are necessary for the realization of
an SSPS but which might be required by other space programs as well. It is
not unreasonable to anticipate that other programs will require the develop-
ment of assembly, logistics and maintenance equipment. These developments
require relatively small funding amounting to approximately $1.1 billion
through the first operational SSPS unit. 1In total, the direct and related
costs are equal to $20.5 billion. .
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The DDT&E designated "support programs” are required for the Taunch
assembly and orbital transfer of the $SPS. Unlike the other technology
developments, these are likely to be required--in part or entirety--by
other space programs. If the only "customer" for these systems were the
SSPS, then the SSPS should bear the full burden of repaying their develop-
ment, but one would not expect this to be the case.

It is likely that other space programs will require these systems but
that the SSPS will have specific requirements of a technical or programmatic
nature. In this case, the SSPS -should bear the economic burden caused by its
specific requirements.

2.1.3 Alternative Power System Costs

Studies of the economic feasibility of the SSPS concept must be made
in comparison with terrestrial power generation systems ‘currently in use
or likely to be in use before the year 2000.

For the purposes of this study, terrestrial power generation systems
have been designated as either "existing" or "future" systems. Although
the present form of existing systems may not be installed in the time frame
when SSPS could become operational, these systems provide the most reliable
data base for the purposes of an economic comparison.

Existing systems include oil-fired and coal-fired fossil fuel plants
and Tight water reactor nuclear {LWR) plants. The technical characteristics
of these systems are well-known. The major uncertainties associated with
these systems are: the availability and price of fuels for the oil-fired
and nuclear systems, the environmental hazards associated with all terrestrial
systems, and the economic (investment) problems resulting from the social
and environmental challenges currently being placed before nuclear systems.

The pollution problems and costs associated with the current methods of
using coal to directly fire a steam generator have led to the development
of several entirely different future approaches and processes for using
coal either directly (as in the case of fluidized bed combustion) or after
the significant amount of processing required for coal gasification or
Tiquefaction. For this study, enumeration of the costs and system
efficiencies associated with future coal processing plants was conducted for:
two coal liquefaction techniques (Consol Synthetic Fuel and Solvent Refined
Coal), 6 high-BTU coal gasification techniques (Lurgi, Hygas-Electrothermal,
Hygas-Steam-Oxygen, Bigas, Synthane, €0, Acceptor) and 3 Tow-BTU techniques
(BOM Atmospheric, BOM Pressurized, ‘Lurgi). Two future advanced nuclear
fission reactor systems considered to be representative of the developing
nuclear technology were studied (i.e., the Liquid Metal Fast Breader
Reactor (LMFBR) and the High Temperature Gas Cooled Reactor (HTGR).

The operating characteristics and capital cost estimates summarized
in Table 2.10 have been derived from the 1iterature on each of the generation
systems used here for comparison. They are "representative" numbers for
each type of system, acknowledging that significant cost variations occur
from one site to another.



Table 2.10 Cost Estimates for Terreétnal Power Generation Plants

% (1974); Discount Rate = 7.5%

Flyldlized- ligh-
rect Hirect Bed Low-D10 ftigh-0T0 tiquel led- Light Teoperature Liquid Hetal
Coal- fil- toal- Coal-Gas €eal-Cas Coal Haler Gas-Cooled Fast Dreeder
Plant Type Fired Flired Flred flred Tired Flied Reactor | Reactlor Reactor
Hature Plant Avallabliity
lactor .15 15 5 .0 R .75 ] 15 .75
Lead Tt}
Preconstruction 2.5 2.5 2.5 - - -, 5 5 - ]
Construction I 3.5 3 4(5) als) 45} ° 6 4 6
Heat natc(z)
Enviroonentally Unregulated 8,960 0,962 - - - - 10,200 - -
Environmentally Regulated 9,550 9.05) 9,614 11,590 15,650 13,790 10,300 8,740 8,650
’ (5O Pres) | {Synthane) { (average)
Solid Haste“)
Environmentally Unregulated

{1bs./kuh} 0.091 - - - - - 1.94 - -
Environmentally Regulated -

{1bs./kWh) 0.279 - Jus 120 157 116 1.94 1.09 2

Capltal Cost
($/kW(1974))
Envlromientally Unregulated 274 240 - - - - 42 - -
Envlropmentally Regulated kA 5] 250 2316 0 445 36(6 ki1 A7
(4} {average)
Cost of Capltal

(1974 mills/kWh} 4.0 1.6 3.6 3.2 4.6 6.6 5.3 5.5 7.4
0 and K Cost{d)

{1974 mil1s/kHn) z2.1 a.? 1.2 2.4 2.3 3.6 1.2 1.3 1.9
Fuel costid) 6.3 14.5 6.1 7.6 19.4 9.0 2.9 5.0 -
Taxes snd [nsurance

{1974 mi11s/kKh} 2.5 1y 2.4 1.7 2.4 L5 2.6 2.9 1.6

DUSOAR Cost
(1974 mil1s/kih) 15.7 0.7 3.1 11.9 19.7 22.7 12.0 .7 12,9

(I)Cupltal Expenditures assumed to eccur In unliom fncremenls dm iny construction plase (See feonomic Hethodoloyy).
Cost of operating poliution conlial equipmont veflected In hoat vate, not 0 aivl H cost.

Cost of solfd waste disposal pot faclwded in tota) DUSUAR cost.

4 For enviromentally regulated plants only {See Appendin A, Sectlon A.?)
"'}Uatn not avallable; conservative asswptlon rde for pirpuses ol economic analysiy,

(6)1he mettod of analysis used by ulliity copantes (6% Snilatlon,

$951/74M for this plant £ 1905 dollars {See Appemdix A).

102 discount rates) ylelds an equivalent cost of

¢l
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The components of the total "cost at the busbar" include the costs of:
capital; operation and maintenance; fuel; and taxes, insurance and depre-
ciation (an annual charge of 5 percent of the capital investment). The
fuel and 0&M costs are taken from the literature; the method for determining
the cost of capital as a user charge is described in Appendix A (to wit,
determining the equivalent annuity over the 30-year plant 1ifetime at a
7.5 percent discount rate to repay the capital expenditures made in
equal increments during the construction phase). A1l cost estimates are
expressed in 1974 dollars.

2.1.4 Comparative Economic Analysis

At existing relative prices, the SSPS would not be cost effective
compared with terrestrial systems but, at expected future relative prices,
it may well be cost effective. Figure 2.1 illustrates the comparative
economic analysis for an SSPS operational in 1995.

The x-axis (abscissa) contains average values for the cost of electric
generation over the 30-year period (1995-2025) in mills/kWh. The y-axis
contains the "economically justifiable" 5 GW SSPS unit cost, evaluated at
a 7.5 percent discount rate. The method by which this has been estimated,
and the rationale for the choice of discount rate, is described in Appendix A.

The analysis compares the 5 GW SSPS with terrestrial fossil fuel systems.
(i.e., 0il and coal-fired generation plants).

The 1line, R, in Figure 2.1 relates the generation cost in mills/kWh
of terrestrial coal and oil-fired systems over the period 1995-2025, as in-
dicated on the x-axis. A range of cost estimates resulting from the study
performed by University of California, Berkeley for JPL is also provided.

The coal and oil system values are based on three projections of the
future:

*
° Relative fuel prices remain constant (CO, 00)

. The relative prices of cocal increase by 2.6 percent
per year, and the relative price of oil increases
by 0.67 percent (CA’ OA)

. The relative prices of coal and 0il increase by
5.0 percent per year (CB, OB).

As indicated by the suggested probability distributions, the first pro?
jections have a very low expectation. Regarding coal, the cost of production

*"Re1at1ve prices" refer to the price relationship of all goods and
services to each other. The usual practice is to consider one good
as the baseline and calculate all prices relative to it. Obviously,
generalized inflation would not affect relative prices.



Economically Justifiable SSPS Unit Cost
$ biltions, 1974, r = 7.5%
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will rise as it becomes necessary to mine deeper veins and provide the expected
environmental and human safeguards. Regarding oil, increased scarcity will

no doubt raise relative prices. In fact, new oil-fired capability may not be
installed after 1995.

The second projection has been adapted from the work of E.A. Hudson
and D.W. Jorgenson and is highly regarded in the economic energy literature.
The estimates were derived from their analysis of a scenario in which the
government does not intervene with respect to energy prices.

*

The third projection has been derived from the Hudson-Jorgenson scenario,
in which the United States government levies a "BTU" tax of $0.05/million
BTU (to encourage fuel conservation), gyer the period 1975-198C and $1.35/
million BTU over the period 1980-1985. The goal of this action is United
States energy independence by 1985.

Based upon projection of the Hudson-Jorgenson estimates of relative price
changes to the year 2025, the typical coal-fired plant would generate electric
power at an average price of 25.1 mills/kWh over the period 1995-2025. 1If a
vigorous policy of energy independence were to be pursued, the average genera-
tion price would be about 33 mills/kWh.

The same analysis for oil indicates that the projections of the Hudson-
Jorgenson estimates of "no policy change" would not affect the relative stand-
ing of oil-fired systems. With an "energy independence" policy, the price of
electric power from oil-fired plants might be driven off the scale.

Based upon these results, there is some expectation--the probability
of which is discussed in Section 5--that the SSPS will be cost effective with
respect to fossil fuel systems by 1995. Furthermore, since fossil fuel
systems depend upon nonrenewable sources of energy, the economic viability
of SSPS should be enhanced relative to these beyond 1995.

While every attempt has been made to cost the systems on a consistent
basis, one major element of cost has not been addressed: the systems'
relative social and environmental impacts. Within this study we have begun
to develop a framework for evaluating these impacts. This will, however,
require much further study before our level of understanding is adeguate
for the purpose of decision making.

A second issue that could impact total systems cost is the relative
acceptabie distance between population and industrial centers for SSPS
rectennas and conventional electric power generators. This is an important
determinant of the cost of energy transmission, and hence, the delivered

——

*Hudson, E. A. and D. W. Jorgenson, "U.S. Energy Policy and Economic
Growth, 1975-2000," The Bell Journal of Economics and Management
Science, Vol. 5, No. 2, Autumn 1974.

ke
It is to be stressed that the 5 percent value is not that of Hudson-
Jorgenson. It is our projection of the constant dollar impact estimated
in their analysis.
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cost of electric power to the user. Based on current trends in plant
siting, it does not seem 1ikely that major energy-intensive industries--
such as metals processing--would Jocate near 5 to 10 GH nuclear sites.
The rectenna site, on the other hand, would appear to be amenable to such
activity. These issues, however, await future study.

Finally, it should be noted that the U.S. Energy Research and Development
Administration (ERDA) is currently funding research in electric generation
technologies, such as ocean thermal and solar power towers that are expected
to produce energy in the range of 30-50 miils/kWh, as well as fusion power,
the potential cost of which is more difficult to estimate.

The conclusions of the feasibility study are: given appropriate tech-
nological advances and continued increases in the real cost of generating
electrical power by terrestrial systems, satellite solar power systems
might become economicalily viable by the mid to Tate 1990s; however, an SSPS
is not cost effective compared to fossil fuel alternatives at the present time
even given the futuristic technological advances assumed.

Had the results of the feasibility study indicated that the SSPS would
not be economically viable in the 1995 and beyond time period, even given: that
futuristic technology goals would be achieved, then it would be appropriate
to discontinue further studies related to this particular configuration of
space power system. Until such time that an economically viable space
power system concept can be found, the pursuit of a space power system concept
would have to be based upon justification other than its ability to compete,
on a cost-effectiveness basis, with alternative methods of electrical power
generation. Since the indication in this study is that the space power
system concept examined could become cost effective in the 1990-2000 time
period, it is appropriate to continue the economic analysis of this system,
not with the focus on what optimistically could happen but, rather, with the
focus on what might 1ikely happen. Thus, the second phase of economic study
invoives a risk analysis of the space power system concept.

2.2 Economic Feasibility of a Power Relay SateiTite

Discussion of the economic feasibility of a Power Relay Satellite is
divided into four main areas: PRS system costs (Section 2.2.1); develop-
ment program costs (Section 2.2.2); terrestrial power transmission system
costs (Section 2.2.3); and a comparative economic analysis of space-based
versus terrestrial systems (Section 2.2.4).

2.2.1 Power Relay Satellite System Cost

The Power Relay Satellite (PRS) Microwave Power Transmission concept
uses a reflector in synchronous orbit to provide power transfer from a
transmitting antenna at one ground location to a ground receiving and recti-
fying antenna at a distant location. The transmitting antenna is a phased
array radiating through slotted waveguides and the receiving antenna is a
rectenna similar to that used for SSPS.
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The economic and technical issues for transportation, assembly and
maintenance are the same for the PRS as for the SSPS. The same array of
transportation options should be considered in the assessment of PRS
economics, though.the use of a Heavy Lift Launch Vehicle (HLLY) may not be

found to be cost effective. Simple derivatives of a Shuttle may be found
to be adequate.

The cost trends for the PRS are illustrated in Figure 2.2 for a 5 GNW
case plotted as functions of peak power density at the transmitting antenna.
There is a tradeoff between the transmitting antenna cost and the reflector
cost. The totals for a range of ground power outputs in Figure 2.3 show
that capital cost decreases with increasing total power output and, depending
upon the power output, decrease with peak ground power density.

The environmental/biological Tevels shown in Figure 2.3 make it clear
that the economics of the PRS drive the acceptance of greater environmental
risk in going to higher power densities than the SSPS.

Figures 2.4, 2.5, and 2.6 illustrate that the basic cost trends noted
above are relatively insensitive to assumptions on equipment manufacturing
cost, orbital transportation and assembly costs, and system efficiency. The
transportation and assembly cost is a relatively minor factor in this ex-
ample. ’

A PRS design point was selected at a peak power density of 50 mW/cm2
for 5 GW and 10 GW systems because this is at the "knee" of the total cost
curve. Lower power densities imgly great risk of cost escalation due to
the steepness of the cost curve in that area; and higher power densities
increase the biological/environmental risk without a commensurate reduction
in cost.

Table 2.11 summarizes the maintenance costs for the PRS. The major
maintenance cost drivers for PRS are similar to the SSPS, namely, the
contour control actuators and the electric propulsion units used for
attitude control and stationkeeping.

Maintenance support costs for PRS are similar to those required for
SSPS, namely, costs associated with resupply and recycling crews of $86M/yr.
The cost of equipments replaced each year is small, approximately $4M/year.
Subsection 4.4 discusses in detail the assumptions used to establish main-
tenance support costs.

2.2.2 Development Program Costs

Figure 2.7 is-a PRS development plan used as a strawman schedule for
economic analysis. A geosynchronous demonstration satellite is scheduled
for 1985. The transportation/assembly modes assumed available in this time
frame are:
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Table 2.11 PRS Maintenance Cost
LRY LRU Cost Qver Avg.
Masg Failures 30 ¥rs Per Yr.
Elemant LRU Description kg Over 30 Yrs M M
¥ Structure To Design -- -- - -
2 Reflectors 18 x 18m Subarray 1
3 Contour Control
Actuators 6680 Units 22 1404 0.35 0.01
4 Contoyr System
Actuators 64 £lectric
Engines 203 640 1010 3.3
Propellant 885 Kg/Yr -- -- -- 0.21
Total 3.52

Phase

76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93
1 (I ; IR M R | .1 1 13 1 1 ! ] ! B 1

I - Geo Demo

- Design/Development

Assembly
\%
I0D
IT - Operating s m s mome flesign/Development
Plant
momoem o= SRET & Flight Test
———— Assembly
AV
10D
1985 System 1990 System
Mass 581 x 10° kg 0.505 x 10° g
DDT&E $1696M $264M
Unit Cost $2491M §567M
Maintenance - § 90M/Year

Total Program through first operation unit = $5.18

Figure 2.7

PRS Orbital System Program Schedule and Cost
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) Shuttle

L Full Capability Tug

(] LEQ Space Station

) BE0 Space Station

Based on these major system elements the cost for transportation and
assembly is approximately $4190/kg. The 1990 system, which is an improved
version of the demonstration satellite, was analyzed, assuming the following
transportation and assembly system elements:

] Deploy Only Launch Vehicle derivative of Shuttle

’ Large Cryo Tugs which are derivatives of the Shuttle
External Tanks

. LEG Space Station
° GEC Space Station.

Based on these major elements, the transportation and assembly costs -
are $1080/kg.

2.2.3 Terrestrial Power Transmission System Costs

In order to compare the PRS transmission concept with terrestrial
alternatives, use has been made of available data on representative
terrestrial systems in order to design transmission systems that would provide
a capability equal to that of the PRS. While these systems provide such a
capability, it is unlikely that they would in fact be built under any fore-
seeable circumstances.

The categories of terrestrial alternatives studied include transmission
via conventional circuits and super conducting transmission lines (all of
which are considered to be "existing" systems even though some currently
exist only in experimental application), and hydrogen transmission and
microwage transmission via wavequides (which are classified as "future"
systems).

In order to design the most economic terrestrial power delivery systems
that would provide a capability equal to that of the PRS, it was necessary
to make the following basic design assumptions:

e  Power input--AC electric power would be at the appro-
priate voltage level.

. Power output--AC electric power would be at the appro-
priate voltage level.
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* A1l transmission systems would have the capacity required
to most economically deliver 5,000 or 10,000 MW. Additional
capacity would be added at the source to proyide the
capability of economically carrying that power which would
be Tost along the route.

. Pesigns would be those which were most economical in 1974.

] The cost of the energy lost because of transm1ss1on would
be based on a 1974 cost of $0.02/kwh = $175 x 103/MW-year.

. All transmission systems would be in use 100 percent of the
time.

¢ Overland circuits would range from 2,000 to 5,000 miles
long. This is independent of the great circle distance
between the transmitting and receiving points.

° Only transmission capability would be considered. No credit
would be given for the potential benefit of energy storage,
since the PRS does not provide any energy storage option.

® Systems having a transmission efficiency of less that 50
percent would not be considerad.

The costs of the transmission systems have been caiculated in a con-
sistent mills/kWh user charge format (as a function of transmission distance)
for comparison with the PRS.

Conventional Transmission Systems

There is no single cost per circuit or single effective resistance/
circuit-km for any particular system. The resistance/circuit-km can be
reduced {within Timits), but only with a corresponding increase in capital
costs. Designing the optimum system requires knowing the detailed relation-
ship between the capital costs and resistance and a specific transmission
route. Since these data are not generally available, it was necessary to
use a representative capital cost and representative effective res1stance
per circujt-km for each system considered.

The capital costs and effective resistances/circuit-km that were
used in this part of the study have been garnered from a variety of
sources published in various years. The costs have all been adjusted to
1974 dollars using the Handy-Whitman Index and the resulting values then
compared to each other, to make sure they were reasonable and consistent.
These values represent the best estimate of the costs that can be made,
given the limitations of this study.
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The total transmission costs for all the terrestrial systems are not
sensitive to the cost of the Tand required for the right-of-way (ROW). The
ROW costs have been included as part of the capital costs of the various con-
ventional transmission systems and assumed to average $1000/acre--Tow for
flat land near cities and high for mountainous or desert terrain. This is
equivalent to about $11,200/circuit-km for the 765-kV ac overhead line,
just 3.6 percent of the total costs of the circuit.

The cost of delivering energy is the sum of the fixed costs and the oper-
ating costs of the system used. The systems had to be designed to minimize
this sum, However, the operating costs and the fixed costs are related.

The higher the Toading of each transmission circuit, the fewer the circuits
required to deliver the same amount of power and the Tower the capital costs
and, thereby, the fixed costs. On the other hand, the higher the Tcading of
the circuit (except the Superconducting Power Transmission Line), the higher
the percentage of power that is lost, and this Toss must be paid for

(20 miTTs/kWh). '

Fach transmission system was then designed to. dchieve minimum total cost,
while not exceeding a 50 percent transmission loss. It was necessary to do
this type of economic analysis for each of the candidate transmission systems.
However, as a result of the high capital costs for underground systems, the
minimums -for the naturally cooled underground systems always occur when the
circuit is loaded above the thermal 1imit. For that reason, extra underground
circuits are added only when it is necessary to carry more power than the
existing circuit can physically accommodate. A minimum does exist for the
forced-cooled conventional underground systems.

The costs for the nine different conventional systems have been summar-
ized in Figure 2.8. This figure serves as the basis for comparison to the
PRS (Section 2.2.4). .

Hydrogen Transmission

The cost of transmission by pipeline compares unfavorably with the £ 500
kV dc overhead Tine. In addition, one of the basic design parameters was that
no system would be considered if the transmission losses were greater than 100
percent of the delivered energy. Hydrogen transmission clearly does not
qualify for overland transmission; however, cost estimates for LH» transport
by tanker have been included in Figure 2.8 for the purpose of comparison of
international energy transfer costs,

2.2.4 (Comparative Economic Analysis

The PRS system in its current configuration has been compared with
terrestrial electric transmission systems that currently exist or that might
exist in the 1990-2020 time frame. Transmission costs for PRS systems with
output powers ranging from 5 to 10 GW have been compared with terrestrial
systems delivering comparable outputs. This comparison is summarized in
Figure 2.8. ‘
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The PRS would provyide less costly energy transmission than current or
projected underground cables, and would be Jess costly for distances greater
than 5,600 km than the current 765 kV ac overhead lines. It offers higher
costs than currently existing + 400 kV dc overhead lines or several] other
systems already in Jimited application (such as the dc superconducting cable)
or those expected to be utilized {(such as the * 800 kV dc overhead Tine).

The relatively higher costs of the PRS are the result of both high capital
costs and unavoidably high transmission Josses. Specifically, at an output
level of 10 GW the cost of the PRS transmission Tosses, calculated at a
representative generation cost of 20 mills/kWh, are almost 50 percent greater
than the capital costs.

Sensitivity analyses were conducted to determine the effects of decreases
in antenna efficiency, phase control, and beam contro] efficiency in the PRS
system. Ten percent decreases in each of these individually were found to
increase transmission costs on the order of 2 milis/kWh.

The PRS concept is 1imited to overall system efficiencies of 50 to 60
percent, even with individual system elements developed to the highest
practicable Timits. If there existed the political requirement for large
intercontinental energy transfers, the PRS seems to be economically superior
to bulk energy transport via liquid hydrogen.

Based upon the results obtained in this section, the PRS was not studied
in the second or third study phases.
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3. COST, 'UNCERTAINTY AND RISK ANALYSIS OF SPACE SYSTEMS

An investment or engineering decision involves the commitment
of resources with the hope of future benefits. In order to determine
how best to commit resources, decision makers are forced to predict,
forecast, or guess the future. The -uncertainty about the exact course
of future events creates risk in the form of unforeseen fluctuations in
the resuiting resource costs and cost-flow patterns. Since the future
is not (and generally cannot be) known with certainty, the evaluation,
comparison and decision making process must explicitly take into ac-
count the effect of uncertainty and risk.

The above notion is brought to light most vividly by a simple
coin-toss game described by Daniel Bernoulli that has become known as
the St. Petersburg paradox [1]. First, a player must pay to enter the
game. Then, a fair coin is tossed until it falls heads on the nth
toss at which time the player receives a prize of $2%. The question is,
how much the player should be willing to pay to enter the game. Since
the probability of a head first occurring on the nth toss is (&)1, the
expected value* of the game is infinite.

EV. = £ 2"()"=w
n=1

Thus, a decision maker who does not consider risks should be happy to
pay any sum of money to enter the game. Yet, although the possible
winnings are very high, the probability of winning a significant amount
is remote. For example, the player can win only $32 if a head first
occurs on the fifth toss but his chance of lasting to the fifth toss
without a head is only 1/32. In fact, to take the illustration one step
further, it can be noted that the player should expect that the expected
value of the game, infinity, will never be achieved. Thus, not only
should one never count on an expected value occurring but, in addition,
there exist special cases for which the expected value can never occur.

Clearly, informed decisions and proper selection of alternatives
or courses of action should be based upon more than the consideration of

*The expected value (E.V.) or mean value of a function, f(x), of a
random variable, x, is the sum of all values f(x) may take, each
value weighted by its probability of occurrence, p{x), or mathe-
matically:

EV. = T fxy) plxg)
range

of Xi
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the most likely or expected situations--they should consider the
relative levels of risk. In order to accomplish this, risk must be

quantified in the same sense that most Tikely or expected values are
quantified. 1In other words, decision makers must take into account what
can go right and what can go wrong and the chance of going right or
wrong and this should be done quantitatively. A method is presented in
the following pages which demonstrates how engineering and cost uncer-
tainties and reliability can be taken into account in order to quanti-
tatively assess costs and cost risks associated with space power systems.

Figure 3.1 places risk analysis in perspective with typical
engineering analyses. Most engineering analyses are point estimates. A
point estimate is obtained by inputting the "best guess" or estimate of
the various system parameters into a model to obtain "single number"
estimates of system cost or performance. Point estimating procedures
seek an answer to the question, What do you think? It is often recog-
nized that point estimates can be wrong. Thus, a next step is generally
to conduct a sensitivity analysis. A sensitivity analysis considers
variations around the "best guess" parameters of the point estimate and
thus addresses the question, What if you are wrong? Risk analysis, on
the other hand, adds a new dimension by addressing the question, What do
you know? To do this, it provides a framework for adding ranges and
probability distributions of system parameters for input to system
models and provides, as output, ranges and probability distributions of
system cost and performance rather than single number estimates of these
values,

The answer to the question, What do you know?, incorporates
the answer to the question, What do you think? As shown in Figure 3.2,
the answer to the gquestion, What do you think?, is typically the most
likely value for a parameter to take on. That is, it is the value of
the parameter for which the probability density function® obtains a max-
imum. In addition, however, it includes information such as the minimum
and maximum values which the parameter can assume (that is, the range of
the parameter outside of which there is zero probability of occurrence
of the parameter) and confidence bounds which serves to establish the
form of the probability density function.

As an adjunct to the above discussion, it can be.observed that,
in general, for continuous distribution functions such as the one shown
in Figure 3.2, there is a zero probability that exactly the most likely
value will occur. In other words, there is probability one that the ans-
wer to the question, What do you think?, is wrong.

“The probability density function, p(x), gives the probability per
unit of x that a random variable, x, 1ies between the value Xy and
Xotdx for very small Ax. That is, the probability that x takes on
a value between x4 and x+Axg is

p(x,)ax
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One is thus led to question the validity of point cost esti-
mates. Indeed, without performing a risk analysis, cost estimates are
generally wrong and almost invariably low. The reason for this is
easily explained within the context of risk analysis. System cost
estimates are generally performed by dividing the system into subsystems,
costing the subsystems individually and summing these costs to obtain
the total system cost. However, it must be recognized that a cost es-
timate is a forecast of the future and thus can be expressed only as a
probability distribution. Hence, single point estimates are, in fact,
samples from such distributions. A characteristic of most aerospace
subsystem cost probability distributions is that they are skewed such
that the mean or expected value of the distribution is higher than the
most likely value. But it is the most 1ikely value that is generally
obtained by soliciting point estimates. Now, when one adds the sub-
system costs together to obtain the total system cost, whether it is
explicitly recognized or not, one is adding probability distributions;
and the mean value theorem asserts that, if one adds taogether a number
of probability distributions, the resulting distribution tends to approac
a normal {Gaussian) distribution for which the expected value and the
most 1ikely value are the same, and these are equal to the sum of the
expected values of the component distributions, not the sum of the most
Tikely values. Thus, in the summation process, the increment of cost
between the most likely value and the expected value for each subsystem
is left out and the resulting sum is low by the sum of these increments.

B
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Figure 3.3 illustrates this phenomenon. A, B and C are component sub-
systems of the total system. Solicitations of point cost estimates
result in the most 1ikely values, Lp, Lg and L¢. The sum of the cost
differences between the most 1ikely values and the expected values,

Exs EB and Eg, namely Ap+dp+tdc, 1s neglected in point cost estimates.
Thus, the estimate of Egys or Lgys, the expected or most likely
values of total system cest, is Tow by this amount. This explains why
most cost estimates are low. Of course, in general, one does not obtain
expected values anyway and the «cost of any particular system may deviate
from the expected value by some amount that can be estimated only by
performing a risk analysis.

3.1 Uncertainty, Risk and Decision Making

Decision makers are often confronted with a wide range of al-
ternatives from which they must select one or a few alternatives to pur-
sue. The selection of the "best" alternative must invariably consider
the risks inherent in each candidate alternative. For example, consider
the investment of private savings. Clearly, a vast number of alternative:
exist ranging all the way from placing the savings in a government insurec
bank account to placing the total sum on Crazy Horse to win in the fifth
at Belmont. In between these extremes {and maybe beyond them) are all
the opportunities present in the stock market. Obviously, the private
investor who puts his entire savings into the investment that offers the
possibility of the highest return is rare.* Most investors readily
admit foregoing significant potential returns to obtain added security
(reduced risk) in an investment. The same philosophy must also apply
Tor the federal government in the selection of alternative courses of
action to meet the energy needs of the nation in the year 2000 and
beyond.

At this point, however, one finds oneself on the horns of a
dilemma. On the one hand, the technologies that offer the opportunities
for the greatest potential payoff are precisely those technologies for
which there is the greatest risk; whereas, those technologies for which
the risks are acceptable provide limited opportunities for energy inde-
pendence and energy assurance. How then is it possible to economically
Justify the pursuit of advanced, high risk technologies with potentially
high payoff? The answer lies in the development of technology implemen-
tation programs with controlled risks. Risk-controlled programs are
programs in which the decision maker is never forced to make a decision
that has a negative expected value in order to pursue a technology de-
velopment, and they are programs in which the "down side" risk associated
with technology development decisions is maintained at or below an accept-
able limit.

. :
For good reason. Few such investors exist who have nonnegative
savings.
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A simple game serves to illustrate this principle. A player
must pay $100 to enter the game. Then a thumbtack is flipped 20 times.
If it lands point up 15 or more times, the player wins and his prize
is $250 ($150 net). Otherwise the player loses. The key to the value
of the game is, of course, the probability of the thumbtack landing
point up on any particular toss, R. Unlike a fair coin, however, one
can only guess about the value of R. But rather than to guess only
a single number for R, the player is wise to describe his state-of-
knowledge about R, PR{R). For example, see Figure 3.4 which is one
individual's guess at PR(R). Independent of the state-of-knowledge
about R, it is possible to assess the chance of winning the game,
Py(R), as a function of R.* This is shown in Figure 3.5. Then, it
is straightforward to compute the players expectation of winning the
game,

EXPECTATION OF WINNING = = PR(R) X PW(R) = ,297
R
and from this computing the expected value of the game.

EXPECTED VALUE = PRIZE x CHANCE OF WINNING = $74.25

Note in the example shown that the game has an expected value of $74.25
which is Tess than the $100 entry fee. Thus, the net expected value of
the game is negative.

It is interesting here to point out the meaning of the ex-
pected value. Clearly, the game pays either $0 or $250. Thus, the ex-
pected value will never be obtained. The proper interpretation, however,
is that, if the player played a large number of independent games such as
this, nhis winnings would be approximately equal to the sum of the expec-
ted values of the individual games. Hence, if the player can play a
large number of games, each with a positive net expected value, he
can expect, with a high degree of confidence, to obtain a net positive
payoff. If, however, some of the games have negative net expected
values, the player can expect his total payoff to be reduced. A
corollary to this for the federal government is that only those tech-
nology application programs with a positive expected value should be
undertaken.

The thumbtack f1ip game presented above can be illustrated
in terms of a decision tree as shown in Figure 3.6. The decision is

*The probability of 15 or more "ups" out of 20 flips is the sum of
the probabilities of 15 out of 20, 16 out of 20, 17 out of 20, 18
out of 20, 19 out of 20 and 20 out of 20. The values for each of
these probabilities are derived from the binomial distribution.
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to enter the game or not. If the answer is no, the player remains at
his status quo. If the answer is yes, the player encounters a net
expected Toss of $25.75. Thus, it might well be expected that a pru-
dent player would choose not to enter the game.

Can the game be changed in any way that would lead to a posi-
tive net expected payoff? MNote that the key to the fact that the game
has a net negative payoff is the state-of-knowledge on R, Figure 3.4.
Suppose that state-of-knowledge could be improved for a small cost.

For example, suppose the player could "rent" the thumbtack for $10, flip
it a large number of times and, thus, determine the value of R pre-
cisely. Now the decision tree takes on the form shown in Figure 3.7.

If the player decides to enter the game, he first commits only $10 to
test the thumbtack. Then, and only then, if the thumbtack passes the
test, that is, if R 1is equal to or greater than 0.8 in the decision
rule shown, the player enters the game. Because the player is able to
determine R at a low cost, he is able to control his risk and thus
establish a positive net expected payoff for the game.

The game of technology application and the role of economic
studies in this game is very similar to the thumbtack flip game. It is
very much a game of information in which the objective is to establish
a technology application program plan that controls risk and provides
a positive net expected payoff. This is accomplished by a sequence of
studies, analyses and tests that provide information necessary to move
forward through the program. And Tike the thumbtack flip game, the ul-
timate mechanism for controlling risk is the option to exit (or not enter
the game. In a technology implementation program, it is the option to
racognize that the program has failed and to terminate 1t. If a program
plan_that has a positive net expected payoff cannot be developed. it
is a clear indication that the technology fs not sufficiently developed
to undertake an implementation program and the only thing that can be
Justified i5 a_ low level program of basic research. RiSk analysis pro-
vides the mechanism for evaluating the probabilities necessary to
gstablish and evaluate alternative program plans.

3.2 General Procedure

A risk analysis to evaluate the state-of-knowledge relative to
space~based solar power systems (SSPS) needs to address the unit produc-
tion and the operation and maintenance cost risks for SSPS units subse-
quent to the first unit.* The procedure for doing this is to first de-
velop a deterministic cost model and then tc incorporate this cost model
in a Monte Carlo simulation computer program as shown in Figure 3.8.

The data, consisting of system component costs, efficiencies, masses,

*In general, the first unit will not be a production satellite, and
hence, its costs will not be reflective of the long-term economics
of SSPS.
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reliabilities, etc., are input as probability distributions--states-
of-knowledge. These variables are then sampled by the use of a sequence
of random numbers. The sampled inputs are entered as deterministic
numbers into the cost model and the results stored in a table. The pro-
cess is then repeated several times (perhaps 250 to 1000 times) and the
stored results thus generated are used to produce statistics and proba-
bility distributions that describe the risk associated with a specific
alternative. In rare cases, with sufficiently simple problems, it is
possible to perform a risk analysis without resorting to computer simu-
lation techniques. The case of SSPS is far from this simple.

3.2.1 Cost Modeling

To perform a cost-risk analysis one must first produce a
cost model. The cost model should provide for the interdependencies of
various cost components. For example, if the mass of some system com-
ponent increases, the number of launches required increases, the number
of men to assemble the system increases, etc. Also, it is important that
the model be constructed so as to minimize modelling error, that is, to
minimize errors in the representation of system costs. To some extent,
it is possible to create such models; however, the process is largely an
art and it is difficult, if not impossible, to describe a procedure for
the development of such models.

The cost models deveioped for the risk analysis of SSPS are
described in Section 4 and Appendices B and C of this volume.’

3.2.2 Uncertainties

Uncertainties in the value of system parameters, such as costs,
masses, efficiencies, etc., are the result of an imperfect state-of-
knowledge relative to ail components and aspects of the system. The
magnitude of the uncertainties is related to the time in the system de-
velopment cycle that the estimates are made and the state-of-development
of the component technologies at that time. Uncertainties may, admit-
tedly, be difficult to quantify. However, it might be inferred that the
more difficult it is to quantify uncertainties, the greater the uncer-
tainties are. The basic problem, thus, is to quantify uncertainty, that
is, to define the state-of-knowledge.

The quantification of uncertainty requires that informed
estimates be made of ranges of uncertainty of key variables and their
probability distributions within the range. The uncertainty assessments
can be made by individuals with the assistance of an experienced analyst
or, for example, they can be made by an experienced group of individuals
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*
using Delphi type techniques [2,3]. Such estimates are very subjective
in nature and quantitatively express the attitudes regarding the uncer-
tainties. The estimates reflect past experience with similar efforts,
problems which have been encountered in the past, insights into problem
areas which might develop, etc.

Uncertainties can be quantified. In fact, most large corpora-
tions use risk analysis techniques which employ uncertainty assessments
as a standard procedure in the evaluation and comparison of new business
alternatives [4-10]. A methodology for establishing the shape of uncer-
tainty profiles is described in Appendix E.

3.2.3 Effect of Reliability

The effect of reliability in various operations and components
is to introduce risk into a system even if all costs, masses, efficiences,
etc., are known precisely. The fact that there is a chance for failures
to occur implies that there is a chance that costs will be incurred to
remedy the failure. Since failures cannot generally be predicted
(precisely), there exists an inherent variability in the cost of con-
structing or maintaining any system in which failures can occur.

The maintenance of an SSPS requires dealing with failures. To
the extent that such failures can influence operation and maintenance
costs, there is variability in these costs that must be accounted for in
the risk analysis. While failures of various sorts, for example, launch
vehicle failures, can occur in the production phase of an SSPS unit these
have been neglected in the risk model described herein. The cost and
risks associated with component failures in the operation and maintenance
of an SSPS unit are included in the operation and maintenance cost-risk
model. The procedure for their computation is described in Section 4.3.

The Delphi technique, initially researched at RAND, is a technique of
systematically obtaining opinions from a panel of experts on a partic-
utar issue. The Delphi technique eliminates the committee approach
for making estimates. It replaces direct confrontation and debate
with a carefully planned program of sequential individual interroga-
tions, usually conducted by questionnaires. The series of question-
naires is interspersed with feedback derived from the respondents.
Respondents are also asked to give reasons, anonymously, for their
expressed opinions, and these reasons are subjected to a critique by
fellow respondents. The technique puts emphasis on informed judgment.
It attempts to improve upon the panel or committee approach by sub-
Jecting the views of individual experts to each other's criticism in
.-ways. that avoid face-to-face confrontation and preserve anonymity of
opinion and of arguments advanced in defense of those opinions.
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3.3 Comparison of Alternatives

The ultimate purpose of any economic analysis of the sort
described herein is to support a decision making process, that is, to
provide guidance in the comparison and selection of alternatives. This
includes choices between alternatives within a particular program, for
example, between various SSPS configurations; or between alternative
programs, for example, between SSPS and terrestrial alternatives. It is
worth reiterating here, as proven above, that choices between alternatives
cannot, in general, be made on the basis of most 1ikely or expected
values above. Rather, consideration must be given to both the expected
cutcome and the associated risk.

The risk profile of many alternatives approaches a normal or
Gaussian distribution™ to a sufficient extent that is suffices to describe
these alternatives in terms of their expected value and risk {standard
deviation). Now, consider the range of alternatives contained within the
set of systems Tabeled SSPS, expressed in terms of their expected value
and risk (Figure 3.9). Certainly there exist many ways of implementing

*
A normal distribution can be fully described by two parameters, the
mean or expected value and the standard deviation of the distribution.
Other distributions require description by other parameters and fuil
description of a distribution may require specification of several
parameters.
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Figure 3.10 Comparison of Technology Alternatives

a technology to produce an SSPS. Each way results in a unique expected
value and risk as shown by the points plotted in Figure 3.9. It should
be the objective of the program manager to determine the "best” technology
implementations. These are those implementations which simultaneously
maximize the expected value and minimize the risk. Given any technology
base to work from, there is a limit to the extent to which these mutu-
ally competitive goals can be simultaneously met. This Timit is known

as the technology frontier and it represents the focus of best achiev-
able combinations of expected value and risk commensurate with the speci-
fied technology base. The selection of the "best" alternative from the
technology frontier requires a statement of the decision maker's risk
preferences. It cannot be made by economic principles alone.

Thus, in terms of the selection of alternatives within a pro-
gram, the purpose of a risk analysis is to define the technology frontier.
The selection of alternatives between competing programs is accomplished
by comparing the technology frontiers (Figure 3.10)}. As shown, Tech-
nology B might be SSPS, Technology C, terrestrial nuclear and Technology
A, terrestrial fossil fuel--the curves are arbitrarily drawn here for
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illustrative purposes only. As shown, Technologies B and C always dom-
Tnate A. Thus, A would never Togically be chosen on economic grounds.
On the other hand, the selection between Technologies B and C depends on
the risk preferences of the decision maker. A highly risk-averse de-
cision maker would forego the potential to obtain a high value in order
to obtain reduced risk by choosing to implement Technology B in the
region of expected value that produces Tow risk. A less risk-averse
decision maker might choose Technology C, seeking the opportunity to
capture a higher value.

In the end analysis, it is the decision maker(s) who de-
cides what technologies to use and how to implement them based upon
his personal set of preferences. The economist or analyst cannot
make such decisions for him. However, the economist, analyst and engi-
neer, working together, can provide the decision maker with information
that fully describes the potential consequences of each alternative
choice so that a well-considered selection can be made. The purpose
of risk analysis is to provide the methodological framework for obtaining
this information.

3.4 The Relationship Between Engineering and Economics

It should be recognized that, while systems engineering is a
vital element of a technical and economic assessment of a space power
system concept, the systems that are engineered for such assessments are
not the systems that might be built 20 years from now. Indeed, based upon
the present state-of-knowledge, it is neither possible nor desirable to
focus present engineering efforts on the detajl design of a "flightworthy"
system. Rather, the engineering efforts are properly addressed to the
development of a more detailed technical understanding of the general
concept of space power systems and to providing a basis for both the tech-
nical and economic assessment of such a concept. Two basic approaches
could be taken to the engineering effort. The first would seek to
examine all the potential system configurations and types with the
objective of identifying their characteristics. The second approach
would focus on one or a few potential configurations and examine them
in depth. It might be said that, given a limited budget to perform a
study, the first approach succeeds in determining essentially nothing
about everything while the second approach provides a good understanding
of (probably) the wrong thing. UTtimately, some combination. of hoth
approaches must be taken. However, this study took the second approach.
The reason is that one purpose of this study is to provide an economic
assessment of the space power system concept and, in order to do this,
it is necessary to study each assessed concept in some detail. As a
result, this study does not cover the range of ideas and configurations
that may have been dealt with, but it does provide economic analysis
results that would have been impossible to provide if the first approach
had been taken.

It is important here to make one other point as well. The
purpose of this economic analysis is to provide information to a decision
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making process. Relevant to a space power system, however, it is not
necessary, nor is it dasirable, to decide upon the developing of a par-
ticular system configuration at this time. Rather, it is only necessary
to decide upon the funding of a supporting research and technology (SR&T)
program that wiil improve upon the present state-of-knowledge in various
critical technology areas so that, in the future, a decision can be made
either to proceed with the development of a particular space power system
configuration or, if at that time the concept proves not to be economically
(or otherwise) viable, to terminate the program. Thus, if the system
configuration studied in depth justifies proceeding with an SR&T program,
it has appropriately served its purpose and there is no need, for the
purpose of economic justification, to seek better configurations. The
only remaining issue is one of identifying the critical technology items
that should be addressed in the SR&T program. But, to a substantial
extent, these are independent of the system configuration and, thus,
useful insights are gained as the result of an in-depth study on one
configuration as conducted herein.

Now, if it is accepted that the purpose of the engineering work
performed in this study is in support of a technical and economic evalua-
tion of space power, then the objective of that work should be to provide
optimal designs against economic criteria. This does not mean that the
system should be designed to minimize cost. Rather, both cost and cost-
risk should be taken into account, This principle is illustrated by the
following example. Suppose, for the photovoltaic configuration SSPS
studied, it is desired to find the optimal concentration ratic and, for
this example, assume that the only area of cost uncertainty is the cost
per unit area of the solar array blanket. Then, as shown in Figure 3.11,
the (expected value of) cost would be minimized by proper choice of-the
concentration ratio, Cp*. However, going to higher concentration ratios
continues to decrease cost-risk since increasing concentration ratio
reduces the solar array blanket area. Thus, looking at a plot of cost-
risk versus cost for varying concentration ratios indicates clearly that
it would be undesirable to design the system to minimum cost since, by
moving to slightiy higher concentration ratios, it is possible to sig-
nificantly reduce the cost-risk with only an infinitesimal increase in
cost. The space power system risk analysis model developed as a result
of this study is an existing tool for use in the analysis of engineering
tradeoffs of this sort.

At this point in time, the best configuration is that one which
provides the strongest justification for a development program.
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4. COST MODELING OF SPACE-BASED SOLAR POWER SYSTEMS

The SSPS program is divided into three major cost categories: deyelop-
ment, unit production, and operation and maintenance, as shown in Figure 4.1.
The development includes all activities that occur through initial operation
of the first full-scale unit, and the unit production cost mode] includes all
recurring costs for producing the “nth" (typically second) SSPS unit--satel-
lite and ground equipment. The reason for this division of costs is the
variety of methods by which the first.unit could be built, for example, by
growth from a 500 M{ pilot satellite, whereby the costs of the first unit
would not relate in any direct way to the costs of, say, the second unit.

" Although all cost components of an SSPS program are dealt with, the
emphasis in this study has been on the development of recurring cost models
(both unit production and- operation and maintenance) for an SSPS unit to
serve as the basis for a risk analysis model. Descriptions of, first, the
development costs (Section 4.1), and then of the unit production cost and the
operat;on and maintenance cost models follow (Sections 4.2 and 4.3, respec-
tively).

4.1 Development Program Costs

The estimates of development program costs were developed by Grumman
Aerospace Corp. and the Raytheon Company. The costs are connected with
specific programs whose rationales were estabTished by Grumman. Development
costs are not modeled functionally as are the recurring (unit production,
0&M) costs, and they are described only briefly here, being dealt with in
more detail in Volume II. .

SSPS Program
Cost Model

Unit .
Development Production Operation &
Cost Model Cost Model Maintenance

‘ Figure 4.1 SSPS Program Cost Model
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A number of different development programs have been formulated and
inalyzed as a part of this study. These are discussed in detail in
section 7 of this volume and Volume II of this report. During the first
study phase, a development program including a 75 MW LEQ and a 1,000 MW
3ED test satellite was costed. In the second study phase, two additional
arograms were examined, one with no major test satellites and one making
1se of a 500 MW GEQ test satellite. 1In the third study phase, two new
Jevelopment programs were formulated and analyzed. Both of these programs
nade use of a 150 kW and a 2 MW test satellite but with different test
sbjectives. The discussion below pertains mainly to the deveTopment pro-
grams formulated for the third study phase. The actual cost numbers for
all of the development programs are given in Section 7 of this volume.

4.1.1 Supporting Research and Technology Program Costs

The three major areas of the supporting technology program inciude solar
energy conversion technoiogy, microwave transmission system technology,
and large structure fabrication. Physical characteristics of the solar array
blanket, such as solar cell conversion efficiency, specific mass, and thermal
and radiation resistance, will be addressed as well as technigues for economic
large-scale production. Microwave transmission technology development will
be directed at the efficiencies of dc to rf conversion and phase front control
as well as to the fabrication and assembly of waveguides and antenna and
power transfer structures. Further, studies of the effect of microwave
transmission on the ionosphere will be conducted using the Areceibo antenna.
Finally, different structural materials will be examined consistent with the
thermal environment, applied loads, and the requirements for on-orbit manu-
facturing and assembly. Also examined will be the equipment required for
such space-based operations.

£4,1.2 150 kW Test Satellite Program Costs

This test satellite is primarily intended to test solar array technology,
involving the deployment of a large array by Shuttle sortie. Different deploy-
ment techniques may be tested. This test satellite may be used to test portions
of the microwave transmission systems if it is transperted to geosynchronous
orbit.

The costs include design, procurement and assembly, and operation of
the test satellite.

4,1.3 Geosynchronous Orbit Test Satellite Program Cost

Although this geosynchronous orbit test satellite is smaller (2 MW
power output level) than those examined in preyious study phases, it is
Targe enough to allow testing of the performance of major system elements as
well as microwave transmissiom from geosynchronous altitude.

The costs include design, procurement and assembly, and operation of
the geosynchronous test satellite.
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4.7.4 DDT&E Costs

The costs connected with the design, development, testing and eyaluation
underlying the construction of the first full-scale prototype haye been sepa-
rated from the actual costs of procuring the first unit. This separation
allows for an intermediate determination of the state-of-knowledge and 1ikely
economic viabiTity of the system, before committing to the procurement of the
first unit.

4.1.5 First Unit Production Costs

The costs of procuring and assembiing the first unit are dealt with
-independently frem the costs of producing subsequent units, as the first

unit may be constructed in a manner entirely different (for instance, by ex-
panding a test satellite, or by using space stations instead of the orojected
factory-in-space from that used for subsequent "production run" satellites).
Furthermore, there exists the possibility that production couid be terminated
after the first full-scale unit.

4.2 Unit Production Cost Model

The unit production cost model is based on sizing relationships provided
by Grumman Aerospace Corporation [11] and the Raytheon Company [12]. Subse-
quent refinements, in particular the introduction of a factory-in-space con-
cept, have been incorporated as well. A complete mathematical exposition of
these relationships is found in Appendix B. The model in its present state
of development identifies and represents the major cost elements for the cur-
rent SSPS confiquration and assembly scenario. The results of the model must
still be considered to be preliminary; because, whereas the cost elements
have all been addressed, many issues of scheduling and operations have not.
For example, the model currently does not ekplicitly account for amortization
of certain equipment by annuities, as sufficient information is not yet avail-
able concerning the timing of procurements or rates of utilization for this
(transportation and assembly) equipment, nor does any model account explicitly
for the timing of procurement of satellite and ground station components.
Availability of such information in the future will allow continued refine-
ment of the model. However, it is to be noted that these are refinements to
the basic cost model and should not be interpreted as elements, the lack of
which destroys the basic integrity of the model.

The central feature of an SSPS performance evaluation is a chain of
power conversion and transmission efficiencies. This efficiency chain forms
the backbone of the unit production cost model as seen in Figure 4.2, which
shows the correspondence of system components to elements in the SSPS effi-
ciency chain.

Most of the sizing (hence, cost estimation) of system components is
done on the basis of power throughput. Since the power output is constrained
as a design parameter in this study, a change in any element in the efficiency

chain affects the power throughput (hence, size and cost) of all of the system
comnnnents nrecedinag it in the rhadin
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The unit production cost mode] has fiye Leyel 3 components, as shown in
Figure 4.3: ground station, LEO (Tow earth orbit) launch, construction base,
LEO-GEQ (geosynchronous earth orbit) transportation, and satellite procure-
ment. Each of these cost components is deglt with in detail below; an over-
view of the model's structure is provided in Figure 4.4. The model has been
Kept as general as possible, that is, insofar as possible, design and per-
formance parameters haye been treated as variables. Certain assumptions,
however, are implicit in the model. Wherever such Timitations occur in the
model, they have been called out in the discussion that follows. In future
developments of the model, greater generality will be developed, allowing
examination of the effects of a wider range of design tradeoffs.

4.2.1 Ground Station Cost Model

This cost model consists of the cost of Jand and site preparation for
both- the receiving antenna structure and a safety zone around the receiving
antenna, rf-dc converters, phase control equipment and utility interface.
The size_of the rectenna was set in the Raytheon MPTS study [13], based upon
20 mW/cm~ being an acceptable maximum power density Jevel and 2.45 GHz being
the optimum frequency for transmission and is then scaled by the elevation
angle of the beam. The model does not allow tradeoffs™ among receiving an-
tenna area, cost, and power density; costs are determined on the basis of
power level.

More detailed consideration of rectenna design and cost characteristics
should be included in future developments of the model.

4.2.2 LEO Launch Cost Model

This model includes the cost of procuring and operating fleets of heavy
1ift launch vehicles (HLLVs) and Space Shuttles to launch to LEQ the materials
and personnel necessary for the construction placement and final check-out of
an SSPS satellite. The HLLVs are used to Taunch equipment and supplies and
the Shuttles are used to rotate on-orbit personnel. The upper and lower
stages of the HLLY are dealt with separately in the model, as they have dif-
ferent expected design 1ives. The model allows consideration of payload
masses, load factor, unit costs, Taunch operations costs per flight and ve-
hicle design 1ife. The costs for both vehicles are determined on a "per
lTaunch" basis by dividing the unit cost over the expected 1ife of the vehicle
and adding the Taunch operations and refurbishment costs per flight. The num-
ber of HLLV flights is calculated by dividing the total mass of the satellite
and required assembly equipment by the payload of the HLLY and its Toad fac~
tor. Similarly, the number of shuttle flights is determined by the number of
personnel needed on orbit, the number of personnel carried per shuttle flight
and the rate of personnel rotation. ‘

One Tlimitation of the model in its present form is that it does not con-
sider such operations factors as vehicle refurbishment (turnaround) time.

*
These tradeoffs were analyzed by appropriate cost and design inputs
to the model and the reculis are cat farth in Sartian R 4
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Such scheduling factors will have to be considered as the mode] is refined
because the rate of launch may be expected to ba nonuniform for the con-
struction of a single SSPS satellite, although the gverall launch facility
activity tevel could be expected to become more uniform (g]lowing more effi-
cient use of resources) as more SSPS satellites are constructed simultaneously
given proper planning to accomplish this. In addition to more detailed con-
sideration of launch operations, explicit consideration of Jaunch yehicle
reliability should be included in future model deyelopment.

4.2.3 Factory-in-Space Cost Model

This model represents the costs of a factory-in-space, the preliminary
design of which was developed by Grumman Aerospace in the final phase of this
study. A single base is intended to construct the entire fleet of satellites.

In order to examine the cost differences of construction in LEQ and GEO,
the costs and masses of characteristics of the base which were principally
affected by orbital location (orbit-keeping and attitude control propellant
requirements, external power system (EPS) requirements, and radiation shield-
ing) were included as separate variables in addition to the basic mass and
cost of the base. Analysis of two different factory sizes {reflecting two
different rates of construction), as well as the two orbital assembly sizes,
was conducted by appropriate design and cost inputs.

The costs of the factory-in-space are attributed uniformly to each
satellite built; that is, they are calculated on a "per satellite built" basis.
where the total number of satellites built is a variable.

The major limitation of the factory-in-space cost model is the lack of
detail possibie because of the preliminary state of development of the design
itself. Whereas it is possibie to examine the relative cost-effectiveness of
construction in LEQ versus GEQ for two-specific base configurations, it is
not possible to examine the configurations themselves to determine the most
important cost-~ and risk-driving elements to help guide further studies.

4,2.4 LEO-GEQ Transportation Cost Model

Two different LEO-GEO transportation scenarios are possible with this
model. One reflects the costs of transporting a fully assembled satellite
from LEQO using an advanced ion stage. ‘This scenario js used when analyzing
LEO construction and includes the costs of the ion stage and its propellants,
along with propellant storage tanks. ‘

The other scenario reflects the costs of transporting the materials
necessary for construction of the satellites to GEQO using chemical cargo orbit
transfer vehicles (COTV) and for using chemical personnel orbit transfer
vehicles (POTV) for personnel (to and from the construction base). This
scenario is used when analyzing GEO construction and includes the costs of
the COTVs and POTVs (taking into account the design lives of each), the
propellant necessary for the required number of trips (depending upon total
satellite mass, crew size and crew rotation rate), and propellant storage

Hawmlsn
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At this point, no consideration has been giyen to vehicle reliability,
which could have a significant jmpact on both total transportation and com-
ponent procurement costs. Furthermore, the mode] accounts for one GEQ space
station per SSPS satellite, whereas the space station might be used for
Tinal checkout of a number of satellites; as more information becomes avail-
able concerning SSPS construction rate and operation and maintenance requjre-
ments, a proper accounting of this station can be made. Also to be included,
as information becomes available through further studies, is a relationship
between fon stage size and cost, the cost of a cryo return stage for the ion
stage, if it is reusable, and the cost of the degradation of the satellite
solar arrays used to power the ion stage during the trip to GEO.

4.2.5 Satellite Procurement Cost Model

The satellite procurement mode] utilizes relationships which size the
solar array blankets and concentrators based on solar cell efficiency, con-
centrator efficiency and the solar flux. The structure is sized by the area
of the blanket, the antenna interface and antenna components sized by their
respective power levels. All costs derive from cost relationships: cost/unit
area for the array blankets and concentrators, cost/unit mass for structure,
and cost/unit power for the microwave transmission portions of the satellite.
The relative cost merits of three different solar cell materials were examined
using appropriate cost and design inputs. -

The details for sizing and costing this satellite configuration are
fairly well developed. The major Timitations at this point include an in-
ability to internally size the satellite for different concentration ratios
(this can be done by input variables, however) and an inability to trade off
transmitting antenna size, cost and power density against ground station
size and cost.

4,3 Operation and Maintenance Cost Mode]l

The second element of SSPS unit recurring costs which was modeled in
this study phase was the cost of operation and maintenance {0&M). The model
contains four Level 3 components, as shown in Figure 4.5: Jlaunch facility
0&M, ground station 0&M, space station and support O0&M and satellite 0&M;
these are developed separately below.

4.3.1 Launch Facility 0&M Cost Model

This component of the 03M model represents the cost of one heavy 1ift
Taunch vehicle (HLLV) flight to low earth orbit, and the accompanying advanced
ion stage (AIS) transfer to geosynchronous orbit of the material necessary
to supply the on-orbit maintenance personnel, as well as the cost of launch
facility mission control personnel.

4.3.2 Ground Station 0&M Cost Model

The component of ground station 0&M cost includes the cost of both
equipment replacement (at an assumed percentage rate per year) and ground
station operation and maintenance personnel.
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4.3.3 Space Station and Support 0&V Cost Mode]

The cost of crew rotation is derived from the vehicle costs and the as-
sumed rate of annual rotation. The costs of the GEQ space station and the
maintenance support equipment used by on-orbit personne] includes the amop-
tized cost of procuring and transporting the station and equipment and,
finally, the cost of the mission contro] to support the space station and
on-orbit 0&4 equipment is derived from an assumed cost per unit output power.

4.3.4 Satellite 0&M Cost Model

The major cost associated with maintenance of an SSPS satellite is that
of replacing components that fail. To serve as a guideline for the failure
rates that might be expected from SSPS satellite components, the failure
rates of recent equipment, such as that on the Orbiting Astronomical Observa-
tory (OAO), have been used. Whereas it might be expected that reliability
rates would be considerably improved through Tearning connected with SSPS
construction, it is also true that SSPS components will have to be mass-
produced (unlike the hand-built components of the 0AO, for example), possibly
resulting in Tower reliability. Goven that these two opposite effects will
be occurring in a way that cannot now be predicted, the failure rates for re-
cent or current equipment have been used as reasonahlie guidelines for this
phase of analysis. ‘ T

The smallest components which might be replaced in each subsystem in
the event of failure have been identified, as well as the costs of procure-
ment, transportation and installation on a cost-per-unit-mass basis.

Although the structures have been included as satellite components, it
is expected that they will be designed so that their probability of failure
during a 30-year lifetime is zero.

The failure rates of smallest replaceable components are sampled ‘in a
Monte Carlo simulation to calculate a probability distribution for annual
0&M costs. The rate of replacements of units of a given satellite component
is a random variable that depends on the mean time between failures for that
component. That is to say, the nature of failures is such as to produce un-
certainty in the annual 0&M cost despite potentially perfect knowledge of
all costs. In the Monte Carlo simulation, the rate of replacement is obtained
as a probability distribution over integer numbers of replaced units. The
computer algorithm for computing the distribution of component replacements
is shown in Figure 4.6. Each component is interrogated to determine if it
fails during the period of consideration. If it does, it is replaced and
the replacement part is interrogated to determine if it fails in the remain-
ing time. The process is continued until the time period considered ends.
Then, replaced units and replacement costs are accounted for.
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5. ANALYSIS OF UNCERTAINTY AND RISK IN SPACE-BASED SOLAR POWER
SYSTEMS PRODUCTION, OPERATION AND MAINTENANCE

5.1 Current State-of-Knowledge

The cost and risk analysis discussed in this section is based upon the
current configuration SSPS, illustrated in Figure 5.7, which is sized to
generate 5375 MW* of rectified power at the output bus of the receiving an-
tenna at the beginning of 1ife of the system. This power level was chosen
to provide economies of scale while keeping the peak microwave power density
in the center of the rectenna to about 20 mW/cm?, a level that is expected
to meet anticipated environmental standards. The 20 mW/cm? value approaches
the anticipated threshold level for affecting changes in the ionosphere. It
is noted, however, that the effects of these anticipated changes are unknown.

The satellite's mass in orbit is deterministically estimated to be 27.2
million kg, using the most Tikely values described below. An operating fre-
quency of 2.45 GHz was selected based on considerations of power transmission
efiiciency, low susceptability to brownouts in rain, and minimal potential
problems with radio frequency interference. The transmitting antenna is an
active planar phased array which uses amplitrons for dc-to-rf power conver-
sion. The photovoltaic power source nominally generates 9267 MW of power
using an advanced 50-micron thick silicon blanket that has an initial nominal
efficiency of 9.2 percent at a soTar concentration ratio of two. The overall
efficiency from solar blanket busbar to ground station busbar is nominally
estimated to be 58 percent.

The nominal design concept has two large solar cell arrays, each approx-
imately 8.4 km x 5 km, interconnected by a carry-through structure of dielec-
tric material. A 1.026 km diameter microwave antenna is located on the
centerline between the two arrays and is supported by the central power

The 5000 MW power level commonly used in earlier phases of this study
refers to the power output at the beginning of the sixth year of
operation, although the satellite was designed to handle the higher
beginning-of-life power level. (Degradation in the power level occurs
throughout the 1ife of the satellite because of degradation in system
efficiency, primarily solar cell efficiency due to radiation damage. )
The five-year point for power output represents a weighted average

of power output over the Tifetime of the satellite for the purpose of
revenue projection. Because the rate of solar cell degradation .and
the discount rate are treated explicitly as variables in revenue pro-
jections, the actual beginning-of-Tife power output Tevel will hence-
forth be used to describe the SSPS power level. HNote that this
adjustment of designated power level does not itself affect the sizing
or costing of an SSPS.
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transmission bus (mast) structure that extends the full length of the power
station. The antenna is attached to the mast structure by a joint system
which rotates 360 degrees in azimuth (east-west) and + 8 degrees in eleva-
tion {north-south). The solar cell blankets are lajd out between channel
concentrators stretched over a supporting frame. In the analysis conducted
here, in addition to single crystal silicon solar cells (Si), two other
materials are also analyzed. These are gallium-arsenide (GaAs) and cadmium-
sulfide (CdS). 1In all cases, a concentration ratio of 2 was used. It is
recognized that this concentration ratio is not optimum for either of the
last two materials; however, the conclusions thus obtained strengthen the
notion that economically attractive solar cell material alternatives to Si
do exist and should be given consideration.

In addition to the consideration given to different solar cell materials,
four different construction methods were analyzed. Al1 involve the factory-
in-space concept developed by the Grumman Aerospace Corporation. The methods
analyzed include total assembly in Tow earth orbit {LEQ) with subsequent ion
stage transportation to geosynchronous earth orbit (GEQ) and total assembly
in GEO and, for each assembly location, assembly using a small factory, capa-
bie of producing nominally four satellites per year; and a large factory,
capable of producing nominally six satellites per year.

A range of uncertainty naturally occurs in trying to project the state -
of design parameters or cost components that will exist in the 1990-2000 time
period during which an early SSPS might be built. The range of uncertainty
is reduced as the state-of-knowledge improves--generally through studies,
testing or technological development. For factors about which 1ittle is
known, a probability density function describing the state-of-knowledge is
Tikely to be fairly broad and fairly flat; that is, that there is no pro-
nounced Tikelihood that any particular outcome within the possible range
of outcomes will occur. With development of the state-of-knowledge, however,
the range of possible outcomes becomes more narrow and a peakedness in the
distribution may arise around the expected (or most Tikely) value. The nar-
rower the range and the more peaked the distribution (hence, the better one
can predict the outcome), the more developed the state~of-knowledge is said
to be.

In order to represent in the SSPS program cost model (described in Sec-
tion 4) the state-of-knowledge that exists for the design factors relating
to S5PS, ranges were established with maximum and minimum values, and a most
1ikely value was assigned. The rule observed in setting the maximum (worst)
and minimum (best) values was that.there is essentially zero probability of
the outcome exceeding the assigned maximum or being less than the assigned
minimum. Most 1ikely values were estimated based on available information
and engineering judgment.

It was beyond the scope of this study to develop probability density
functions in the manner described in Appendix E. However, distributions
were assigned as shown in Figure 5.2 that might be representative of design
tactors, the states-of-knowledge of which are not well developed; that is,
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the distributions are not sharply peaked, however, neither are they particu-
larly broad. For each variable, the particular distribution was selected
based on the location of the most likely value between the minimum and maxi-
mum values. It is expected that this process would be refined, for example,
according to Appendix E, in future work.

The range of values and the most Tikely value for each design factor
may be found in Appendix D. It should be noted that these data are specific
to the current configuration SSPS and are intended to represent the state-
of-knowledge with respect to this particular configuration at this point in
time. Also shown in Appendix D are the data that were used for the analysis
of cost and risk in the previous study phase. The data and results presented
in this section are based on the satellite configuration and assembly tech-
nigues as they have been developed in their final (most advanced) form by
this study.

Some adjustments have occurred during this phase of the study in the
assignment of ranges and most Tikely values for a number of design factors.
These adjustments have come as the résult of more detailed analysis both in
this study and in related studies (such as the space station studies being
conducted by Grumman Aerospace Corporation). The adjustments having the
greatest impact on system size and cost involve the solar array blanket:
the values for specific cost, specific mass and solar cell efficiency, which
had previously been treated as target values, are now viewed as the most
optimistic values. Also, the efficiency of Si solar cells is taken to be
9.2 percent in this phase of the study. This is the result of the analysis
conducted by A. D. Little, Inc. The lower efficiency cell corresponds to
one which is more likely to be developed as a result of ERDA efforts. It
does not incorporate band-pass filters to maintain a high efficiency under
concentration ratios greater than one as did the previously assumed cell.

5.2 Risk Assessment of-the Current Configuration

Based upon the assessment of the state-of-knowledge discussed in Sec-
tion 5.1 and Appendix D, a risk assessment of the current configuration SSPS
was conducted. The assessment provides probability distributions of unit
production costs (2nd unit)* and operation and maintenance costs; see Fig-
ures 5.3 and 5.4. These figures show the cumulative distribution functions,
referred to as risk profiles, for costs for the Si solar cell configuration
SSPS assembled in LEO using a small factory. The probability value shown on
the ordinate represents the probability (or confidence) that the current con-
figuration SSPS could be produced {Figure 5.3) or operated and maintained

Because the first unit is not a production unit and may be constructed
by various alternative methods, for example, growth to full-scale from
a pilot plant, the cost model does not apply to this unit. The model
applies essentially to the second unit. After the second unit, it
should be expected that unit producticn costs will decrease from the
value computed by the cost model, due to Tearning effects.
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(Figure 5.4) for a value shown on the abcissa, or less, under the current
state-of-knowledge. Thus, for example, there is a 50 percent chance that
the second unit SSPS could be constructed for $12.1 billion (1974 doilars)
or Tess, Alternatively, if one wished to commit to the construction of the
second unit today and, furthermore, if one wished a 90 percent confidence
of successfully completing that unit, one would have to commit about $23.4
bil1ion (1974 dollars) to the project {for that unit--that is, in excess of
the DDT&E program). :

Of course, one could argue over the accuracy of the curves shown in
 Figures 5.3 and 5.4, These curves are preliminary and do not include all

of the uncertainties inherent in the current configuration SSPS. 1nus, if
anything, the high end of the unit production risk profile is probably op-
timistic. However, arguments over the high end of the risk profile do not
necessarily apply to the Tow end and, thus, have only a limited effect on

the decision process. Furthermore, one would probably never choose to com-
mit $23.4 billion to the production of a single SSPS unit since it is unlikely
that the price that could be obtained for power at the rectenna busbar would
be sufficiently high to pay back this capital cost.

What knowledge about the desirability of pursuing an SSPS development
program can be legitimately gleaned frem Figure 5.3 and 5.47 First, consider
the process of obtaining cost estimates., Figure 5.3 shows that a cost esti-
mate for the current configuration SSPS based upon deterministic estimates of
all parameters in the cost model (most 1ikely values) yields $7.3%4 billion
(1974 dollars).* Note that there is only about a 5 percent chance of the
unit production cost being this low, and note that more appropriate estimates,
the median cost, the expected cost and the 90 percent confidence costs, are
substantially higher. The discrepancy between the deterministic estimate and
the expected cost, some $7.7 billion or 104 percent, is strictly the result
of the system costing phenomenon i1lustrated in Figure 3.3, To obtain any
more information from these distributions, it is necessary to combine them
with additional data and assumptions in order to examine the probability dis-
tribution of net present value of an SSPS unit. Accordingly, the following
assumptions are made: .

1. The SSPS unit availability factor s 0.95. That is, it is pro-
ducing power 95 percent of the time. This includes power outages
due to solar eclipses near the equinoxes.

2. The power output of the Si solar cell SSPS unit decreases with

time due to degradation of various components, mainly the solar
cells, **

*This is somewhat different than the early estimate of $7.6 billion which
was based on certain technologies achieving their most optimistic values.
The cost model used can, if fact, replicate the $7.6 billion figure
given the same assumptions,

**See Volume IV of this report for data on solar cell degradation.
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3. The Tifetime of the SSPS unit is 30 years.

4. The capital investment in the SSPS unit is made in one Tump-sum
payment two years prior to the initial operation date of the SSPS
unit.

5. In the initial year of operation, the price of power at the rec-
tenna busbar js taken at two values, 20 mills/kWh and 30 mills/kWh
(1974 dollars).

6. The real price of power at the rectenna busbar (1974 dollars) in-
Ccreases at the rate of one percent per year.

7.  No charge is made for taxes and insurance.
8.  Present value computations use a discount rate of 7.5 percent.

With the above assumptions, the cumulative distribution function of net
present value (revenues minus costs) of an SSPS unit referenced to the
initial operation date is as shown in Figure 5.5.* The proper interpreta-
tion of this curve is that there is about a 35 percent chance that, under
the_conditions of the above assumptions and at a price of 30 mills/klh for
power on the initial operation date of the system, the second SSPS unit
will be economically viable, Also, the expected value and the median of
the net present value distribution occur at substantiatly negativé values.
The clear implication of this is-that not enough is known at present about
the technologies required for the production of an SSPS unit to commit to
a program to produce such a unit at this time.

The most critical assumption inherent in Figure 5.5 is the price of
power at the rectenna busbar at the initial operation date. This assump-
tion is treated parametrically in Figure 5.6 with the remaining assumptions
held unchanged. Clearly, increases in the price of power at the rectenna
busbar significantly increase the probability of an SSPS unit being econom-
ically viable.

In summary, the following conclusions can be drawn from the results of
the risk assessment of the current configuration SSPS:

1. There is a finite chance that the current configuration SSPS could
be economically viable. The magnitude of this chance is dependent
primarily on the price of power at the rectenna busbar during the
period of operation of the SSPS unit. Subject to the assumptions
outTined above and a price of 30 mills/kWh for power at the rec-
tenna busbar at the initial operation date, there is about a 35

Note that Figure 5.5 cannot be derived directly from Figures 5.3 and

5.4 and the stated assumptions because there is some degree of corre-
Tation between the unit production costs and the operation and main-

tenance costs that must be accounted for. Thus, the curve of Figure

5.5 is computed as an independent output of the risk assessment.
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percent chance that the second SSPS unit would be economically
viable. This decreases to about 3 percent if the price of power
is 20 mills/kWh on the initial operation date.

2. The economic viability of SSPS units beyond the second unit should
improve due to:

@. Learning effects which should enable reduced unit production
costs on subsequent units, and

b.  An expected increase in the price of power at the rectenna
busbar at the initial operation date of subsequent units.

3. The technology required to produce, operate and maintain a current
configuration Si solar cell SSPS unit is not sufficiently developed
or known to commit to the production of such an SSPS unit at this
time.

The above conclusions do, however, support a decision to continue "low level"
SSPS system studies and analyses with the purpose of formulating an economi-
cally viable program plan, that is, a program plan with a positive expected
value and controlled risks, for the development of the SSPS concept.

5.3 A Cost-Risk Comparison of SSPS Alternatives

Twelve SSPS alternatives were analyzed, as noted above. These include
three different solar cell materials, two different assembly locations, and
two different construction facilities. The solar cell materials analyzed
include Si, GaAs and CdS. The assembly locations include total assembly at
LEQO with subsequent ion stage transportation to GEO, and-total assembly at
GEO. (Construction of subassemblies in LEQ and final assembly in GEQ, which
may offer advantages, was not examined.) The construction facilities assumed
for SSPS construction are detailed in Volume II of this report.

The comparisons presented here are based on total Tife cycle costs for
each alternative. The total 1ife cycle costs are derived as the sum of the
unit production cost and the annual operation and maintenance cost for the
first 30 years of operation of a unit, all discounted back to the initial
operation date of the unit. A typical probability distribution of total
Tife cycle costs of the second SSPS unit for the Si solar cell configuration
assembled in LEO by a small factory is given in Figure 5.7. Called out on
this figure are four parameters which, together, provide a description of
the probability distribution: the 10 percent confidence cost, the most
1ikely cost, the expected value of the cost, and the 90 percent confidence
cost. Since no single parameter can be adequately used to describe a proba-
bility distribution, the comparison is conveniently depicted here in terms
of these four parameters, as shown in Figure 5.8. This figure shows remarka-
bly similar costs for the different solar cell materials and different
construction facilities, however, a significant difference according to the
assembly location. The proper interpretation of this figure is that it is
very 1ikely that the costs for SSPS assembly in GEQ would be greater than
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the costs for assembly in LEO with subsequent transportation to GEO. One
should be careful to avoid the interpretation that GEQ assembly will cost
more than LEO assembly, or that some combination of the two locations is not
economically desirable. It should also be emphasized that this result is
configuration dependent.

Total Tife cycle cost, however, is only one side of the picture in com-
paring SSPS alternatives. The other side is the revenues generated by each
alternative. Here, too, it must be pointed out that differences exist ba-
tween the solar cell materials in terms of their respective rates of degrada-
tion due to radiation damage. Whereas Si solar cells degrade substantially
with time, GaAs and CdS solar cells exhibit much Jower rates of degradation.
A full discussion of these effects is provided in Volume IV of this report.
Consequently, an SSPS using these materials produces significantly more
revenues over a 30-year satellite operational Tifetime than does an SSPS
that uses Si solar cells, The effect of solar cell degradation on revenues
generated by an SSPS with a beginning-of-1ife power of 5258 MW is shown in
Figure 5.9 as a function of the price of power on the initial operation date.
The advantages offered by GaAs and CdS are evident.

It is interesting to place the cost and revenue data shown above into
the context of an SSPS fleet. Assuming that 120 units total {including the
prototype) will be produced at the rate of four per year beginning with the .
second unit coming on line January 1, 1998, Figure 5.710 shows the expected
value of the net present value of the fleet (referenced to January 1, 1977)
and the standard deviation of this estimate (reflecting the present inability
to estimate the total Tife cycle cost for each alternative). It is interest-
ing that only the CdS solar cell configurations have a positive net expected
value for the entire fleet. Thus, a commitment to an entire SSPS development
program based upon the use of either Si or GaAs solar cells is clearly not
Jjustified today.

The data presented above can be shown to the decision maker in one
other interesting way. In Figure 5.11 the probability that the second unit
will pay off, that is, that the net present value of the second unit wili
be zero or more, is plotted as a function of the price of power at the rec-
tenna busbar on the initial operation date of the unit, for units constructed
using each of the three solar cell materials considered. This figure cleariy
shows the advantages offered by the alternative solar cell materials. The
conclusion which one could properiy draw from this Tigure is that there
exist alternative solar cell materials to single crystal silicon and that
these materials offer potential economic advantages. It may, therefore, be
inferred that these alternative materials warrant some consideration in
future studies.

5.4 Power Beam Ionospheric and Biological Effects

A major area of technical uncertainty impacting SSPS design is the ef-
fect of the microwave power beam on the Tonosphere and on biological materi-
als. These effects are likely to result in a constraint on the maximum power
density somewhere in the range of 10 mW/cm to 100 mW/cm. The technical
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aspects of this issue are discussed in Volume III of this report. As a part

of this study, the economic impact of this constraint o

n the second and sub-

sequent units was investigated. The results are summarized in Figure 5.12

for a CdS solar cell configuration SSPS. On the left s
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2.  The magnitude of the maximum microwave power density constraint
will impose a design condition on the satellite, either determining
power Tevel as shown in Figure 5.12 or forcing other methods of

Timiting the power beam power density, .for example, defocusing the
beam or employing multiple beams.

3.  The economics of the second and subsequent units is not strongly
affected by the magnitude of the constraint. Over the full range
upon which the constraint is Tikely to be imposed, the break-even
price of power varies only about 4 mills/kWh.

Although the magnitude of the constraint is not an important economic param-
eter, it is nonetheless necessary to determine its value relatively early in

the program to allow for the systems impacts and provide for the necessary
program planning.
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6. IDENTIFICATION OF CRITICAL TECHNOLOGIES AND ISSUES

A variety of technical, social and environmental issues exist with re-
spect to the development and production of an SSPS. The purpose of this
section is to identify and, to a limited extent, quantify these issues.

Some of the issues, particularly the social and environmental issues, might
support differences in the price of power at the rectenna busbar versus the
busbar of a conventional power plant. Others, particularly the critical
technologies, affect the cost and risk of an SSPS unit. The work documented
below is a "first cut" at identifying critical technologies and issues as
they drive the economics of an SSPS unit and should not be construed as final
and definitive results based upon which actions should be initiated. Rather,
the results are presented here for review and to provide guidance for contin-
uing technical and economic studies of SSPS. These results represent an
interim status only and should be viewed in that context.

6.1 Critical Issues

Associated with SSPS are numerous social and environmental impacts which
need to be understood prior to jmplementation. Decisions concerning the ap-
propriate level of all such "impacts® (that is, interactions between an SSPS
and the environment) are guided by an expression of social preferences--
whether through the economic system or through government requiation. For
example, regulations concerning noise Tevels from launch vehicles or down-
range launch safety will affect the location of the launch complex. Implicit
in the expression of social preferences is a weighing of the benefits of one
method or use against the benefits of others. For instance, a decision on
where to Tocate the receiving antenna invoives a comparison of the benefits
of SSPS-delivered electricity against the benefits of other uses for the same
piece of land; in this example, in addition to the economic evaluation of
relative benefits (as reflected in the price of the land), social preferences
would be expressed concerning less tangible values, such as aesthetics, through
regulatory processes such as land zoning. In any event, the expressions of
social preferences become design considerations affecting both the technical
and economic characteristics of the system.

Even where there exists a clear social value for imposing design condi-
tions or constraints {for example, safety from radiation that is detrimental
to human health}, it might not be clear what effect a given SSPS design
could have because sufficient scientific data do not presently exist (for-
example, 1t is not known precisely at what level of microwave radiation a
health hazard exists}. These areas of uncertainty may require testing--in
this example, to establish the effects on health due to various levels of
Tong-term exposure to microwave radiation., As this uncertainty is reduced
by testing, an SSPS can be designed that assures compliance with the per-
ceived safety needs, yet more nearly approaches the economic potential of
the concept.
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A1l of the areas of social and environmental impact associated with an
SSPS that have been identified to date [14, 15] are summarized in Table 6.1.
This table Tists the major areas of impact by the three main system elements:
launch complex and operations, orbital system, and rectenna and power inter-
face systems. These impacts were then organized in the manner suggested by
Figure 6.1: first, according to those impacts which are critical, that is,
those which might have substantial detrimental local or even global impacts
(for example, interaction of the microwave beam with the ionosphere) which
would render an SSPS socially unacceptable or which cause substantial eco-
nomic uncertainty (for example, acceptable microwave densities affecting
rectenna size) and those impacts which clearly could not; next, according
to those impacts which could be tested (such as effects of exposure to micro-
wave energy) and those which could not (such as shifts in demographic patterns
resulting from the location of terrestrial facilities). At this time, there
appear to be no impacts with which there are associated large uncertainties
and that are thought to be critical, but which are not amenable to testing
to reduce uncertainty or simply to a logical decision process. The impacts
considered to be both testable and critical represent the areas of social
and environmental risk associated with an SSPS which must be dealt with in
the development of a test/validation/documentation program. These risks are
summarized in Table 6.2. More compliete descriptions of each impact that has
been identified to date follow.

6.1.1 Launch Complex and Operations

Land Management. The decision on where to Tocate the facilities to han-
dle SSPS-related launch activities must balance such issues as proximity to
sources of materials to be launched and propeliants, down-rate safety, launch
advantage provided by southerly location, and climate and weather patterns.
In addition to these considerations, the issue of possible alternative Tand
uses arises for whatever sites are being examined. This impact is a decision
variable (nontestable, noncritical).

Waste Heat. The waste heat from the launch vehicles is one of two
sources of terrestrial waste heat associated with SSPS (the other being the
rectenna). While the exact effect in the atmosphere of such heat is not
known, it is thought to be negligible, even with a high level of traffic;
henge, this impact is a decision variable (possibly testable, but noncriti-
cal).

Safety and Control. If there are populated areas down range of the
launch facility, adequate safeguards must exist to insure that they are not
endangered by either routine ltaunchings or in the event of a launch failure;
this risk is considered in the launch site decision (nontestabie, but criti-
cality controlled by location--that is, by decision)}.

Environmental Modification. Two major environmental impacts that have
been identified with the launch complex are the noise from the launch vehi-
cles and the pollutants injected into the atmosphere by propellant combus-
tion. Noise levels must be taken into account in siting and designing the
launch facilities (testable, noncritical) and the effect of different




Table 6.1 SSPS-Related Social and Environmental Impacts Identified-.to Date
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ON-ORBIT ASSEMBLY
PERSONNEL SAFETY
COMPET 115 EFFECTS 10-15% OF | BEAM LOCAL RCCTENNA | APPEARANCE | CHANGE I
RECTENHA DEMANDS OF LONG- TOTAL CONTROL EFFECTS | FACILITY & DEMOGRAPHIC
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propellant combustion products in the atmosphere must be carefully consid-
ered (testable, critical). Constraints placed on propellant types and
Jaunch site location could affect transportation costs. Another area of
environmental concern deals with the possible nature of the materials being
taken into orbit (for example, gallium-arsenide solar cells), which could
cause a threat due to potential catastrophic failure of the launch vehicle.
These considerations could force the use of less efficient materials.
Whether or not the risks are to be taken is a matter of decision {nontest-
able, critical).

Resource Extraction and Manufacturing. The type and amounts of the
materials necessary for launch site construction must be considered, but
this is not expected to pose any difficulties as no critical material types
or amounts are involved. The use of these materials to support the SSPS
project is a social decision justified, through prices for these materials,
if SSPS is economically viable (nontestable, noncritical).

Aesthetics. The effect of the launch facilities on the appearance of
the surroundings will be considered in the siting decision (nontestable,
noncritical).

Social Effects. Location of the Taunch site will undoubtedly result
in local demographic shifts; this is, of course, a necessary adjustment to
provide Tabor support for Taunch operations {nontestable, noncritical).

6.1.2 Orbital System

Radiant Energy Densities. It will be necessary to determine in advance
the extent and type of interactions of the microwave beam with the atmosphere,
particularly in the {onosphere where such interactions may affect the F-layer
or may attenuate the beam itself, reducing transmission efficiency (testable,
critical). Also of concern is the effect of microwave energy densities on
on-orbit maintenance personnel (testable, ctitical), which could affect the
cost of on-orbit maintenance.

Safety and Control. This represents a major area of concern, particu-
larly in beam control. Safety systems will have to insure that there is no
chance of a focused beam wandering from the rectenna area in the event that
pointing control is lost. Whereas it is expected that the beam will become
defocused should the pointing. system fail, testing is necessary to assure
that the safety systems are "fail-safe" (testable, critical). This is a
technology item that could affect the social acceptability of an SSPS. Its
economic effect is uncertain but probably small. Safety of on-orbit person-
nel is also a concern during the construction phase (testable, critical) and
can affect the orbital assembly rate.

Environmental Modification. The effects of such large power transmis-
sions via microwaves is not known and will have to be tested. Problems with
sidelobes and reradiated energy causing radio frequency interference must be
dealt with in a careful test program. The results of this program will be
necessary for final frequency allocation and filter design, which can affect
system efficiency and transmission losses (testable, critical).
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Resource Extraction and Manufacturing. Resource considerations will
be important design variables; however, it is not expected that SSPS require-
ments (even in such critical materials as platinum, samarium or cesium) will
be Tore than a small fraction of current consumption (nontestable, noncriti-
cal).

Resthetics. Structures as large as an SSPS satellite will create no-
ticeable nighttime reflections. To accept these reflections is a social
decision (nontestable, noncritical). ‘

social Effects. Power from space could represent man's first reliance
on space technology for basic needs. The exact effects of the perception of
this is hard to predict. Also, there will be new political and security
considerations connected with reliance on large power sources that might be
vulnerable to sabotage or attack (nontestable, noncritical).

6.1.3 Rectenna and Power Interface Systems

Land Management.. Land-use considerations with respect to the receiving
antenna include competing demands, the possibility of multiple use,. and pro-
Jected changes in land-use patterns, such as the location of energy-intensive
industries near rectenna sites or the moving of population areas away for the
purposes of safety. These factors will be reflected in land prices and zon-
ing as a reflection of social preferences (nontestable, noncritical).

Radiant Energy Densities. An important area of uncertainty exists con-
cerning the effects of Tong-term, Tow-level exposure to microwave energy.
An extensive testing program is necessary to determine the effects of such
exposure on human, animal and plant life in the rectenna area and surround-
ings (testable, critical). Constraints imposed by maximum allowable micro-
wave densities can affect the rectenna site Tocation, design and areal extent.

Waste Heat. Rectification losses at the receiving antenna will result
in- the generation of waste heat equivalent to 10 to 15 percent of the total
transmitted energy. It is expected that by controlling the albedo of the
antenna surface, the average heat value for the area can be maintained.
However, because the rectenna waste heat release will be continuous, the
daily temperature cycle will be changed. The effect that this change will
have on plant and animal 1ife, as well as local weather patterns, is not
expected to be Targe (possibly testable, noncritical).

Safety and Control. As mentioned in Orbital System Safety and Control,
maintenance of beam control is crucial (testable, critical). In addition,
the safety and reliability of the utility power interface must be assured
(testable, noncriticat).

)Environmenta] Modification. (see Rectenna and Power Interface Waste
Heat).

Resource Extraction and Manufacturing. An_analysis of material require-
ments similar to that for other parts of the system must be conducted fop



36

this segment of the system. It is expected that there will be no problems,
as most of the material used for the antenna structure is aluminum {nontest-

able, noncritical).

Aesthetics. So large a structure as the receiving antenna will cer-
tainly have an effect on the appearance of the surroundings. This must be
considered in the siting analysis (nontestable, noncritical).

Social Effects. Changes in demographic patterns may well result from
the Tocation of the receiving antenna. These are the result of social
choices {nontestable, noncritical).

The above identified issues could each affect the production and the
operation and maintenance costs of an SSPS unit. While they are identified
above, no assessment has yet been made of their specific impact on costs.
This work remains to be performed in continuing studies.

6.2 Critical Technologies

In this section, the technologies critical to the economically success-
ful production of a current configuration SSPS are identified. Two separate
efforts are reported. The first deals with the full spectrum of technologies
needed to produce an SSPS, and the second focuses on solar cell technology.
The first effort was performed during the second study phase and the results
derive from the cost model and state-of-knowledge as identified during that
study phase. This study suggested the importance of solar cell technology
as a critical technology area. In the third study phase, considerable em-
phasis was placed on an analysis of alternative solar cell materials and was
performed using the cost model and state-of-knowledge as updated during the
third study phase. The critical technologies are identified in terms of
their contribution to the cost and risk of SSPS unit production as follows.
First, the risk profile of the current configuration SSPS was established as
s described in Section 5. Then, from the lists of inputs to the risk analy-
sis model (for the second study phase), 56 potentially significant technology
items were identified. As identified in Section 5, each of these variables
has associated with it a state-of-knowledge that is described by a probability
density function ranging from a minimum value to a maximum value. (Based on
today's knowledge, there is probahility zero that a parameter will lie out-
side the range so described. Furthermore, the probability density function
has its maximum value at the most Tikely value of a parameter.) The assess-
ment of critical technologies focuses on the minimum, maximum and most likely
values of each significant input variable. The effect of removing uncer-
tainty in each of these variables is then investigated by setting the range
over which each variable may vary to zero, one-by-one, first to the minimum
value, then the most likely value, and then the maximum value. That is, the
effect of removing uncertainty in each variable is investigated over the
full range of values which, by today's state-of-knowledge, each variable may
take on. For example, to determine the contribution to cost and risk of the
cost of the solar array blanket per unit area, that cost is input to the
risk model as a deterministic value, first at its minimum value, then at its
most Tikely value and, last, at its maximum value, hoiding ail other inputs
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as they are described in Section 5. The results of this exercise are given
in Table 6.3, with the variables listed in three groups. The top group in
the table presents the results for the critical technology areas. These are
the technologies that drive the cost and risk. They include:

® Solar cell efficiency

. Specific mass of the solar blanket

. Fraction of satellite assembled by man
[} Rate of manned assembly

° Rate of remoie assembly

. LEO space station unit cost

. Solar array blanket specific cost.

It is interesting to note that these critical technologies encompass only

two general areas: uncertainties associated with the solar arrays, that is,
solar array costs, mass and performance, and uncertainties associated with
the assembly of large systems in space. These seven elements of risk are
plotted in Figure 6.2, which visually shows the potential for control of cost
and risk by technology development in each area.* This figure cleariy shows
the driving technology to be the rate of manned -assembly--that is, produc-
tivity in space is the major cost and risk driver for the current configura-
tion SSPS. Since this conclusion could substantialiy affect future SSPS
development programs, it is recommended that it be subjected to a careful
review before being fully accepted. It must be emphasized again that these
results derive from subjective assessments of the state-of-knowledge relative
to the current configuration SSPS and are subject to variability upon review.
However, there is 1ittle doubt that this is an area of uncertainty that

needs to be dealt with sooner rather than later.

The second group of variables in Table 6.3 are variables that are only
moderately important cost and risk drivers. These are variables which
should probably receive attention as components of major study areas but,
at this time, do not deserve specific studies for their resolution.

Note that control of risk obtains not only due to removal of uncer-
tainty in the variable under consideration but also due to the fact
that uncertainty in other system components may be reduced due to such
removal of uncertainty. For example, removing uncertainty in the rate
of manned assembly also removes uncertainty in the number of LEO space
stations required, the number of shuttle flights, the number of EVA
units, etc. On the other hand, solar array blanket specific cost af-
fects only the cost of the solar array, hence, removal of this area of
uncertainty has little effect on total risk. -
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Table 6.3 The Effect on Cost and Cost Risk* of Changes in
the State-of-Knowledge
Range of Values (S8illigns, 1974)
Bes* Most Likely Horst
Hean Lost Mean Cost Mean Cost
[tem Cost Risk Cost Rick Cost Risk
Mominai’ .75 - 14.92 3.86 144.83 --
Rate of Panned Assembly i1.36 1.90 15.57 2.e7 21.391 3.18
" Fraction of Satallita
..:.g Assembled by Man 13.95 2.43 14.53 3.05 17.56 4.5%
EE Rate of Remote Assembly 13.93 1.42 14,98 3.61 16,85 3.67
EE’ Solar Celi Effvciency 13.74 3.26 14.27 3.59 i7.0¢ 4.13
Eé Sogcitic Mass of the
30 Solar Blankat 13.34 2.87 14,57 3.24 15.92 413
5-:’ LEQ Seace Station Unit Cast 12.99 2.83 14.34 307 17.74 4.77
Solar Array Blanket: l
Specific Cost 13.33 3.49 13.84 3.42 17.27 3.8
ZYA Equipment Unit Cost 14.49 3.17 14,56 3.5% 15.14 3.88
DU-RF Corverter Specific Cost | 14.45 3.2% 14.95 l.82 15.00 3.40
Honconducting Structure
Speca1fic Cost 14.57 3.49 14.82 4,09 15.22 .57
Central Mas:t Spesific Cest” 14.57 3.52 14.71 3.89 15.14 3.68
Rectenna Structurs
Specific Cest 14,65 3.83 14.75 379 15.12 3.85
* Crew Rotztion Period 14,00 3.13 14.99 kT 15.77 3,95
o HLLY Average Load Factor 14,40 L8 14.83 1.05 13,61 3057
25 Rumber of ®a=sgnnel per
=5 Shuttle Fligne 14,34 3.34 14.70 3.50 15.90 £.03
g 2 | Lavnch Cost per Seuctle Fligat| 12,22 .73 14.15 3.27 15.25 3.85
‘_::-c':::' ALLY Umie Cos: 14.32 3.880 14.87 3.83 15.18 3.93
gjé Launch Cos% o Sauttie Fiignt| 14.3% 3.52 14.7G 3.63 13.28 413
E;_:j Teleoperater Unit Cest 14.49 3.4% i6.48 3.61 15.31 3.63
éz CC-rF Convertar EFficiency 14.27 3.61 14.79 3.38 15.25 4,97
-§ R¥-OC Converter Sfficiency 14,57 3.28 14.62 3.17 15.00 3.54
Specific Mass of the Solar
Concartrators 14.2¢ 3.15 14.97 3.a2 15.17 3.59
Seec1fic Mass of Waveguides 14,40 3.48 14.53 3.63 15,74 3.91
Miszellaneous Mass 14.73 3.84 14.80 3.77 12,32 3.83
Personnel Progustivity Factor | 14.04 3.30 14.56 3.56 15.54 3.66
Fabrication Rate of Modules 14,57 3.53 14.73 3.57 i4, 3¢ 3.95
oﬁ-@g\o%
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Table 6.3 The Effect on Cost and Cost Risk® of Changes in
the State-of-Knowledge {continued)

Range of VYalues (SBillioms, 1974)

Best Most Likely HWorst
Mean Cast Mean Cost Mean Cast
Ttem Cost Risk Cast Risk Cost Risk
Beam Collection Efficiency 14.681 3.69 15.17 3.72 t4.8¢9 3.z22
Rat1o: Conducting Structure
Mass to Array Area 15.00 3.66 14,80 3.67 14,94 3.58
Ratfa: Noncondusting Struc- \
ture Mass to Array Area 4.1 3.4 14.89 3.64 14.97 3.54
Specific Mass of Central Mast | 14.78 3.45 14.34 3.78 14.55 3.3%
Specific Mass of DC-RF
Converters 14.88 3.40 14.88 4.08 15.30 . 3.82
Specific Mass of Antenna
Interface 14,89 3.84 14.50 3.41 15.06 3.74
% Specific Mass of CGhase
& Control Electromics 14,65 3.58 14.89 3.64 14,85 3.9
L™
:., Teleoperator Availability
= Factor 14,82 3.42 14,85 3.74 14.85 3.89
-3
= Taleoperator Work Factor 14,75 3.82 14,61 3.30 15,18 3.93
t
; Fahrication Module Avaiil- .
= ability Facror 14.98 2.90 14.55 3.78 14.83 3.70
= Manipuiator Availability
A Factor 14,89 3.77 15.18 .72 124,83 3.18
v
S | Fabrication Module Unit Mass | 14.54 3.8 14.62 3.5 14.59 3.37
]
Z | ranipulator Unit Mass 14,55 3.73 14.75 3.37 14.70 3.37
[-1]
< | LEC Space Station Unit Miss | 14.47 3.2t 12,98 3.83 12.93 3.50
[=]
= Crew Module Unit Hass 15.02 3.66 14.60 3.60 14,93 3.56
S GEQ Space Station Unit Mass 12,84 3.50 14,89 3.64 14,83 3.45
= | rabrication Module tnit Cos: | 14.7¢ 3.50 14.72 1.60 14.57 3.5
5 Shuttle Unit Cost 14,74 3.50 14,78 3.3 14,67 1.38
Z | Mampulator tme Cosc 14.73 3.83 14.92 .72 14.75 3.49
GEQ Space Station Umit Cost 14.7% 3.70 14.55 3.78 15.03 3.50
AIS Unit Cost 14.83 3.9 14,69 3.57 14.75 3.69
Antenna Power Distribution
Specific Cost 14,52 3.18 15.16 3.72 15.03 3.80
Phase Control Specific Cast 14,30 1.41 14,60 .13 14,89 3.37
Waveguide Soecific Cost 14,58 3.37 14,73 3.37 14,80 .73
Solar Array Concentrator
Specific Cost 14,79 3.45 14.62 3.64 14.97 3.50

89
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Table 6.3 The Effect on Cost and Cost Risk* of Changes 1in
the State-of-Knowledge (continued)

Range of Yalues ($Bil1lions, 1974)
Best Most Likaly Worst
Mean Cost Mean Cost tean Cost
Iten Cost Risk Cost Risk Cost Risk
“ Conducting Structure
22 Soecific Cost 14,57 3.49 14.32 4.05 15.22 3.67
=
LS.
§:; Miscellansous Equipment
- o Specific Cost 14.87 3.34 14.61 3.4] 15,05 3.73
2=
Z z Rectenrz Site Specific
=4k Cost 14,63 3.89 14.82 3.865 - 14.89 3.90
2
g AF-OC Converter Soecific .
3= Cosz 14.98 3.68 14,22 3.57 15.17 3.44
2
E = “gwar Interface Specific ) .
o5 Cost 14,68 3.60 14,83 .63 14,74 3.53
ooVt
“& | Phase Control Specific Cost | 14.78 3.56 14.67 3.65 1¢.75 1,53

*
“Cost Risk" 15 the szandard geviaticn of the cost estimata.

**Tne rominal case includes: for bes: valuz, 3 determipistic-cost estimata
using the bes: values for ezgh gesign factor, for most iikely valua, a Morte
Carlo simulzfion using tne full range fer =ach design factor; for worst valus,
a deterministic cost essimate ustag tne worst values for each design factor.

Finally, the third group of variables includes those variables that
are weak cost and risk drivers. In general, the effect of technology devel-

opment in these areas is not of sufficient magnitude to be resolved by the
risk analysis model. -

As a note of caution in the interpretation of values in Table 6.3, it
should be recognized that these values derive from a Monte Carlo simulation,
that is, they are obtained by sampling probability distributions. They are
not the result of precise computation. Thus,. these data contain some amount
of noise. For example, determination of expected costs is accurate to about
$200 million one sigma or about + 1 percent. Determination of risk is also
accurate to about the same absolute amount, or about + 5 percent. This amount
of noise accounts for the apparent inconsistencies in some of the results
presented in Table 6.3, particularly with respect to the Group 3 variables.

In summary, the risk analysis model has been used to identify the
technology areas that are the major drivers of cost and risk--the critical
technologies. It is concluded that there are two major areas of critical
technology:

1. The ability to construct Targe systems in space, and

2. Solar cell blanket mass, cost and efficiency.



Standard Deviation of Unit Costs,

S billions

pe

Hast Mpltamistic {Best) Value
O Most Likely Value
LI Most Pessamistic (Uorst) Value
1 Hominal fase
Rate of Manned Assembiy
Fraction of Satellite Asscubled by Man
A Rale of Romote Assembly
5 Solar Cell [ificieny
6 Sp. Mass of Solar Array Rianket
7 LL0 575 Untl Cost

% Sp. Cost of Solar Array Blankel

I I | 1 H 1 }
16 12 14 16 8 2 2

Lxpected Value of Unit Production Costs, $ billions

Figure 6.2 Effect of Removing Uncertainty on Cost Components--
Major Cost- and Risk-Driving Factors

004 40
0

0o
al qovd 'Iﬁfhilf)

ATV

16



92

0f these technology areas, productivity in space is key. It is recommended
that:

] These conclusions be reviewed by a "panel of experts," and

e Assuming that their validity is confirmed, these technology areas
should be addressed by detailed study early in the continuing pro-
gram,

6.2.1 Analysis of Alternative Solar Cell Materials

Thre€ solar cell materials were studied as candidates for the. energy
conversion subsystem of the SSPS: single crystal silicon (Si), gallium-
arsinide (GaAs) and cadmium-sulfide (CdS). The present state-of-knowledge
regarding these different materials is substantially different. Si cells
have a long history of use in space, whereas cells made of the other materials
are presently laboratory curiosities. Nonetheless, GaAs and CdS materials
offer the possibility of being lower cost alternatives. The problem is that
very little is known about these materials and, therefore, data with respect
to them must be considered highly speculative. (To some extent, this is also
true of very thin, Tow cost Si cells, despite the present background of knowl-
edge regarding Si solar cells in general.) This section deals with what is
not known about alternative solar cell materials. From the work documented
in Section 5 of this volume, it is concluded that materials other than Si
deserve consideration. The efforts devoted to studying alternative materials
should be focused to provide the best possible selection with the minimum in-
vestment in resources.

Three areas of uncertainty in solar cell materials technology were
examined. These include solar cell efficiency, blanket mass and blanket
cost. An analysis of the effect of learning about these three parameters
was conducted using the same methodology that is described above for the
identification of critical technologies. The results of this analysis are
shown in Figure 6.3. The conclusion is that the driving area of uncertainty
for all solar cell materials is the cost of the solar array blanket. It
must be recognized that the cost that will actually apply in the 1990s, when
an SSPS might be built, cannot be known before the date when the system is
built. What can be known today, however, is the upper limit of the solar
array blanket cost. Thus, a major focus of solar cell research over the
next several years should be the establishment of an acceptable upper bound
on this cost. By so doing, a major area of risk in the SSPS program 1is
effectively controlled. It is also recommended that the solar cell material
to berused in the final satellite solar power system not be chosen now or,
for that matter, in the near future. Rather, the proper approach is to per-
form research on a number of alternative materials at this time, and to
remain flexible in the selection of the material that will ultimately be
used. This will permit the decision to be made when the state-of-knowledge
on alternative solar cell materials 1is substantially improved.
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6.2.2 Analysis of the Effect of Construction Time

A brief analysis was conducted to determine the economic effect of the
time required for SSPS construction and transportation to station in GEO.
The analyses documented in this volume all assume that the capital expendi-
ture for an SSPS unit is made as a Tump-sum payment two years prior to the
initial operation date of the system. A discount rate 6f 7.5 percent is
then used to determine the present value of the capital cost referenced to
the initial operation date. The period of time between the lump-sum payment
and the initial operation date of the system is referred to as the cost-
equivalent construction time. It is defined such that the present value of
the Tump-sum payment and the present value of the actual construction cost
stream, referenced to the initial operation date of the system, are equal.
Increasing the cost-equivalent construction time increases. the present value
of the total 1ife cycle cost of the system, as shown in Figure 6.4. This
figure clearly shows the need for maintaining a short cost-equivalent con-
struction time. This means, among other things, procurement of hardware
items on a schedule that is closely keyed to the satellite construction
schedule. The magnitude of the economic impact of construction time on
overall SSPS economics suggests that added attention should be given to
the development of production schedules for candidate satellite configura-
tions.
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Figure 6.4 The Effect of the Time Required to Construct and Transport One
SSPS to GEO on the Present Value of Total Life Cycie Cost

*
This is the time increment between the time that a present value-
equivalent Tump sum payment would be made and the initial operation
date of the system. The present value-equivalent payment is a pay-
ment of magnitude equal to the undiscounted unit production cost made
at a point in time when the present value of both the lump sum payment
and the actual cost stream, discounted to the initial. operation date,
are equal.
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7. ANALYSIS OF ALTERNATIVE PROGRAM PLANS

Previous sections of this volume have been directed at the deyelopment
and use of a risk analysis model for the assessment 0f cost-risks associated
with the production of an SSPS unit (satellite and ground station). This
section makes use of the results of the pisk analysis to assess a number of
alternative SSPS development program plans and to gain insights necessary
for improving the proposed plans. The programmatic anajysis documented in
this section was conducted in two steps during the second and third study
phases. First, during the second study phase, three development programs,
Programs I, II and III, were formulated and evaluated. The results are based
on the cost model and input data deyeloped during that phase of the study.
Then, based on the insights deveioped from the analysis of the first three
development programs, two new. development programs, Programs IV and ¥, were
formulated and evaluated. As a part of this effort, alternative solar cell
materials were evaluated in the context of the overa]l development program.
The results reported for Programs IV and V are based on the cost model and
input data as updated during the third study phase.

The discussion below treats Development Programs I, II and III first in
their entirety. Then Programs IV and V are discussed separately in Section
7.5.

7.1 Direct Development Program

The Program I, Direct Development, schedule is shown in Figure 7.1.
The program begins with a supporting research and technology (SR&T)} program
in 1977 and proceeds into the design, development, test and evaluation
(DDT&E) phase in 1984. The decision to produce the first unit is made in
1987 and the initial operation date of the first unit is December 37, 1997.
The final social and environmental (FS&E) impact statement is required on
December 31, 1983; the technology is set as of December 31, 1986; and the
heavy Tift launch vehicle (HLLY) is required on January 1, 1989,

After the initial operation date (I0D) of the first unit, it is assumed
that four years elapse before the I0D of the second unjt. This is because
the first satellite is essentially a full-scale test and time is required
for redesign of the satellite to achieve lower second unit costs. Beginning
with January T, 1996, new satellites become operational at the rate of two
per year through 1999. Then, beginning on January 1, 2000, four new satel-
lites become operational each year, until a total of 109 satellites haye been
produced.

A more detailed description of the program plans is given in Volume II
of this report. :

7.2 GEO Test Satellite to Full-Scale Program

The Program II, GEQ Test Satellite to Full-Scale, schedule is shown 1in
Figure 7.2. The program begins with an SR&T phase in 1977. A preliminary
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social and environmental impact statement is required on Pecember 371, 1979,
and on January 1, 7980 the decision to develop a 500 MW GEO test sate]lite
is made. The I0D of the GEO test satellite is December 37, 1985. Commit-
ment to the DDTAE of the full-scale satellite is made on January 1, 1985.
In reality, this decision would probably be reviewed after the 10D of the
GEQ test sateliite; however, this degree of freedom is not considered here.
A commitment to produce the first satellite is made on January 1, 1987, and
the satellite IQD is December 37, 1991. The decision to proceed with the
implementation of subsequent units is made on January 1, ?992.

Implementation of subsequent units proceeds with the second unit I0D on
January 1, 1994. Two new units become operational each year through 1999,
then four new units are added each year, until 109 units have been produced.
In this program, only a two-year lag is proyided between the IO0Ds of unit one
and unit two, since the additional information gained from the GEO test satel-
1ite should enable better design of the first unit, thus requiring Tess
redesign of the second unit than in Program I.

7.3 LEQO and GEQ Test Satellites to Full-Scale Program

The Program III, LEO and GEO Test Satellites to Full-Scale, schedule is
shown in Figure 7.3. The program begins with an SR&T phase in 1977. Commit-
ment to a LEQ test satellite is made in 1980 and the I0D of the satellite is
December 31, 1985. Commitment to a GEQ test satellite is wmade on January 1,
1985, and the I0D of the GEQ satellite is December 31, 1990. Commitment to
the DDT&E of the full-scale satellite is made January 1, 1992. The.IOD of
the first full-scale unit is December 31, 1995. The decision to implement
units 2 through 109 is made on January 1, 1996.

Implementation of units 2 through 109 begins with the I0D of the second
unit on January 1, 1997 and proceeds at the rate of two per year through 1999,
then four per year through unit 109. In this program, there exists only a
one-year lag between the I0D of the first and second units because, first,
two test satellites are flown in this program and, second, the I0OD of the
first unit is four years later than in Programs I and II. Thus, the first
unit should be essentially a production unit and should require very Tittle
redesign.

It should be noted that these three programs are approximate and not
yet well-developed. Assumptions had to be made to perform the following
analysis.

7.4 Decision Tree Analysis of Alternative Program Plans

The analysis of alternative program plans begins with an assessmeni of
the current state-of-knowledge relative to the present configuration SSPS.
This is assessed in Section 5 and results in the probability distribution of
second unit costs shown in Figures 7.4 and 7.5, which provide both the cumula-
tive distribution and probability density functions, respectively, of the
present value of the total (1ife cycle, that is, capital investment pius
operation and maintenance) unit costs referenced to the initial operation
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date of that unit. Throughout the analysis which follows, this cost is the
key decision yariable. Note that the first unit cost is not important here,
insofar as the first unit is essentially a prototype and its costs do not
necessarily relate to the second and subsequent unit costs. In the computa-
tion of the unit costs shown, 1t-is assumed that the capital inyestment for
the SSPS unit is made in a Tump sum payment two years prior to the initial
operation date of the unit, and a discount rate of 7.5 percent is used. In
addition, the following assumptions are made; -

1. The beginning-of-1ife power of each unit is 5258 MW.

2. The SSPS power output decreases at ] percent per year from the
beginning of Tife throughout the unit ]ifetime.

3. Each SSPS unit has a 1ifetime of 30 years.
4. Each SSPS unit is producing power 95 percent of the time.

5. Implementation of second and subsequent satellites is described in
Sections 7.1, 7.2 and 7.3, That is, the initial operation date of
the second unit is as follows:

Program I - January 1, 1996
Program II - January 1, 1994
Program III - January 1, 1997.

Thereafter, units come on line at the rate of two per year through
1999, then at the rate of four per year until 109 units have been
produced.

6. The cost of the third and subsequent satellites is related to the
cost of the second satellite according to a 90 percent Tearning
relationship. That is, the cost of the nth unit, C,, is given as
a function of the cost of the second unit by the relation

_ In {n-1)
Cn = C2 0.859

7. The price of power at the rectenna busbar is assumed given on
January 1, 1992. After that date, the real price increases at
the rate of 1 percent per year.

‘It is assumed that a decision to seject one of the three alternative pro-
grams will be made on January 1, 1977, thus all following data are referenced
to that date. ‘Under the conditions of the above assumptions, the present
value of gross revenues of each program {s given as a function of the price
of power at the rectenna busbar on January 1, 1992, in Figure 7.6. Likewise,
the present values of total Tife cycle costs for upits 2 through 109 are given
as a function of the present value of -the second unit total cost referenced
to the initial operation date of that unit in Figure 7.7. From these figures
and from the present values of costs of each program (including operation and
maintenance costs of the first unit), the net present value of each program
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is determined as a function of the second unit cost and the price of power
on January 1, 1992, as shown in Figure 7.8. The price of power in this fig-
ure does not include an allowance for taxes and insurance. Thus, if taxes
and insurance are 8.6 mills/kWh as previously estimated, the curves labeled
20 mills/kWh would actually represent a total price of 28.6 mills/kWh at the
rectenna busbar on January 1, 1992. In the analysis that follows, it is as-
sumed that the price of power at the rectenna busbar on January 1, 1992 is
20 mills/kkh (or 28.6 mills/kWh including 8.6 mills/kWh allowance for taxes
and insurance).

The alternative program plans are now analyzed to determine their ex-
pected values. As outlined in Section 3, a go-ahead decision on a specific
program plan should be predicated on the basis that that plan has a positive .
expected value and that risks associated with the pTan are adegquately con-
trolled. Selection of the best program plan would normally be to. choose
that pian that yields the highest expected value at the desired decision-
making confidence jevel. The confidence leyel for decision making chosen
For- this analysis is 80 percent. While this is a moderately high confidence
level, it is not so high as to arouse disputes over the accuracy of the tail
(high end) of the distribution shown in Figure 7.4.
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To proceed with the analysis, the program plans outlined above are ex-
pressed in the form of decision trees as shown in Figures 7.9, 7.0 and 7.]
At each decision point in these decision trees, there is a specific criteri
based uypon which the decision will be made to contipue or to terminate the
program. These criteria are derived as shown in Figures 7.12, 7.13 and 7.]
First, the state-of-knowledge as of January 1, 1977 is assessed, 3s shown i
Figure 7.4. Then, the 80 percent confidence state-of-knowledge is estab-
lished--with 80 percent confidence, the second SSPS unit can be produced at
a cost of $24.7 biT7ion (1974) or less. This state is plotted as a point i
each of Figures 7.72, 7.13 and 7.14. Next, the “"break even" cost of the
second unit is computed for each program plan. This is the cost of the
second unit for which there is exactly zero net present yajue for the entir
program (present value of costs equals present value of reyenues). This
cost, for each program plan, is taken as the technology target and is also
plotted. This shows the cost that the second unit must come in at or below
for a "successful" program. Thus, in Program I a successful program is de-
fined as one which proves that the second unit costs are equal to or less
than $18.9 b{1lion (1974) by January 1, 1992-~the initia]l operation date of
the first unit and the completion date of the development program. At that
date, a decision will be made to implement the second and subsequent units
or to discontinue the program with the operation of the first unit. For
simplicity, the decision rule is then taken as a linear improvement in the
80 percent confidence bound of the technology during the development prograr
These curves are shown as the 80 percent confidence technology requirements
for each program. If the technology development is such that the 80 percent
confidence technology bound remains under the 80 percent confidence technol-
ogy requirement throughout the development program, then the development
program will be a success.

Many other decision rules could be formulated. In fact, the one dis-
cussed here is probably not the best. For example, the target technology
could be based on breaking even only with respect to unsunk (that is, uncom-
mitted) funds. This would improve the chance of success of the program, but
would not assure payback of the development costs. In addition, there is nc
reason that the technology requirement must improve linearly with time, al-
though this rule does seem to Tead to quite logical technology requirements.

The process of program control consists of "testing" the technology
at each decision point. Based on the results of this test, the program con-
tinues or is terminated. The test consists of measuring the state-of-knowl-
edge at each decision point at the 80 percent confidence Jevel.

In the computation of expected value for each program plan, it is neces
sary to assess the prior probabilities (that is, the probabilities based on
today's state-of-knowledge, before the test takes place) that each test will
be passed or failed. To do this, each branch of tﬁe decision tree is though
of as a process of buying information on the cost of the second unit. As
such, the work performed on these branches does not change the cost of the
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*
second unit, rather it determines with in¢reasing accuracy what that cost
is. Thus, a key part of this analysis is an assessment of the accuracy with
which the second unit cost will be known at future points in time. To per-
form this assessment, the improvements in the states-of-knowledge of each
variable of the cost model resulting from work performed on each byanch of
each decision tree hayve been subjectively estimated., These estimates are
shown in Appendix F. Then, the risk analysis model was run to establish the
magnitudes of the cost-risks associated with each decision point. The values
of the resulting standard deyiations of cost estimates, Gp> Ops etc., at each
decisfon point are shown in Figures 7.9, 7.10 and 7.11.

Now, given the 80 percent technology requirement and given the states-
of-knowledge at each decision point, it is possible to compute the prior
probabilities that each branch of each decision tree will result. It is
first necessary to establish the expected value technologies at each decision
point. This is done by assuming that the form of the probability distribu-
tion of second unit cost is Guassian (or normal) and that the 80 percent
cumulative probability point occurs, for each decision point, on the 80 per-
cent confidence technology requirement line. Thus, the required state-of-
knowledge at Decision Point A of Program I is expressed as a Gaussian
distribution with a standard deviation of $2.863 billion (1974) and an 80
percent cumulative distribution point of about $21.7 billion (1974). The
expected value technology requirement can be derived as the mean of this
distribution. Thus, the expected value technology requirement Tines shown
on Figures 7.12, 7.13 and 7.14 represent the required expected values of
cost estimates made at the time of the corresponding decision points. The
methodology for computing the prior probabilities of taking each branch on
a decision tree is given in Appendix G.

The resulting values are shown in Figures 7.9, 7.10 and 7.11. Finally,
the expected value of each program is computed as the sum of the outcomes
for each path through the corresponding decision tree weighted by the proba-
bility of occurrence of the path. The expected values for the three program
plans considered are as follows: -

Program 1: +$7.51 billion (1974)
Program II: -$1.70 billion (1974)
Program ITI: -30.92 billion (1974).

Under the specific set of assumptions chosen for this analysis, only
Program I has a net positive expected value. Thus,-of the three specific
program options examined during the second study phase, one could only eco-
nomically justify undertaking Program I. However, recal]l that this analysis
is subject to many assumptions and preliminary cost estimates. For example,
decision making is conducted at the 80 percent confidence Jeve]. At a lower

*

This is because throughout the analysis, the cost of the second unit
is taken to be the estimated cost that will occur, as a result of the
planned technology programs, at the time that the second unit is pro-
duced. .



PAGE 1o
ORIGINAL

115

confidence level, or at a higher price for power gt the busbar, Programs II
aor [II or a variant of these programs may become the desired ajternative.

The appropriate confidence Jevel for decision making might not be 80 percent;
this needs to be examined in further studies and the uncertainty relative to
the price of power at the busbar should be incorporated into futyre analyses.
Changes in other parameters could also alter the ghove result.

The reason that the test sateilites proposed haye negative net value
becomes apparent from an examination of tEe program decision trees, The
proposed test satellite subprograms cost more than the economic yalue they
provide; thus, they add negatiye value to the oyerall program. However,

this conclusion pertains only to the test satellite subprograms propased in
Programs II and III. It is inferred here that other test sate]]ite subpro-
grams might be developed with a net positive value. These programs could
make use of smaller test satellites to “buy" essentially the same information
at a substantially reduced cost. This logic forms the rationale for the for-
mulation of Programs IV and V, which are discussed in the next section.

7.5 Analysis of Programs IV and V

As a result of the insights gained from the analysis of Programs I, II
and III as discussed above, two new programs were formulated and analyzed
during the third study phase. These two programs are very similar to each
other and are, thus, both described together in this section. The program
plans corresponding to Programs IY and V are shown in Figure 7.15. A tech-
notogy development program begins with research and studies in 1977 and oro-
ceeds through about 1985. This program involves ground and orbital tests,
including a number of shuttle flight tests on such things as solar cell
materials, structures and construction techniques, and microwave power trans-
mission. In 1980, as a part of the overall technology development program,
a 150 kW test satellite subprogram is initiated. In 1983, also as a part of
the overall technology development program, a 2 MW test satellijte subprogram
is initiated. The decision to design, develop, test and evaluate (DDT&E)
the first full-scale prototype is made January 1, 1987 and the decision to
produce the full-scale prototype is made January 1, 1992. The first full-
scale satellite becomes operational on December 31, 1995, and the decision
to proceed with the implementation phase js made on January 1, 1996. In the
implementation phase, it is assumed that four new sate]lites become opera-
tional each year, beginning on January 1, 1998 with the second unit, until
a total of 120 satellites have become operational.

The differences between Programs IV and V are detailed in Table 7.1 and
lie entirely in the test satejlite subprograms. In Program 1Y, the 150 kW
test satellite is built and remains in LEO. It produces 150 ki of power con-
tinuously (330 kW peak power with storage) and is used to power a space sta-
tion. In Program V, this test satellite is sized to produce 150 kW of power
(peak) and is built in LEO and transported to GEO, where it is used to conduct
a number of experiments, including tests on plasma effects with Targe solar
arrays in GEQ, solar concentration, and microwave phase front control in the
presence of a ground-heated ionosphere. The satel]ite will have a 100-meter-
fong Tinear array transmitting antenna. The 2 MW test satellite in both
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Table 7.1 Test Satellite Subprograms
Parameter Program IV Program ¥
150 kW Test Satallite
Power Level 150 kM Cont. (330 kW Peak) 150 kW
Mass 13,000-21,000 kg 8,000-10,000 kg
I Antenna None 105 m Linear Array
Conc. Ratio i . 1.7 Design/1.5 Effective
Use Power Space Station Conduct Tests--Solar

conc., plasma effscis,
microwave trans.,
ground heat 1onosphere

Remarks Stays in LEO *1 Built in LEQ, trans.
to GED

2 MU Tast Sateilite

Power Level 2 MW 2 M
Mass 20,000 kg 35,000-45,000 kg

Antenna 20 m x 20 m Subarray 20 m x 20 m Subarray and
. 1000 m Linear Array

Remarks Conduct ionospneric ana
pnase control tests

Programs IV and V will be placed in GEO and used for microwave tests. How-
ever, in Program IV, the test will be performed using a 20 m x 20 m antenna
subarray whereas, in Program V, the satellite will-have both a 20 m x 20 m
subarray and a 1000-meter linear array antenna.

The costs of Programs IV and V are summarized in Table 7.2 and a deci-
sion tree for these programs is shown in Figure 7.16. The programmatic
analysis was conducted for Programs IV and V for an SSPS configuration making
use of each of the three candiddte solar ce]l materials examined, Si, GaAs
and CdS. The assumptions made on the size, power production, ayailability,
and costs for the program are the same as those made for Programs I, II and
IIT in Section 7.4, except that the power degradation in time is taken to
be a function of the solar cell materia] as described in Section 5.3. The
analysis then proceeds precisely as described ahoye for Programs I, II and
III.

The results of the programmatic analysis are summarized in Table 7.3.
ATl of the programmatic alternatives examined in Programs IV and V are sub-
stantially better than those examined in Programs I, II and III. The results
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Table 7.2 Programs IV and ¥ Costs
Decisjon | P.V. of
Date Cost,” 3B
Program IV )
Research and Studies . 1977 0.07¢0
LEQ Test Satellite (150 kW) 1980 0.578
GEQ Test Satellite (2 M) 1983 1.216
ODTEE 1987 3.257
Production of Prototype (First Unit) 1992 §.513
Implementation (Total 120 Satellites) 1996
Program ¥
Research and Stidies 1977 0.070
LED Test Satellite (150 kW) 1980 0.5679
GEQ Test Satellite (2 MW) 1983 1.413
00TaE 1987 3.247
Production of Prototype (First Unit) 1962 5.521
Implementation (Total 120 Satellites) 1996 .
*Present value of cost referanced to January 1, 1977 at a discount rate of
7.5 percenz,

for Programs IV and V indicate a significant advantage for CdS solar cells
and with GaAs solar cells being the second fayored option. However, too
Tittle is really known about these materials at this time to simply accept
one or the other of these materials as the appropriate material for the

SSPS in Tieu of Si. But the results strongly suggest that the deyelopment
program should not 1imit itself to the consideration of $i solar cell mate-’
rial alone. More work is necessary to define a solar cel] materia] deyelop-
ment program that, in its early phases, examines & broad range of potential
materials and focuses on one or two materials only after much more is known
about the full range of possibilities.

A second major area of interest in the comparison of Programs IV and V
to Programs I, II and III is in the probability of success of the entire
program that is estimated for each program alternative. Here it is seen
that Programs IV and V both have about twice the chance of succeeding that
Programs I, II and IIT have. This is due to two major effects. The first
is that the risk analysis performed for the SSPS configurations examined 4in
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Table 7.3 Results of Programmatic Analysis
Solar Cell Probability of Expected
Program ‘Material Success Valge,* 5B
I Si .236 1.51
II Si 204 ~1.13
I Si .181 T -0.92
Iy** Si 380 12.29
cds .560 25.60
GaAs 37 18.78
Uikl Si .389 12.43
Cds .970 25.86
GaAs .379 19.00
*
Present value on January 1, 1977 at z discount rate of 7.5 percent.
* %
For LEQ assembly using the smail factory-1n-space.

Programs IV and V shows more cost-risk than the analysis performed for Pro-
grams [, II and III; however, the expected value of the costs was about
equal for all the alternatives analyzed. Thus, not only is there a higher
chance of a higher cost resulting for these alternatives, but there is also
a higher chance of a Tower cost resulting. In the context of a program plan
. that adequately controls high-side risk, this added risk is beneficial be-
cause it affords, at the same time, an increased chance for a more economi-
cal SSPS. That is to say that, in the early phases of a research and
development program, it can be economically beneficial (and justifiable) to
take risks in order to seek out potentially beneficial opportunities. The
second effect deals with the fact that Programs IV and ¥ appear to "buy in-
formation" in a more effective manner than do Programs I, II and III. As
discussed in Section 8, this results in a Jower probability that a successful
development effort will be mistaken for an unsuccessful one and the program
terminated. It also means that there will be a lower prohability of contin-
uing a program that should be terminated.

The results of the above analysis clearly show that Programs IV and V
are better than Programs I, II and III. They do not show, nor are they
meant to imply, that Program IV or V is the best program, or even the "right”
program, to pursue. But they are economic and they are effective programs; -
and pursuit of one of them could probably be economically justified, even
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after a substantially more in-depth analysis and review. However, it is
recommended that neither of these programs be pursued; but rather, that an
effort should be devoted, first, to the formulation of even bhetter rograms.
The direction to pursue at this point would be one of finding paralle]
development paths, such as in the area of solar cell materials, in order to
increase the overall probability of success for the praogranm.

As a final warning, the results of the above analysis depend upon the
assumptions made. Changes in the assumptions may change the conclusions.
Thus, while the insights gained may be valuable, decisions should be based
on this analysis only after a thorough reyiew of the cost model, the cost
model (state-of-knowledge) data and the assumptions made For the analysis.
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8. PROGRAMMATIC RISK ANALYSIS

Given the results of Section 7, a brief programmatic risk assessment is
possible. This discussion will focus on Programs I, IY and V and draw com-
parisons between them. Program I is the only program, of the specific
alternatives analyzed in the second study phase, that has a positive expected
value. This development program consists of three major subprograms: an
SR&T subprogram, a DDTRE subprogram and a first unit production subprogram.
Success in each of these subprograms can be defined as achieying a state from
which a decision to continue the program can be justified. Then, from Figure
7.9, 1t is seen that the probability of a successful SR&T subprogram is
0.376, the probability of a successful DDT&E subprogram is 0.692 given that
the SR&T subprogram is successful and the probability of a successful first
unit production subprogram is 0.905 given that the DDT&E subprogram is
successful.

The probability of success of the program is the product of the proba-
bilities of success of each subprogram. Thus, there is a probability of
0.235 that Program I will be successfully completed. This compares with a
probability of about 0.32 {from Figure 7.4) that the current configuration
could be economically viable given Program I. Thus, the program as presently
planned yields about a 27 percent chance of rejecting a viable outcome. That
is, given that the current configuration is economically viable, there is
about 'a 27 percent chance that it will be classified as not viable, resulting
in a program failure. This is the result of inaccuracies in the measurements
of projected second unit costs at Decision Points A and 8. This loss couid
be reduced if more accurate measurements could be obtained at about the same
cost.

Program V consists of five development phases: a research and studies
subprogram, a 150 kW test satellite subprogram, a 2 M{ test satellite sub-
program, a DDT&E subprogram and a first unit production subprogram. The
probabilities of success for the silicon solar cell configuration are respec-
tively: 0.539, 0.832, 0.924, 0.973, and 0.967. This yields a total proba-
biTity of success for Program V of 0.389 for this configuration. One differ-
ence between Programs I and V that results in Program V haying a higher
probability of success 1ies in the cost model. While the cost model used to
evaluate system costs for Program V incorporates additional areas of uncer-
tainty compared to the cost model used in Program I, these additional areas
of uncertainty result in a higher level of cost-risk which subsequently
yields both a higher probability of a Tower cost and a higher probability of
a higher cost. It is the higher probability of a lower cost that is played
upon in Program V to increase the probability of success of this prograit.

Use of the factory-in-space concept for construction of the satel]ite also
has a beneficial effect on program economics.
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Comparing the probability of success of Program V, 0.389, to the theo-
retical maximum probability of success for that program as obtained from
Figure 7.16, 0.505, it is seen that there is about a 23 percent chance of
rejecting a viable outcome. This is a 15 percent reduction over Program I.
That is to say, the economic analysis above indicates that one significant
reason that Program V is more likely to be successful than Program I is that
it is less 1ikely that an incorrect economic assessment of the program at
some future decision date will result in its termination. Properly struc-
turing a development program to buy information for future decisions so as to
insure that these decisions are made under the best pussible state-of-knowl-
edge is key in obtaining a high probability of success in a program.

It is also of interest to compare Programs IV and V for, say, the silicon
solar cell configuration. These two programs are similar in most respects,
differing only in the 150 kW and 2 MW test satellite subprograms. Program V
is more costly than Program IV, yet Program V has a higher prabability of
success. Surprisingly, it does this while requiring the second unit total
1ife cycle cost to be lower than is necessary for break-even in Program IV.
The reason that this occurs is simply that Program V buys intormation to
proceed through the program in a more efficient way than does Program IV.
This example serves to indicate that there is an optimum funding Tevel for an
S5PS development program and that it is not necessarily true that the minimum
cost program is either the best from an engineering point of view or from an
economic point of view. In fact, the analysis described in this report
embeds the engineering factors in the economic analysis.

A more detailed programmatic risk analysis is not possible under the
resources of the present effort; however, it should be performed and the
framework necessary to do it resides partly within the existing risk analysis
model. The procedure for a more detailed risk analysis derives from the
notion that the goal of the SSPS development is to provide a state-of-knowl-
edge based upon which a decision can be made to proceed with the implemen-
tation of the second and subsequent units and that the efforts expended in
the development program are, in fact, directed at measuring the total unit
cost of the second unit. Thus, the output of each development subprogram
is a measurement of a system parameter or parameters vis a vis the current
configuration. The goals for the measurement accuracy of each parameter at
each decision point can be derived from the tables in Appendices D and F.

The next step in the programmatic risk assessment will be to assess the
expected Tevel of success in achieving each of the measurement accuracy goals
thus set.

It is almost a certainty that the reader is confused at this point about
the interpretation placed upon the activities undertaken in a development
program. Thus, the above points are explained again. First, from the eco-
nomic point of view, the justification for proceeding with a development
program Ties in the belief that an economically viable technology implemen-
tation can be achieved. Such a belief is valid only if it finds a basis in
a postuiated system configuration. Then, all economic measures must be made
against this system configuration. It is not possible to compute economic
measures against abstract ideas, just as it is not possible to compute
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engineering measures against abstract ideas. For example, an engineer cannot
answer the question, what are the stresses in a beam? He must be told the
design of the beam and the loadings placed upon it. So must the economist be
given such "design" information to perform his analyses. And just as the en-
gineering answers change as the design changes, so also do the economic
answers.

Now, the current SSPS configuration is not an existing piece of hard-
ware. It 1s, in fact, a concept that might be realized at some future date.
Insofar as that concept remains unchanged, all the technology development
programs and analyses performed on it are only exercises of measuring para-
meters that describe it. Thus, until the configuration is changed, the
development program is, strictly speaking, a measurement program. As such,
it should be treated as a measurement program and the goals of each sub-
program should be expressed in terms of measurement accuracies.

Everyone knows that design changes occur throughout a program. Design
changes are made for basically two reasons: first, because the postulated
configuration, when adequately measured, is found to fall outside of allowa-
ble system bounds and, second, because targets of opportunity arise to im-~
prove upon the existing postulated configuration. In either case, after the
design change is made, both the engineer and the economist are dealing with a
new system and must adjust their analyses accordingly. Such changes cannot
be anticipated in advance. If they could, the system would be configured in
the changed configuration in the first place. Thus, analyses are confined to
deal with the current configuration and to base measures of system perform-
ance against this configuration.

After each design change, the program reverts back to a measurement
program and remains such until the next design change. Thus, a development
program can be thought of as series of measurement programs separated by
discontinuties which represent design changes. To view a development program
in this context offers the possibility of achieving a new dimension in the
control of technology development and proarammatic risk.
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9. UTILITY INTERFACE ANALYSIS

An effort was made during this study to identify issues which
might be important concerning the compatibility of the characteristics of
the current configuration SSPS with the demands of electric utilities in the
1990 time period. How an SSPS conforms to the needs of utilities has not
been analyzed and might have a significant impact on system economics. If
some utility interface requirement were found to be critical, such a require-

ment would have to be weighed in the design process of SSPS components
related to that requirement.

Three potential issues were identified by reviewing the present struc-
ture and requirements of utilities and the trends that are projected for the
next 15 to 20 years. Then, the salient performance characteristics of SSPS
were determined in order to examine the effects of variations in these
characteristics on utility design and costs. The most important SSPS feature:
were Tound to be output power level, reliability and power level fluctua-
tions (both predictable fluctuations like eclipses and random ones due, for
example, to atmospheric attenuation).

The approach used for analyzing the effect and criticality of
these characteristics is described below. It should be emphasized that much
more detailed analysis is required--the modelling effort to do so was beyond
the scope of this study. This analysis was intended only to delineate
whether any of the above factors are likely to represent significant economic
issues.

9.1 Effects of Reliability

Electric utilities design their generating and transmission systems
to assure a standard Jevel of reliability (usually a Toss-of-load probability
of one day in ten years*). This requires the utilities among other things
to install greater generating capacity than necessary to meet the expected
peak demand, so that if the peak Toads deviate from the projections or
generating capacity is Jost through unscheduled outages, the Toad will not
exceed the capacity. This installed capacity reserye margin represents a
major cost component for utilities, and great care is taken in system design
and scheduling to minimize the reserve margin required to maintain the
design leyel of reliability. There are severa] different approaches used by
utilities to calculate what the approprjate reserye margin should be. The
approach generally used now is to mode] the sizes and religbilities of the
units in a projected system, determining all of the possible combinations of

This means that, given the sizes and reliabilities of the units in
this system and the projected annual peak Toads, the probability

of the load exceeding the generating capacity is one day (cumulative)
in ten years.
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outages among the units, the resulting Tevel of generation for each combina-
tion, and the probability of this level of generation occurring. These
probabilities of generation leyel are combined with a projected probability
distribution of daily peak demands for a given year to calculate the total
probability of some Joss of Joad occurring. If the resulting reliability is
not adequate, more generating capacity has to be added to the planpned system.

There are a number of factors which affect utility system re-
1iabiTity which ought to be included in such a model. The size of a new
unit will create a disproportionate increase in the reserve requirement if
it is very large with respect to the other units in the system or large with
respect to the total system capacity. This effect will decrease as other
large units are added and/or as the total system capacity increases. An
example of the trend toward larger unit sizes is proyided in Figure 9.1,
which shows the distribution of sizes of units to be added this decade and
next decade in the Eastern Central Area (ECAR), shown in Figure 9.2. The
total capacity in this area 1is expected to increase from 55 GW in 1970, to
116 GW in 1990. The effect of SSPS unit size is discussed later.
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Another key factor in utility system reliability is the forced
outage rates for the individual units which are determined histopically. A
forced outage is caused by the failure of a component which causes the
immediate or nearly immediate® shutdown of the unit. The experience of the
utility industry is that the largey the unit the higher the forced outage
rate and also that new units have higher outage rates during the jnitial
break-in period (usually the first two years, but sometimes as Jong as six
years). There are other terms used in the industry that relate to rel-
iability, such as "availability", which is the fraction of a time period
during which a generating unit is available for operation whether or not it
is in operation. The difference between the amount of time that a unit has
not been forced out and the amount of time it is ayailable includes the time
for scheduled maintenance and the time it is not used. Since these outages
can be scheduled to occur during off-peak periods when sufficient alternate
capacity exists to compensate for the outage, whereas forced outages are as
1ikely to occur during peak demand periods as during off-peak periods, it is
the forced outage rate that is usually used to calculate the reserye require-
ments.

Increasing the number of generating units in a system and in-
creasing the number of interconnections with other systems through power
pooling both have the effect of reducing required reserve margins. The
seasonal distribution of peak loads can also have an effect on reserve
margin; if there is wide variation between seasonal peaks, then planned
outages can be scheduled for lower demand seasons without requiring reserve
capacity. If, however, the load is fairly balanced from season to season,
then it may be necessary to install reserve capacity to allow planned
outages, such as those necessary for maintenance.

In recent years the utility industry has been experiencing a need
for increasing reserves, primarily because of the introduction of large
(800-1000 MW and larger) new units to systems composed of much smaller (100-
300 MW) units. In addition, the reliabilities of the new units have, in
many cases, been substantially below their expected levels. With unit size
levelling off in the future and with power pool interconnections increasing,
the reserve margin might be expected to decline, so long as load Tevelling
(the balancing of seasonal peak demands) does not force the installation of
reserve capacity to allow for scheduled outages.

SSPS reliability is expected to be high because it is a Targely
passive, decentralized system, which does not involve high temperatures or
pressures or rotating machinery for the generation of power. These are.
factors which contribute to the high forced outage rates of new, large
units.

*A shutdown immediately or up to the yery next weekend is defined
as a forced outage on the basis of which the reserye margin is de-
termined. If the shutdown can be postponed unti] the weekend, it
is treated as a planned outage which does not require reseryé
capacity.
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Availability rates are used in calculating the cost of power from
baseload generation plants, becayse availability rates account for the time
that a plant is not able to produce power due to maintenance op other
scheduled outages. The effect of availabijity on the cost of power can be
significant, especially for capital-intensive generation methods such as
nuclear reactors or SSPS. Based on cost data provided by Arthur D. Little,
Inc.,* the total busbar energy cost has been calculated as a function of
unit availability,** for three different generation systems: Jight water
reactor, 1iquid metal fast breeder reactor and direct coal-fired plant.
These relationships between energy costs and generating unit availability
are displayed in Figure 9.3. Given that SSPS availability is expected to be
about 95 percent, it is clear from Figure 9.3 that SSPS could tolerate a
somewhat higher 1life cycle cost per kilowatt and still produce power at the
same energy cost. Light water reactors currently are designed for 80
percent availability; and SSPS operating at 95 percent availability (Case A)
could cost approximately $70/kW more than the Jight water reactor and produce
power at the same capital equipment cost. The industry-wide experience for
light water reactors at the moment is closer to 65 percent®**; if this value
remains unchanged, an SSPS costing $200/kW more than the nuclear plant (Case
B} could produce power at the same capital equipment cost. Thus, the Tevel
of reliability projected for SSPS could be an important economic factor.

In addition to reliability, SSPS size in both absolute and rela-
tive terms is an important consideration in calculating the system reserve
requirements and accompanying costs resulting from the introduction of an
SSPS. A simulation which would estimate the cost effect of the addition of
SSPS's to realistic representations of utility systems projected for 1995
could not be conducted within the scope of this study. However, an examination
was made of the effect on reserve margin requirements of adding an SSPS to
several systems, each containing units of uniform size and reliability, over
a range of system sizes that might be typical in the future (30-50 GW). The
results are presented in Figure 9.4. The unit sizes used were 1 GW and 2.5

*
These cost data were proyided for use in the "Space-Based Solar
Power Conyersion and Delivery Systems Study--Interim Summary
Report," March 13, 1976.

k&

A single value for installed cost for each system was given. This
installed cost was factored up by the avajlability rate in calcu-
Tating the cost of the capital component of the total busbar energy
cost. A uniform increment appropriate to each system was added to
cover fuel, operation and maintenance, taxes and insurance; hence,
the only factor that was varied was the cost of capital; as affected
by availability. :

*kk .
This lower availability is the result of a number of factors in-
cluding rapidily increasing unit size, non-standardized construction,
safety shutdowns and the fact that a large number of units ars rel-
atively new and still in their break-in period.
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GW, and the forced outage rates used were 8.7 percent* and 15 percent®*
the 1 GW plants and 22 percent*** for the 2,5 GW plants.

The approach used in this analysis was to' determine for each of
the system configurations (1 GW units at an 8.7 percent outage rate, 71 GW
units at a 15 percent outage rate and 2.5 GW units at a 22 percent outage
rate) the necessary installed capacity reserve margin needed -to insure the
one-day-in-ten-years loss-of-Joad probabhility used by most utilities as a
reliability standard. These reserye calcylations were-conducted both for a
given configuration system without an SSPS, and for the same type of system
with an SSPS accounting for 5 GW of the total capacity. These calculations
were conducted for three different leyels of SSPS forced cutage rates.

The above analysis assumes that the Toad is constant at the rated
system capacity. In reality, however, the Toad equals (or exceeds) the
rated system capacity for only a fraction of the time. Thus, the actual
reserve margins required to achieve the stated loss-of-Joad probability
are less than those indicated in Figure 9.4. Subsequently, the above
analysis was performed also for a loss-of-load probability of one day in
one year. The results of this exercise are shown in Figure 9.5. Compari-
son of Figures 9.4 and 9.5 indicate that the reserve margins required for
a system with an SSPS should be reduced more than those required for a
system without an SSPS as the loss-of-load probability requirements are
relaxed. However, the effect of loss-of-load probability on the differ-
ential reserve margin requirements between systems with and without an
SSPS is not substantial.

In summary, it can be noted that the inclusion of an SSPS is sometimes
advantageous (that is, it reduces the required reserve margin) and
sometimes disadvantageous, depending upon the system size and the reliability
of the constituent units with an advantage for SSPS in systems comprised
of larger conventional power plants. Whether or not the SSPS is advantageous
also depends on the reliability of the SSPS.

*This yalue is an average between the future mature fossil piant and
the future mature nuclear plant forced outage rates projected by the
Mortheast Regional Advisory Committee to the Federal Power Commission.
These values are optimistic compared with present experience.

**This value represents a typical system forced outage rate for
present power pools.

ek . .
This value corresponds to current experience with new large generatling

units. Whereas improvement upon this Tevel 1is expected in the future,
it has been used here as a pessimistic value.
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The purpose of this examination was to determine whether or
not the instalied reserye requirement posed by SSPS might be critical.
From this analysis, reserve requirements do not appear to represent a
critical economic issue. In fact, under certain circumstances, an SSPS
may reduce the necessary reserye margin.

Further study is needed both to determine what the Jikely
reliability level will be for SSPS and what the affect of an SSPS of
such a reliabiTity would be on a realistic representation of utijity
systems with the unit size and reliability characteristics that might be
expected in the 1995 time period. Such analysis should also include the
affects on system reliability of system interconnections and pooling.*

9.2 Effects of Solar Eclipses

An SSPS satellite in geosynchroneous orbit wil] experience
eclipses around midnight of varying durations in the periods surrounding
the two equinoxes, as shown in Figure 9.6. These eclipse periods occur
during times that are daily and seasonal "valleys" in demand for nearly
all utilities. Representative daily and seasonal load cycles are shown
in Figures 9.7 and 9.8, respectively.

Given that the eclipses occur during off-peak periods and that
they are predictable, so long as sufficient alternate generating capacity

137
45 Days )
60 Days < * 45 et
—a o
D Days - N JDays
100 72 Min
Echpse A A
Time, 50~
Min/Day ' /,
0 T ¥ T | T —
Jan 1 50 Mar 150 200 Sep 300
21 21
Time, Days

Figure 9.6 Duration of SSPS Eclipses at
Synchronous Equatorial Orbit

*Arthur D. Little, Inc. 1is presently under contract to the Jet
Propulsion Laboratory to study this probiem.
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is available, an SSPS eclipse may be treated as a planned outage not
requiring installed reserve capacity. The costs then associated with an
eclipse are the marginal costs of whatever alternate capacity is used to
generate power during the eclipse period. The costs of alternate gener-
ation means ‘have been assessed parametrically, and the results are pre-
sented in Table 9.1. The costs associated with an eclipse do not appear
to be critical because in the worst case examined here (having to use
peaking capacity during the duration of the eclipses) the average annual
generating cost of power produced by an SSPS baseload system would only
be increased by 0.5 mills/kWh. )

The scope of this study did not allow examination of the
assumption of alternate capacity being available, as power during an
SSPS eclipse would probably be-provided by power pooling or other inter-
connections between utility systems. The size of power pools and the
number of interconnections is growing. (An example of this expansion is
provided in Figure 9.9.) It was noted in the example in Section 9.1,
that the Eastern Central Area Reliability Coordination Agreement will
oversee an installed capacity of over 100 GW in 1990. The effect of
this pooling would be to reduce the cost of providing power during an
SSPS eclipse. However, with SSPS satellites displaced by 2400 km in
synchronous orbit, during maximum eclipse periods, seven satellites
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Table 9.1 Annual Generation Costs of Alternate Sources to Cover SSPS
Unit EcTipse Time
_—
Source of ! .
A]terna?e Capital Cost Fuel Cost Operation Annual Cost
Generation ($/kW, 1974) (mills/kWh, 1974) Time* (hours) ($, 1974)
Baseload ¢
Plants -- 6.0 135 4.05 x 10
Intermediate : )
Load Plants - 14.0 135 9.45 x 10°
Peakioad 6
Plants 150 30.0 135 22.01 x 10

*Operation time assumes one and one-half ours of operation per eclipse period
to account for start-up time.

would be occulted at any point in time; hence, a given power pool area
might be faced with replacing the capacity of several SSPS's during an
eclipse period. The interaction of the effects of pooling and multiple
occlusions is a complicated one requiring further study. An additional
concern for further study should be the extent and effect of occultations
of one satellite by another.

9.3 ' Effect of Power Fluctuations

The transmission frequency (2.45 GHz) of the current configura-
tion SSPS was selected, in part, because of its relative insensitity to
attenuation by atmospheric constituents. According to the Microwave
Power Transmission System Study [13] the greatest fluctuation in power
level that might be expected from attenuation due to atmospheric effects
such as heavy rain (50 mm/hr} is + 1 percent. Electric utilities are
not able to sustain substantial fluctuations of power for significant
periods of time without equipment damage. The daily operating reserve
of utilities is composed of standby capacity that can be brought on-line
within ten to twenty minutes as well as loads that can be interrupted on
short notice (typically one minute).
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If the fluctuations in SSPS transmitted power are sufficiently
rapid, then the effect will be a derating (reduction in the rated capac-
ity) of SSPS. The effect on the cost of power produced by SSPS of
various levels of power fluctuation is presented in Figure 9.10, with
the effect of the expected variation of 1 percent to be an increase of
about 0.2 mills/kWh in SSPS cost of capital,* hence an equivalent increase
in the user charge of SSPS-produced power.

*
This estimate represents a Tower bound in that it does not include
the component of 0&M cost that is directly related o installed

- capacity regardless of operation time.
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This analysis represents a "worst case" approach in that it
assumes that fluctuations in transmitted power would render a certain
percentage of SSPS power unusable, whereas in fact, there-are a number
of economic uses to which fluctuating or interruptible power can be put,
including electrolysis or other automated processes., Howeyer, eyen in
the worst case of power being lost, it does not appear that power fluctuations

within the range currently anticipated for SSPS pose a significant economic
issue.
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GLOSSARY OF TECHNICAL UNITS ANb ABBREVIATIONS

centimeter (10"2 meters)
gram (10h3 kilograms)
gigahertz (109 cycles per second)
gigawatt (109 watts)
efficiency (decimal fraction)
kilogram (2.2045 pounds mass)
kilometer (103 meters)
kiTovolt [103 volts)

kilowatt (10° watts)
kilowatt-hours

meter (3.2808 feet)
miTlionth (10_6) of a-meter

6 watts)

3

megawatt (10
milliwatt (107" watt)

radio frequency interference
1353 megawatts per square kf]ometer

standard deviation
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APPENDIX A

ECONOMIC METHODOLOGY

The purpose of this appendix is to present a detailed review of
the economic concepts and analytical constructions used in this report. The
objective is twofold:

. To provide the reader with the means to verify the
study's results and substitute alternative input data
and assumptions if desired, and

¢ To provide a reconciliation of the approaches used in
this study with those of other energy-economics studies.

The basis for the first objective is clear. Regarding the
second objective, it is all too often that due to the lack of complete
information and inconsistency of approaches among energy-economics studies,
comparisons are impossible. In this appendix, the minimum information .
required to make interstudy comparisons is established.

The following topics are addressed:

'] Methodology for Comparative Economic Analysis of
Electric Generation Systems (A.1)

e Computation of the Present Value of Capital and the
Equivalent Annuity (A.2)

. Reconciliation of Alternative Approaches for Computing
the Present Value of Capital and Equivalent Annuity (A.3)

] %ompgtation of Economically Justifiable SSPS Unit Cost
A4

) DDT&E Payback Analysis (A.5).

Al Methodology for Comparative Economic Analysis of Electric
Generation Systems

Figure A.1 illustrates the cash flow profile of a representative,
1 GW electric power generation system. The cash flows required for the
construction of the system are represented by the values, $110 million
per year (Ct) over the period 1991 to 1995. The capital payback (At) is
represented by the values, $41.7 million per year over the 30-year opera
tional 1ife of the system.

In the example shown, the constant dollar cost of the plant is
$440 per kilowatt and these costs are distributed equally over the
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4-year construction period.* According to the formula provided for compu-
tation of present value, the {1975) present value of the cost of capital
is $368.40 per kilowatt. The capital recovery payment (annuity over the
30-year operational period of the plant) is a value such that its (1975)
present value equals that of the present value of the capital. Thus, at the
stipulated discount rate, 7.5 percent, the annuity (At) is a cash flow re-
ceived by the providers of capital to the utilities (Tenders and equity
owners) such that they (in 1975) are indifferent to holding $368.40 or
receiving an annuity of $41.70 per year over the period 1995 through 2025.
This present value concept is expanded below with the use of Figure A.2
which provides an additional example.

Assume that a particular technology subststem of the SSPS were
estimated to cost $380 million and that the costs of development would be
expended--evenly--over the period 1985 through 1990. A1l expenditures
would be paid out at the beginning of each year, that is, $76 million would
be expended at the beginning of each year for five years. Using the formula
provided in Figure A.1, the present value of this expenditure is computed
to be $161 million. This is the value which is economically equivalent 1in
1975 to $360 million expended in the way assumed, that is, five equal pay-
ments. That is, a "rational" economic being would be economically indiffer-
ent between having a bank balance of $161 milljon (in 1975) and receiving
$76 million per year for five years starting at the beginning of 1985.

As illustrated in Figure A.2, a $380 million DDT&E expenditure
could be financed with an initial bank balance of $161 million starting in
1975. The present value, $161 million, is a function of (1) the discount
rate, (2) the year that the expenditure begins, and (3) the expenditure pat-
tern. Higher interest rates and/or an earlier expenditure start would re-
luce the present value, and vice versa.

As shown in Figure A.2, $161 million put in the "bank" would
zompound at an annual rate of 7.5 percent to $325 million at the beginning
>f 1985 when the first "withdrawal® of $76 million is made. This would re-
luce the "bank balance" which would, in turn, increase by the interest
“eceived -over the year; and then another $76 million payment would be made,

ind so on. After the last $76 million payment, the balance would be reduced
0 zero.

The computed vatue of A, the economically equivalent annuity,
's a function of the parameters shown, that is, M, the date of the beginning
f construction, N the date of the beginning of operation, 0 the end of
peration and R, the discount rate. The most sensitive parameter is R--

———

k3
The assumption of equal distribution of costs over the construction
period is only for purposes of example. Certainly, the present value
of capital may be computed under any distribution of outlays. i
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the higher the value of R the greater the annuity must be to yield an
equivalent economic value, and vice versa.

To the value of A must then be added the "recurring" costs of
the electrical generation system, that is, values for taxes and insurance,
operations and maintenance and, in the case of the terrestrial systems,
fuels.

A major point to be emphasized is that "constant doilars" not
“current dollars” measure the economic cost of a project. Unless it can
be shown that there will be differential inflation among the cost components
of a plant, the correct approach is to use constant dollars.

While the recent experience has, indeed, evidenced a higher
rate of inflation for fuels than other generating systems' cost components,
the historical data show that over the long-run, relative price changes
in these categories have been essentially equal. It is assumed, therefore,
that the recent dramatic (differential) inflation in fuels will be a
short-run phenomenon, and by the time period in which the SSPS or terrestria
systems would be constructed {around 1995) the relative prices will have
readjusted themselves to their long-run historical relationships. The
issue is that we do not know what the rate of differential inflation may
be over the next 20 years, and it is deemed preferable to make the
neutral assumption--which, again, is in line with the historical trend--
that over the long run the relative rate of inflation among the cost com-
ponents will be approximately equal. On the other hand, to the extent
that it is believed that differential changes in the real economic cost
may be expected, that is, relative prices of fuels, etc., these should be
introduced into the analysis.

The discount rate chosen for this study, 7.5 percent, is
economically conservative with respect to the SSPS. This rate has the
effect of placing a relative cost burden on the SSPS, since it is the
most capital intensive of the systems being compared. Other studies®
have indicated a required real average rate of return (between equity
and debt capital) for the future funding of electric utilities to be
about 5 percent. We have elected to use a higher discount rate for two
reasons: one, to introduce a risk factor for uncertainties in the
development and operations in the SSPS system and two, to reflect the

U.S. Federal Energy Administration, Project Independence Blueprint
Final Task Force Report - Finance, November 1874,

The Aerospace Corporation, Power Plant Economic Model, Program
Description/User's Guide (ATR-73[7417-16]-1, June 1974.

Hass, J.E., E.J. Mitchell and B.K. Stone, Financing the Energy
Industry, Cambridge: Ballinger Publishing Company, 1974.
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idea that SSPS--at Teast in its earliest stages--may be a mixed public/
private enterprise. Currently, a discount rate of 10 percent is being
used to evaluate public projects. The 7.5 percent used would represent,
therefore, an averaging between the real rate of return that is required
by a commercial venture (5 percent) and that which is expected to accrue
to purely public ventures (10 percent).

A.2 Computation of the Present Value of Capital and the Equivalent
Annuity

Figure A.3 contains a summary of the methodology used for com-
puting the present value of capital and the (economically) equivalent

annuity. The numbers in parenthesis represent the step-numbers identified
in the figure.

-

The "constant-dollar cost" measured in units of dollars per
kilowatt (1) is divided by the "mature plant availability factor® (2).
This equals the "adjusted constant dollar cost” measured in dollars per
kilowatt (3). This value, divided by the "length of the construction
period" measured in years (4} equals the "adjusted constant doilar cost”
of capital per year measured in dollars per kilowatt (5). This value and
others (the discount rate [R] and the number of compounding periods per
year [N]} as given in (6) are inputted to an equation {(7) to compute the
"present value of capital" at t=0 (8). This result and the other parameters
in (9) may be inputted into an equation (10) which computes a value for
the annuity that must be adjusted to account for the waiting (construction)
period. This adjustment is done with the value generated in {11}. This
yields the equivalent annuity {PMT*), the dimensions of which are dollars
per kilowatt per year. This value if received annually over the payback
period would yield a present value equal to the present value of the capital.
If a result in units of "mills per kilowatt-hour" is desirable, the next
step is to -divide the result in (12) by the constant, 8.76, given in (13).
This-equals (14) the annuity value in mills per kilowatt-hour.

As indicated in Figure A.3, the parameter PMT is the value ob-
tained in (5), Y is equal to the construction period in years given in (4),
N is equal to one (the number of compoundings per year) and R is the discount
rate. In (9} the parameter, PV, is the result obtained from (8), X is
equal to, the payback period {assumed to be 30 years), N is equal to one
and R is equal to 7.5 percent. The value, 8.76, given in (13) is the
well-known conversion factor used to adjust dollars per kilowatt-year into
mills per kilowatt-hour.

A.3 Reconciliation of Alternative Approaches for Computing the
Present Vatue of Capital and Equivalent Annuity

Figure A.4 illustrates a reconciliation between various approaches
that are used for determining the present value of capital and the equivalent
annuity. As will be shown, they yield the same economic results.
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Method I is the apprpach used throughout this study. The example
given is for a direct coal-fired plant operating at a (mature) plant availa-
bility factor of .75. As provided in the previous section, the adjusted
capital costs for an environmentally controlled system, is $440 per kilowatt.
As illustrated in Figure A.4, the capital costs are assumed to be distributed
equally over the construction period, that is, $110 per kilowatt, per year.
The costs are then discounted back to the start of the construction period, .
t=0. The present value at t=0 given a 7.5 percent discount rate equals
$368.40 per kilowatt. The equivalent annuity over the operational period
equals $41.7 per year or 4.8 mills/kwh.

According to Method II (which is the approach that JPL has chosen*),
the present value calculations are evaluated at t=4, the end of the construc-
tion period. According to this approach, the present value of the capital
would be $492.1 per kilowatt. The numerical difference in present value
between Method II and Method I is represented by the shaded area in the
illustration for Method II, and this is usually referred to as "interest
incurred during construction." The equivalent annuity evaluated at t=4
is $41.7 per year, the same as Method I, and hence, the approaches used by
ECON and JPL yield jdentical results. .

The reason that the numerical results for the equivalent annuity
are equal in approaches I and II is explained as follows: In Method I the
present value of capital outlays is calculated at t=0 and revenues do not
accrue until after t=4. Thus, there is a period of waiting (varying for
each dose of capital outlay) before revenues accrue to pay back the capital
expenditure. In Method II there is no waiting period, revenues are re-
ceived in the period immediately following t=4, the reference date for
which the present value of capital outlays has been computed.

Method III is Method II plus a factor provided for inflation
during the construction period. As seen, the capital cost in constant
dollars is the same. There is, additionally, an escalation factor--assumed
for the example to be 6 percent per year--that would raise the total capital
costs by $41.2 per kilowatt. Added to this is the interest accrued during
construction, and considering inflation, this would be $104.0 per kilowatt.
Total capital cost evaluated at t=4 is $585.2 per kilowatt. 1In order to
compute the equivalent annuity, the "nominal interest rate" of 13.9 percent
is used. This is the product of the real interest rate, 7.5 percent and
the inflation rate, 6 percent (1.075 x 1.06 = 1.1395). Thus, under this
approach with a 6 percent per year inflation assumed to be sustained
throughout the 30-year payback period, it requires $83.3 per year (9.5
mills/kwh) to generate revenues with a present value equal to that of the
capital, and provide for a real rate of return of 7.5 percent or $41.7
per year in constant doliars.

*
Doane, J.W. and R.P. 0'Toole, "Baseline Economic Analysis for Solar
and Conventional Central Power Plants," Jet Propulsion Laboratory
Engineering Memorandum, September 3, 1975.
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Each of these methods are economically equivalent. Although
the numerical results may differ, each evaluates the systems to cost the
same amount in terms of economic resources.

A.4 Computation of Economically Justifiable SSPS Unit Cost

Figure A.5 provides the methodology used for computing the
"economically justifiable" unit cost of a 5,000 MW SSPS.

The first input in Figure A.5 is a value for electric generation
costs (in mills per kilowatt hour) of an alternative (competing) system,
item (1). This value must then be scaled up to the annual revenues at a
level of 5,000 Md. The scaling factor is given in (2). This equals the
annual revenues from the generation of 5,000 MW per year, and it is this
revenue which serves as the basis for the computation of the SSPS allowable
unit cost.

Before the capital can be repaid, the SSPS has to pay its annual
operation and maintenance costs, taken here to be $136 million per year
and taxes and insurance which are taken to be 32.2 percent of the revenues.
The use of this Tatter constant requires an explanation.

It is a working assumption that annual taxes and insurance are
equal to 5 percent of capital. This is in 1ine with a "rule-of-thumb"
currently used for terrestrial plants. One cannot, however, use the 5
percent constant in this exercise, since it is the capital itself that is
to be estimated. To eliminate this problem, a "trick" has been devised.
This is to assume that the cost for taxes and insurance would be incurred
in the same proportion to revenues as computed with the original S$SPS unit
cost estimate. Hence, if the capital costs of SSPS are taken to be $7.6
billion, using the 5 percent constant, the value for taxes and insurance
is estimated to be $377 million per year. Summing the annual cost of
-capital ($657 million per year for the capital cost assumed), the value for
maintenance ($136 million per year assumed), and $377 million per year,
the total annual SSPS cost is $1170 million per year. The proportion of
annual costs for taxes and insurance is 32.2 percent of the total.

Subtracting the value for taxes and insurance and operations and
matntenance from the annual revenues, a value may be obtained for the max-
imum economically justifiable annual revenues for repayment of the SSPS
‘unit cost. This value is designated as the parameter, "PMT", and with the
other parameters shown in {7) are inputted into the equation (8) to
obtain the economically justifiable present value (at t=0) of the unit
cost (9). In order to convert the present values into undiscounted dollars,
the result in (9) is inputted along with the parameters given in (10)
into the equation shown in (11). This provides a value for the economi-
cally justifiable annual construction cost of the SSPS. To obtain the
total economically justifiable unit cost, this result is multiplied by the
value of the parameter "X" given in (10) which is the length of the:con-
struction period--in years. The product of the result in (11) and (12)
is the economically justifiable (5,000 MW) SSPS unit cost given in (13).
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A.5 DDT&E Payback Analysis

A methodology for performing SSPS DDT&E Payback Analysis is
T1lustrated in Figure A.6. Inputs to the analysis are the SSPS buildup
profile (1) and.the present value of the SSPS DDT&E (2). Although the
exact date to which the DDT&E is discounted is arbitrary, it is, in this
example, 1975.

An assumed SSPS buildup profile is given in Figure A.7. As
indicated, with an injtial operational date (I0OD) of (end of) 1995, by
the {end of) 1996 there would have been one SSPS revenue-year. According
to the build-up profile there would be a build-up rate of two SSPS per
year until 2000, and after that, four per year through 2025. The cumulative
number of 5 GW operational units at the end of a given year, t, would be
as indicated in Figure A.7.

The second input to the analysis is the present value of the
SSPS DDT&E (2). Here, this value in undiscounted dollars is assumed to
be $44 billion.

The next step (3) is to solve for "delta revenues" (R*) per SSPS
such that the (1975) present value of R* equals the {1975) present value
of the DDT&E. Examples of the calculations of R* for 1996, 1997 and 1998
are provided in Table A.1.

Table A.1 contains examples of the méthod for computing the
SSPS DDT&E Payback Function.

By (end of) 1996, t--which for purposes of discounting back to
1975--is valued at "21." There is one SSPS operating for one year. To
solve for R*, the present value of R* is set equal to the present value
of the SSPS ODT&E. The computed value is, of course, a relatively Targe
value, and one would not expect that a single operational SSPS could ever
repay the.DDT&E. 1In 1997 (t+1) there would have been one SSPS operating
-for two-years and three SSPSs operating for one year (the original SSPS
would be ‘operating for two years and the two additional SSPSs with a
1996 10D would have been operating for one year). The method would be to
solve for an R¥ such that its present value would be equal to the present
value of the DDT&E. 1In 1998 (t+2) there would be one SSPS operating for
three years, three SSPSs operating for two years and five SSPSs operating
for one year, and so on.

As indicated in Figure A.7, the values of the DDT&E Payback
Function do not begin to fall into a reasonable “range" until about 2005
when 29 SSPSs will have been operating for at least one year, leading to
a value of R* of about 20 mills per kilowatt hour.

As stated in the report, the DDT&E Payback Function becomes
asymptotic to the x-axis as the alternative electric generation costs
approach 27 mills per kilowatt hour. This is explained by the discounting
phenomenon which reduces the present value of future revenues.
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Table A. 1 Methed for Estimating the S$PS DDT&E Payback Function
(END OF) SOLUTION FOR (R*)!: ANNUAL REVENUES
YEAR S5PS BUILD-UP SCENARIO PER OPERATIONAL %3103 My sSps2
*
1996(t) 1 $SPS operating for 1 year (1975)py= $16.5x10%= Tf%FTt'
s R*
1997 (t+1) 1 SSPS operating for 2 years (1975)PV= $16.5x10% ,R% 4-51——Tt 1
3 SS5PS operating for 1 year . SRS LY
1998(t+2) 1 SSPS operating for 3 years (1975)PV= $16.5x10°%= T{¥1Tt+ T%%;rt+1+T%%;Tt+z.
3 SSPS operating for 2 years r
5 SSPS operating for 1 year
. 9 R* 3RH 109R*
2025(t+29) 1 55PS operating for 30 years (1975)PY= $16.5x10°= Tu——7t+rw——7t+ + o, +T__—Tt+29
3 3SPS operating for 29 years Thr Thr ! I+r

109 SSPS operating far 1 year

1. R*=Required annual

2. r=.,075 (7.54), t=2]

revenues per SSPS
To convert to mills per kilowatt—

in year t+M for DDTAC recovery.
hour, divide result by: 8.76(5.105).

851



159

To the value of R* is added the unit SSPS costs shown in (4)
as {R) and is estimated {under the above assumptions) to be 26.7 mills
per Kilowatt hour. R¥*--which is a unique, interest rate-dependent
value--is added to the value, R, which is constant, and the result is
given in Figure A.6 as (5)., the cost of electric generation of alternative
system such that the SSPS DDT&E is reacovered by year t. This is the
ordinate of Figure A.7. The reason that the ordinate and the result in
(5) is given as the cost of alternative generation systems, is that we
assume that SSPS would not be used if there were alternative systems availa-
ble that would provide equal generation capabilities and electric power
at lower cost.
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APPENDIX B
UNIT PRODUCTION COST MODEL

The following is a Tisting of the equations incorporated in the
Unit Production Cost Model. (A description of the cost model is found in
Section 4.2.) The definitions of the variables used in these equations
have been gathered together at the end of each cost model in order to avoid
repetition. The model is documented first in its final form as it was used
to evaluate unit production costs for Programs IV and V. In an earlier form,
the model was used to evaluate unit production costs for Programs I, II and
III.  The cost model in this earlier form is also documented separately in
this appendix. The model in its present form is described below.

B.1" The Present Unit Production Cost Model
Satellite Mass
A ) PIN
B P F Nerp
Mspp = Mg Ag
A . (ngep - 1) A
¢ NeONC
Msac = Meac Ac
Msre = Mgpe (A + Ag)
Mstee T Memye (A AR
Mstom = moqew (V2rg TAg + AT + v Dy
ManTs = Mants Pant
M

ANT PD = ManT pD Pant
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"oc-rRF . = Mpc-rr Poc-rr

e = yg Ppeopr

MaNT-INT = Manrornt PanToINT

Moce = r“‘PCE PpcE

Mant = Mants * Mocere F Mag * Mant-In * Mpce * ManT PO
"ror sar = Msag * Msac * Mste * Morwe * Mstom * Mant * Mugsc

Construction Base:Mass

Meg = (meg ¥ Moy Pepspeq + My Pepsreq * MRos! e * Mop + Map

Masses Related to Interorbit Transportation

Neaew \ ¥ forot
N = =
POTV TpoTy RoonsT
MooTvpRP Noory TroTvere
M *
wo = | Mo )TN
PPT T T
_ 1
Neorv = (MTOT sat * Mg * (173 Mporypgp + (1/3)MPPT) feory
. _ Meov |
COTV Teotv Lirg | COTV

—

*
Integer rounded up.
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. . Nooty .
POTY TooTv LIFE POTY
Meotvere = Meorv foere
2 My, \*
) p/L
MCPI = (——?¥——) mT a.
MyodVy
) . ars’a,
ALS
_ : A (Vo - 1)
Mazs prop = MyoT sat) . _A%S ﬁI?)(] -
AIS %a1s AIS‘
" _ Mars prop (T - Ay
TS Xars
Mazs prop |*
Morop DEPOT T fr ) Mmar’t Mppt * Mepr
Total Mass to LEQ
“rove = Mporvere * Meorvere * Meorv * Mooty * Mars prop * Mars
* Mbrop DEPOT
“eo 7 Mea * Miowe * Mror sar
LEO Launch Cost
) ) " Eo
HLLY Mo, fLoap
N
Moy - Ny
THUS LIFE

*Integer rounded up.
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N e HELY
HLS fuLs LIee
" feroT

o MNeppw v

NSHuTTLE = - CONST
SHUTTLE

X . NshurTee
S UNITS fs Lire
Gy T Cheey Macy * Maus Sus * Mais Sas
CSHUTTLE = SSHUTTLE NShuTTLE * S5 uniT Ms uniT
‘e .. 7 CsyutTie * Shwy

Construction Base Cost

Cep = 2cs(Cr * Sy Prpspeg * Sp2 Pepsreq  Sros) * Cap Map

* Cop Mop

LEQ-GEQO Transportation Cost
N

c : cov ) oo, _Meorv Vo,
LEC-GEQ feorv Lire) SO0\ Fpory Lypg | POTY

SorpMpoTvpRe * MeoTVPRR) * 2ATS Cars
(MPOTVPRP * MCOTVPRP) *

* Ca1s prop Mars prop * ST 3T r

*
AIS PROP)

M
tagrC ——
IT ~IT f1r

*
Integer rounded up.
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Satellite Procurement Cost

CanT = Spp Pant * Spce Ppee T e Poc-re * Spc-rF Poc-RF
* Cor Payt
Coat = Csag Ag t Ssac Ac * Cste Mste t Cstae MsTie
* Corem Mstem ¥ Cant T Smrsc Mvrsc
Ground Station Cost
a4
5 10 6
A = T — —2 ] x 10
RECT (4) PSYR (51n E)
Cerp sTaT = CrecT PrecT * CinTerr Pintere * Cpe
Total Unit Production Cost
Cupc = Cuce* Ceo-geo * Cce * Csat * Caro sTAT

Definitions of Unit-Production Cost Model Variables

Following is a listing of the definitions of the variables used
in the unit production cost model, in the order of their initial appear-
ance in the model.

'AB = area of solar blanket (kmz)
PIN = power input to the solar array (kW);
Pout
P F e
N jid

whare POUT = power output at the rectenna busbar
(kW; beginning of Tife, b.o.1.)

il = system efficiency chain (i.e., the products of the
efficiencies of all of the system components);
I = nse Ngapp MANT-INT MANT PD "DC-RF "pc MIoN PROP

NatM PROP MBC "RF-DC "RECT PD

where:
ngc = solar cell efficiency (at given concentration
ratio, b.o.1.)
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NsAPD = solar array power distribution efficiency
TANT-INT © antenna interface efficiepcy
TANT PD = antenna power distribution efficiency
"be-RF = de-rf converter efficiency
Noc = phase control efficiency
"ION PROP ionospheric propagation efficiency
"ATM PROP atmospheric propagation efficiency
Mo = beam collection efficiency
"RE-DC = rf-dc converter efficiency
"RECT PO rectenna power distribution efficiency {including

utility interface)

) PF = ratio of area of solar cells to area of blanket of
: the current configuration solar blanket (i.e., decimal
fraction of total blanket area that is solar cells)

F = solar flux constant {1353 x 103kw/km2)

Nere .= effective concentration ratio

MSAB = total mass of the solar bianket (kg)

Meap = specific mass of the solar blanket (kg/kmz)

A = area of sclar concentrator as seen by the sun (ka)
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NeoNe = efficiency of the concentrator

Meac = total mass of the solar concentrator (kq)

Menc = specific mass of the solar concentrator (kg/kmz)

MSTC = total mass of the conducting structure (kg)

Moo = ratio of conducting structure pass to solar array
area as seen by the sun (kg/km~) -

MSTNC = total mass of nonconducting structure (kg)

MeTNe = ratio of nonconducting structuEe mass to solar array
area as seen by the sun (kg/km“)

MSTCM = total mass of the central mast (kg)

Mg 1M = specific mass of the central mast (kg/km)

ra = the aspect ratio of a solar array (length/width)

r = factor (>1) to allow for antenna clearance (distance

. between solar arrays divided by the diameter of the

antenna)

DANT = diameter of the transmitting antenna (km)

MANTS = total mass of the antenna structure (kg)}

MANTS = specific mass of the antenna structure (kg/kW)

PanT = power input to the antenna (kW);

b - Pout

ANT "RECT PD RF-DC "BC MATM PROP MION PROP "PC MDC-RF "ANT PD



ManT Po

TANT PD

DC-RF
"DC-RF

DC-RF
DC-RF

TS

ManT-INT

MANT-INT

PAyT-INT
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total mass of the antenna power distribution system {kg)

specific mass of the antenna power distribution system
(kg/ku)

total mass of the dc-rf converters (kg)
specific mass of the dc-rf converters (kg/kw)

power input to the dc-rf converters (kW);
Pout

"RecT PD "RF-DC "BC TATM PROP "ION PROP "PC MNC-RF

total mass of the waveguides (kg)
specific mass of the waveguides (kg/kw)

total mass of the antenna interface (kg)

* specific mass of the antenna interface (kg/kW)

power input to the antenna interface (kW);
Pout

PaNT-INT

Moce

MocE

Poce

PocE
ManT

Mot sat

il

"RECT PD "RF-DC "BC "ATM PROP "ION PROP "PC "DC-RF "ANT PD MANT-INT

total mass of the phase control electronics (kg)

specific mass of the phase control electronics (kg/kW);

power input to the phase control electronics (kW):
P
QuUT

TReCT P RF-DC "BC PATM PROP MION PROP MpeC
total mass of the antenna (kg)

total mass of an operational satellite (kg)
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total mass of the construction base attributed to each
satellite for the purposes of estimating LEO Taunch cost
per satellite built (kg)

basic mass of construction base (excluding external
power system (EPS) and radiation shielding masses) (kg)
[Note: this mass varies with construction base size]

specific mass of the construction base EPS solar
array (kg/kW)

construction base EPS power requirements (kW)
[Note: this power requirement varies with construction
base size and orbital assembly site]

specific mass of the construction base EPS batterie
(kg/ki) '

mass of the construction base radiation shielding (kg)
[Note: this mass varies with construction base size
and orbital assembly site]

factor which attributes a uniform fraction of the
constrgction base to the mass launched for each
satellite built (aCB = T/NSAT’ where NSAT =—total

number of satellites built)

mass of the orbit-Keeping propellant required. by the
construction base during the construction of one satel-
lite (kg)

[Note: this mass varies with the construction base size
and orbital assembly site]

mass of the attribute control propellant required by
construction base during the construction of one
satellite (kg) ,

[Note: this mass varies with the construction base
size and orbital assembly site]

total number of personnel orbit transfer vehicle (POTV)
flights required to rotate construction base crew members
during the construction of one satellite

[Note: the POTY is used only in the case of GED
construction]
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NCREN = total number of construction base crew members {incTuding
support personnel)
[Note: this number varies with construction base size]

ooty = number of personne] that can be carried per personnel
orbit transfer vehicle (POTV) flight

feRoT = rate of crew rotations (number of rotations/year)
R = rate of satellite construction (number of satellites/
CONST
year)
MPOTVPRP = total mass of POTV propellant consumed during the

construction of one satellite (kg)

f = mass of propellant consumed per POTV (round-trip)
POTVPRP flight (kg)

MopT = total mass of POTV propellant storage tanks {kg)

fr = capacity of single propellant storage tank (kg)

. = unit mass of propellant storage tank (ka)

ar - = amortization factor which specifies what fractional
amount of each propellant tank's design 1ife is
"consumed" for each satellite built (aT = 1/design
Tlfe/RCDNST, where design life is measured in years)

NCOTV = total number of cargo orbit transfer vehicle (COTV)
Tlights required to transport the mass necessary for
the construction of one satellite
[Note: the COTV is used only in the case of GEQ
construction] )

fCOTV = payload capability of each COTY, from LEO to GEQ (kg)

Mooty = total mass of COTV's "consumed" during the construction

of one satellite (kg)
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design Tife of a COTY (number of flights)

unit mass of a COTV (kg)

total mass of POTY's "consumed" during the construction
of one satellite (kg)

design T1ife of a POTV (number of flights)
unit mass of a POTV (kg)

total mass of COTV propellant consumed during the
construction of one satellite (kg)

mass of propellant consumed per COTV (round-trip)
flight (kg)

total mass of COTV propellant storage tanks (kg)

ratio of total initial-to-final mass of the advanced ion
stage and payload

total LEO-GEQ mission AV of the ion stage (m/sec)

.[Note: accounts for a two-way trip as well as

maneuvering. )

exhaust jet velocity of the ion stage (m/sec)
total mass of ion propellant (kg)

propellant mass-fraction of the ion stage
total mass of the ion stage (dry)(kg)

total mass of the tanks used as propellant depots (kgq)
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mass of a single fon propellant storage tank (kq)

capacity of a single ion propellant storage tank (kg)
amortization factor for the ion propellant storage tank
total mass of the inter-orbit vehicles and propellants (kg)

total mass launched to Tow earth orbit for the construc-
tion of one SSPS (kg)

total number of heavy 1ift launch vehicle flights
the payload to LEC of an HLLV (kg)

average load factor for an HLLY (what percentage of
payload is used)

total number of HLLV upper stages "consumed" during the
construction of one satellite (this may be a fractional
amount)

design life of an HLLV upper stage (number of flights)

total number of HLLV Tower stages "consumed" during
the construction of one satellite (this may be a
fractional amount) ‘

design 1ife of an HLLY lower stage (number of flights)
total number of shuttle flights
design 1ife of a shuttle (number of flights)

number of personnel that can be carried per shuttle
f1inht
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= [} i

NS UNITS = total number of shuttles “consumed

Chiry total cost of HLLV activity ($)

CHLLY cost per HLLV flight (operations) (§)

Chus = unit cost of an HLLV upper stage ($)

CHLS = unit cost of an HLLY lower stage ($)

CSHUTTLE total cost of shuttle activity ($)

CSHUTTLE cost per shuttle flight (operations) ($)

Cs uNIT  © cost per shuttle unit (§)

CLLC = total low earth orbit launch cost (§)

CCB P = total cost of the construction base attributed to
each satellite for the purpose of estimating the
assembly cost per satellite built ($)

g = basic unit cost of construction base excluding cost
of EPS, radiation shielding and RCS propellants ($)
[Note: since one construction base is assumed to
build the entire fleet of satellites, the cost of
the construction base has been spread over all the
satellites, such that each satellite pays an annuity
at its IOD, the sum of all of which annuities discounted
at 7.5 percent per year equals the present value of the
cost of the construction base at the IOD of the first
production unit--this value is the one shown in the
input data table in Appendix D. This cost varies with
construction base size and orbital assembly site.]

Cpy = specific cost of the construction base EPS solar array

($/ku)

o = specific cost of the cénstruction base EPS batteries -
P2 ($7kH)
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CrDS = cost of the radiation shielding (§)
[Note: this value varies with construction base
size and orbital assembly site]

Cap = specific cost of attitude control propellant ($(kg)
Cop = specific cost of orbit-keeping propellant {$/kg)
Clpo-geg =  total cost of LEO-GEO transportation (§)

Seoty = unit cost of a COTY (3)

CpaTy = unit cost of a POTY ($)

Cppp = specific cost of OTV propellants ($/kg)

Cars = unit cost of the advanced ion stage ($)

N ) = amortization factor of the ion stage

CATS PROP ° spegific cost of the ion stage propellants ($/kg)
.cT N = unit cost of an OTV propellant storage tank ($)

Crt = unit cost of an ion propellant storage tank ($)
Cant = total procurement cost of the transmitting antenna ($)
tpp = specific cost of antenna power distribution {$/kW)
CpcE = specific cost of phase control {$/kW)

ue = specific cost of waveguide ($/kW)

ChC-RF = specific cost of dc-rf converters ($/kW)
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specific cost of antenna structure ($/kW)
total procurement cost of an operational satellite (§)
specific cost of solar array blanket ($/km2)
specific cost of solar concentrator ($/km2)

,
specific cost of conducting structure ($/kg)
specific cost of nonconducting structure ($/kg)
specific cost of central mass ($/kg)
specific cost of misce1]aneous‘equipment ($/kq)
total area of the rectenna site'(mz)
power output level of system after five years, where

p =P 5
5YR uT (§T§§§)

elevation angle 'of the power transmission beam (°)

‘specific cost of the rectenna ($/m2)

specific cost of the power interface ($/kW)

power input into the utility interface (kW);
Pout

p = —=L_
INTERF ~  Tpeer pp

cost of the rectenna phase control electronics ($)
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B.2 The Unit Production Cost Mode]l Used to Evaluate
Programs I, Il and III

Satellite Mass

A 5 IN
B Pe F ngge

Msas = Mgag Ag

N o ngpe - 1) A
¢ coNe

Msac = Mepe Ac

Mere = mgre (Ag * Ag)

MG = Morye (Ag T AL

Msrem » = Wgroy (V2rg (Ao #RGT + v Do)

Mawrs T Mants Pant

Moc-rr = Moc-rr Poc-rF

Mg = M Poc-re
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Mawr-IN = MawtoInT PanT-InT
Moce = Toce Ppce
Mant = Manrs * Mpcere F Mg * Mantoint * Mpce
Mot sat Msag * Msac * Mstc * Msne * Msom * Mant * Mursc
Assemp]y Equipment Mass
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MproP DEPOT
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LEQ Launch Cost

NytLy

Ny UNITS
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“heLy Moy S ot My ounrt

Morop DEPOT

(Voy-e = 1)
Mggo 575 * Mror sar) - A%s Alf)(1 ——y
AIS ~ ‘%aIs AIS
Mars prop (1 - ars)
1 Mars
M Mo, L M
. fLH + oy fLox +mpy AI? PROP
LHT LOXT IT
Meag T MreLe ¥ Mag prop Tt Mrug
"eva ¥ Muanze * Meeo /57 Maeo /s * Ms/s Res
Mot * Mars * Mier prop * Mats prop * “CREN
Mumae * Mvae T Move * Mrot sat
M o
Mo/L. TLoap
Nyt Ly
f
H LIFE
T T
v _consTLEo . Teonst gro
fsuutTLE fsuuTTLE
NShuTTLE
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= C
ConuTTLE SHUTTLE MswuTTLe * S5 untT Ns unrt

C = C

LLC c

SHUTTLE * iy

Space Station and Assembly Cost

Cwae = °rag “Fag %ras * STee MTELE 2TELE * CAE prop MaE PROP
* Cue Mue 2tue * aro op MreLe Tero ToonsT Leo

Cvae = eva Meeo * Ngeod Trva * Svante Meante @mante * € Leo $/S
Meo s/s 3Leo s/s F Caeo s/s Meeo s/s aro s/s ¥ Cs/s RES
Msss res * (Nieo Teonst Leo * Meeo ToonsT ceo) Sopep

Csysed ™ Cumae * Cmac

LEO-GEQ Transportation Cost

Cleo-eeo = Cier 2ot * Cars ars t CieT prop MLcT ProP * CATS PROP

Y Y
ars prop ¥ Corew Ycrew t CLaT EH 3t F CloxT 0K

fLHT floxT

Ma1s PrOP @

C
3 gxt T LT .
IT

IT

NOTE: The ratios MLH/fLHT’ MLOX/'FLOXT and MAIS PROP/fIT are integers

rounded up.

Satellite Procurement Cost

Cant * %o Pant * Spce Poce * g Poc-rF * Cpc-rF Pocegr

+ Cor Ponr
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Csar = Csag A8 T CSsac Ao * Cstc Mste * Sstive Mstae * Sstem

Morem + Cant ™ Smrsc Mursc

Ground Station Cost

Cero sTAT = SRe Pre-pc * CstrucT PRr-pc t CinTERF TINTERF
* Spc Prr-nc
Total Unit Production Cost
Cupc = Ciic * Cleo-geo T Cssea t Csat T Cerp sTAT

Definitions of Unit Production Cost Model Variables

Following is a listing of the definitions of the variables used
in the unit production cost model, in the order of their initial appear-
ance in the model.

Ay = area of solar blanket (ka)
PN = power input to the solar array (ki);
_ P
Py 7 QT

where POUT = power output at the rectenna bushar
(kW; beginning of Tife, b.o.1.)

In = system efficiency chain (i.e, the products of the
efficiencies of all of the system components);

T = Nse Nsapp MANT-INT PANT PO "DC-RF Tpc "'TON PROP

IATM PROP MBC MRF-DC TRECT PD
where: )

Nge = solar cell efficiency (at given concentration
ratio, b.o.1.}) -

€5



TSAPD
TANT-INT
TANT PD
Npc-RF
Mpe
"ION PROP
TATM PROP
“BCA
RF-DC

TRECT PO

neff
SAB

MsaB
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solar array power distribution efficiency
antenna interface efficiency

antenna power distribution efficiency
de-rf converter efficiency

phase control efficiency

ionospheric propagation efficiency
atmospheric propagation efficiency

beam collection efficiency

rf-dc converter efficiency

rectenna power distribution efficiency (including
utility interface)

ratio of area of solar cells to area of blanket of
the current configuration solar blanket (i.e., decimal

fraction of total blanket area that is solar cells)

solar flux constant (1353 x ]03kw/km2)
effective concentration ratio

total mass of the solar blanket (kg)
specific mass of the solar blanket (kg/kmz)

area of solar concentrator as seen by the sun (kmz)
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Neone efficiency of the concentrator

MSAC =  total mass of the solar concentrator (kg)

Meac =  specific mass of thé solar concentrator (kg/kmz)

MSTC =  total mass of the conducting structure (kg)

Merc =  ratio of conducting structure gass to solar array
area as seen by the sun (kg/km?®)

MSTNC = total mass of nonconducting structure (kg)

Merne = ratio of nonconducting structure mass to solar array
area as seen by the sun (kg/km<)

Morom = total mass of the central mast (kg)

MsTep = specific mass of the central mast (kg/km)

ra = the aspect ratio of a solar array (length/width)

. = factor (>7) to allow for antenna clearance (distance
between solar arrays divided by the diameter of the
antenna)

DANT = diameter of the transmitting antenna (km)

MANTS = total mass of the antenna structure (kg)

MANTS = specific mass of the antenna structure (kg/kW)

p =  power input to the antenna (kW);

ANT p
. QuT
P =

ANT " npeet po ™Rr-0oc M8c MATM PROP M1ON PROP pc OC-RF TANT PD
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Myere = total mass of the de-rf converters (kg)
Moc_pe = specific mass of the dc-rf converters (kg/kW)
p = power input to the dc-rf converters (kW);
DC-RF P
- QuT
Pc-R * 7 n Npe N n
RECT PD "RF-DC "'BC "ATM PROP "1oN PROP "pc MDC-RF
Mwé =  total mass of the waveguides (kg)
T = specific mass of the waveguides (kg/kW)
MANT-INT =  total mass of the antenna interface (kg)
MANT-INT specific mass of the antenna interface (kg/kW)
PANT-INT =  Power input to the antenga interface (kW);
ouT
NT-INT "RECT PO "RF-DC MBC "ATM PROP MION PROP "PC MDC-RE MANT PD MANT-I

MPCE = total mass of the phase control electronics (kg)
Moce = specific mass of the phase control electronics (kg/ kW)
PPCE = power input to the phase control electronics (kW);

o - Pour

PCE et pp MRF-0C MBC "ATM PROP TTON PROP PPC
ManT = total mass of the antenna (kg)
MTOT SAT total mass of an operational satellite
MMISC = total mass of miscellaneous equipment (kg)
3 = percentage of total satellite mass to be assembled

by man (input)
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M = total mass of satellite to be constructed by on-orbit

MANNED personnel (kg)

MREMOTE =  total mass of satellite to be constructed by remote
control (kg)

TMANNED =  total man-days of construction time

RMANNED = rate of manned assembly (kg/man-day)

TREMOTE =  total machine-days of construction time

RREMOTE = rate of remote-controlled assembly (kg/machine-day)

. bi 1

NLEO = number on-orbit personne

fTELE Ay - factor to account for downtime of teleoperators (i.é.,
the percentage of the time they are available)

fT =  factor to account for percentage of time that
teleoperators can be doing useful work

TCONST LEO total construction time in Tow earth orbit (days)

fM = factor of productivity account for operations in
space {productive time/total work time)

fs = number of shifts per day

NTELE = number of on-orbit teTeoperatqrs

NFAB = total number of fabrication modules

*Throughout this cost model numbers of items which must be integers
are taken as integer values rounded high (e.g., 2.3 becomes 3)
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RFAB = rate of fabrication of modules (kg/days)

fFAB = factor to account for fabrication module downtime
(i.e., the percentage of the time the units are
available)

Mcap = total mass of the fabrication units (kg)

Meng = mass of a single fabrication module {(kg)

acnn = amortization factor for fabrication module (Note:
A1l amoritzation factors = T . en/design 1ife of

. CONST LEO

unit.)

MTELE = total mass of the teleoperator units (kg)

Mgt £ = mass of a single teleoperator (kg)

e = amortization factor for te]eopergtors

MIug = total mass of the LEO support tugs (kg)

e = mass of a single LEO support tug (kg)

'aTUG - = amortization factor for LED support tugs

MEVA = total mass of extra-vehicular activity (EVA) units (kg)

Meva = mass of single EVA unit (kg)

NGEO = total number of geosynchronous personnel (input)

fEVA = factor to account for whether or not EVA units must

be tailored to individuals or can be used repetitively
and for how long

MMANIP =  total mass of the manned manipuilator units (ka)



T

TMANTP

a

M

m

|

M

f

M

.F

co

M

i

d

M

m

d

a

MANIP

LEO S/S
LEQ S/S
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mass of single manned manipulator unit (kg)
amortization factor for manned manipulators

total mass of the Tow earth orbit space stations (kg)
mass of a single LEO station (kg)

amortization factor for LEQC space stations

total mass of the assembly equipment propellant (kg)
factor used to estimate propellant requirements

total mass of the space station resupply (kg)

factor used to estimate space station resupply
requirements (kg/man/day)

total, construction time at geosynchronous OﬁEiE_(days)
total mass of crew modules (kg)

mass of a single crew module (kg)

amortization factor of crew nodule

total mass of geosynchronous space stations (kg)

mass of a single geosynchronous space station (kg)

amortization factor for GEQ space stations

ratio of total initial-to-final mass of the large
cryo tug plus crew module
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total LEO-GEO mission AV (m/sec) (Note: Accounts
for a two-way trip as well as maneuvering and
rendezvous.)

rocket exhaust jet velocity (m/sec)

mass of c¢cryo propellants reduired for one round-trip
to GEO (kg)

propellant mass-fraction of the cryo tug-

ratio of total initial-to-final mass of the cryo tug
and crew moduie

mass of the large cryo tug (dry)(kg)

mass of propellant for one large cryo tug trip to

_ geosynchronous orbit (kg)

total mass of cryo propellants used during the construc-
tion of one SSPS (kg) .

time period between crew rotations {days)

ratio of total initial-to-final mass of the advanced ion
stage and payload

total LEO-GEQ mission AV of the ion stage (m/sec)
(Note: Accounts for a two-way trip as well as
maneuvering. )

exhaust jet velocity of the ion stage (m/sec)
total mass of jon propellant (kg)
propellant mass-fraction of the ion stage

total mass of the ion stage (dry)(kg)
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M = total mass of the tanks used as a propellant depot
PROP DEPOT in low earth orbit (kg)
My = mass of a single liquid hydrogen tank (kg)
My = total mass of 1iquia hydrogen to be stored

My = D771 M o1 ppop)

fHT = capacity of a liquid hydrogen storage tank (kg)
™ oxT = mass of a single Tiquid oxygen storage tank {(kg)
MLOX = total mass of Tiquid oxygen to be stored

Mpox = [8/71 M o1 ppop!

fLOXT = capacity of a liquid oxygen storage tank (kg) (Note:
- The estimate of storage for cryo propellants is based
on the total amount needed for the construction of one
SSPS being stored at one time; this need not be true.)

My = mass of a single fon propellant storage tank (kg)

fIT = capacity of a single ion propellant storage tank (kg)

Mumag = total mass of unmanned assembly equipment (kg)

MMAE = total mass of the manned assembly equipment {(kg)

MiOVP = total mass of the inter-orbit vehicles and propellants (kg)

MLEO = total mass 1aunchéd to low earth orbit for the construc-
tion of one SSPS (kg)

NHLLV = total number of heavy Tift launch vehicle flights

M = the payload to LED of an HLLY (kg)

P/L
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fLOAD = average Toad factor for an HLLY (what percentage of
payload is used)

N = number of HLLV units acquired for the construction
H UNITS of one SSPS* )

fuLipe =  number of flights for which HLLY designed

NSHUTTLE = total number of shuttle flights

fS LIFg =  humber of flights for which shuttle designeq

fomuTTLE = 2$mber of personnel that can be carried per shuttle
ight

NS UNITS = total number of shuttles acquired**

CHLLV = total cost of HLLY activity (§)

CHLLY = cost per HLLV flight (operations) (§)

Cy yniT = cost per HLLV unit ($)

CSHUTTLE =  total .cost éf shuttle activity (8)

CoquTTLE =  ©OSt per shuttie flight (operations) (3$)

Cs unIT = cost per shuttle unit. ($)

Clic = total low earth orbit Jaunch cost (%)

—

*
This value is not taken to be an integer as one HLLV may service
several payloads.

*k

This value is not taken to be an integer as one shuttle may service
several payloads.
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total cost of unmanned assembly equipment ($)

unit cost of fabrication module ($)

unit cost of teleopérator ($)

specific cost of assembly equipment propellant ($/kg)
unit cost of LEO support tug ($)

cost per ground operator (for teleoperators) ($)
number of shifts of ground operators

total cost of manned assembly equipment ($)

unit cost of EVA equipment ($)

unit cost of manned manfpu]ator_(S)

unit cost of LEQ space station (3$)

unit cost of GEOQ space stations ($)

specific cost of space station resupply ($/kg)
individual cost of on-orbit personnel ($/day/person).

total cost of space stations and assembly for one
SSPS (§)

total cost of LEO-GEQ transportation (§)

unit cost of large cryo tug ($)
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a ot = amortization factor of cryo tug

Cats = unit cost of advanced ion stage ($)
(Note: In this model there is no connection between
the sizing used for mass estimation purposes [of the
cryo tug and the ion stage] and the unit cost.)

A1s = amortization factor of the ion stage.
CLcT prop = SPecific cost of cryo tug propellant ($/kg)

. CAIS PROP specific cost of jon propellants ($/kg)

Corew = unit cost of crew module (§)

C T = unit cost of Tiquid hydrogen storage tank ($)

ayt = amortization factor for 1iquid hydrogen sforage tank
¢ gxT = unit cost of liquid oxygen storage tank ($)

3 0xT = amortization factor of 1iquid oxygen storage tank

CiT - = unit cost of‘ion propellant storage tank ($)

g = amortization factor of ion propellant storage tank
CANT = total procurement cost of the transmitting antenna ($)
Cop = specific cost of antenna power distribution ($/kW)
Cocp = specific cost of phase control ($/kW)

e = specific cost of waveguide ($/kW)
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CDC-RF = specific cost of dc-rf converters ($/kW).
Cor = specific cost of antenna structure ($/kW)
CSAT = total procurement cost of an operational satellite (3)
Csap = ‘specific cost of so]ar array blanket ($/km2)
Cope = specific cost of solar concentrator ($/km2)
Core = specific cost of conducting structure ($/kg)
CSTﬁC = specific cost of nonconducting structure ($/kg)
CsTCM = specific cost of central mass ($/kg)
CuIsC = specific cost of miscellaneous equipment ($/kg)
CGRD STAT = total procurement cost of the ground station (%)
Cpe = specific cost of real estate and site preparation ($/kW)
CsTRUCT = specific cost of rectenna structure (S/kW)
CRE-DC = specific cost of rf-dc converters ($/kW)
CINTERE = épecific cost of the power interface ($/kW)
Cpe = specific cost of phase front control ($/ki)
PRF—DC = power input into theprf-dc converters (kW);
Pre-pC = o

N2ecT PD "RF-DC
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P_INTERF = power input into utility interface (kW);

- . Pour



194

APPENDIX C
OPERATION AND MAINTENANCE COST MODEL

The following is a 1isting of the equations incorporated in
the Operation and Maintenance Cost Model. (A description of the cost
model is found in Section 4.3).

Launch Facility 0&M

“LvF oam Noam FLTS (CHLLV "ML SHouNtT * Cars gt
* CAISZaAis) © N FLep

Ground Station Q&M

fero equip Caro sTaT * MNgst b CesT p

CasT 0am

Space Station and Support 0&M

Ceror = Terot (CSHUTTLE Yo%ttt S ounit * Squg op
 %rue qtus t Ccppw rer * Coren aCREw)

Cs/s oam = 3575 pam (Ceso s/s * Yaeo s/s Caeo TRANSP)

C . a N m 'C

S/ "EQUIP = %s/s EQuIP | oaM MANTP "O&M MANIP GEO TRANSP

Noam mante  Span MANIP)

s;suc = Tsys me Pour

Satellite Q&M

n
Csat oam = z °SAT comp,
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Definitions of D&M Cost Model Variables

. FoT]owing is a listing of the definitions of the variables
useq in the Operation and Maintenance Cost Model, in the order of
their appearance in the model.

CLVF 0&M = total annual cost of launch
facility 0&M ($/yr)
NO&M FLTS = total number of flights per year
to resupply the maintenance
space station & the manned
manipulators (input) (1/yr)
CHLLY = cost per HLLV flight (operations)
$)
2HLLY = amortization factor for the HLLV
(a = 1/total number of design
HLLV
1ife flights per vehicle)
W UNIT = unit cost of HLLY (8)
CAIS FLT = cost per AIS flight (operations) ($)
Cats2 - = unit cost of AIS for 0&M flights (3)
1S = amortization factor for the AIS
Nirp = total number of launch facility mission
' control personnel (input)
fLFP = cost per person for launch facility
mission control personnel (§/yr)
CGST 0&M = total annual cost of ground station
0&M ($/yr}
faro EQuip = assumed annual (fractional) rate of

ground equipment replacement



CarD STAT

NasT p

CasT P

Ceror

fCROT

CSHUTTLE

ASHUTTLE
s UNIT
Crus ops
“Tug.
%TUG

CecREW REF

Coren

3CREN

Cs/s oM

35/5 0&M

total procurement cost of the ground
station (output value of unit produc-
tion cost model) ($)

total number of ground station 0&M
personnel (input)

cost per person for ground station
0&M personnel ($/yr)

total annual cost of crew rotation
{on-orbit 0&M personnel) ($/yr)}

number of crew rotation flights per
year (no./yr)

cost per shuttle flight (operations)
($)

amortization factor for shuttle
unit cost of shuttle ($)

cost per tug flight (operations) ($)
unit cost of tug (%)

amortization factor for tug

cost of crew moduie refurbishment per
flight (%)

unit cost of crew module
amortization factor of crew module

total annual cost of space station
& support Q&M ($/yr)

amortization factor of 0&M space station
(fraction reflecting number of stations

used per year (1/design 1ife of space
station) - :
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¢
S/S EQUIP
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/S EQUIP

Noam manTp
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C0&M MANIP
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fs/s-mc

p

C

ouT -

SAT

SAT

0&M

COMPi

CsaT COMP, =
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un%t cost of GEQ space station

?as§ of a single GEO space station
kg

- specific cost of transportation

to GEOQ ($/kg)

total annual cost of maintenance
support equipment ($/yr)

amortization factor for manipulators

total number of 0&M manipulators

mass of a single 0&M manipulator (kg)

cost of a single 0&M manipulator ($)

total annual cost of the space station
mission control ($/yr)

specitic cost of the mission control
facility ($/kW/yr)

power output at the rectenna busbar
(beginning of 1ife) (kW)

total annual cost of satellite Q&M

($/yr)

total annual cost of replacing the failed
units of the 1IN satellite component
(see Table €.3) ($/yr)

Fsar COMP; “SAT COMP,

L

(Coomp PROC, GEOQ TRANSP

T Coam ASSY,);



fSAT COMP_i

“SAT comp,

“comp PROC,

CGEQ TRANSP

Coam ASSY

i
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the rate of replacement of units of
satellite component 1 (1/yr)

the mass of the Towest replaceable
unit of satellite component i (kg)

the procurement cost of the lowest
replaceable unit of satellite
component i ($/kg)

specific cost of transportation to
geosynchronous orbit ($/kq)

specific cost of assembly for a unit
of satellite component 1 ($/kg)



199
APPENDIX D
THE CURRENT STATE-OF-KNOWLEDGE

The current state-of-knowledge relative to the current configuration
SSPS s reflected by the ranges of input variables to the risk analysis
model. These ranges have been subjectively assessed and are given in
Table 0.1 for the unit production costs for Programs I, II and III, and
in Table D.2 for the unit production costs for Programs IV and V. Tables
D.3 and D.4 give the input variables for the operation and maintenance
costs which are the same for all five programs. |

The -sources for these input data include one report prepared by
Grumman Aerospace Corp. (A. Nathan, "Space-Based Solar Power Conversion
and Delivery Systems [Study]--Engineering Data Compilation,™ October 13,
1975) and two reports prepared by Raytheon Co. ("Space-Based Solar Power
Conversion and Delivery System Study--Microwave Power Generation, Trans-
mission and Reception," October 31, 1975, and "Microwave Power Transmission
System Studies," Volumes II and IV, December 1975).

In addition, several meetings with Rudy Adornato and C. Allan Nathan
of Grumman Aerospace were conducted to review and update these data, and
Owen Maynard of Raytheon Co. was consulted on several occasions concerning
the microwave portions of the systems. Data on solar cell materials was
supplied by Arthur D. Little, Inc. as a part of this study. Their work
in preparing these data is reported in Volume IV of this report,
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Table D.1 UNIT PROOUCTION COST MODEL INPUT VALUES
RANGE OF vALUES
INPUT ELEMENT wars | VARIADLE

HANE 2EST w57 LIKELY NORST
Power Qutput at the Susbar (o}) o P . 5.253x10°% .
Packing Factor of the Solar Blanker Fraction Pe 0.9% Q.95 .91
Effaceive Concantrazion Ratle Fraction LIPP 2.0 2.0 2.0
Salar Cell Efficiency {bo1) Fraction e 0.1440 G.1297 e.1919
S5alar Array Power Qfstribution Efficiency Friction T 0.95 4.93 0.92
Antenny [ntarface £fficiency fraction AaRT-INT d.%9 0.98 Q.97
Ancenna Pawee @istribution £fficiency Fraction 4HT P00 Q.97 0.36 L1
0C-RF Converser Efficiency Fraction Yoc-RE 9.30 4.87 .85
Phase Conerol Tfficlency Fraction Ape 0.97 0.35 4.95
[anaspneric Prapagacton Efficiency Fraction 1ty 2n0p 1.00 1.40 i.00
Atmospheric Propagation Efffciency Fraczian | ngry spgp 0.59 9.59 0.39
3esa Coallecticn Efficiancy fraction ag¢ 9.95 9.225 0,9¢
RF-QC Convertar Ef7igiency Fraction A2F.0C 4.30 9.37 9.34
Aectenna Power Qiszributton Efficiency Fractigna et P.n_- 0.95 9,93 - 9.93
Sgecifie Hass of the Solar Glanke: kg knd Psag 2s2x10° 100xle’ 3252107
Efficiency of the Solar Concentrarar Fesczion Tece 4.90 0.85 g.89
Specific Mass of the Salar Cancancratar u;flmz T 39829 53340 79120
Ratra. <donducking Struct Hass to Array Irea kqltn" aSTC ti1ag 1600 SQEG
atig: Noncond. Struct, Mi55 13 Arriy irsd ;g;nz Y 34298 1a02¢ 41320
Specific “Mass of Canzral Mase %g/km MSTEN 41979 48859 51740
Aipest Ratto of Solar Array Fraction re . 1.2 "
Anta2nna Clearance Fraczian ry . 1.5 .
Diaaecer of Transmitting Antannz ] nat . .33 .
Specific Hass of Antenns Struczira gfxH ManTS a2 ).49991 $.9980
Ipecific Mass of JC-3% Convercars g/ mag.af 4,2435 9.2772 g.454¢
Specrflc Mass of Waveguidas TR e 2.2473 9 2738 9.5498
Specific Mass af Ancanny [ntarface xg/ ki Aufeinr .41 9.91%0 d.0280
Specific Mass of Phase Contrel Elagtrontcs kg Tee 3.918a 2.0178 3.9356
Miscellenesus Mass xg Yaisc Tacti0” 190x104 3gauied
Perceniaqe of Sazellice 1sseqaled by Yaa fraczton 3 J 3 2.10 a2.%0
Rate of Manned Assamaly £q/0ay QHAHNE‘] 23 100 30
Rece of Remgta Assamoly %q/0ay ewnre 506 &) -]
Tatal Constryction Tine Oays "CL.-:ST - T30 .
Saife Fagtor 4i0ay fs L4 1.0 -
Pertannel Prodyctivity Faczae fraction “n J 3 it .50
Teleoperator Avalliaotlity Factor “raceian ‘TELE Ay 9 33 9.33 .85
Taleoperacor dark Fictor Fraction f: 2,30 9.32 49.29
fapricician Aace af Hadylas kgflay 2,"3 1550 300 2250
Fabrrcation Hodule Avatlaobifcy Faczae Fragtion frag .19 420 2.9
Parcencage 3f Jarsonnel Js1aq “zatouiators Triczian r r 3.0 - -
antoylicor dvaniapality Factor Sractran fuayie 3.3% .in 320

OF PO
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Table D.1 UNIT PRODUCTION COST MODEL INPUT VALUES, CONT'D.

RANGE OF YALUES
IHPUT ELEMERT RITS VARIABLE

RaNE 3EST HOST LIXELY HORST
Nunber of Persannel Per LEQ Space Statioa Mumber flea s/ - 2 -
Fabricatfon Module Unit Mass %g Mesa 15¢0 1540 2000
Teleoperator Unit Hass -kg ™rELE LY 180 250
LEO Sugpart Tug Uait vass kg Aryg 200 1182 3000
€YA tquipment Unig Mass kg Tzyy &2 50 138
YA Uait Yse Factor Trigtion EEVA 0.40 .30 0.20
Hanfpulator Unmit Mass kg Fupxis 930 1529 3500
LED Spaee Sracfan dnire Masg kg ™ en 575 20x107 i02x107 is0x10°
Assembly Zquip. A-opallant Sstimation Factar | Fraction Fae aqop a.0t a.62 0.05
Sp#ce Station Resupply Escimatian Factor “a/man/dav ',SIS s . 10 .
Crew Hodule Ynit Yass &g LY. 125103 13107 15k}
GEQ Soace Statron Unit dass xg Taen 875 102103 saxld> 752103
LCT Total LEG-GE0 Mission av afsec A er . 2534 .
LCT wcket Exhayst Jeg Yalocity nfgec ll‘]Lcr - 1568 -
LoV Fropellanc fasi-rraccion Fraction et - 2.90 -
Crew Rotatton P=riod Days T 207 130 o) 0
ALS Tacal LSO-GEQ Hissian Y nfsac Aty - 9758 .
AlS Zxnaust Jet Veiogicy alsse .""-ls - 17318 .
AlS Propelianc Hasu-Fragiign Fraction aus - 3.335 .
Liquid dydrogen 5Stgrage Tanx Unic Mass kg LT . 13185 -
Liquid Hydrogen Storage Tank {ipacity kg cm. - 73000 -
L'quid Oxygan Storage Tank Unit Mass *g P57 . 39163 -
Liquid Jxygen itorage Tank Casagizy <g LOF . 730500 ’
lon Propeliant Storage Tank Mass g AT . 13105 .
fon ®Fropellant 3Storage Tank Cipacicy 131 c:r - 529300 .
4LV Payload to LED <9 Y . 131107 -
HLLY Average Load Fictor fraction fions 12 1.30 g 7
YLLY Tyrniround Tima Days . Ty ruay . 11 -
Yumoer of Personnel 9«r Shyctle “ligng Humper deUFTLE a0 1 Fe)
Shut:le Turnargund Tias Says s tyan . it .
Launca Cast Far ALLT Sifgnz B SuLLs axig? EN L 20x10°
nLLY Uaie Sost 5 a4 ounl? 80e10° n02tg3 z00x10%
Launch Cost Per Shuctie Flignc f SsaurLe i1x1g? 122168 204108
Shuctle Unit Cost 5 S ungp | teowtd 260z10% 250:14°
Fabrication Moduls Unie Cast 3 Crag 124168 12210° 2nq309
Fabreicition Nodule Amortisatica Ficiar Tractien 4238 - 2.2 -
Teleoparator Unit fast 5 Sraie 2.0x10° 2.5:10% 1a.ast
Tereoperitor Amartisatien “actar Cragtion Ireig . 1.2 .
Assensly Iquioment Propetlant 3Specific Cost Sikg :AE 200 v 433 -
130 Suppart -ug Umic casc 5 . 2.0010° 2 sx10° 10.2219%
-%3 Supgort Tug Amercisacton Factar Fragtian| 1-4g ]

22 |
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Table D.1 UNIT PRODUCTION COST MODEL INPUT VALUES, CONT'D.

RANGE @F YALUES
IKPUT ELEWENT purrs | VARIABLE

HAKE 9£5T ST L{XsLY WIRST
fumber of Shifts for Ground Operatory Humper fang * 4 ;
EYA Equipaent Ualt Cost T Seqa T s 2.0110° 5.0x10°
enfpulator Unit Cosc 5 Syanip 8.0x10° 1.916° 20.0xi0"
Hinipulator Amortisation Factar Ffraction qyane - 0.2 .
LEQ Space Statian Yniz Cost H Sz 33 190x10% 1gax105 720x10°
LED Spage Statian Asmortisatfon Factar “raction g 3/s . 0.2 -
GEO Space Stition Unic Cast s SGED /% 95x10° 1a0x10® 150x10°
GEQ 3pece Stacion Amortisazion Factor Fraciian 16EG 3/5 - . 9.2 . .
Sp2ce Station Resuaply Specific Cost H Csr5 ags 3.4 19.0 0.0
LCY Unit Cost H Cer izx10° iExio® 25210°
LCT Amorcisazign Ficter Fraction et - 0.2 -
ALS Unit Cost i Cals 150x10° 1502107 igeoxie
AlS Amortisation Factar Fraction 2115 - 0.2 -
Cryo Tug Pregeilant Specific Cose irky et oRoP - 9.55 -
[on Propellant Specific Cost 347 Cagc ogop M a.12 .
Grew Module Uniz Cost 5 ':':15'1 Iaxlos 21:105 ::mai
Crew Yodule dmgezization Factar Fraction ag. - G.33 >
Ligquia nydragan Storage Tank Unft Cost S Sunt 12,‘[0s 15xi0? Z*Jxlﬁ‘5
Liquld Oxygen Scarage Tank Unit Casc 5 <Loxt 12210% I 15x10% 20x10°
lon Propellynt Storage Tanc dnit Gast 5 LI 12x16% . 16210° 20103
Ltiquid Hydrogen Tank Amortisitian Ficzar Fraczion &y yp 3,57 1.9 1.3
tlquid Oxygen Tank Amgreisacion “agtor Fraction 4 gx7 1.57 1.0 1.3
ion Progeliant Tank Amgrtisatign Factar fraccion dpr .57 i.0 1.3
Ancenna Powar Oistribution Specifie Cost S/cd <pp 8.72 10.80 21.5
?hase Contral Spe¢ific Cost S/xd Cpp 16.31 8 7a 3.8
advequide Specific Cost SIRW Cun 7.92 a.30 T s
3C-AF Converter Specific Cost §/xd Che.ar 14.57 15.30 23
Antenta Structsre Geecffic fosi §F ik Cs- .39 3.00 id.2q
Sotar Array dlanket Specifie Cast srkm’ Cexa 27 sud? 55.0x10° 155 Jxt0
Selar dreay Cancentratsr Spacific Cost 57k’ Cean 1.04x10° 2.07x10° 5.22x10°
Zanducting Struczure Spac:fig Last §/%g ¢sic 0.0 31.3 0.9
tten-Conducting Structire Speciric fost $/%g SeTuC 26.9 3.9 100 0
Cantral Mast Specific Case $/%3 Ssren 2.0 a1.0 3a0.¢
Migscetianeous Zguipment Sosgific Cost Sig Syrsc 219 137 760
lectenna Site Specific {ost 5/u% SqE 19.39 22,30 12,79
lectenna Structure Saectfic Cost 574 SsTauct 33 28 33.20 125,47
IF-IC Canvertor 3pecific Cost HIAY Sae.pe 5 90 g2.20 124 23
Power {aterfacae Specific Cost §7xd Srytear 19,30 15,20 33,40
Thase Cancral Specific Cost Sike Sap 1.13 .70 710
Solar Flux Canszant Ly - -353,105° e

BGE E
AL B2
O poom. QUK
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Table D.2 Unit Production Cost Model Input Values

Range of Values

Variable "~ Most

Input Element Units Name Best Likely Worst
Power Output at Rec-

tenna Busbar {B.0.L.) kW POUT -- 5.258x10°8 -
Salar Cell Cds Fraction Nee .065 . 054 .043
Efficiency Si Fraction nge .118 .092 .067
(B.0.L.) GaAs Fraction nse .184 . 149 116
Solar Array Power )

Distribution

Efficiency Fraction Neapp 0.95 0.93 0.92
Antenna Interface

Efficiency Fraction TANT INT 0.99 0.98 0.97
Antenna Power Dis- .

tribution Efficiency | Fraction NANT PD 0.99 0.98 0.97
DC—RF‘Converter

Efficiency Fraction NDC-RE 0.90 0.87 0.85
Phase Control

Efficiency Fraction Tpe G.96 0.95 0.94
Tonospheric Probaga-
_tion Efficiency Fraction "TON PROP 1.0 1.0 1.0
Atmospheric Propaga-

tion- Efficiency Fraction NaTM PROP 0,99 0.99 0.99
Beam Collection

Efficiency Fraction Mo 0.97 0.95 0.93
RF-QC_Converter

Efficiency Fraction MRF-DC 0.91 0.88 0.85
Rectenna Power Dis-

tribution Efficiency | Fraction nRECT PD 0.96 .95 0.94
Packing Factor of

Solar Blanket Fraction PF 0.99 0.95 0.91
Solar Flux Constant | KW/km F - 1.35x108 g
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Tahle D.2 Unit Production Cost Model Input Values (continued)

Range of Values

Variabie Most
.Input Element Units Name Best Likely Worst
Effective Concentra-
tion Ratios Fraction Nece 2.0 2.0 1.8
of Solar 51 kg/km’ mSAR 8.05x105  111.5x10° | 14.95x10°
Blanket GaAs | kg/km mSAB 3.32x10° [ 4.32x10° | 5.26x10°
Efficiency of
Solar Concentrator Fraction NeoNG 0.90 0.86 0.82
LU . . )

Specific Mass of
Solar Concentrator kg/km? Mepne 39820 59340 79120
Ratio: Conducting '

Structure Mass to .

Solar Array Area kg/km* Merc 4140 4625 5060
Ratio: Nonconducting

Structpre Mass to

Solar Array Area kg/km? Morye 35900 39900 43890
Specific Mass of
Central Mast kg/km Metem 100x10° 120x16° 200x10°
Aspect Ratio of
Solar Array Fraction r - 1.2 -
Antenna Clearance Fraction . .- 1.5 -
Diameter of Trans-
mitting Antenna km DANT - 1.027 -
Specific Mass of
Antenna Structure kg/kW ManT 0262 .0291 .0320
Specific Mass of
DC-RF Converters kg/kW Moc-RE . 2495 .2772 L4544
$pecific Mass of
Antenna Power Dis-
tribution System kg/kW MANT PD 0.047 0.052 0.104
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Table D.2 Unit Production Cost Model Input Values {continued)

Input Element

Units

. Variable
Name

Range of Values

Best

Most
Likely

borst

Specific Mass of
Naveguides

kg/ kW

MG

0.3786

0.4207

0.8415

Specific Mass of
Antenna Interface

kg/kW

MANT INT

0.0171

0.0190

0.0380

Specific Mass of
Phase Control
Efectrenics

kg/ kW

PCE

0.0160

0.0178

0.0356

Miscellaneous
Satellite Mass

kg

M
MISC

70x10%

100x103

360x10°

Basic Unit Mass of
Construction, Small

2.475x108

2.75x10°

3.025x10°

Basic Unit Mass of
Construction, Large

4.95x10°8

5.5x10°

~ 6.05x10°

Specific Mass of
£PS Solar Array

kg/ kM

1.5

EPS ‘Power Require-
‘-ments, Small Base
“1°LEO :

kW

ip

EPS REQ

2376

2640

2904

EPS Power Require-
ments, Large Base
LEQ :

KW

PEPS REQ

6466

7185

7903

EPS Power Require-
ments, Large Base
GEQ

kW

Peps REQ

2628

2920

3212

EPS Power Require-
ments, Small Base
GEQ

KW

PEPS REQ

945

1050

1155

Special Mass of
EPS Batteries

kg/ KW

Moo

25

27

40
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Table D.2 Unit Production Cost Model Input Values (continued)

Input Element

Units

Variab]e
Name

Range of Values

Best

Most
Likely

Worst

Orbit Keeping Pro-
pellant Mass, Small
~ Base LED

kg

Mop

9000

10000

14000

Orbit Keeping Pro-
peliant Mass, Large
Base LEO

kg

9000

10000

14000

Orbit Keeping Pro-
pellant Mass, Small
Fase GEO

Orbit Keeping Pro-
pellant Mass, Large
Base GEO

Attitude Control
Propellant Mass,
Small Base LEO

kg

2.52x10¢

2.8x10°

3.08x10°

Attitude Control
Propellant Mass,
Large Base LEQ

kg

1.35x108

1.5x10°

1.65x10°

. Attitude Control
Propellant Mass,
Small Base GEO

2.52x103

2.8x103

3.08x10°

Attitude Control
- Propellant Mass,
Large Base GEO

58.5x103

65x103

71x10°

‘Total Satellite
Fleet Size

Number

120

Total Crew Size,
Small Base

Number

NCTEW

600

682

750

Total Crew Size,
Large Base

Number

crew

1600

1875

2060
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Table D.2 Unit Production Cost Mode! Input Values {continued)

Range of Values
Variabie_ Most
Input Element Units Name Best Likely Horst
Number of Personnel
Carried per POTV ‘
Flight #/Flight fPOTV 80 75 70
Number of Crew
Rotations Per Year #/Year fCROT 3 4 6
Rate of Satellite 8 Large/ 6 Large/ 5 Large/
Construction #/Year R 6 Small 4 Small 3 Small
const
Propellant Consump-
tion per POTV Flight , . s
(RT) kg fPOTV PRP 156x10 159x10 162x10
Capacity of Propel-
lant Storage Tank kg fr -- 106x10° -
Unit Mass of Propel-
lant Storage Tank kg e - 3.18x10° -
3
PayToad of COTY kg fCOTV -- 250x10 --
Unit Mass of COTV \
(Dry) ] kg Mooty - 35x10 -
Design Life of
POTV # Flights fPOTV Life - 30 --
Unit Mass of POTV
3
(Dry) kg Mooty -- 17x10 -
Propellant Consump-
3 3 3
tion per COTV Flight kg fCOTV PRP -- 475x10 ~—
HLLY Payload to LEO kg MP/L -~ 265x10° --
AIS Propeliant Mass-
Fraction Fraction X -- 0.7289 --
AIS
AIS Total LEO-GEO
Mission AV M cec AVats -- 5975 --
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Table D.2 Unit Production Cost Model Input Values (continued)

Range of Values

Variable Most

Input Element Units Name Best Likely Worst
AIS Exhaust Jet v
Velocity m/sec JAIS —- 50,000 --
Ion Propellant
Storage Tank ]
Capacity kg FIT - 2.33x10 --
Ion Propellant
Storage Tank Unit .
Mass (Dry) kg Mt -- 163x10 --
HLLY Average Load )
Factor Fraction fLOAD 1.0 0.9 9.8
Design Life of HLLV :
Upper Stage # Flights fHUS LIFE 500 500 400
Design Life of HLLY

} 4 s

Lower Stage # Flights fHLS LIFE 300 300 200
"Number of Personnel
per Shuttle Flight Mumber fSHUTTLE - 75 -
Design Life of )
Shuttle # Flights fSLIFE -- 160 -
HLLY Upper Stage
"Unit Cost $ Cuus 175x10° | 192x10° 250x10°
HLLY Lower Stage
Unit Cost $ Curs 175x10° | 191x10° 250x10°
Launch Operations
Cost per HLLY Flight $ Sy Ly 6.5x10° 6.9x10° 9.0x10°
Launch Operations
Cost per Shuttle
Flight $ CSHUTTLE 12x10° 13x10°8 20x108
Shuttle Unit Cost $ CoyNTT 190x10° 200x10° 250x10°




209

Table D.2 Unit Production Cost Model Input Values (continued)

Range of Values

Variable Most
Input Element Units Name Best Likely Worst
Basic Unit of
Construction Base
(Small) $ Cop 1.128x10° | 2.165x10° | 3.631x10°
Basic Unit Cost of
Construction Base
(Large) $ c 2.447x10° | 3.612x10° | 5.23x10°
CB
Specific Cost of
EPS Solar Array $/ kW Cpy 100 200 600
Specific Cost of
EPS Batteries $/kW Cpy 4000 5000 20009
Cost of Radiation
Shielding, Small
Base LED $ Cros 5x10° 10x10° 30x108
Cost of Radiation
Shielding, Large
Base LED $ CRps 15x70° 30x10° 100x10°
Cost of Radiation
Shielding, Small
Base GED . $ Chps 15x108 30x10° 100x108
Cost of Radiation
Shielding, Large
Base GEO $ CRDs 30x10° 90x108 200x108
Specific Cost of
Altitude Control
Propellant $/kg Cap -- .33 --
Specific Cost of
Orbit-Keeping Pro-
pellant $/kg Cop - .33 -
COTV Unit Cost $ CeoTy 12x10° 15x108 25x108
POTY Unit Cost $ CpoTy 18x10° 23x10° 40x10°8
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Table D.2 Unit Production Cost Model Input Values (continued)

Range of Values

Variable Most

*Input Element Units Name Best Likely blorst
Specific Cost of
0TV Propellant $/kg Cpprp -- .95 --
AIS Unit Cost $ CAIS 150x10° 400x10°% 500x10¢
Specific Cost of
Ion Propellant $/kg CATS PROP - .33 -
CTV Propellant
Stgrage Tank
Unit Cost $ C 12x10° 16x10° 20x10°
Ion Propellant
Stqrage Tank .
Unit Cost $ CIT 12x10°% 16x108 20x10¢
Antenna Power Distri-
bution Specific Cost $/7ku Cpp 6.00 6.59 12.52
Phase Control Elec-
tronics Specific Cost $/7kW Chep 25.77 28.63 56.80
Wave Guide Specific
Cost $/KW Cug 12.13 13.47 26.95
BC-RF Converter
Specific Cost $/kW COC-RF 14.67 16.3 32.6
Antepng Structure
Specific Cost $/kn Cor 12.40 13.78 27.56
Solar Array Cds $/km? c 4,87x107 7 7

: SAR .87x10 8.66x10 27.06x10
Blanket Si $/km? C3AB 4.87x107 | 8.66x107 | 73.06x107
Specific Cost ) GaAs $/km? CSAR 4.87x107 [20.3 x107 |148.8 x107
Solar Array Concen-
trator Specific Cost $/km2 Conc 1.04x10°¢ 2.07x10°8 6.22x108
Conducting Structure
Specific Cost $/kg Core 20 81 300
Nonconducting Struc-
ture Specific Cost $/ka “STNC 20 81 300
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Table D.2 Unit Production Cost Model Input Values (continued)

I

Range of Values

Variable _ Most
Input Element Units Name Best Likely Worst
Centra] Mast .
Specific Cost $/kg Corem 20 81 300
Miscellaneous Equip- .
ment Specific Cost $/kg c 219 437 750
MISC
Rectenna Specific ,
Cost $/km CRECT 7.37 10.98 16.06
Beam ‘Elevation Angle | Radians E - 50 -
Powef ;nterface
Specific Cost $/kw CINTERE 39.8 44.2 88.4
Phase Control
Specific Cost $/kw Chc 20.29x10° | 23.79x10° | 49,.81x10°
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Table D.3 LAUNCH FACILITY GROUND STATION,

AND SPACE STATION 0&M INPUT VALUES

RANGE OF VALUES

IHRYUT ELEMENT units | ARIASLE

MININUN MOST LiKELY MAXIMUM
lumber of 08M Resupply Flights Per Year Nunmber Nazn LTS 1 1 1
Cosz Per HLLY Flignt s CurLy 3x10° 9x10° 20x10”
Szerifsation Factor for tae HLLY Fractien Ty y .01 .01 01
uatt Cost of HLLY s Sy yart 350x10% 100x198 s00x10°
Gost Jer ALS Fifgne s Cars pir 1x109 1x10% 1x10°
Unit Cost of ADS far OLM “lighes 5 Carss 23x10% 234i0° 21x165
Amortisation Factor for the ALS fragtion s d.20 0.20 J.29
Total Numbar af taunch Misstan Cantrol Parsannal fJnoer Tep 20 229 320
Case Per Pe=son - Launca Hission Cantral Stye LTT) £3,750 43,750 13,750
Percentage Rate of Ground Sauipment Replacament Fraczion FS%D Ry 1P | .01 .01 .01
Procurenent Cost af Grouad Iszazian - $ cGRu STAT l {itput Froem Uait Productfon Cose Modat]
Tatal Yumber of Srouad tatfon 084 Personnel Humper Yoot 2 ad a0 3 (D] s
€ost Per Parsan - Ground Statfon Gan siye CgsT 2 sax 1o’ §0x10° s0x10°
Crew iatatien Rate f/¥ear feant 4 4 4
Cast Par Shut:zle SHigne 5 SsuurTLe tix10° 12a10® 20x107
Amortisatran Factor far Shyttle Fraczfgn duprTLe .31 0.01 .31
unit Zost ar Shuttle s G yyop | 190x10° 190x10° tyoxto’
Cost Por Tug “ilignt 5 Sy gas 1x10° TS 1x10°
dnit Cast af Tug H Crug Ile‘J6 [5:[35 ' ZSxIOﬁ
Amartisazian Faczor for Tug Sraction 4o .35 9.05 0.9%
Cost of Craw Yodule 2afuroiShment $ Sragy agf 1x1g* 1x19° 1x10®
dait Cost of Craw Modula 5 Coaey 18x1¢% 21x103 s0x10°
Amortisation ictar of Craw vodule Fractfan dagpy 9.901 0.01 d.31
Amartisation Faictor of 24M Sonace Seszion Fracz{on 2ars qan a.19 .14 .10
Mast af 320 Soace Stacian %3 ee srs | 78xt0} 752107 76x:0°
3sastfie Cost of Transsartacion to 3E0 $/kg Sez0 rRAHSO 10§ 10§ 135
Angriisation Tictor far Manipulazars Fraciiga 4548 equre 0.14a 0.13 .10
Tozal Yumber of 384 ¥aniaulagars funber Yoy Mang2 0 EL 2 £Q
Yas3 of 4N Mamipulator «q i Tyanra .82 182 ia2
Untz Cosc of 34M Manrouiaser H Sagi waN{? 3110° 3x.0° Bx1a®
Spactific Cast of Yissfon Control “zeiliey 57kM ferg we 1 2 4 1
$204r Juilut 3t egtanaa dusher (3 0 L) < ? I . s 1t .
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OF POOR QUALITY
Table 0.4 Satellite 0&M Input Valuees
: FAILURE fo o0 LRU PRO- |GEO ‘TRAMSP | ASSEMBLY
MAINTENANCE ELEMENT RATE, & | asd (kq) | CUREHERT | SPecIflc | sPecIfic
(1/MTBF , yr=1) 9} | cosT (s/xg}{cOST ($/%g}| cOST (3/kg)
Solar Blanket 2.6x10°% 97,900 190 106 132
Solar Concentrator <2.6x10™% 7.687 55 106 132
Noncenducting Structure - - - - -
Busses 1079 26,000 81 106 191
Switches 1977 97,484 190 106 132
Mast 3x1072 85,000 31 106 191
Micrewave Tube 1.13x16°8 3,017 236 105 132
Power Distributton 3x10'2 31,017 238 106 132
Command £lectronics [0.1%/Year] 487 43,788 196 132
Antenna (Excluding Tubes) 3x1072 3,107 235 106 132
Antenna Stiructure - - - - -
Contour Cantrol 1.25x10°8 22 11 106 132
Rotary Joint Slip Ring:
- Brusa wt 10 9 106 132
- 51ip Ring 107! 62 105 106 132
Rotary Goint Brive:
- Motor/Gaars 10t 1,367 a8 106 132
- Limbd - 1,086 - - -
Control System:
- Actuatars 3.8x1573 203 7,500 106 132
- Propellant - 24,000 13 108 =
{Andual Consumption)

* L2y =

Lowest Replaceable Umit
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APPENDIX E
ESTABLISHING UNCERTAINTY PROFILES

The purpose of this Appendix is to describe a methodology for
establishing uncertainty profiles. The methodology is illustrated in
Figure E.7.

*

The first step is to establish the range of uncertainty. The
range is based upon knowledgeable persons assessing what can go right
and what can go wrong. The range is thence divided into five equal
intervals (it has been found that it is difficult to "think" in terms of
more than five or six intervals}. The second step is to perform a
relative ranking of the likelihood of the variable falling into each of
the intervals. Once this has been accomplished, the general shape
(skewed left, skewed right, central, etc.) of the uncertainty profile
has been established. The third step is to establish relative values of
the chance of falling into each of the intervals. For example, in the
i1Tustration, the chance of falling into the first interval is estimated
to be half as likely as falling into the second interval. This is
repeated Tor each interval relative to the previously considered interval
The last step is to solve the illustrated equation for the quantitative
values by substituting the data from the previous step.

It can be helpful to have a few individuals independently
perform the above procedure. Then they can compare their results and
make changes accordingly.

The proper interpretation of the range is that there is a zero
probability that the variable can 1ie outside the range. Hence,
it can be inferred that there is zero probability that the minimum
or maximum values wil] ever occur or be exceeded.
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e},
1000 1200 1400 1600 1800 2000
min. max.

a) Specify Range of Uncertainty

f""’"-*:\
// >
/ e =
H1OIOREORICHNG;
1000 2000

b) Perform Ranking {Qualitative)

=P]/2
P
P2/2

I"z

P3

Py
J Pe=P,/2

P3/2

1 i
1000 2000

¢) Establish Relative Values

p1 + P2 + P3 + P4 + P5'= 1

By substituténg from (c) Solve for P Values

6.5% 3.5
26% | 51% | 13% ——
1000 2000

d) Establish Quantitative Values

gure E.1 Methodology for Establishing Shape of
Cost Uncertainty Profile (pdf)
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APPENDIX F
STATES-OF-KNOWLEDGE AT DECISION POINTS

The states-of-~kngwledge at the decision points of each alternative
program plan have been subjectively assessed and are shown here in Tables
F.1 to F.5. The numbers shown represent the percent reduction in uncertainty
(that is, the range) in each variable over the state-of-knowledge today
(that is, January 1, 1977). These improvements in the states-of-knowledge
derive from work that is scheduled during each branch of the respective
decision trees. The variables for which a dash is indicated have been
treated as deterministic in the analysis conducted to date. 1t has also
been assumed in this analysis that the state-of-knowledge relative to
operation and maintenance costs does not change from the present state-of-
knowledge until the 10D of the first unit at which time all uncertainty
disappears.
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TABLE F.1. STATE-OF-KNOWLEDGE AT DECISION POINTS - PROGRAM I

IMPROVEMENT [N IME STATE~0S-

KHOMLEDGE OVER TOOAY,

INPUT ELEMENT LTS YARIABLE

. HAME 0.8 A 0.8 §
Powar Qutput at the Byshape W ? - -
Packing Factor of the Sotar Blanket Fractian fe H g
Effective Concentration Ratio Fraction L - -
Solar Call Efficlency fraction Age s 100
SaTar Array Power Oistribution Efffciancy Fragtton Ngapp 5 ton
Antenna laterfaca Efffciency Fractian PANT-INT 75 100
Antenna Power Oistridution Sffictency Fragtion "ANT Pp 5 iog
DC-RF Converter Efffctency Fraction One-ar 15 100
Phase Cantrol Efficiency “raction Npp 75 g
longsphertic Prapagacien Efficiency Fractien Ao PROF .~ -
Atagspharle Propagacion Efficiency Fraction TATH PRop 1] 1og
Be3n Collection Efficiency Fractiaa 3¢ q 100
RF-0C Converter Cffictency Fracttan | age oo [ 100
Reczenna Power Distridution Efficiency Fraceion foger pg 75 106
Specific Mass of the Solar Blanket e‘.;,.-ma Moag i6 163
Efficiency of the Salar Concentrator Fraceion Tegue 30 109
Speciffc Mass or the Solar Concentrator x9/knd Here 9 133
Ratfo: “an-fons, Struct. Y255 10 Array Area <gfkm® B rry 29 160
Specific “ass of Cenzrai Mase kq/fkan Aerey el 108
Aspect Ratio of Satar Array Fractian s I .
Antenna Clesrance Fragtion L - -
Diamatar of Transmitting Antannma 7 Ot - —
Specific Mass of Aatenna Structure BETAY SNt 10 Teo
Soecific M4ss of OC-RE Canvertars kg fxH MNe.ag B 109
Specifie Mass of Wavequides kg /e L™ n it
Specific Mass of Ancznna fatarface b Ta L AANT- INT 10 oo
Specific Mats of Pnazse fontrol Electromics LT3 Rope 1 ey}
Hiscellaneaus Hass kg Hyise b o
Percentage af Satailite Assamdled by *an fraczion 3 a 140
Rata of Manned Assambly kg/0ay ugsnen 28 i
Rate of Aemgte Assembly kg/Day g 28 a
Tatal Canstruction Time Says Teonst - -
Shift Fictor 1/0ay fs - .
Personnel Productfvity Fictor Fragtian fy 2L 20
Teleoperator Availability Factor Fraction | fio 0 4y ] a0
Telegperator Work Faccor raction . 1} Hile}
Fibrication Rate of Madulas «g/Day Ry b 00
Fabrication Yodule Availability Factor ractian feaa 3 ioa
Percentige af Personnel Ysing Hanipulators Erzciion ¥ - =~
Mantoulator svallabaltty faczar Fractien fupyia 3 103
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TABLE F.1. STATE-QF-KNOWLEDGE™ AT DECISION POINTS - PROGRAM

I (CONTINUED)

LY [ v we
. < - IHPROVEVENT 1§ THE STATE-OF-
* - KNOWLEDGE QYER To0AY, X
[HPUT ELEMENT - NS VARLABLE -

- e . 0.P. A 9.7, 3
Rumber of Personnel Per LED Space Station Humbar | £ 0l - .
Fanrication Hdodule Unit' dass B g Tcia S 100
TelegperatorrUnit-¥ass kg o —_'H;E-L-E 25 140
LEO Support Tug Unic Mass N kg ruG a 00
E¢4 Equipment Unit Mass ' kg My 50 Too
ZVA Unat Use Factor . fracsien fzyn 0 180
Manrpufator Unit Mass kg Muanlp 25 90
LED Space Stactfon Unit Yass LT] m eg §r3 F 160
Assembly Tquip Propeliant €stimagion Factor [ iraccion ‘AL 2age Q 120
Spece Scatian Resupply Ssiimatian Fiactor fraciion .-‘5” €3 — .
Craw Hodule Unte vass R kg Meqew 25 04
GEQ $pace Scarioa Unit Mass %g frzn 578 25 log
LCT Fotal LED-GEQ Hissfon av LIE TS Ner - -—
LCT Rocket Zxhaust Jatr Yslagizy n/sec VJLCT - -

LCi Zropeilant S3ss-rrection Traction ‘LCT — - L
Crew Rotatfon Perind Days TaoT ¢ 190
AI5 Total LEQ-SEDQ Mission AV afsec atis - —
ALS Exndust Jaz leloctey n/fsae J’_,“ - -—
A9 Fraperlant Hass-friciian Fractian 4;[‘; - -
Liqurd Hydrogen Stordge Tanx Uats Mass Lg i . -
Liquid Hydrogen Storaje Fane Zapacicy g Cuw - -
Liquid JIxygen S:c_:rage fink Wmig Mass kg M gqr - -
Liquid Jzygan Scar2ge Tits Capacity <g an“ - .
{on ?raoeilant Stsrage Tank agsg g . — -
ton F-opellanc Storage Tinx Lapacity g <.- - -
LLY Payload to LED kq ) - -
ILLY Avarage {oad Faciar Frzetian fiono 9 120
HLLY Turadrouad Time 2ays Tu gz - -
Ugmber 3f Parsgnnel %ee Shaztie Tligneg Yunber ST g [ 106
Shuttle Turnardund Time Gags Ts “uza a— 1 -
Liunch C5% Per ALLY 77 qac B ) 3 l 63
ALLY Yni: Cosz 5 o T 3 [ 100
Liuncn Cast Per Shuttle Filght , § | Cenpr-ve 120 : 150
LSautife dafit Cosc 5 LI—— i00 J 120
faprication Moduls dnig Cost H | Srag [ 100
Faprication ¥odyla imgrcisacion Factor Frae:ion! Ay - -
Telesgoeracor Yary Las: s i Sere 9 # HID)
Teleogerztyr Amorsizat:on Fictar fricrion draee | -— j -
issemaly Iquioment 2ropellaat Speeifie Cast H Cie -app ! - | -
LE] Supgart fug Unig.Cast 3 Sun i 2 | ¢
130 Susport fug Amortisation Taciar Teaczton] iz | - ; --

218



ORIGINAL PAGE I3
OF POOR QUALITY

TABLE F.1. STATE-OF-KNOWLEDGE AT DECISION POINTS - PRCGRAM I (CONTINUED)

szov;weqr 4 ThE STATE-0F-
KHOWLSOGE 9YER TOCZAY, =
THPUT ELEMENT wnrrs | VARIABLE

HAME 3.2, 4 0.p. 3
ftumber of Shifts for Ground Operators fumber "GRIJ - -
EYA Equipment Unit Cost $ Scyp b2 R 160
Ranfpulatar Mnig $gst $ Cuan (P ] " toe
Henfpulatar Amortisation Factar Feaction Iyanys - -
LED Space Statian Uniz Zost s SLeg $/% 2 Too
LEQ Space Station Amertisation faceor fraction | 3, of $/4 - -
GEQ Space Statian Unlt Casz H Ssea 575 [} 30
GEQ Space Stasfan Amortisation Factar Fractran do5g /5 - -
Space Staticn Resuoply Soecific Cast s €474 RES 0 0
LET Ynic Cost 5 CLCT 9 90
LET Amorzlsatien Factor Fractien et - -
AlS Unit Cost ] CMS Q 50
AlS Amortisacion Factor Fraczian *als - -—
Cryo Tug Propaliant Specific Cosc HEE] €LeT Pogr - .
lon Prepellant Speerfic €ass 3 Cars page - -
Lraw Module Amortisation Fictor Fraction drozy .- -
Liguid Hydrogen Sterage Tanx Ynit Zast 5 Syt b 190
Liquig =ydrogen $10raye Tane Unit Cost 3 Sinp b] 100
Liquid Jxzygen Starage Taax Unit Cast H %1 g7 ] 150
fon Propeliant Storage Taac Ynrc Cast H frs ? teg
Ltquid Hydragen Tank A7ortisattos Ticlor “r3ctian Iyt Q 196
Li2yid Jaygan Tanx Amoriisacion Factor Fractign AT 3 10
wan Propellant Vank Amartisation Saccoar Fragtion LI )] 10a
Antanna Power Distributign Soecific Cast e a9 W 25 76
°hase Lontral Spacific Case 8] Sor 25 Hit
Aavequide S2ecific Cost §1kud Sug 25 )
JC-AF Zanvartar Soecafic Iast S, S3c.af 25 ]
Anterns Struciure 3oecific o5t Sexd Cer | 2] | 30
Selar Array 3lanxst 3pazific Zasc $7%a? Ssag 23 Eh ]
iolar Arrsy lanceat-rter Spezific st S ka® Coac £ m
tonduciing Structure Saecifi¢ Sast 3ikg Sgic q 0
don-Conduetiag Structurs Spectffz Caste $icg Cone b] 20
Cantrai Yas: Sogeifie fodt 3ikg Corey : a Ell]
Yiscallansous Squipme~c Specific Cost i §/xg Curge I 28 k4]
lecisnna 3lie Speerfic fast HEY] Cae I 5 ica
Reczenna Structire Soecific Cass HEL - 25 ! t30
IF-3C Convertor Spseriic Case 5/ Cap.3¢ 5 ico
“ewer Intarfice 3pegific Zost Sied Cryronz 25 i
kase Conc-al Soecific last T 25 g
Solar Tlys Comszant < # - -
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s b . £
i " TABLE F.2. STATE-OF-KNOWLEDGE AT DECISION POINTS - PROGRAM II
' .
I ) : SRR AT
INPUT ELEMENT untrs: | VARIAGLE
] i ME .24 P B X R R
Power Qutput at the 3ushar; B ) X . ) ? .- - -
Packing Factor of the $Solar 3lanket Fragtion Po L . %0 too
Effective Concentration Ratla Fractioa 1 . ., - - P
Solar Call Effictency Fragtion Nge 40 90 160
Salar Array Power Olscefbucion Effigiency fracsfon | . fg AP0 40 150 i
Antenna Incarface Effliciency Fraceion | Apur_int 0 L] £y
Antenna Power Distribucton Efficiency Fraction anT B Ll jiny Wi
0C-RF Convercer EFficiency Fraction Nye.af ] 100 e
Phase Coatrol Efflcrency ) Fractian fop 50 i) 109
lonospharie Propagatian =fficiency Fragtfon N1gy PROP - - -
Atbospreris Propagation Sfficieacy Fraction | a0y 720P 1] 10 100
Besn Collectfon Efficiency Fraction e 9 teg 0 -
NF«DC CTonverter Sffficliency fractian fas. e ] {+1] 100
 Rectanad Fowsar Distribution Efficiency fraczion | ageer py Hy icg 100
Spectfig Mass of she Soder Blanket attad Tgaa 8 30 ™
Efficiency of the Solar Concentragar | ¢raczian “egue Y % 200
Specific Hiss of the Solar Cancentratzor l kq/kuz Mexr ] 39 120
Ritio: Conducsing 3tricz. Mass 29 Arras Are: l :ql-i:mz Mamre 25 39 g0
3acte: Hon-long, Siruce. ¥iss 2 Arriy Aesa ‘q}"mz Demye 20 ‘ Bl ige
Spzcifiec Mass 3f Cenzral Masy xg/ <m® Boray 20 50 150
Aspect R#tlo of Salar Array fractfna ry - . .
Antenna Clearancs " fraction n - - R
fiaceter af Transoicting Anteana km °.-.m' - - -
Sayectfic Hass of Antanpa Structure kg/%N Mants EY 30 o
Specific Mass af AC-if Converters g Tye.af 3G o] 120
Specific ¥ass of wavaguides ITTAL LY K 50 30
Spectfic Mass of Aatenna [aterfics g/ <M T A 30 i
Specific Mass of Phasa Cantrol Slecirenics kgl xy fee X 30 190
Hiscelianeous Mass <q “arse i £ i
Parcantage of Jacellite Assambied by Mden f~2ctian 3 t bl El] 120
3at2 of Manned Assembly kg/0ay Ruanncy 9 20 30
Rate of lamats Assenoly wgfhay TyenoTe ? | 0 30
Tatih Coastrustion Vima Qars rfD‘JST - - -
shift Factar 1/0ay i fs - - -
Parsonnel Productivity “icror feaceion £y [ 2 i L)
Teleoperstor Availahillyy Frcise frazefon | Fagps 4y ] . l 1co i 10
Teleoperatar dare Figtar Fraction ‘. Y ize 120
Faaricatian 2tz af Vodules i grray Rf\s k| 0 . .69
Fapefzicton Yodule Availabibrzs fagtar fracticn frra ? i R L @
Jarcentige of Partannel Jsing Mintdulitoes Fraction ! v . - ] - ! -
vanioulatgr Avsiladal-zy Faczor fraction | fuantp e | - i =
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TABLE F.2. STATE-OF-KNOWLEDGE AT DECISION POINTS - PROGRAM 11 (Cont'd)
IPOVENENT TN THE STATE - oF
NPT ELERENT s YARTABLE XOWLEDGE OVER TOGAY, 2
MM QP4 9.r.8 2.0.C

Number of Persanne] far EEQ Space Stazion Auzder fLEu 578 - . .
Fabeication Hodule Unic Mass o kg ®cag 't 100 00
Teleaperitor Goflt Hass xq frere 9 100 100
LEQ Swpport Tug Uart Hass kg LS L] 140 100
EVA fquipwent Unig Hasgs xg Zoya [} o0 ]
EYA Unit Use facrar Seaztien foua ] 100 129
Manipulator Unit Mass i 1g. Aganis a 90 100
LEQ Space Statian unic Mass kg AR 10 0g 1ca
Assexbly Equip Propellant Estimaztion factor Fractiana fAE sR0p q fog 100
Space Statian Resupply Estimition Factor Fraction fSlS Res - - -
Crew Module Unft Mass kg tenEw L] 100 109
GEQ Spice Station Unit Mass kg Tein 55 [} oo 100
LCY Total LEG-GEQ Nissfan 4y eises | avie . . .
LCT Rocket €xhagst Jer Yeltacicy aftec v"LCT - - -
LCT Propeflane Mass-Fraction Fractica "‘LCT - - -
Crew Rotation Perfod Qays Taor 0 <08 160
AlS Total LEN-REQ Hissign Ay LA AV e - - -
Al wanausz Jeg Telncity, af see ".! - - -
ALY Propellane Hass<fraciioa Fraction AA:;S - - -
Liquid Hydroges Starige Tank Unr: Mass kg “nt - T - -
Liguid Hydragen Starage Taak Capaci Ly kg c,” - -—- -
Liquid Oaygen Starage Tank Unit Mass %q B oaxr - - .__._......-_
Liquid Oxygen Storage Tank Cipsciey kg cw” - - -
fon Propellans Storige Tank Yasg xq LIt - - -
lon Propellant Storage Tank Capacizy g Cop - . -
HLLY Payload to LEQ . &g Harp - - -
ALLY Averige Load Factar Fraction rumn q bl 169
HLLY Tyurnaround Tine days T|I TuRl - - -
Yumter of Personnel 7er Shuttle 7ligng fumoer | fouyrrie | 0 160 =
Shuttle i’urnarm:und Time Oiys Ts TusN - - -
Launch €asz Per SLLY “iign: H ':‘ILLV 1] E ico
HLLY unit Cast B Su oanir a 50 00
Launch Cost Per Shuctle riigne 5 CSI!UTTLE 90 100 6%
Shuttle Unit Cost $ S5 unir %0 iy 10a
Fabrication Module Unit Cast s Sean 9 9 Tea
Fabrication Madyle Argrtisation Fictor Fraction zam - - el :—“
Taleogerazor Hmit Cost ] SreLE q 30 o]
Telzoperstor Acartisgtion Factor Fraction droue -~ - -
Assenbly Equipneat Propellant Specific Cose b4 Sig rroe - - -
LEQ Suppart Tug Ua12 Cost H Srug 0 109 100
LEQ Suppart Tug Amartisacian Factor fraction g - - -
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TABLE F.2. STATE-QF-KNOWLEDGE AT DECISION POINTS - PROGRAM II (Cont'd)

[MPROVEMENT [H TUE STATE - OF
HOWLEDGE QVER TOOAY, %,

INPUT ELEMENT uktrs | YARIABLE S
HAKE 0.P.A 0.r.3 o.P.C
Muader of Shifts for Ground Operitors Humber Toro M - hd
EYA Equipment Unit Cost 3 Seyy 1] %0 100
Hanipulator Unit Cost $ SxaxIp 9 o] 100
Hanlpylator Amortisation Factor fraction uanip - - -
LEQ Space Statlon Unft Cost H LED 575 [} og 100
LEQ Space Station Amartisatian Factor Fraction ign s/ - - -
GEG Space Station Unift Cost 3 CeEq 57§ [} o ]
G2d Space S%acticn Amortisacion Facter Fractign Y5E0 /5 - - -
Space Stacian Resupply Specific Cost s €575 RES ] | {5] 164
LCT Unit Cost ’ 5 et ] 160 100
LCT Amorcisacion factor Fraction et - - -
AlS Unit Cost H CMS s} 0 €0
ALS Amortisacion Factor Fraction aars - - -
Cryo Tug Propellant Specific Cost HET] €LCT PROP - - -
fon Prapeliant Speciflc Cost F7AT] €AiS PROP - - -
Crew Hoduls Hnit Cost - s CCREH 9 100 10
Crew Yodule Amarcisazion factor Fractian eapy - - -
Liguid Hydrogen Storege Tank Unic Cosg H Sunt 3 100 139
Liquid Oxygen Starage Tamk Unit Cost 3 S 0x1 a 173 100
fon Propellant Starage Tank Unit Cost 5 8rr -] ] 125]
Liquid Hydragen Tank Amortisation Factor Fracefon T [+] 160 [{s]
Liquid Qxygen Tiak Amortisation Factor Fractian i o1t 1 109 100
Ton fropellant Tank Axortisation Facrtar Fraction 1 1] a e
Antenna Power Oigiribubtion Specifie Cast m:.u €ag 10 30 a0
Phase Control Specific Cost $/ew Cor ia 10 1¢9
Mavequide Specitic Cass $/xN Cug 1) kel icd
OC+RF Converter Specific Cost S/EM SOC-RF 'a 30 120
Antenna Strycture Specific Cost $7kR Cor 10 30 loa
“Solar Array 3lancet Specific Cost §/ka® Ciap 10 70 100
Solar Array Concentrator Specific Cose $/kat Soie 19 ] 1M
Conductiag Stryucture Specific Cost kg Cope [} 50 100
Hon-4onducting Structure Specific Cost $ixg Cerne [ i ic
Central Hast Speciffe Cost $/%g Csren 0 s g
4iscellaneous Equipment Specific Cast 3/kg Sursc ia ] tca
Rectenna Slte Speciflc Cost $/kM Cae 0 1cQ 100
Rectanna Skructure Specific Cost $7xH SsraveT 1z 100 100
AF-0C Convertor Specific Cost $/%M Car.oc W 0 ico
Power [nterfice Speclfic Cost A1 SinTeRs 0 it 100
Phase Cancral Spectfle Coss S Cap e 1ce 129
Solar Flux Contiant t, I3 - - .
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TABLE F.3. STATE-OF-KNOWLEDGE AT DECISION POINTS - PROGRAK 111

IMPROVEMENT IN THE STATE « OF -
{HBUT ELEMERT - - VARIADLE XMORLEIGE OVER TOOAY, §
HAME 0.7.8 b.rg AdD

Pawer Qutpuz at the Susbar ] 3 - -
Packing Factor of the Salar Slanket Fractian Pe 75 W,
Effestive Concantration Ratis Fractian Art - -
Solar C2ll Efficieacy Fraction fep £ 90
Salar Array Power Discridution Efftcisncy Frictfan fgaep 58 100
Anteans {ncerface Efficiency Fractian AT IHT 30 179
Antenna fower Oistribucion Efficiency Fraction 447 PO 9 100
0C-RF Converter Tffictency Fraction | ng. op 59 1aa
Phase Control Efffcfency Fractian fpe E ico
fonospheric Prapegation EFficlency Fragtian Aok prop - -
Atngspheric Propagacion Effigiency fractioen Taty PrOP a Toa
Besm Coilectign Efffciancy Fractian g ] {0 ]
RF-9C Canverter Eff1ciency Fraction Meone - 3] 100
.Rn::znm Power Qistribution Efficiency Fractian fagcT o m icg
Specific Mess of the Solar Slanmket erimd Tean By 90 °
Efficiency of the Solir Concentrater Fraction tenme 5a 30 3 ]
Specific Hats of the Salar Concentrator kq,fl:nz Bsae 50 99 °: —
Ratfo: Conducting Stract. Ma33 o Array Arsz kqnuz P io E) g T
Racfoz Nen-Cand. Struct, “asy f%a Array Area tglk-nz T rHe 50 90 g T
Soecific Hass of Central Wase kg/ka e rey 30 90 a
Aspect Ratio of Solar Array Fractien ra . - § ]
Aatenna Clearance Fraction LY - S 1
Ulaceter of Transaitting Antenna 1. D.‘\HT - - ]
Speciflic Mass of Aatenna Structure g/ kM PadTS §0 <0
Soectffe Hass of OC-AF Converters kqfkd e .ap L ]
Spaci®fiz tass of Yavequidas g/ ki s &9 0
Specific Hass of Anteana [nterfage kgl ki EyuT- 14T [34] s0
Soesific Mass af Phase Contral Electranics kg/ Tope B 0
Miseplianasus Yass xg Yarge B 30
?arcantage af Satelltite Assembled hy Man Fraction 3 9 40
Rate of Manned Assexmbly xgfCay Iyanncs a I
Qate of Rmote Astanmply xqfDay Ragugre 0 0
Tatal Construction Time Oays TCOHST - -
Shife factar f/0ay !; - -
Personael Produgeivicy Faczoe Fraction £ il 99
Teleoperator Availastlity Faczar Fraction | froe 4y a ioo
Teiedoerztar Work Fictor Fraction r Ed 1o
Fabrication Race of Madubss kg/hay I a 0
Fabricatlon “odule Availavility Facter Fractfon fers w foa
Parceataqge af Persgnnel Ysing Mamipylagery Craction s - -
Hintpulator Avafisbility Factor Fraction Fuantp ] 189
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TABLE F.3. STATE-OF-KNOWLEDGE AT DECISION POTNTS - PROGRAM [I] (Cont'd)

IW‘MZEERT [ VHE STATE - oF
THPUT ELEMENT wirs | vARtsoLe | JOOVLEIGE OVER TOOAT. 2
NAME 0.7.8 np.c 1t

Humber of Parsonnel Per LEO Space Stazien Humber fLEO /S - .
Fabrigacton “odule Yarg Mass rg Neag g 100
Teledoerator Yate “ass &g Bresg 0 100
LEQ Support Tug Uaat Hass g BruG 50 100
EYA Equipmentc Unit Hass kg Tzya 190 100
EVA 'lait Use Factor Fraztean “eya 100 100
H3nipulatar Unic Hags kg Pyanie &3 %
LI0 fpacs Station Ynir Hassg xq Mo 578 06 I0a
Asseudbly Squig. Propeliant Escimacton Fagtor | Fraczioa f-‘-E Page sa 100
Spaca Staceon Rwesuoply Esecimation Faccor Fractian fSIS 2Es . .
Grew Mgcule Ynit Masg g Teagy too o0
Ge0 3paca Zzation Ynrt Yass 49 Aeg 575 75 30
LCT Total LID-GEQ Missian &Y mfsec .chr . _
LCT Rocxat Zanaust gat Yeloctiys alsac vJLcT . . ]
LET Frapellant Hass-Fractian FracTiIga ‘et _ ~ o
Crew Ratation Parigd 9ays Toot 0 100 f
AlS Tatal LED-GEZA Misgian av i . n/iec alyrg . . =:
05 ZTxmsusn Jet velocity afsee ‘J"_,_.[s . } g )
303 Propelianc dass-7rictian “ractian J._.ds . . g
tiquid Hraraqen Stardge laank “ate Mass g T _ . ;f
Ligutd dycroger Starage Tank Sapac:ity k3 “ur - N g
Liqurd dzygan Sicrage Taak Unicg Mass g 2 ot . . v
Liquid Jaygen Staraae Task Capacity <q CLaer - .
ton Procellant Storige Tank Mass %y R . -
[an Prapellant Starage fiak Capacfuy g -c” . .
L7 Payload to LEO kg o - -
HLLY Average Laoad Factar Fraczion fL o0 0 @
1LY Turnaround Tice Qays Ty -wan - -
dumper 3f Paesganel e Snutile Tiighe Humber ! 'Sfidl'ﬂ.s 1ca 100
Sauisle Turnaround Time Says i r; TYRN - .
Liuncm Gast Per ALLT Slignt $ Y 0 ‘00
ALY Jdnat Cost $ Syt H 1ca
Launca fast 2ar Shuzile Flignt H CaiugriLe ica 100
Shutiie Uarg Cost § S5 anir H 150
Faorvcacion Yadule Ynit Cost b1 Sran g0 1
ibeication Yoguie Amorzisacion Factor Frictéion LEFP) - -
Telesperscor Ynit Cost H “rove 0 1
Telsaoerstar Azmorcisation Factor fractionj 4., . - -
issemaly Eauroment Proaeilant Spegific Jass H =A5 2309 - -
LE0 Suopart Tug Jniz Cost 5 c"JG 150 )
150 Supacrt Tug Amortisitian Factar =rac:=mi -, . . }
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TABLE F.3. STATE-OF-KNOWLEDGE AT DECISION POINTS - PROGRAM 111 (Cont'd}

IMPROVENENT T4 THE STATE - OF
HEWLEDGE QYER TODAY, ¥

WPYT ELEMENT uprs | VARIAGLE
HAME 0.P.B 0.7.C ALD
Bunber of Sh1fts for Ground Operators Humber Yaa0 - -
EYA fquipmant Unit Cost 5 cg.ﬂ 100 100
Maniputazoe Uait Cost $ Syanip 30 50
Hapipulater Amortisation Factar Fraction | ayayro - .
LI Space Scation Unit Cost H Creq /% T 100
LED Soace Station Amorcisazion Factoe Fraczion|a, .4 5,5 - .
HEQ Space Statron Unie Cast § Sren 575 5 100
GED Space Seactan Amorzisatian factor Feaccion isz0 55 . -
Soace Statfon Resupply Specific Caset H S5/5 265 14a 150
LET Unit Cost $ Set s 109
1LY Asortisation Factor Frzction et - -
AlS Unit Cosz 3 T CM; 9 a
AlS Amgrzisation Factor Fraction dass _ - .
T =
Cryo Tug Propellant Spegific Cosz Wia Cier 2R0P . - :
lon Prapallzne Ipeci1fie Cace 347 Cals pROP . - 45.
Crew Madule Yntt Cost H CCRE'J 1€0 00 =
Teew Madule Anorzisacion Faerer Sraction Bagan . - L g
ﬂul’u Hyura'?_c’njauraqe vane Laflt Cast M .:-:_.,'. a t3a g
Ltquid Oxsgen S:arage Tanx Unit Sost 3 SLoxr s 140 g
Eon Propallanc Sterage Task uUmtl Cast 1 <1 a o “
Liguid Aydrogan Tank Amortisiation Fagror Fraction 34z a 160
tizuid dxygen Tink Amortisatiea Factar fragiion A et 0 100
ien Propellant Tanx Amorcisacion Tactor Fricgion 4” 3 9
Antennk Power Jistrrbutica Soecifig Cost 3xH Cap () %0
Ipase Concrol Soec-fre Jast 5/ ¥ Cap B ag
~avequide Soecifre Cast 5/kd Sig 2 20
JC-AF Janvertar Soectric Tost ML Soc.aF ! ] £l
Aazanna Jtruccars Sp2cifrc os:z 5o Lt | 30 30
Sakir Ar-ay 3ianxst Speciivg Lost 31"'«»2 Cca3 ! ) 10
Seidr Arpay Comceang=iior Sazcifig Jest 57cn® Ciac B 50
Cancactiag Scruciyre Soecific fast $lxg ‘irc 3 30
on-Canductiag Siructur? Spacific Casy ifkg Ssric i 30 £
Seatral Hast Speci‘ic Cost $fug Cyrom 30 3
“fsealianeous Zquipmeat Specific lost $/kg l Syse 3 30
leczznna Sice Soecific Cost 5/ ed ] Sqe 3 190
2cienas Siructire Specific Cast Sk SgragcT 3 100
F.LC Zanvercor Soecific Jest EY AR Car.ac 3 150
Paser iatsrface Speciffe Zost §/%d Cogvzae ER] e
hase Cantral Specific Qost AT Tap 30 140
jeiae Flux lsnsting <y 7 . | - .
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Table F.4 State-of-Knowledge at Decision Points - Program IV

Improvement in

Input Element Units Va;;;g1e State-of-Knowledge, %

: DPA | DPB | DPC | DPD | DPE
Power Qutput at Rec- D
tenna Busbar (B.0.L.) kW ouT - - - - -
Solar Cell
Efficiency (B.0.L.) | Fraction | 7sC 40 { 60 | 80 | 90 | 100
Solar Array Power
Distribution
Efficiency Fraction Nsapp a¢ 50 80 90 | 100
Antenna Interface .
Efficiency Fraction TANT INT 20 30 60 g0 | 100
Antenna Power Dis-
tribution Efficiency | Fraction NANT PO - - - - -
DC-RF Converter
Efficiency Fraction DC-RE - - - - -
Phase Control
Efficiency Fraction pc - - - - -
Ionospheric Propaga-
tion Efficiency Fraction | "ION PROP - - - - -
Atmospheric Propaga-
tion Efficiency Fraction TATM PROP - - - - -
Beam Collection
Efficiency Fragtion "BC - - - - -
RF-DC Converter
Efficiency Fraction fpF-pe - - - - -
Rectenna Power Dis-
tribution Efficiency | Fraction | TRECT PD - - - - -
Packing Factor of . p
Solar Blanket Fraction F 20 80 90 [ 100 | Too
Solar Flux Constant KW/ km2 F - - - - -




227

Table F.4 State-of-Knowledge at Deciéion Points - Program IV (contipued)

Improvement in

. Variable State-of-Knowledge, %
Input Element Units Name
DPA [ DPB { DPC | DPD | DPE

Effective Concentra-
tion Ratios Fraction | "EFF 20 | 40 | 80 | 100 | 700
Specific Mass of 2 -
Soiar Blanket kg/km SAB 20 50 70 | 100 | 100
Efficiency of Solar
Concentrator Fraction NeoNe 20 40 90 | 100 | 100
Specific Mass of 2 -
Sotar Concentrator kg/km SAC 10 20 80 | 100 | 100
Ratio: Conducting

Structure Mass to 2 m

Solar Array Area kg/km STC 20 50 90 | 100 | 100
Ratio: Nonconducting

Structure Mass to 5 0

Solar Array Area kg/km STNC 20 50 90 | 100 | 100
Specific Mass of m )
Central Mast kg/km STCM 20 50 S0 | 100 | 100
Aspect Ratio of -
Solar Array Fraction A - - - - -
Antenna Clearance Fraction L b - - B B
Diameter of Trans- D
mitting Antenna km ANT - - - - -
Specific Mass of -
Antenna Structure kg/kW ANT 20 30 70 1 100 | 100
Specific Mass of m
DC-RF Converters kg/kW DC-RF - - - - -
Specific Mass of
Antenna Power Dis- m
tribution System kg/kW ANT PD - - ~ - -
Specific Mass of m
Waveguides kg/kW WG - - - - -




Table F.4 State-of-Knowledge at Decision Points - Program IV {continued)

Improvement in

Input Element Units Va;;;21e State-of-Knowledge, %

DPA | DPB | DPC | DPD | DPE
Specific Mass of -
Antenna Interface kg/kW ANT INT - - - - -
Specific Mass of
Phase Control m
Electronics kg/kW PCE - - - - -
Miscellaneous M
Satellite Mass kg MISC 20 30 80 90 | 100
Basic Unit Mass of
Construction, Small kg Mes 20 40) 80 90! 100
Basic Unit Mass of
Construction, Large kg Mep 20 40 80 90 | 100
Specific Mass of m
EPS Solar Array kg/kW P1 20 40 80 90 | 100
EPS Power Require-
ments, Small Base p —
LEQ kW EPS REQ 20 40 80 90 | 100
EP§ Power Require-
ments, Large Base P
LEQ ki EPS REQ 20 a0 80 80 | 100
[EPS Power Require-
ments, Large Base p
GE0 ki EPS REQ 20 40 80 90 | 100
EPS Power Require-
ments, Small Base p
GEQ kW EPS REQ 20 40 80 90 { 100
Specific Mass of
EPS Batteries kg/kW p2 36| 50| 70| 100 | 100
Orbit Keeping Pro-
pellant Mass, Small o
Base LEO kg op 20 70 %0 | 100 | 100~
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Table F.4 State-of-Knowledge at Decision Points - Program IV (continued)

Improvement in

Input Element Units Variable State-of-Knowledge, %

Name
DPA - DPB 1 DPC DPD DPE

Orbit Keeping Pro-
pellant Mass, Large .
Base LEQ kg- OP 20| 70} 90 | 100 | 100

Orbit Keeping Pro-
pellant Mass, Smalil

Base GEO kg Top - - - S

Orbit Keeping Pro-
pellant Mass, Large n ‘
Base GEO kg 0P - - - - -

Attitude Control
Propellant Mass, m
Small Base LEQ kg AP 20 60 90 | 100 | 100

Attitude Control
Propellant Mass, -
Large Base LEQ kg AP 20 60 90 | 100 | 100

Attitude Control
Propellant Mass, m
Small -Base GEQ kg AP 20 40 70 90 | 100

Attitude Control
Propellant Mass,

Large Base GEQ kg ap 20 40 ] 70| 90 | 100
Total Satellite N

Fleet Size Number SAT - - - - 100
Total Crew Size, N

Small Base Number crew 20 40 70 90 | 100
Total Crew Size, N

Large Base Number crew 20 40 70 90 | 100
Number of Personnel

Carried per POTV £

Flight #/Flight POTY 30 50 90 {100 § 100

Number of Crew <
Rotations Per Year #/Year CROT 30 70 90 | 100 | 100
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Table F.4 State-of-Knowledge at Decision Points - Program IV (continued)

Improvement in

Input Element Units Vaa;ggie State-of-Knowledge, %
) DPA | DPB |DPC | DPD | DPE

Rate of Sate1]ite-

Construction */Year Reonst 20 | 50 | 90 | 100 | 100
Propellant Consump-

tion per POTV Flight

(RT) kg fPOTV PRP 20 70 90 | 100 | 100
Capacity of Propel- £

lant Storage Tank kg T - - - - -
Unit Mass of Propel- m

lant Storage Tank kg T - - - - -
Payload of COTV kg fCOTV _ _ _ _ _
Unit Mass of COTV m

(Dry) kg coTV - - - - -
Design Life of £

POTV 7 Flights POTY Life| - - - - -
Unit Mass of POTV m

(Ory) kg CoTV - - - - -
Propellant Consump- £
-tion per COTV Flight kg COTV PRP - - - - -
HLLV Payload to LEO kg MP/L ) ) ) ) )
AIS Propellant Mass- X

Fraction Fraction AIS - - - - -
AIS Total LEQ-GEO m AV

Mission AV /sec AIS - - - - -
AIS Exhaust Jet m v

Velocity /sec JAIS - - - - -
Ion Propellant

Storage Tank F

Capacity kg IT - - - - -
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Table F.4 State-of-Knowledge at Decision Points - Program IV (continued)

Improvement in

Input Element Units VaEQ;ETe State-of-Knowledge, ¢
DPA DPB | DPC | DPD | DPE

fon Propellant

Storage Tank Unit .

Mass ?Dry) kg 17 - - - - -

HLLY Average Load £

Factor Fraction LOAD 20 50 70 | 100 | 100

Design Life of HLLY £

Upper Stage 7 Flights HUS LIFE 30 70 90 | 100 | 100

Design LiTe of HLLY £ ’

Lower Stage 7 Flights HLS LIFE 30 70 9C | 100 | 100

Number of Personnel £

per Shuttle Flight Number SHUTTLE - - - - -

Design Life of i £

Shuttle # Flights SLIFE - - - - -

HLLV Upper Stage c

Unit Cost $ HUS 30 70 80 | 100 | 100

HLLY Lower Stage c .

Unit -Cost S HLS 30 70 90 | 100 {100

Launch Operations c

Cost per HLLV Flight $ HLLY 30 70 90 } 100 | 100

Launch Operations

Cost per Shuttle c

Flight ) SHUTTLE 100 - - - -

Shuttle Unit Cost $ CSUNIT 100 | - - - -

Basic Unit Cost of

Construction Base c

(Small) $ CB 20 50 70 90 ;100

8asic Unit Cost of

Construction Base c .

(Large) S C8 20 50 70 90 | 100
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Table F.4 State-of-Knowledge at Decision Points - Program IV (continued)

Improvement in

Input Element Units Va;;;;]a State-of-Knowledge, %

DPA | DPB ) DPC | DPD | DPE
Specific Cost of c
EPS Solar Array $/kV Pl 20 50 70 90 | 100
Specific Cost of c
EPS Batteries S/kv p2 20 70 | 100 - -
Cost of Radiation
Shielding, Small e
Base LEQ S RDS 20 50 70 g0 | 100
Cost of Radiation
Shielding, Large o
Base LEOQ kY RDS 20 50 70 90 (100
Cost of Radiation
Shieliding, Small c
Base GEQ S RDS 20 50 70 90 | 100
Cost of Radiation
Shielding, Large c
Base GEO $ RDS 20 50 70 90 | 100
Specific Cost of
Altitude Control
Propellant $/kg Cap - - - - -
Specific Cost of
Orbit-Keeping Pro- .
pellant §/kg opP - - - - -
COTY Unit Cost S cotv 20 50 90 | 100 | 100
POTY Unit Cost - “poTV 20 | 50 ( 50 | 100 |100
Specific Cost of .
0TV Propellant $/kg PRP - - - - -
ALS Unit Cost 3 Cats 20 | 50| 90 {100 |100
Specific Cost of c
Ion Propellant $/kg A1S PROP - - - - -
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Table F.4 State-of-Knowledge at Decision Points - Prograﬁ IV {continued)

Improvement in

Input Element Units Yariable State-of-Knowledge, %
Name
DPA | DPB | DPC | DPD | DPE

CTV Propellant
Storage Tank C
Unit Cost $ T 20 50 90 | 100 | 100
Ion Propellant
Storage Tank C
Unit Cost $ IT 20 50 S0 | 100 | 100
Antenna Power Distri- c
bution Specific Cost | $/kW PD - - - - -
Phase Control Elec- o
tronics Specific Cost | S/kW PCE - - - - -
Wave Guide Specific c
Cost S/kW WG - - - - -
DC-RF Converter .
Specific Cost S/kW DC-RF - - - - -
Antenna Structure
Specific Cost $/KH g7 20| 50| 70 { 100 | 100
Solar Array Blanket 2 c
Specific Cost S/km SAB 20 50 70 | 100 | 100
Solar Array Concen- 5 .
trator Specific Cost | S/km SAC 10 40 80 | 100 | 100
Conducting Structure c
Speciftic Cast S/kq STC 10 50 90 | 100 | 100
Nonconducfing Struc- c

- ture Specific Cost $/kg STNC 10 50 90 | 100 | 100
Central Mast .
Specific Cost $/kg CsTCM 10 { 50| 90 | 100 | 100
Miscellaneous Equip-
ment Specific Cost $/kg “MISC 10 40| 70 100 | 100
Rectenna Specific , 5 c
Cost S/km RECT - - - - -




234

Table F.4 State-of-Knowledge at

Decision Points - Program IV (continued)

Improvement in

. Variable State-of-Knowledge, %
Input Element Units Name
OPA { DPB { DPC | DPD | DPE

Beam ‘Elevation Angle | Radians £ - - - - -
Power Interface c

Specific Cost S/kw INTERF - - - - -
Phase Control c

Specific Cost $/kw PC - - - - -
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Table F.5 State-of-Knowledge at Decision Points - Program V

Improvement 1in

Input Element Units Vaa;gg]e State-of-Knowledge, %
DPA | DPB | DPC | DPD | DPE

Power Output at Rec- p

tenna Busbar (B.0.L.) kW outT - - - - -
Solar Cell

Efficiency (B.0.L.) Fraction | "sc 40 70| 85 | 90 | 100
Solar Array Power

Distribution .

Efficiency Fraction | TSAPD 40| 60| 85| 90 | 100
Antenna Interface

Efficiency Fraction DANT INT 20 60 75 80 | 100
Antenna Power Dis-

tribution Efficiency Fraction TANT PD - - - - -
DC-RF Converter

Efficiency Fraction "DC-RF - - - - -
Phase Control

fiiciency ‘Fraction pg - - - - -
Tonospheric Propaga-

tion Efficiency Fraction | "ION PROP | - - - - -
Atmospheric Propaga-

tion Efficiency Fraction NATM PROP - - - - -
Beam Collection

Efficiency Fraction | "8C S N e R
RF-DC Converter

Efficiency Fraction | "RF-DC - - - - -
Rectenna Power Dis-

tribution Efficiency | Fraction | "RECT PD - - - - -
Packing Factor of p
Solar Blanket Fraction F 20 80 90 ¢ 10¢ -
Solar Flux Constant ki / km2 F - - - - -
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Table F.5 State-of-Knowledge at Decision Points - Program ¥V (continued)

Improvement in

. Variable State-of-Knowledge, %
Input Element Units Name
DPA | DPB | DPC | DPD | DPE

Effective Concentra- .
tion Ratios Fraction | "EFF 200 70| 90 100 | -
Specific Mass of 5
Solar Blanket kg/km MsaB - - - - -
Efficiency of Solar
Concentrator Fraction conc 20 90 | 100 - -
Specific Mass of 5 m
Solar Concentrator kg/km SAC 10 40 90 | 100 -
Ratio: ‘Conducting

Structure Mass to 2 m

Solar Array Area kg/km STC 20 50 90 | 100 -
Ratio: Nonconducting

Structure Mass to 2 m .

Solar Array Area kg/km STNC 20 50 90 | 100 -
Specific Mass of ' 0
Central Mast kg/km STCM 20 50 90 | 100 -
Aspect Ratio of .
Solar Array Fraction A - - - - -
Antenna Clearance Fraction "L - - - - -
Diameter of Trans- D
mitting Antenna km ANT - - - - -
Specific Mass of m
Antenna Structure kg/ ki ANT 30 60 90 | 100 -
Specific Mass of m
DC-RF Converters kg/kW DC-RF - - - - -
Specific Mass of
Antenna Power Dis- m
tribution System kg/kW ANT PD - - - - -
Specific Mass of m
Waveguides kg/kW WG - - - - -
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Table F.5 State-of-Knowledge at Decision Points - Program ¥V {continued)

Improvement in

Input Element Units Va§2;21e State-of-Knowledge, 4%

DPA | OPB | DPC | DPD | DPE
Specific Mass of
Antenna Interface - kg/kW TANT INT ~ = - - -
Specific Mass of
rhase Control
Electronics kg/ kW Toce - - - - -
Miscellaneous M
Satellite Mass kg MISC 30 50 90 | 100 -
Basic Unit Mass of
Construction, Small kg Mca 20 40| 80| 90 | 100
Basic Unit Mass of m
Construction, Large kg CB 20 40 80 90 | 100
Specific Mass of o
EPS Solar Array kg/kW P1 20 40 80 90 | 100
cPS Power Require-
ments, Small Base P
LEQ ki EPS REQ 20 40 80 90 | 100
EPS. Power Require-
ments, Large Base p
LEQ kW EPS REQ 20 40 80 90 { 100
EPS Power Require-
ments, Large Base p
GEQ kW EPS REQ 20 40 80 90 } 100
"EPS Power Require-
ments, Small Base p
GEQ kW EPS REQ 20 40 80 g0 [ 100
Specific Mass of m
EPS Batteries kg/kW P2 30 50 70 | 100 -
Orbit Keeping Pro-
pellant Mass, Small m
Base LEO kg QP 20 70 | 100 - -
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Table F.5 State-of-Knowledge at Decision Points - Program V (continued)

Improvement in

Input’ Element Units Variable State-of-Knowledge, %

Name
DPA | DPB DPC | DPD | DPE

Orbit Keeping Pro-
peilant Mass, Large m
Base LEQ kg oP 20 70 1100 - -

Orbit Keeping Pro-
pellant Mass, Small - 0
Base GEO kg 0P 20 60 90 | 100 -

Orbit Keeping Pro-
. pellant Mass, Large m
Base GEQ kg 0P 20 60 9¢ | 100 -

Attitude Control
Propellant Mass, -
Small Base LEQ kg AP 20 70 90 { 100 -

Attitude Control
Propellant Mass, m
Large Base LEO kg AP 20 70 90 | 100 -

Attitude Control
Propellant Mass,

Small Base GEO kg Map 20| 40 | 70 { 90 | 100
. Attitude Control

Propellant Mass, m

Large Base GEO kg AP 20 40 70 90 | 100

Total Satellite N

Fleet Size Number SAT - S - -

Total Crew Size, N

Small Base Number crew 20 50 80 90 | 100

Total Crew Size, N

Large Base Number crew 20 50 80 90 | 100

Number of Personnel

Carried per POTV ‘ -

Flight #/Flight TPOTV 30 50 90 | 100 -

Number of Crew £

Rotations Per Year #/Year CROT 30 70 90 | 100 -
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Table F.5 State-of-Knowledge at Decision Points - Program V {continued)

Improvement in

Input Element Units Variable State-of-Knowledge, %

Name

DPA | DPB | DPC | DPD | DPE

Rate of Satellite R
Construction #/Year const 20 50 90 | 100 -
Propellant Consump-
tion per POTV Flight e
(RT) kg POTV PRP | 20| 70{ 90| 100 | -
Capacity of Propel- £
lant Storage Tank kg T - - - - -
Unit Mass of Propel-
lant Storage Tank kg s - - - - -
Payload of COTY kg fCOTV _ ) _ _ )
Unit Mass of COTV o
(Dry) kg coTV - - - - -
Design Life of £
POTV # Flights POTY Life - - - - -
Unit Mass of PQTV m
(Dry) kg coTV - - - - -
Propellanf Consump- £
tion per COTV Flight kg COTY PRP - - - - -
HLLYV Payload to LEQ kg MP/L . ~ . _ _
AIS Propellant Mass- N
Fraction Fraction AIS - - - - -
AIS Total LEQ-GEQ m AV
Mission AY /sec AlS - - - - -
ALS Exhaust Jet 0 i
Velocity /sec JAIS ) _ _ _ _
Ion Propellant
Storage Tank g
Capacity kg 1T - - - - -
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Table F.5 State-of-Knowledge at Decision Points - Program V {continued}

Improvement in

. Variable State-of-Knowledge, %

Input Element Units Name

DPA ) DPB | DPC | DPD | DPE
Ion Propellant
Storage Tank Unit
Mass {Dry) kg T - - - - -
HLLY Average Load £
Factor Fraction L.OAD . 20 50 70 | 100 -
Design Life of HLLY £
Upper Stage # Flights HUS LIFE 30 70 80 | 100 -
Design Life of HLLV £
Lower Stage Z# Flights HLS LIFE 30 70 90 | 100 -
Number of Personnel -
per Shuttle Flight Number 'SHUTTL& - - - - -
Design Life of £
Shuttle # Flights SLIFE - - - - -
HLLY Upper Stage c
Unit Cost 3 HUS 30 70 90 | 100 -
ALLY Lower Stage c
Unit Cost S HLS 30 70 90 | 100 -
Launch Operations c
Cost per HLLY Flight S HLLY 30 70 90 | 100 -
Launch Operations
Cost per Shuttle c
Flight $ SHUTTLE 100 - - - -
Shuttle Unit Cost S CSUNIT 100 | - - N }
Basic Unit Cost of
Construction Base c
(Small) $ 8 20 | 50| 701 90 | 100
Basic Unit Cost of
Construction Base
(Large) $ cB 20| 50| 70} 90 | 100°
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Table F.5 State-of-Knowledge at Decision Points - Program V {continued)

Improvement in

Input Element Units Variable State-of-Knowledge, %

Name X
: DPA | DPB | DPC | DPD | DPE

Specific Cost of c
EPS Solar Array $/kY P1 20 50 70 90 | 100

Specific Cost of c
EPS Batteries S/kV P2 20 50 90 | 100 -

Cost of Radiation
Shielding, Small .
Base LEO k) RDS 20 50 70 90 | 100

Cost of Radiation
Shielding, Large c
Base LEQ S RDS 20 50 70 90 | 100

Cost of Radiation
Shielding, Small c
Base GEQ S RDS 20 50 70 90 | 100

Cost of Radiation
Shielding, _Llarge c
Base GEQ S RDS 20 50 70 90 { 100

Specific Cost of
Altitude Control c
" Propeltant $/kg AP - - |- - -

Specific Cost of
Orbit-Keeping Pro-

pellant $/kg Cop - - - - -
CCTV Unit Cost S - Ceotv 20 50 90 | 100 -
POTV Unit Cost $ CpoTY 201 50 90| 100]| -
Specific Cost of c

0TV Propellant $/kg PRP - - - - -
AIS Unit Cost 5 Cats 20| s0| 90/ 100 -

Specific Cost of c . )
Ion Propellant $/kg AIS PROP - - - - -
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Table F.5 State-of-Knowledge at Decision Points - Progﬁam V (continued)

Improvement in

Input Element Units Va;;;gle State-of-Knowledge, %
DPA | DPB | DPC | DPD | DPE

CTV Propellant

Stqrage Tank C

Unit Cost ) T 20 70 90 | 100 -

Ion Propellant

Storage Tank

Unit Cost s Crr 20| 50| 90.l 100 | -

Antenna Power Distri-

bution Specific Cost | $/KW “pp - - - - -

Phase Control Elec-

tronics Specific Cost | S/kW pce - - - - -

Wave Guide Specific

Cost /KM “ue - - - - -

DC-RF Converter )

Specific Cost $/kW “DC-RF - _ - . .
. Antenna Structure c

Specific Cost S/ku ST 20 70 80 | 100 -

Solar Array Blanket 2 c

Specific Cost S/ km SAB 20 50 70 | 100 -

Solar Array Concen- 2 c

trator Specific Cost | S/km SAC 10 60 90 | 100 -

Conducting Structure .

Specific Cost $/kg STC 10 60 90 | 100 -

Nonconducting Struc- c

ture Specific Cost $/kyg STNC 10 50 90 | 100 -

Central Mast

Specific Cost $/kg “sTCM 0] 50] 90 {100 | -

Miscellaneous Equip- .

ment Specific Cost $/kg MISC 10 50 80 | 100 -

Rectenna Specific 2 c

Cost S/ km RECT - - - - -
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Table F.5 State-of-Knowledge at

Decision Points - Program V (continued)

Improvement in

Input Element bnits Variable State-of-Knowledge, &

Name

DPA | DPB | DPC | DPD | DPE

Beam Elevation Angle | Radians E - - - - -
Power Interface
Specific Cost $/kw CINTERF - - - - -
Phase Control
Specific Cost $/kw Coe - - - - -
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APPENDIX 6
COMPUTATION OF CONDITIONAL PROBABILITIES

This appendix details the computational procecure for deter-
mining the probabilities necessary for analyzing the decision trees
presented in Section 7. It is to be noted that the probabilities are
conditioned upon getting to the decision node in question. Figure G.1
shows the effects of the decision rules acting on the probability den-
sity function of the current state-of-knowledge for Program I. The pop-
ulation or density function after Decision Point A is obtained by taking
the product of the initial probability density function with one minus
the cumulative distribution representing decision rule A. Thus:

fA (cost) = fo (cost) [1—C(MA, GA) ]

where C(My, oa) 1is the cumulative distribution function for a Gaussian
distribution of mean My and standard deviation Gp- Likewise:

fB (cost) = fA (cost) [1—C(HB, GB) ]

and

fC (cost) fB {cost) [1"C(MC? UC) 1

Then, noting that the area under curve fo is unity, PA is the
area under curve fA, and: :

Area under curve f Area under curve fB

Pg = B -
Area under curve fa Py
and
Area under curve f; - Area under curve f
P =
C

Area under curve fB PA PB



Probabilaty Density Function, 1/Sbillions {1974)
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