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Network Functions and Facilities

N. A. Renzetti
Oftfice of Tracking and Data Acquisition

The obijectives, functions, and organization of the Deep Space Network are
summarized, deep space station, ground communication, and network operations control

capabilities are described.

The Deep Space Network wus established by the National
Aeronautics and Space Administration (NASA) Office of
Space Tracking and Data Systems and is under the system
management and technical direction of the Jet Propulsion
Laboratory (JPL). The network is designed for two-way
communications with unmanned spacecraft traveling approxi-
mately 16,000 km (10,000 miles) from Earth to the farthest
planets and to the edge of our solar system. It has provided
tracking and data acquisition support for the following NASA
deep space exploration projects: Ranger, Surveyor, Mariner
Venus 1962, Mariner Mars 1964, Mariner Venus 1967, Mariner
Mars 1969, Mariner Mars 1971, and Mariner Venus-Mercury
1973, for which JPL has been responsible for the project
management, the development of the spacecraft, and the
conduct of mission operations; Lunar Orbiter, for which the
Langley Research Center carried out the project management,
spacecraft development, and conduct of mission operations;
Pioneer, for which Ames Research Center carried out the
project management, spacecraft development, and conduct of
mission operations; and Apollo, for which the Lyndon B.
Johnson Space Center was the project center and the Deep
Space Network supplemented the Manned Space Flight Net-
work, which was managed by the Goddard Space Flight
Center. The network is currently providing tracking and data
acquisition support for Helios, a joint U.S./West German
project; Viking, for which Langley Research Center provided
the Lander spacecraft and project management until May,

1978, at which time project management and mission opera-
tions were transferred to JPL, and for which JPL provided the
Orbiter spacecraft; Voyager, for which JPL provides project
management, spacecraft development, and is conducting
mission operations; and Pioneers, for which the Ames
Research Center provides project management, spacecraft
development, and conduct of mission operations. The network
is adding new capability to meet the requirements of the
Galileo mission to Jupiter, for which JPL is providing the
Orbiter spacecraft, and the Ames Research Center the
probe. In addition, JPL will carry out the project management
and the conduct of mission operations.

The Deep Space Network (DSN) is one of two NASA
networks. The other, the Spaceflight Tracking and Data
Network (STDN), is under the system management and
technical direction of the Goddard Space Flight Center
(GSFC). Its function is to support manned and unmanned
Earth-orbiting satellites. The Deep Space Network supports
lunar, planetary, and interplanetary flight projects.

From its inception, NASA has had the objective of
conducting scientific investigations throughout the solar sys-
tem. It was recognized that in order to meet this objective,
significant supporting research and advanced technology devel-
opment must be conducted in order to provide deep space
telecommunications for science data return in a cost effective




manner. Therefore, the Network is continually evolved to keep
pace with the state of the art of telecommunications and data
handling. It was also recognized early that close coordmation
would be needed between the requirements of the flight
projects for data return and the capabilities needed in the
Network. This close collaboration was effected by the appoint-
ment of a Tracking and Data Systems Manager as part of the
flight project team from the initiation of the project to the
end of the mission. By this process, requirements were
idenufied early enough to provide funding and implement:-
iion in time for use by the flight project in its flight phase.

As of July 1972, NASA undertook a change in the interface
between the Network and the flight projects. Prior to that
time, since 1 January 1964, in addition to consisting of the
Deep Space Stations and the Ground Communications
Facility. the Network had also included the mission control
and computing facilities and provided the equipment in the
mission support areas for the conduct of mission operations.
The latter facilities were housed in a building at JPL known as
the Space Flight Operations Facility (SFOF). The interface
change was to accommodate a hardware interface betwzcu the
support of the network operations control functions and those
of the mission control and computing functions. This resulted
in the flight projects assuming the cognizance of the large
general-purpose digital computers which were used for both
network processing and mission data processing. They also
assumed cognizance of all of the equipment in the flight
operations facility for display and comniunications necessary
for the conduct of mission operations. The Network then
undertook the development of hardware and computer soft-
ware necessary to do its network operations ccatrol and
monitor functions in separate computers. A characteristic of
the new interface is that the Network provides direct data flow
to and from the stations; namely, metric data, science and
engineering telemetry, and such network monitor data as are
useful to the flight project. This is done via appropriate ground
communication equipment to mission operations centers,
wherever they may be.

The principal deliverables to the users of the Network are
carried out by data system configurations as follows:

(1) The DSN Tracking System generates radio metric data,
i.e., angles, one- and two-way doppler and range, and
transmits raw data to Mission Control.

(2) The DSN Telemetry System receives, decodes, records, .

and retransmits engineering and scientific data gener-
ated in the spacecraft to Mission Control.

(3) Tho DSN Command System accepts spacecraft com-
mands from Mission Control and transmits the com-
mands via the Ground Communication Facility to a

Deep Space Station. The commands are then radiated
to the spacecraft in order to initiate spacecraft func-
tions in fhght.

(<4

The DSN Radio Science System generates radio science
data, re., the frequency and amplitude of spacecraft
transmitted signals affected by passage through media
such as the solar corona, planetary atmospheres, and
plantetary rings, and iransmuts this data to Mission
Control.

(5) The DSN Very Long Baseline Interferometry System
generates time and frequency data to synchronize the
clocks among the three Deep Space Communications
complexes. It will generate universal time and polar
motion and relative Deep Space Station locations as
by-products of the primary data delivery function.

The data system configurations supporting testing, training,
and network operations control functions are as follows:

(1) The DSN Monitor and Control System instruments,
transmits, records, and displays those parameters of the
DSN necessary to verify configuration and validate the
Network. It provides the tools necessary for Network
Operations personnel to control and monitor the Net-
work and interface with flight project mission control
personnel.

(2) The DSN Test and Training System generates and
controls simuiated data to support development, test,
training and fault isolation within the DSN. It partici-
pates in mission simulation with flight projects.

The capabilities needed to carry out the above functions
have evolved in the following technical areas:

(1) The Deep Space Stations, which are distributed around
Earth and which, prior to 1964, formned part of the
Deep Space Instrumentation Facility. The technology
involved in equipping these stations is strongly related
to the state of the art of telecommunications and
flight-ground design considerations, and is almost com-
pletely multimission in character.

(2) The Ground Communications Facility provides the
capability sequired for the transmission, reception, and
monitoring of Earth-based, point-to-point communica-
tions between the stations and the Network Operations
Control Center at JPL, Pasadena, and to the JPL Mis-
sion Operations Centers. Four communications dis-
ciplines are provided: teletype, voice, high-speed, and
wideband. The Ground Communications Facility uses
the capabilities provided by common catriers through-
out the world, engineered into an integrated system by
Goddard Space Flight Center, and controlled from the
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communications Center located n the Space Flight
Operations Faciity (Building 230) at JPL.

The Network Operations Control Center is the functional
entity for centralized operational control of the Network and
interfaces with the users. It has two separable functional
elements:; uamely. Network Operations Control and Network
Data Processing. The {unctions of the Network Operations
Control are:

(1) Control and coordination of Network support to meet
commitments to Network users.

(2) Utilization of the Network data procassing computing
capability to generate all standards and limits required
for Network operations.

(3) Utilization of Network data processing computing
capability to analyce and validate the performance of
all Network systems.

The personnel who carry out the above tunctions are located
in the Space Flight Operations Facility. where mission opera-
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trons functions are carned out by certain flight projects Net-
work personnel are directed by an Operations Control Cluet
The funcuons of the Network Data Processing are

(1) Processing of data used hy Network Operations Control
for control and analysis of the Network.

(2) Display in the Network Operations Control Area of

data processed in the Network Data Processirg Area.

(3) Interface with communications circuits for input to
and output from the Network Data Processing Area.

(4) Data logging and production of the intermediate data
records.

The personnel who carry out these functions are locuated
approximately 200 meters from the Space Fhight Operations
Facility. The equipment consists of municomputers for real-
time data system monitoring, two XDS Sigma Ss. display.
magnetic tape recorders, and appropriate interface equipment
with the ground data communications.
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Voyager Support

J. E. Allen and H. E. Nance
Deep Space Network Operations Section

This is a continuation of the Deep Space Network report on tracking and data
acquisition for Project Voyager. This report covers the Jupiter encounter period for
Voyager 1, from 1 January through March 1979.

l. Voyager Operation — Status

Voyager | made its closest approach to Jupiter and its
largest satellites on the morning of March 5, 1979, 18 months
to the day after its launch. This event was preceded by the
Observatory Phase, which started on 4 January 1979, and was
followed by the Movie and Far Encounter Phases. The closest
Encounter Phase was followed by the Post Encounter Phase
that continued through March 1979. The entire period went
well with the spacecraft performing in an excellent manner
and the Deep Space Network (DSN) acquiring and processing
the data without undue incidents.

il. DSN Operations

As the Encounter time approached, a modified cc- “gura-
tion control/freeze was imposed on the supporting facilities to
ensure that the encounter activities were supported with
known hardware and software capabilities. This required that
sny known or newly discovered anomalies had acceptable
work around procedures to ensure continued support. The
control essentially was within three categories.

A. SFOF Physical Plant and Data Systems

Soft freeze from 0000Z 4 December 1978 through 24002
28 August 1979, except for the following hard freeze periods
(00002Z first day through 2400Z last day):

12/12/78 through 12/14/78 Voyager | NET

1/29/79 throngh 3/14/79 Voyager 1 TCM 3, Movie,
FEl, FE2, TCM 4, NE and
PEI

B. DSN Facilities

Modified configuration control is in effect from 4 Decem-
ber 1978 through 30 September 1979, The Voyager NOPE
defined, prior to | December 1978, modified configuration
control to encompass level of support for encounter (OB
through PE2), spac-craft maneuvers and tracking cycles, the
Movie Phase, Far Encounter 2, Near Encounter, and Post-
encounter ) Phase, the Near Encounter Test, and the major
scan platform calibration preceding each encounter. The
definition of a norms! DSN freeze was modified to accommo-
date regular alternating tracking between Voyager and Pioneer
Venus.

USSR S—————_
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C. Encounter Configuration

The Jupiter encounter phase for Voyager I began on
4 January 1979 and will continue through 9 April 1979,
Supplemental procedures and configurations were required by
the DSN to support the Jupiter encounter activity. Generally,
only the telemetry configuration changed significantly while
other subsystem configurations remained essentially the same
as they were for the Cruise Phase.

Figure | shows the standard 64-m tclemetry configuration
which is 7.2 kb/s to 115.2 kb/s convolutionally « «coded TLM
on the X-band carrier with simultaneous 40 b/s uncoded TLM
on the S-band carrier.

There were times when the Project configured the space-
craft for the same high rate encoded telemetry transmission via
both RF carriers (360 kHz and 22.5 kHz). This was normally
done when the Project wished to ensure full recovery of
critical data. Figure 2 shows the S/X-band configuration that
was used when the Project exercised its option to put the same
telemetry rate on both carriers (S/X-band carriers). This
configuration was also used when Voyager Project had
important TLM data on the S-band carrier and the X-band
carrier was not in use, or vice versa.

In order for the Project to optimize the telemetry return
and to ensure that each experiment objective was met, there
were frequent bit rate changes during the encounter period. To
support this operation, the DSN was required to be cognizant
of the changes and the supporting equipment configuration.
To obtain maximum data it was necessary to determine
whether the first bit of the new rate or the last bit of the old
rate would result in maximum return. When a determinaticn
was made, the following procedure was used to support the
decision.

Obtaining the First Bit of Data

(1) The station initialized for the new bit rate per the time
in the SOE when the subcarrier fr. ,uency and modula-
tion index remain the same as for the previous rate.
The Subcarrier Demodulator Assembly (SDA) had to
be in Jock prior to stream initialization.

(2) When the SDA subcarrier or modulation index was
changed simultaneously with data rate, it was impos-
sible to get the first bit of data since there was a
delay in acquiring SDA lock.

(3) Whenever the first bit of data was important, the
station did not wait for TLM stream lock to put TLM
data to line; instead, they put data to line st the same
time that the TLM stream was first initialized.

Obtaining the Last Bit of Data

(1) The station did not initialize for the new bit rate until
the telemetry stream dropped lock, or was requested to
acquire the new bit rate by Network Operations
Control (NOC).

(2) Even though the TLM stream was not initialized for the
new TLM rate, there was always the danger that the
Symbol Synchronizer Assembly (SSA) and Maxi, um
Likelihood Convolutional Decoder (MCD) would false
lock to the new rate. Therefore, the station and the
Network Operations Control Team (NOCT) guarded
against false locks in this moue of operation, although
neither the NOCT Real-Time Monitor (RTM) or Test
and Telemetry System (TTS) were able to obtain
synchronization on the data if the station wac false
locked. The best solution found was to initialize for the
correct bit rate immediately after losing lock on the
present bii rate within the guidelines of the SOE.

1. Critical Periods. During the encounter phase, there were
specific time periods when data collection was critical. These
critical mission periods are defined in Table 1. However, the
Project could and did declare as critical periods other than
those listed below.

Analog recordings and redundant Telemetry Processor
Assembly (TPA) DODRs were required during cn.ical period
suppor! at the 64-m DSS’s. The Project accepted the addi-
tional risks when a 34-m DSS (DSS 12) was used to support
critical mission periods. When TLM data rates were above 44.8
kb/s, DSS 43 was not requised to record redundant TPA
DODRs, but analog recordings were required. During this time
DSS 43 utilized the backup TPA for data replay as described
below.

2. Data Replay Strategy. The primary concern during the
encounter period was the timely receipt of the high rate
telemetry and imaging data at JPL. Wide-band data lines were
provided from all three of the 64-m stations. However, only
the 230 kb/s capa.ility from DSS 14 and the 168 kb/s
capability from DSS 63 allowed transfer of the data rates
above 44.8 kb/s in real-time. The 56 kb/s capability from
DSS 43 required special consideration and strategy to provide
the data in as near real-time as possible. To accomplish this
requirement 3 special return procedure was instituted as
follows:

3. Methods of Data Retum from DSS 43. Two methods of
telemetry return were employed; real-time and near real-time.

& Real-Time Data Keturn. DSS 43 processed and retumed
in reak-time (on the 56, kb/s WBDL) all high rate data with
rates of 44.8 kb/s oz lower.
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h. Neur Real-Tune Data. For data rates above 44.8 kb/s
DSS 43 recorded real-time data on a DODR using one
telemetry string and replayed the DODRs, using the second
telemetry string, as soon as they were available. The data
replays were done at the maximum line rate of the 56 kb/s
wide-band data circuit. With the replays occurring at Jess than
the real-time record rate a TLM return backlog existed until all
DODRs had been replayed. Negotiations with other station
users ensued to utilize their S/C track. All low rate data,
40 kb/s, were returned via the HSDL in real-time.

For DSS 43 passes containing data rates above 44.8 kb/s,
but with no Optical Navigation (OPNAV) data, the replay
strategy was:

(1) DSS 43 logged all HR data on DODR.

(2) As soon as the first DODR tape was completed. the
station unmediately started a replay of that tape over
the 56 kb/s WBDL.

(3) When the first DODR tape replay was completed, the
second tape was replayed and so forth until all data had
been played in.

(4) DODR tapes were normally replayed in the same
sequence as they were recorded.

(5) Some passes contained pertods of HR data 44.8 kb/s or
less between periods of higher rate data. During these
pariods, the station suspended replay, returned the high
rate data in real-ti.ae and resumed replays when the
WBDL was again available.

During some of the DSS 43 passes short periods of OPNAV
data were contained in the high rate. It was a requirement of
the Project Navigation Team that each period of this data be
returned within a time not to exceed 4 hours after it was
recorded on the spacecraft. To accommodate this requirement,
the following replay strategy was used:

(1) Replay of the OPNAV data periods were specifically
requested by the user. The requests were designated by
data start and stop Earth received times.

(2) Due to the DODR replay backlog, the OPNAV replay
requests in some cases required that DODRs be loaded
for out of sequence replay. This was necessary to
meet the OPNAYV data return time requirement.

(3) In such cases the station completed the DODR tape
replay already in process, mounted the tape containing
the requested period, made the short replay and then
resumed the normal replay sequence where it left off.

(4) During OPNAV replays, the data was processed by
Mission and Test Imaging System (MTIS) only. TTS
and Network Data Processing Terminal (NDPT) turned

QMR TOR aiai 3R HLad a7

off the WB processors to prevent processing of non-
sequential data.

During other specified periods requirement for near
real-time DODR replay was for the latest data
recorded. The station replayed the first completed
DODR tape followed by the latest DODR tape to be
completed, regardless of the order in which it was
recorded. As each tape replay was finished, the next
tape to be repluyed was the most recent tape recorded.
This oui of order DODR replay continued until the end
of the track at which time the skipped over tapes were
replayed. The Project exercised the option of request-
ing the replay of any completed DODR tape during
these periods of “Out . f Order” replay. Such requests
were made by the user through ACE to Operations
Chief. The DSN honored these requests at the comple-
tion of the tape replay already in process and then
resumed replay of the latest comrleted DODR.

c. DSS 43 Telemetry Back-up. During certain real-time
data periods determined by the Project to require ‘“hot
back-up” TLM system with redundant DODR, the station
configured both TLM strings for real-tim. dJata and suspended
any data replays until the second TLM string was zgain
availuble. For a data rate of 44.8 kb/s or less, the station was
outputting data from the prime telemetry string, while at the
same time recording a DODR on the back-up te!2met-y string.
When the data rate was above 44.8 kb/s, the station recorded
DODR on both TLM strings for subsequent replay.

When high rate data (real-time or replay) was not required
from DSS 43 during the DSS 43/14 or DSS 43/63 overlaps the
station was requested to halt the WB data output and record
on DODR only.

d. Configuration —-DSS 43. The telemetry configuration
used by DSS 43 was dependent on two conditions of the
downlink high rate data:

(1) HR TLM 44.8 kb/s or lower
For data rates of 44.8 kb/s or less, DSS 43 used the
standard €4-m TLM configuration shown in Fig, 2.

(2) HR TLM above 44.8 kb/s
For data rates above 44.8 kb/s, DSS 43 used the record
and replay configuration shown in Fig. 3.

ill. Data Products
The Intermediate Data Record (IDR) is the primary data

product provided to the Project by the DSN. Although
telemetry data is provided in real-time or near real-time to the
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Mission Control ana Computing Center (MCCC) for the
Project’s use, the IDR is sull requited to provide the
permanent record and gap filhng ot the data. In the case of
radiometric data and tracking calibration data, the IDR is the
only source of data to the Project. Momtor data 1s provided to
the MCCC telemetry system o the NOCC real-time monitor
SR data bloek) tor inclusion wath the telemetry data record.
Command IDRs o1 £ill tapes could be tequired by the Project
to complete thewr system data recotd as required.

Stringent requirements are placed on all IDRs provided by
the DSN. In the case of telemetry during cruse, the
requirement is for 97.5% of the in-lock data blocks and during
critical periods it is at least 99¢% of the in-lock data blocks. For
radiometric data and tracking calibration data, the require-
ment 8 for the IDR to contain, at least 95% of the data
required to be transmitted in real-time, by a DSS. As an indi-
cation of the impact of IDR production during this penod.
Jo7 telemetry IDRs were produced i January and ¥20
telemetry IDRs (with o0 additional 74 supplementary 1DRs) in
February. Fven this later number increased i March during
critival encounter activities. These IDRs were in addition to
the optical navigation and radiometne data IDRs likewise
produced.

IV. Occuitation Data (Radio Science)

One Jupiter/Earth occultation was observed during the
DSS 03 pass on 5 March 1979, To record this event, both
closed loop and open loop receiver data and radiometric data
were provided as the complete radio science package. New
operational procedures were developed tor the open loop
recetver operation since the closed loop and radiometric data
veere already provided.

DSS 63 was provided with the radio science occultation
subsystem during the later part of 1978, Testirg and training
were accomplished during January and February. Final
preparation was completed just prior to the Jupiter encounter
closest approach,

Figure 4 shows the Voyager occultation recording
configuration. Figure 5 shows the Voyager open loop receiver
configuration.

Prior to the Voyager mission, occultations were supported
using an open-joop receiver with a fixed first local oscillator
passing a bandwidth sufficient to encompass the event of
interest, plus uncertainties, onto an analog recording. The
analog recordings were shipped to JPL and digitized at CTA 21
and the resulting computer compatible tapes (CCT) were
delivered to ths experimenters. For Voyager, the total shift in

frequency due to the Jupiter atmosphere was large and the
existing system could not be used. A new subsystem was
mplemented: this new subsystem was called the DSS Radio
Science  Subsystemt (DRS).  This mvolved a
computer-controlled progranumable tirst local oscillator in the
open-loop  recetver that followed (using a series of lincar
ramps) the time-related trequency excursion of the expected
signal of interest, thereby enabling the real-time bandwidth to
be reduced to the point where real-time analog-to-digital
conversion and production of a CCT recording was possible.
This is the new system that was implemented at DSS 63, tor
the first Jupiter encounter.

subsvstem

In general terms, preparations for support of the occulta-
tion experiment began approximately two months prior to the
event. The project experimenters supplied the DSN with the
information necessary for the configuration and setup of the
Occultation Data Assembly (ODA). The DSN then produced
ODA predicts for the station supporting the pass. NAT Track
transmitted the predict file to the DSS in advance of the pass
to be supported and other occultation data information was
datataxed to the DSS prior to the encounter pass. The station
supported the expetiment, supplied pertinent information to
the net controller, played back a portion of the recorded ODA
CCT. duplicated the CCT and then shipped the tape to JPL. In
addition to taking data using the Multimission Receiver
(MMRY/ODA, the station used an Open Loop Receiver (OLR)
(300 kHz output) and the Digital Recording Assembly (DRA)
to record wide bandwidth data for backup purpose only. Upon
special request these DRA recordings were shipped to CTA-21
where the bandwidth reduction equipment was used to
produce a narrow bandwidth digital recording. The ODA CCTs
shippeu to JPL were delivered directly to the Project. The high
speed portion of the recorded ODA data was processed by
NDPT and an IDR provided to the Project, within 72 hours,
for quick-look verification by spectrum analysis.

Operational and initialization instructions for the radio
science subsystem were in the ODA Software Operations
Manual (SOM) DMO-5123-OP and the operation procedures
were documented in the Voyager Network Operations Plan
618-700, Rev. B. Special real-time messages were used to
augment the operational and initialization instructions that
were Voyager Project dependent. The open loop receiver Pro-
grammed Oscillator Control Assembly (POCA) predicts were
generated at JPL and transmitted to the ODA, where the
predicts were stored on disks. During Jupiter occultation,
the predicts were used to drive the §/X-band open loop
receiver POCA.

For the open loop recording, the DODR recording began
prior to the start of Jupiter occultation. It was necessary to
collect baseline data prior to and after occultation. The Project
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Sequence of Fvents was the condaolling document for the
ODA recording on and off times. Open loop (S-band) backup
recording was provided by the wide-band (300 K/ OLR,
and s DRA,

Voyager did not make use of the High Speed Data Line
(HSDL) to get open loop ODA data to JPL, except for
preliminary quich-look data, because the aumber of station
hours required to replay data via HSDL was prehibitive. The
prime method of getting data to JPL was (o ship the open loop
DODRs.

DODR recording for Voyager used six DODR tapes per
hour, tive DODRs per hour tor the narrow-band MMR/ODA
subsystem, and approximately one DODR per hour for the
wide-band OLR/DRA subsystem. The DSS collecting the open
loop data was required to ensure that adequate nersonnel were
on board to handle the open loop recording task. Technical
assistance was sent from JPL to DSS 63 to support the
occultation period.

Table 1. Critical

Critical period

—

Trajectory correction
mancuvers
2. Science calibrations

every 1/2 AU for
each spacecratt)

24 hours

¢

Duration

New or once used digital tape, at least 2300 feet in length
for ODA and 12,500 feet in length for DRA, were requited to
be used for recotding open loop dati, to ensure optimum data
return. DSS 03 required about 30 good digital tapes (24 for
narrow-hand  recording, and 6 for wide-band recording) to
meet this wquirement,

Station personnel used the Spectral Signal Indicator (S8
to verify that occultation data was actually being recorded
onto the DODR. The SSI povided recording status for both
the narrow-band and the wide-band recording subsystems. The
narrow-band was used for the prime data and required more
monitoring by the DSS operator than the wide-band subsys-
tems. The Voyager Project planned to use the murow-hand
data only, but in the event that the nanow-band data was not
available, then CTA-21 would be requested to provide wide-
band IDRs. The DSS was required to report signal status to the
NOC at least every 15 minutes and more often when the signal
disappeared or was mairginal.

mission periods

Rcumrk_s” )

M-10h to M+3h

3. Imaging movie

4 days cach S/C
for each planct

i 4. Planetary closest E-10d to E+1d E-2d to E+2d for analog
i approach ODR retention requirement
!t S. Spacecraft emergencies When doeclared for as
t long as declared
) ! 6. Targets of opportunity No longer than 4 days
i (specified at least
! one month in advance)
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DSN Progress Report 42-51

March and Apni 1979

Viking Continuation Mission Support

R. L. Gillette
Deep Space Network Operations Section

This report covers the period from | September 1978 through 31 March 1979. It
reports on DSN support of Vining Spacecraft activities during the period and continues
reporting on DSN Viking Command and Tracking support.

I. Viking Operations
A. Orbiters

The Viking Orbiter 1 (VO-1) spacecraft continued to
operate normally during this reporting period as it collected
and returned to Earth weather data and Mars photos as well as
relaying to Earth data from the two Viking Landers. Viking
Orbiter 2 (VO-2) ceased operation on 25 July 1978,

B. Landers

The Viking Land~rs also continued to operate as expected
during this reporting period as they collected and relayed to
Earth, via Orbiter 1, Mars weather information and photos.

On 25 October, an attempt was made to turn on Trans-
mitter 2 on board Viking Lander 2. Transmitter 2 had only
been operated from Lander touchdown through the first
month of the primary mission and for a few weeks in the
Extended Mission, at which time it ceased operation during a
playback link. A decision was made not tc attempt to power
up the transmitter again until close to the solar conjunction
period during the Viking Continuation Mission because of the
limited life expectsnce aftesr sransmitter turn on. Because
the attempt to tum-on trensmitter 2 was unsuccessful, and
because of the earlier fallwre of Transmitter 1, all data from
VL-2 for the remainder ot the continuation Mission will be via
the Orhiter-1 relay transmission link,

"

On 19 February 1979, a command uplink to Viking
Lander-! (VL-1) terminated the Lander Continuation Auto-
matic Mission (LCAM), and loaded a software sequence now
referred to as Post-LCAM. The original LCAM sequence
automatically transmitted data to Earth at preprogrammed
times. The new Post-LCAM sequence requires a command
uplink to the Lander-1 spacecraft to turn on the downlink
transmitter. Commands transmitted to the Lander are now
manually entered in the Command Processor Assembly (CPA)
at a Deep Space Station (DSS) prior to the start of a Lander
pass. Prior to the Post-LCAM, commands were remotely sent
to the DSS CPA from the Mission Computer and Control
Center (MCCC) at JPL. Figure | shows a typical Lander Pass in
support of the Post-LCAM.

On 6 February 1979, a command uplink to Viking
Lander-2 (VL-2) terminated the VL-2 LCAM sequence and
loaded into the spacecraft computer memory the VL-2
Post-LCAM sequence. Since the downlink transmitters
onboard VL-2 no longer function, data collected during the
VL-2 Post-LCAM must be relayed to the VO-1 spacecraft for
transmission to Earth.

During the Post-LCAM, both Lander spacecraft will collect
meteorology and imaging data. The VL-1 spacecraft should be
capable of returning Mars data up through 1690. VL-2 will be
able to return data only as long as there is an Orbiter
spacecraft.
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ll. Viking Survey Mission

The Survey Mission is the fourth phase of the Viking
Mission, following the Primary Mission (terminated 31 May
1978). the Extended Mission (terminated 31 May 1978), and
the Continuation Mission (terminated this reporting period.
25 March 1979). The Orbiter operations in the Survey Mission
will termunate 31 October 1979, but the Lander operations
could continue untrl 29 December 1990.

The objective of the Orbiter Survey Mission is to acquire
high-resolution contiguous coverage with the Visual Imaging
Subsystem (VIS) of a region on the planet that is likely to
contain the landing sites for the next Mars mission. The
Lander mission objectives are to take advantage of the unique
capability of a transponder on a planet surface, to make
frequent radio ranging measurements and to conduct a
long-duration monitoring of weather conditions and surface
changes at the Lander 1 site.

Throughout the Survey Mission, the landers will be in an
automatic-mission mode, operating autonomously on the
programs that have previously been stored in their on-board
computers. Lander | will be repointing its high-gain antenna
and acquiring and storing imaging. meteorology, and engineer-
ing data frequently, and will be ready to transmit these data to
Earth every 7 or 8 days in response to a command. Lander 2
will be operating in a similar manner, but as it has no direct
downlink capability, its data can be retrieved only through a
relay to Orbiter | in May and possibly another in November.

Because of pressure from Voyager and Pioneer for Network
support, Orbiter | was placed in a housekeeping mode with all
science instruments powered off at the end of the Continu-
ation Mission. New operating and safing sequences have been
stored in the CCS to make the Orbiter as nearly self-sufficient
as feasible so that neither uplinks nor downlinks will be
required more often than every two weeks. This mode is
expected to be continued until a date not yet determined, but
probably after 15 July 1979, In the meantime. the only spbeial
Orbiter cvents that have been planned are a small number of

telemetry passes with & 64-m station some time m Apnl to
retrieve about 70 VIS pictures sull on the tape recorders and
the receipt and relay of a data readout from Lander 2 in
mid-May.

Science acquisition with Orbiter | ts expected to resume in
July when DSS availability will make a reasonable level of
operation feasible. A fairly simple sequence of VIS observa.
tions will be carried out, probably daily, for approximately
three months. Infrared Thermal Mapper (IRTM) and Mars
Atmospheric Water Detector (MAWD) data will be acquired
simultaneously with the VIS operations, but few if any special
infrared sequences will be run. $- and X-band doppler and
ranging may be scheduled simultaneously with Lander-1 direct
links.

Ill. Radio Science

Viking Radio Science activities and experimentation con-
tinued during this reporting period. These activities include
near-simultaneous Lander/Orbiter ranging, the General Rela-
tivity Experiment, and the Solar Corona Experiment. The
General Relativity and Solar Corong experiments were con-
ducted during the solar conjunction period of December 1978
through February 1979,

V. Network Support

Table 1 shows the DSN tracking support for the Viking
Continuation Mission from June 1978 through 25 March
1979. Tracking support continued to decrease throughout the
continuation mission with a slight increase during the Solar
conjunction Radio Science activity in December and January.
This reduction in Viking operation activity was anticipated
during the continuation mission. An even further reduction in
tracking support will occur during the Viking Survey Mission.

Table 2 gives the total number of commands transmitted by
the DSN during the Viking Continuation Mission.

.
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Table 1. DSN Viking Continuation Mission tracking support
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Tabie 2. Number of commands transmitted di*ring the Viking Contiruation Mission

1979

! 1978 , o
Dss J Jul Aug. Sep. Oct. Nov. Dec Lan Feb. Mar.
1 6 0 0 0 0 11l 3
12 - - - - 1 17 531 2
14 1214 870 562 0 2 694 149 0 0 4
42 0 0 0 - 0 - 0 0 1006 458
43 1507 791 7 70 252 648 1914 1141 419 8
44 0 - 30 - - - 332 0 - 0
61 0 - 0 - - 0 15 0 )
62 960 0 683 - - - 0 15 - 5
63 2451 2984 2073 4988 3376 2690 8 53 3 4
Total 6198 4645 3355  SO58 3630 4032 2403 1241 3070 485
COMMAND UPLINK
SWEEP START TWIAT N ON
SPACECRAFT ANTENNA POSITIONING DOWNLINK START DOWNLINK STOP
PROGRAM START /—
SPACECRAFT TIME —— DOWNLINK
15 min. MAXIMUM —8/ o // N\ \
/ / // \ \
£
/ /3eamsmon’/ \ \
/ / CVRAND /; \
CMD / \
/ oerecror // \ \
COMMAND DATA VALIDATION / /oy \ \
DS -\ /! / /) \ 038 POST
BARTH __ _ PRETRACK PREPARATIONY [/ | / ),/ \ CALIBRATION |
-.' :m l-a.;.:! ""‘"‘ Ia—wmh.-——.-io:oun.
90 min.
270 min. MAXIMUM
Fig. 1. Typical Lander pess




DSN Progress Report 42-51

N79-25092

March and April 1979

Pioneer Venus 1978 Mission Support

T.W. Howe
DSN Operations Section

This article reports on the Deep Space Network support of the Pioneer Venus Mission.
It describes the Orbiter’s Venus Orbit Insertion, Multiprobe Entry, and Orbiter

Occultation Experiment support.

I. Venus Orbit insertion (VOI)
A. Supporting Stations

DSSs 11 and 14 were the prime stations for support of
VOI. DSS 43 provided support for the reoricntation of the
spacecraft into the orbit insertion attitude at approximately
45 hours prior to VOI. They also supported the loading of
spacecraft Stored Command Logic (SCL) with the orbit
insertion parameters.

The DSN Real-Time Telemetry System Analyst (NAT TEL)
provided monitoring for spacecraft stored command load
address pointers beginning at VOI minus 7 hours.

The Ground Communications Facility (GCF) provided
critical support during the VOI period.

B. VO!I Support Procedures

The VOI sequence was executed by the spacecraft by
preprogramnied commands. To insure a successful VOI, a
contingency plan was formulated. The plan included an uplink
and downlink strategy for Pre-VOI, an uplink and downlink
stiategy for Post-VOI, and monitoring of SCL issued com-
mands during Pre-VOL.

1. Pre-VOI Strategies. The Pioneer Venus Orbiter and Bus
Spacecrafts had experienced random single bit changes in their
SCLs during the entirs transit phase of the mission. The bit
changes occurred about once per week and were thought to be
caused by cosmic rays passing through the solid state
memories. Since the ignition of the Orbit Insertion Motor was
to be initialized by the SCL, there was concern that a bit
change could cause ignition to be earlier or later than the
programmed time. To guard against such an occurrence, a plan
wus devised to provide for continuous monitoring of the
address pointers in the redundant SCLs during the 7 hours
prior to VOI. The DSN extracted these words from the
telemetry data and made comparative counts with Ames
Research Center (ARC).

In the event of a computer failure at ARC, the DSN would
then have relayed the SCL count to ARC by v .ice until the
computar could be restored. No ARC computer failure
occurred, and this failure strategy was not required.

The Pre-VOI uplink strategy was essentially to maintain the
uplink until approximately 10 minutes prior to occultation in
order to retain a command capability. DSS 14 provided an
uplink with the prime spacecraft receiver while DSS 11
acquired an uplink with the backup receiver. This configura.
tion provided redundant command capabilities and, in the
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event of a problem at the prime station. the other stations
command modulation would be turned on and commanding
continued.

Both stations turned off their transinitters at 10 minutes
prior to occultation to insure a one-way doppler mode at
entry.

Pre-VOI downlink strategy involved ramping the ground
receiver during the hour prior to occultation in order to
minimize the receiver phase error at entry and exit
occultation,

2. Post-VOI Stravegies. For Post-VOI, the desire was to
obtain uplink lock as quickly as possible and transmt
commands that would complete the VOI sequence in the event
the preprogrammed sequence failed. It was estimated that a
burn command reaching the spacecraft at the time of exit
occultation would result in an orbit with a 48-hour duration
instead of the desired 24-hour orbit for the nominal burn. For
each minute’s delay in the execution of the burn command,
the orbit duration would increase by an estimated 5 hours.

The strategy for uplink acquisition was to use both DSS 11
and DSS 14 to simultaneously attemipt to acquire the prime
spacecraft receiver. The sweep was to cover a range of best
lock frequency plus or minus 5 sigma or about 1700 Hz at
S-band,

Following transmitter turn on for uplink acquisition sweep.
command modulation was turned on and motor arm and fire
commands were transmitted by both supporting stations.

Burn occurred at the nominal time and resulted in an orbit
of slightly longer than the desired 24-hour duration.

The Post-VOI uplink with the spacecraft was missed by
both stations. This was because the uplink tuning sweep
strategy had been optimized for the anomalous no-burn case.
Commanding for the no-burn case would have been mission
critical. As a consequence, the uplink strategy was very
conservative for the no-burn predicted doppler, but quite
optimistic compared to the uncertainties for the burn case.

For Post-VOI downlink acquisition, a rapid lock was
desired to determine the status of the orbit insertion and th
health of the spacecraft.

DSS 14 used the Spectral Signal Indicator (SSI) in
conjunction with an open loop receiver to detect downlink
presence. A 300-kHz filter was used to detect signals in any of
the possible modes (i.¢., one-way, two-way, three-way, burn,
no-burn).

DSS 11 concentrated on downlink acquisition for a
nominal orbit insertion with then prime receiver vsed for
two-way search and the backup used for one-way search

Following the failure 10 acquire uplink lock upon exit
occultation, a sccond sweep was performed by DSS 14 and
uplink established.

il. Occultation Experiment Support

The occultation experiment 1s divided mto three major
scientific obicctives,

(V) Radio Science Occultation I. To determine refractivity
profiles in the lower atmosphere of Venus, at different
longitudes, from the analysis of phase perturbations of
the S- and X-band telemetry carriers during occulta-
tion. The refractivity profiles are used to obtain
temperatures, pressures, and densities in the neutral
atmosphere above about 35 km. Also measurements of
dispersive (S- and X-band) absorption by analysis of
signal attenuation during occultation. These yield data
on possible radio absorptive lavers below about 50 km
in the lower atmosphere of Venus, data used to
measure electron-density height profiles by analysis of
dispersive S- and X-band phase effects observed during
occultations at a variety of solar illumination angles
over the life of the mission, and data used to obscrve
dynamics of the lower atmosphere as obtained from
the horizontal pressure and temperature gradients, as
well as pressure and density variations with respect to
time. Dr. A. J. Kliore of JPL is principal investigator.

(2) Radio Scierce Corona Turbulence. To observe and

iiterpret the small-scale turbulence characteristics of

_ the Venus atmosphere above about 35 km, measuring

the intensity variation of turbulence with altitude,

planetary latitude and longitudz, and the distribution

of scale sizes in the atmosphere. A secondary objective

is to determine the solar-corona turbulence and solar-

wind velocity near the Sun. R. T. Woo of JPL is the
principal investigator.

(3) Radio Science Occultation II. Determination of atmo-
spheric and ionospheric structures from radio occulta-
tions; solar wind irregularity detection through S-X
differential delay coupled with adjunct information;
search for relationships between solar wind variations
and Venus ionospheric reactions; comparison of orbiter
scintillations to one another and to probe scintillations
to deduce evidence of turbulence or ..yerinyg, and
possibly also a study of solar wind scintillations. T. A.
Croft of Stanford Research Institute is principal
investigator.
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The DSN supports this experiment with four separate data
taking configurations. The open loop receivers in conjunction
with the Occultation Data Assembly (ODA) are used to
produce digital tapes containing digital data decimated to a
reduced bandwidth. The wide bandwidth Multimission Open
Loop Receiver (MMR) together with the Digital Recording
Assembly (DRA) is used to produce wide bandwidth
recordings of S-band only as backup to the prime narrow
bandwidth ODA recordings.

The closed loop receivers are used to produce S- and
X-band doppler that is transmitted to JPL in real-time,

The closed loop receiver and Digital Instrumentation
Subsystem produce high-rate sampling of X-band AGC for
real-time transmission to JPL. The AGC data were not
originally committed to the mission until concern over
reliability of the new ODA made the taking of the AGC data
prudent,

Figure 1 shows the

configuration.

Occuitation Experiment (S/X)

Support of the Radio Science Experiments began on
5 December 1978. DSS 14 provided support on thi- date with
good results, using the newly installed ODA. The S-band
10-kHz OLR bandwidth was used to allow for any uncer-
tainties in predicts or ODA operation.

Suppo.t continued for the next two days with data taking
suspended on 8 and 9 December for Multiprobe Entry
Support., A spurious signal was detected during these first
three occultation passes and was found to be caused by the
OLR local oscillator mixer.

The S-band OLR bandwidth was reduced to 5 kHz during
the third occultation pass as confidence in the system was
gained. The bandwidth was further reduced on orbit 7 to
2 kHz.

The initial occultations occurred over DSS 14 only. The
spacecraft periapsis passage was allowed to move iater each
day until it reached the mutual DSS 14 and 43 view period.
Spacecraft maneuvers maintain the periapsis passage in the
mutual view period.

DSS 43 support of the occultation experiment began during
orbit 29 on 2 January 1979, in parallel with DSS 14,

Parallel support continued when possible through orbit 90
when the first occultation season ended. Table 1 illustrates the
performance of the DSN and Pioneer Project in terms of total
data taken and lost during the first accultation season.

During the first 36 occultations there were 144 data ¢ ents.
There were four events during each occultation, defined as
entry S-band. entry X-band, exit S-band and exit X-bznd, Of
these 144 events, 27 percent were lost dug to vatious
problems. Since & wide bundwidth tecording of S-o.nd
data was taken by the MMR/DRA in parallel with the L™,
ODA data, the total percentage of data lost was teduced .0
14 percent.

Table 1 shows that for the first 36 occultations. tue
majority of problems were associated with errors at the
supporting Deep Space Stations (DSS). The second highest loss
of data was due to hardware problems. These problems vere
mainly due to the operator unfanuliarity with the equipment,
and problems uncoverad through operational use of t.e
equipment.

For the next 36 occultations, the total loss of data
increased slightiy, however DSS operator errors decreased to
<1 percent, while Project errors increased to 31 percent. The
Project experienced difficulties in maintaining spacecraft
high-gain antenna pointing during the data taking periods.

During the finai 18 occultations, data loss continued at a
constant level. DSS operator errors were decr=ased still further
to just 9 percent. Again, mainly due to high gain antenna
pointing problems, the Project contributed to 72 percent of
the total data lost. The second occultation season is scheduled
to begin during May 1979,

Hil. Multiprobe Entry
A. Supporting Stations

DSSs 14 and 43 had the prime responsibilities of supporting
probe entry real-time :elemetry, radio metric data, precarrier
analog recording, DLBI recording, and uplink to the large
probe during the entry period of the four probes, DSSs 14 and
43 also supported the Bus after probe impact on the surface.
DSSs 11 and 44 supported the Bus during the entry sequence.

DSS 11’s prime responsibility was to support the uplink for
the Bus for command and 2-way radio metric data and
telemetry during the entry period.

DSS 44 acted as a backup to DSS 11 for Bus coverage.

DSS 42 equipmes: provided a radio metric data processing
channel for small probe three,

Spaceflight Tracking and Data Network (STDN) stations at
Santiago, Chile, and Guam supported the Differential Long
Base Interferometry (DLBI) experiment.
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B. Configuiations

Figure 2 illustrates the telemetry and DLBL configuration

used by DSS 1-4/43,

Tis contiguration provided one closed loop receiver for
each of the four probes and one open loop receiver for each of
the probes. Receiver numbers 3 and 4 (BIK 1V Recetvers) were
both used to support the large probe. One was tuned to the
one-way downhnk fiequency, while the other was contigured
for either the two-way (DSS 14) or three-way (DSS 43)
doppler mode. The Mulii-Mission Open Loop Receiver (MMR)
was used to support the DLBI experiment.

Figure 3 shows the DSS 14 Radio Metiic Data configura-
tion, while Fig 4 gives the DSS 42/43 radio metric aace
configuration. This configuration provided real-time doppler
from each of the four probes.

C. DS Multiprobe Entry Sequence

A prelimmary DSN Multiprobe Entry Sequence was devel-
oped as early as March 1978 and remained basically unchanged
for the actual event.

Development of this Sequence of Events (SOE) was
described in Progress Report 42-46 while the actual SOE was
shown in Progress Report 42-48.

Preparations for the entry event began on 8 December 1978
when DSS 14/43 commenced an entry countdown sequence.
Puring this sequence the stations checked out all of their
support equipment in the entry support configuration. A
Conliguration Verification Test (CVT) was then conducted
with each station. Following successful completion of these
tests, the stations were placed under configuration freeze.
Following the implementation of a freeze, the stations were
not allowed to alter their configuration or support any other
flight project.

The entry sequence of events timing was related to entry
(E) of the large probe with entry defined as an altitude of 200
kilometers.

At E - 3h a check list was performed.

The Bus was acquired at E - 2h49m by DSS 14 and they
began their large probe uplink acquisition sweep at E -
2M30™. At this time the large probe downlink had not yet
been turned on. Table 2 shows the uplink tuning performed by
DS3 14 for large probe acquisition. The sawtooth sweep
pattern was used to insure a successful uplink acquisition.

At E - 1" 19™ DSS 43 acquired the Bus downlink.

Throughout this eatly period, both stations were using then
Signal Spectrum Indicators to look for probe downhnks. This
was done to see if any ot the probes had acadentally tuned
oit cdily. There was concern that the same SCL radiation
effects descubed above for the Orbiter and Bus could cause
the probe coast tumers to ume cut prematurely and cause the
downlinks to be turned on,

Another checklist was pettormed at E- 60™ by both
DSS 14 and 43. At thus e DSS 11 was providing an uplink
to the Bus (S/C 13) and DSS 12 was suppo:ting the Pion..
Venus Orbiter (S/C 12). At E- 21™ the large probe downlink
was detected and found to be in two-way lock with DSS 14,
tach of the probes was to follow th: same sequence of events.
First, the RF downlink was turned on. This was followed by
the subcarrier bewsy turned on five minutes later. Entry into
the aimosphere of Venus occurred some 10-1/2 minutes later.
The tune from >0y ountil impact on the planet was
approximately 56 minutes. Figure 5 illustrates the predicted
timing ot each of the probe events. Table 3 gives probe entry
parameters while Table 4 gives th- predicted event times versus
actual times. Prior to ground observed entry of the large
probe, a specially designed uplink acquisition sweep was
performed to reacquire the large probe uplink following
atmospheric entry blackout. This began at E- 3™,

The criteria used for uplink acquisition were:

(1) Unperturbed large probe downlink for at least 190
seconds after che observed entre . This was required to
allow time for the reverse telemetry playback data to
lock up.

(2) Minimized sweep times.

(3) A good probability of uplink acquisition.

The final plan used both DS5 14 and 43 for the uplink
acquisition. DSS 43 performed the primary acquisition sweep
while DSS 14 performed a secondary sweep. The total sweep
range covered 20 kHz centered at the predicted best lock
frequency. Figure 6 shows the sweep range versus time for
each station. It shows an overlap in coverage centered at best
lock frequency, which insured the chance for an early
acquisition.

The DSS 43 sweep began at the predicted atmospheric
entry blackout time minus three minutes to preserve cri-
terion (1) above,

DSS 14’s sweep began one minute later causing a separation
of 1000 Hz at S-band to minimize any uplink interference.

Once the determination of which station had actually
acquired the uplink had been made, the three-way station was

-
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to turn off their transmitter and tune to a frequency 460 Hz
(Sband) away from the final frequency of the two-way
station. This was done so that if a problem occurred at the
two-way station, the other station could turn on their
transmitter and have a good chance of capturing the uplink as
the transponder drifted toward its rest frequency.

Due to a late exit from blackout, DSS 43 was unsuccessful
in acquiring the uplink, and DSS 14 reacquired the uplink
during the secondary sweep.

Table S gives the actual sweep message used by DSS 43 for

large probe postentry uplink reacquisition. Table 6 shows the
DSS 14 sweep.

All probes with the exception of Small Probe 2 impacted
Venus on schedule and were presumed destroyed. Smalil
Probe 2 survived the landing and continued to send data for
some 67 minutes. The DLBI Principal Investigator reported
later that from the DLBI data processing at M.I.T. he could
detect the Small Probe 3 lasted about one second on the

L X BTN

.

TRIAUY 4.

surface. This may not sound like much, but it meant that
Probe 3 as well as 2 provided an anchor for the DLBI wind
measurement. Last to enter the atmosphere was the Bus. It
appeared to burn up some 2-1/2 minutes after entry when the
signal was lost.

Support by all stations was excellent. Telemetry lock was
obtained quickly after entry and data rate changes. The
amount of real-time data returned was:

95 percent for the Large Probe,

95 percent for Small Probe 1,

84 percent for Small Probe 2,

88 percent for Small Probe 3.

Other than DSS 14 acquisition of the largs probe uplink
following blackout and the survival of Small Probe 2 following
impart, everything went according to plan. The multiprobe

entry planning and training described in Progress Report 42-48
had paid off.
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Occultation Total
number data

events
1 - 36 144
37 N 256
7390 148

Data lost,

ot
[V ]

Table 1. DSN occultation performance

Data lost
atter DRA
recovery, ¢

14
14
15

Table 2. DSS 14 large probe preentry uplink acquisition

(Revision 1)
TXR on: 16:19:00 GMT
TXR power' 20 kW
Frequency: 43966874.51 Hz
Start tuning up (T0): 16:20:00 GMT
Tuning rate (R0): +1.16 Hz/s
Tune to: 43967823.39 Hs
Start tuning down (T1): 16.33:38 GMT
Tuning rate (R1): -1.13 Hz/s
Tune to: 43966899.05 Hs
Start tuning up (T2): 16:47°16 GMT
Tuning rate (R2): +1.17 Hs/s
Tune to: 43967856.11 Hz
Start tuning down (T3): 17:00:54 GMT
Tuning rate (R3): -1.13 Hz/s
Tune to: 43966932.77 Hz
Start tuning up (TO0): 17:14:32 GMT
Tuning rate (R0): +1.18 Hz/s
Tune to: 43967897.01 Hz
Start tuning down (T1): 17:28:10 GMT
Tuning rate (R1): -1.11 Hz/s
Tune to: 43966989.03 Hz
Tune to TSF (T2): 17:41:48 GMT
Tuning rate (R2): +1.19 Hz/s
TSF: 43968254.0 Hz
Stop tuning (R3/T3): 17:59:31 GMT
2
LSRNt =

HSS

error,

Causes of data foss

. S/W
Hardware Project NOCT problem
problem, enor, Lr’mr. ani
' unknown,
20 N §
25 3 2
9 72 10 9
Table 3. Predicted probe entry parameters
lantr'y Entry Manimum Descent
Probe time?, angle, £ time,
GMT deg min.s
Sounder Probe (LP)  18:48:44 -328 308 54:36
North Probe (SP-1)  18.53:08 -67.9 503 55 54
Day Probe (SP-2) 18:55:11 -253 241 5¢:18
Night Probe (SP-3)  18:58:45§ -41.8 382 56:16
Bus b b

2002406

-9.0

IEarth receive time of entry at 200 kilometers altitude.

PCommunication with the bus was lost at approximately 60 s at 120
km altitude when aerodynamic forces began to tumble and destroy
the bus.
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Table 4. Predicted probe event time vs actual time

Predicted Z, Actual Z,

Probe  Fkvent GMT GMT aT,s
LP R} on 182724 182739 +15
SP1 RE on 183112 183110 -2
SP2 Rl on 183344 183340 -1
SP3 RE on 183706 183721 +15
LP TLMon 183224 183240 +16
SP1 TLMon 183612 183608 -4
Sp2 TLM on 183841 183840 -1
SP3 TLM on 184206 184221 +15
LP Entry 184844 184845 + 1
SPi Entry 185308 185253 -15
Sp2 Entry 185511 185531 +20
SP3 Entry 185845 185926 +41
LP Impact 194353 194306 -47
SPt Impact 194906 184553 -193
Sp2 Impact 195154 185112 -42
SP3 Impact 195502 185518 +16

Table 5. DSS 43 large probe postentry uplink acquisition

(Revision 1)
TXR on: 18:45:44 GMT
TXR powi.: 20 kW
Frequency: 43966747.0 Hz
Start tuning (T0): 18:45:45 GMT
Tuning rate (R0): -1.17 Hz/s
Tune to: 43966513.0 Hz
Stop tuning (T1/R1): 18:49:05 GMT

If confirmed three-way: turn TXR off and snap to:

TSF: 43966926.0 Hz

Table 6. DSS 14 large probe postentry uplink acquisition

(Revision 1)
Start tuning (T0): 18:46:44 GMT
Tuning rate (RO): -1476.0 Hz/s
Tune to: 43966778.0 Hz
Tune to TSF (T1): 18:46:45 GMT
Tuning rate (R1): +1.128 Hz/s
TSF: 43967003.0 Hz
Stop tuning (R2/T2): 18:50:08 GMT
If confirmed three-way by NOC, turn transmitter off
snd snap to
TSF: 43966590.0 Hz
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BLOCK IV
Lwasw | slockiv || s-8aND DODR
*>1 r3 ™ DOPPLER - 2
EXTRACTOR

tPIw - %OCK v MDA - CMF HSDL
RCWVR BLOCK Il
SWITCH 1 BOCK I | gl DOPPLER >
ASSEMBLY EXTRACTOR
P2 BLOCK 11
™1 r2
SP3__ . :;ocx 1]
Fig. 3. DSS 14 radio metric data configuration for PV 78 multiprobe entry
BLOCK IV
LP3W_ | BOCK IV S-BAND
1] " borrLer
EXTRACTOR
DODR
0]
AL Bock v MDA {
|
CMF
43
VR BLOCK 1}
swiTcn L] ege] BOCK DOPME  |——em | o R
ASSEMBLY EXTRACTOR
42
-t CH2
12 o] ROCKHM
I"Esm 1
| SLOCK 1l
23 *5“"”—'—00” —_— R l
I |

Fig. 4. D88 43 radio metric deta configurstion for PV 78 multiprobe entry
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18252] 30 | 35 | 40 | 45 | 50 | s5 |1900z] 5 | 10 {15

| 40 | 45 | 50 | 55 |20002

Lp

sP2

5P3

LP UPLINK
ACQUISITION 43

LP UPLINK
ACQUISITION 14

RF  SC
CN ON ENTRY
v
182724 183224 184844
RF 5C
ON ON ENTRY
v v v
183112 183412 185308
RF SC
ON ON ENTRY
v v
183341 183841 185511
RF SC
ON ON ENTRY
v v v
183706 184206 185845
XMTR
ON
Veel?
184344 184905
XMTR
ON
134644 105005

PARACHUTE
JETTISON
v
190627

T0
16C
v
190904

10
16C
v
191126

10
16C
v
191448

£ G
* T

IMPACT
v
194353
IMPACT
v
194906
IMPACT LOS
v VT )
195154 205844
IMPACT
v
195502

Fig. 8. Predicted probe event timing




~
/Q/&N._.
/M —
Y
Sy

..//
~ \\
-

T T T T T T T T R G oo s~

N

180 b
120 -
60 -
0

s 3v

<& 0 +X& +10k
+So

=10k

-3¢

+lo

OFFSET FROM BEST LOCK FREQUENCY, kHz
Fig. 6. Large probe uplink sweep strategy

-l

@ B L vma e RSN T




px e, s

o AL AL e 4

DSN Progress Report 42-51

N79-25008

March and April 1979

Stability Analysis of the Multimegabit Telemetry
Demodulator/Detector Design

J. K, Holmes
Communications Systems Research Section

Stability of the multimegabit telemerry digital Costas loop is considered. It is shown
that the present design is stable with about 35.2 dB gain margin, and therefore is quite
stable. This paper considers the bandpass filter implementation of the data filters.

l. Introduction

The purpose of this article is to demonstrate analytically
that the multimegabit telemetry Costas loop demodulator is
stable over the expected signal dynamic range. The gain margin
is about 35.2 dB when M = 4 (see Fig. 1). It is well known that
a digital Costas loop becomes more unstable as internal delays
increase and this fact is verified by the analysis contained
herein.

Two mcthods of stability analysis were employed. First,
Jury’s stability condition was used and secondly, a root locus
was constructed for the digital loop. Both methods yield the
same stability criteria,

il. Stability Analysis

First we develop the system loop equation expressed in z
transforms. Consider Fig. 1, where the digital Costas loop
under consideration is displayed. A portion of the phase
detector is analog with the filtering accomplished digitally.

An equivalent loop model is shown in Fig. 2. Because the
filtering is done digitally, the loop filter can be expressed

directly in the Z variable where Z = &M with S being the La
Place transform variable. The internal updating duration into
the loop filter is Ty, where Ty, = MTg with T being the data
symbol! duration. At present, at all data rates, there are four
samples per symbol out of the rate buffers (Fig. 1), so
averaging over four samples is equivalent in terms of delays in
sampling every symbol (at rate Rg). First we obtain F(Z), the
loop filter z-transform.

If the input of the summer branch of the loop filter is
denoted as e,, and the output as U,,, then (see Fig. 1)

n

Un = Kl E & (l)
=0
or by adding K e, . , to both sides we obtain
Unﬂ = Un + Kl €n+i (2)

YThe parameter k is set so that this is true, and M = 4 in the present
design (see Fig. 1).
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Taking c-transforms we obtain the z-transform of U, } in
terms of the z-transform of {e, i

Kz VK,
uzy = ——= (3)
1-271
where
HZ) = zfe) = 3 ¢ 27 (4)
n 0

uz) = z (U} (5)

"
1\g|
S
N

=

The proportional term, when z-transformed, remains unaltered
so that

KI
FZ) =k, + —'— (6)
1-27!

Next we need the z-transform of the product of the zero
order hold (H°(S)) and the VCOK vco!S) which we denote
by

z {H" (5)%&9 = B(Z)
Taking z-transforms we have
T L Kyeo Q)
or
B2) = 5%7—” @®)

In order ro get the closed loop transfer function (and
letting 0(Z) be the transform of 0(r) etc)), we write the z
transform of the oscillator output phase estimates as

KVCOTM

&2 = (‘(TT) GF(2) &(2) ©9)

R, bl + %5 Mk ™

Since the phase error ¢(¢) has transform ™Z) and the phase
estimate (1) has transform 6. we have

YZ) = HZ)- NZ) (10)
Now clearly
Ko T .
&z = - ('7‘{1“—”— GRZY(OZ)- Bz (11)

where
AZ) = (B0 M2) = zid0)}. Z) = oy (1)

and where G is the signal gain of the Costas loop. Solving for
©&(2), we have

GK 0 Ty F(Z)

O(Z) = [?Z-:T);A—;Z;AE—T‘_I i.(—z)—] 012) (13

Therefore, the closed loop transfer tunction in the Z variable is

Wz - Sercolyt@
Z-TV+GK, ., T, F@)

For our case of a hard-limited, in-phase channel Costas
loop, the loop gain, G, is proportional to the signal gain
through the limiter times the signal voltage itself. The limiter
signal gain depends upon the SNR into the limiter.

Rearranging Eq. (14), we obtain

GKy.op T,
_ _{_zc~ol)u F@)
HE2) = —z2= D (s)

Vco M
— D

Since the stabulity of the loop depends on the closed loop
poles of H(Z), we consider the denominator of H(Z), which we
denote by DH(Z),

GK ooy T
DH(Z) = 1+ —Z‘L——-f‘; ¥ nz) (16)
,.,—, - PR . :—'w.-
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Using Fq. (0) in Fq. (16) we obtain

DH(Z) = 1"(‘”\-’ /A ! ({[) & +UAI :z"-Anl)g“f an
Setting DI(Z) = 0 produces
23t a+h-NZ+1-) =0 (18)
where
a=GCK KTy (19
h=GK Ky o Ty (20)

We apply the Jury stability criterion (R2f. 1) to Egs. (18)
to (20) to determine if the loop is stable. The Jury stability
criterion is based on the coefficients of DH(Z). Specifically for
digital first and second order loops, we have

(1) First order loop: if

DH@Z) = a,Z+a, = 0.a,>0 @n
and
a
2« (22
al

then the system is stable.

(2) Second order loop: If

DH(Z) = a)Z*+aZ+ay = 0,4,>0  (23)

and
@ a,ta ta, >0
(n a,-a,+a, <0
am ay-a,<0 (24)
then the system is stable.

Use of condition (1) of (2) in Eq. (18) results in

l+a+b-241-a=5b>0 (25)
From conditton 1l of (2) we have
1+2-a-bt+tl ~a=4-2a~-H>0 (20)
or
4-GK

T, (2K, +K,)>0 27

1Co

The present design calls for

K

—= = 278 = 000391 (28)
l‘l,

so that for stability we must have

GK oy Kp Ty, <1991 22 (29)

The third condition is met trivially, i.e..

l-a-1=-a<0 (30)
which is true since
'GKLKVco TM<O 3an

We conclude fiom Jury's stability criterion that for loop
stability we require GK ,,~,K,; T, <2. At threshold condi-
tions, it has been shown that G, K., K; T, = 3.9046 X
10”2 which is much less than 2.

As a double check on the stability result (Eq. 29) and also
as a way of determimag gain margin, we consider the
root-locus plot for this system. To utilize the root locus we
consider the open loop transfer function given by

K
0L(Z) = GA2): {H"(S) o

or

GK, Kyeco Ty GK, Ty K
@-1

VCco z

oL@) =
@-1y

(32)




Using the notation of Eqgs. (19) and (20) we have

d bZ
OlZ) = o — + ——— (33)
Z‘ i (Z“ 1)2
or
(at+b) (z— J—-)
0LZ) = - N2 (34)

iZ-1)?

Using the methods of the root locus (Ref. 2), which apply to
the Z plane as well as the S plane, we know that the locus
starts at the poles of OL(Z) with zero gain (a4 + b =0), and
terminates on the zeros for unbounded gain (a2 + b = ).
Further, the locus exists at any point along the real axis where
an odd number of poles plus zeros is found to the right of the
point. Using the above facts and the remaining rules of root
locus construction yizlds the root locus of our digital Costas
loop, as shown in Fig. 3.

Since system instability occurs when the root locus goes
onto or outside of the unit circle, it is necessary to find the
value of “gain” (a + b) such that the locus just crosses the unit
circle at the point Re(Z) =-1 and Im(Z) = 0. Since the *gain”
is given by zero and pole distances we obtain

atbh = "2'2 (35)
@
Equation (35) yields
Zatb =4 (36)
or
TEES 37

For stability, therefore, the locus must be inside the unit
circle, so we require

We conclude, then, that for stability

GK, Ko Thy <2 (39)

ill. Gain Margin

Now we shall determine the gain margin of the loop, that is,
how many dB increase in signal level is needed to just make
the system unstable. To determine the gain margin we must
compute the range in G which is the product of the AGC
output signal voltage 4 and the gain through the limiter a,
which depends on the limiter input SNR (SAVR)). ie.

G =ad.a=aoSNR) (40)

We do this by considering the widest pre-AGC filter case
(53.4 MHz = B) in which data rates vary from 4 MSPS to
32 MSPS. First we determine the range of the signal compo-
nent rns voltage A out of the AGC. Consider the noncoherent
AGC model as shown in Fig. 4. Denote the input noise power
y N, B and the input signal power at threshold by S,. Fur-

ther, denote the gain of the AGC at threshold by g,. and the
total output power by PT. Then we have

g, (N.B+S,) = P, @1

or

g = ____’;T_.._ (4“))
[ N B»\S0 -

o
At a higher input signal level, S| , we have
& W B+S ) =P, (43)

or

PT
& = (Noa+sl) (44)

where g, is the AGC gain when the input signal power is §.

b The output signal power component for each case is
(a + —2-) <2 (38)
Py =S,8, (45)
This condition is precisely the same as that derived from Jury’s
stability criterion (Eq. (26)). P =S5 ‘i (46)
)
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Heice, the dynamic range of the output signal power is given
by

fl = e_‘i = V‘)f jf?ﬁ i‘. 47N
PO gOSo 1V°B+s| SO
or
Pl 1 N’)B
P CIAE T Ms (48)
0 o +1 0o
S

Then, when the final SVR is very large, Eq. (48) approaches

Pl

= -1

P S/VRO +1 (49)
0

where SNR is the input SVR at threshold. ie.,

SNR,_ = (50)

Now the direct component loop gain GK |, K L T  increases
by the ratio a r/a where (a,/ay) is the ratio of limiter
suppression factors. The suppression factor is given by

E,
a = erf /TV: 1

where

x _2
exf (x) “fr‘f e (52)

n

The signal voltage ratio into the loop (out of the AGC) is given
by

f_‘.a glsls\/P—;sr (53)
4, VB VP

At the lowest data rates (4 MSPS) in which the 53.4 MH7
bandpass filter is used and at the lowest value of E&/N“
{-4 dB). we find that the SVR, in 53.4 MHz, is given by

™

R

= 3.5 -
SNR, = ' = 715148 (54)

=

The himuter suppression factor is equal to
a, = erf (1/0.398) = 0.627 (59)

At the maximum data rate (32 MSPS) and the maximum
value of £ :/‘Vo we find that the SNR in 53.4 MHz is

m

R

s Ds
SNR, = 5~ 4 = 98B (56)

o

and the corresponding limiter value is equal to
a = erf(V158) = 1.0 57

Therefore the direct component loop gain at the maximum
data rate and the maximum value of £ /No. assuming that
it is set to threshold at the lowest data rate (4 MSPS) and
lowest value of E :/No (-4 dB), is given by

a
A = -2
75, GokLKyT, = 34810 (58)

where we have used Egs. (48), (53), (55), (57) and the fact
that G K, K, T, = 3.904 X 1077 at threshold. We conclude
that the gain margin (GM) is

GM = 20log (——2——) =352dB  (59)
348X 1072

when M = 4. It, therefore, is clear that the loop is quite stable.

IV. Conclusion

In the present digital Custas loop design with M = 4, there
is about 35 dB of gain margin. Further refinement in the
model will be discussed in a later report,
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H3(S) s

D/A: DIGITAL TO ANALOG
CONVERTER

G:  LOOP GAIN
H%($): ZERO ORDER HOLD

Fig. 2. Equivaient linear phase lock loop model

im (Z)

OPEN LOOP POLES: X

! OPEN 0P ZEROS: 0

= ° % Re (2)
-1

Fig. 3. Root locus of muitimegabit dightal Costas loop
(sscond order)
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I 9 TO COSTAS LOOP

INPUT POWER = Nol + S‘
i=0,1

A = OUTPUT SIGNAL VOLTAGE = VP
gS; =P, = OUTPUT SIGNAL POWER
P, = TOTAL OUTPUT POWER
8 = SELECTED ACCORDING TO DATA RATE
Fig. 4. Noncoherent AGC mode! for determining dynsmic range
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Pre-A/D Filter and AGC Requirements for Multimegabit
Telemetry Data Detection

J. K. Holmes
Communications Systems Research Section

This article presents a candidate pre-A/D filter bandwidth versus data rate design for
the Multimegabit Telemetry Demodulator/Detector, which is based on considerations
of A/D bias, quantization errors, and automatic gain control {AGC) effects, as well as

the deleterious effects of filtering.

Two methods of gain control of the input level to the A/D converter are considered.
The first method uses a particular value of gain, according to which bandwidth is selected.
The second method uses a second narrowband noncoherent AGC (in the LPF bandwidth)
to attempt to keep the A/D input level constant. This second method reduces the BER
degradation slightly but appears to be more difficult to implement.

I. Introduction

The purpose of this article is to develop a table of data rates
vs the pre-A/D low-pass filter requirements for data detection
(as an initial design) for the Multimegabit Telemetry Demodu-
lator/Detector assembly, and to specify the types and the
number of automatic gain controls (AGCs) needed. To do this
task, it was required to consider the bit error rate (BER) degra-
dation due to the effects of AGCs, A/D quantization, A/D
bias, phase detector saturation, and the number of AGCs
requised. The system under consideration is shown, in a simpli-
fied form, in Fig. . Since data demodulation was the primary
concern, the upper arm of Fig. 1 is the system under primary
investigation.

The system philosophy is to arrange the sample rate, via the
rate buffers, so that the internal sample rate out of the rate

buffers is at four times the data symbol rate. Further, internal
sample rates (data handling rates) are reduced to one fourth
the symbol rate into the loop filter.

The noncoherent AGC is important also since the signal
component variations out of the phase detectors (multipliers)
can tolerate only so much dynamic variation before they are
affected by dc offsets ar weak signal conditions or, at the
other end, limiting occurs at strong signal plus noise power
conditions.

The narrowband noncoherent AGC, if used, can better con-
trol the signal and noise over the data rate extremes for a given
filter bandwidth than can the gain set approach that fixes the
gain for a particular bandwidth (see Fig. 1). However, the
advantage in reduction of BER degradation is rather small and
the implementation sdvantage of the filter-determined gain
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select might well be the overndimg tactor tavoring the latter
approach.

Based on  the
symbol error rate degradation s 0.5 dB trom theorencal below
1O Msps and T dB from theoretical abose 10 Maps, tor syimbol
SVR gV, > 4dB.

tunctional gequuement deserprion the

Il. Dynamic Range Considerations

First we consider the dynamic range requirements of the
wideband noncoherent AGC [see Fig. 1] having mie-AGC
noise bandwidth B. From Ref. 1. the ratio of the signal power
component out of a noncoherent AGC at an input SN given
by SVR, =« SV B, to the signal power component out of
the AGC at an input SNR given by SVR| =a, 8, N B was
shown to be (see Fig. 2).

P | N B
[ R R I R (
o o %70
et
s
1t

wher2 .V is the one-sided noise spectral density, B 1s the noise
bandwidth of the BFP preceding the noncoherent AGC,
a (1=0,1) is the filter loss through the BPi and S 15 the
unfiltered put signal power. This result. Eq. (1), apphes to
both the wideband and narrow band noncoherent AGCs.

Now we shall determine the dynamic range of signal power
out of the noncoherent AGC. First determine the minimum
wideband noncoherent AGC mput SNR. The mimmum value

of £ /N | is given by
E
— = - b
N 4 dB )
So that the minimum AGC input SNR is given by

a,S E R
VB (7’) (ao)(—E’) =-31dB (

€
min

)
-~

where the bandpass filter has a bandwidth of 8 = 60 MHz, and
the minimum symbol rate (R ’) of 125,000 sps through it, and
a, x|,

()

The maximum value of £ /N is given by:

I.\
( ) = +12dB )

mayx

Theretore the mantmum value of the AGC input SNR s given
an

4

nl.\'l I‘\) I\’“
' \ (nl)(”) N7 dB (3)

o
max

for the maximum F N value and manimum symbol rate of
A2 Mypsand with a) = 0.87. Therefore. the ratio of maximuim-
to-mummum wadehand noncoherent signal power 1s. by Fq. 1,

- 31.2dB (0)

it follows that the dynamic range of the phase detectors
(multiphiers) must be 31.2 dB. It this dynamic range is too
large, one opiion to reduce 1t would be to narrow the bandpass
tilter bandwidth at the lower data rates by, say, 10 dB so that
the eftective dynamic range would be only about 21 dB.

lll. Approximate BER Degradation due to
Quantization and dc Offsets

The Computer Labs MOD-4100 A/D converter was chosen
for the multimegabit system. It has a dc accuracy ot
10MV £ 1/2 of the least significant bit. It has four-bit
resolution so that we have four bits per sample. We consider
the worst case data rate range' when the rate buffer sets k = 1,
and therefore the Ltatistic (a sample and dump tilter), based on
sampling four samples per bit on which bit decisions are made,
is

3
e, = 2 {g(\/aA,w,.)w,w,} (M
i=1

wiere 4, is the sampled signal voltage. .V, is the sampled noisc
voltage, b, is the sampled dc bias, a is now the power filtering
loss through the low-pass filters (having bandwidth B, p), g is
the product of AGC voltage gains, and ¢; is the sampled
quantization error. Based on this statistic, we will denve an
expression for the matched filter output SNR in terms of the
quantization spacing, AL, and the bias b. Since our analysis is

!See Table 1.




only meant to be appronimate, we neglect intersymbol
interference, which will be (approximately) accounted tor by a
separate calculation.

First note that (letting /(+) denote the ensemble average)
. 2 . N
E[v] = N8, , (8)

with B, , being the low-pass filter bandwidth preceding the
A/D converter. Now the mean output signal of the sample and
dump filter (just betore dumping) is given by

3
Ele,) = 2 @Vad, +b) = 4gvad +4b  (9)

i-1

assuming the voltages satisfy 4, =4 and b, = b with a being
the power loss due to filtering of the LPF (see Fig. 1)?. The

variance of the output statistic is given by
4 a
B 2402 5
Varte,) = £ 3 NI +E Y & (10)
i=1 i=1

If AL is the quantizer spacing, then (assuming a uniform
distribution)

ALy
Efe] = (“Tz‘)‘” (n
Therefore, the output SNR is given by

A Ja+4b)?
swr, = ed¥er (A)L)’ (12)
4§2NOBL’ + ——3—

Rearranging, and using the fact that the symbol duration
T =4T,, with T, being the time between samples, we obtain

8 ja (! + -—-l.’—-)z
SNR, = ___ﬁﬁ‘z_. (13)
No 1+ (aL)
lzNa‘l.F'z

’Nhammmfammmdnmm

where we have used 27 = 1/B, . The bracketed term is the
degradation in terms of the quantizer spacing AL and the
quantizer bias voltage b for a given bit and given bias.

The Computer Labs Mod-4100 A/D Converter has a 4-bit
resolution and a maximum input range of + 2.1 volts. so that

AL = 0.2625 volts (4

IV. Candidate Filter Bandwidth Versus Data
Rate Design

As was mentioned in the introduction, the basic philosophy
in the digital demodulator/detector design is to minimize the
analog filter count and to set the internal sample rate
(processing rate) at four times the data symbol rate out of the
rate buffers (see Fig. 1). This way everything after the rate
buffers can be scaled accerding to data rate.

The two basic requirements of operation into the A/D
converter are, one, that the signal plus #_ times the rms noise
be less than the one-sided A/D input voltage range, or

Eywufvp Vad +n gk VN B, SV (15

The second requirement is that the signal voltage into the
A/D converter shall always be bigger than b, or:

Ewef Vot >bn, (16)

where g, is the noncoherent wideband voltage AGC gain,
gy g is the noncoherent narrowband voltage AGC gain, Vis
the one-sided quantizer input range, and n_ and n, are
confidence safety factors (numbers greater than one). To keep
the BER degradation down to around 0.5 dB or less, below 10
Msps, B, ,T should be greater than about 1.7 (Ref. 2). Above
10 Msps, B, ,T should be greater than 0.8 to hold the BER
degradation to about 1 dB (Ref. ).

Table 1 illustrates a candidate filter design that requires six
analog low-pass filter pairs (8, ,'s) and should keep the
symbol BER just about within specifications.

V. Comparison of the Filter-Controlied Gain
Approach With the Coherent AGC

Approach

la this section we will compare the relative performance for
the case that the signal plus noise into the A/D is controlled by
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a fixed gain, set according to the low-pass filter bandwidth on
one hand, and to the rarrowband noncoherent AGC to control
the signal plus noise into the A/D on the other hand. We will
consider the 20.7-MH. filter data rate range since 1t operates
over the largest data rate range.

Case I: filter bandwidth controlled gain

First we consider the case when the selection of a particular
low-pass filter pair specifies a fixed gain into the A/D
converter based on achieving acceptable bit error rate degrada-
tion.

At the highest data rate (32 Msps) and atan £ /N (3 dB),
which will provide a nominal maximum bit error rate of
1 X 107%, we require that Eq. (15) be satistied as follows:

Ewn Lo [Va,a, +n /¥ B ] <V = 21volts
(17)

where g is the filter-controlled gain value fixed to the
26.7-MHz filter. This gain g is in lieu of the narrowband gain

Evp

At the lowest data rate (4 Msps), for the same iilter, and the
same gain setting, g . and with the minimum £ /N (-4 dB),
we require that Eq. (16) satisfy:

gWIlzgo \/&;Az =nm,b (18)

where b = 0.01 v ,its and n, should be at least 3 and preferably
larger, and the subscript 2 denotes a different level of that
variable. Now using £ /N = 2.0 (3 dB) we conclude that the
SNR into the AGC (see Fig. 1) satisfies

e, = 22 i 20 (19)
= =
Lr NDBL’ PL ’T
al

Letting n, = 3.0, which is equivalent to considering 4 30 noise
amplitude, we obtain fron: Egs. (17) and (19)

70
B,,T
a

x..,,':,,s/N,,BL, 34 = 2.1vols (20)

Now since B, ,7 = 0.83 at this maximum symbol rate (see
Table 1) we can determine the filtering loss to be a, = 0.87,

assuming an ideal low-pass filter preceding the A/D converter.
It follows from kq. (20). with the fact that B, ,T=0.83 and
a = 0.87, that the rms noise voltage into the A/D converter is
given by

Ewn Ko VN B, . = 0472 volts t,

From Eq. (17), it follows that the signal voitage into the A/D
converter is given by

Zwn K Va, 1, = 0.684 volts (B

Now it is easy to check to see if the condition of Eq. (18)
has been satisfied. We have

. g""’lg"n{‘ﬁj_' _ 0.684 _

O 13
b h 0.0} 68.4 23

which, as we shall see, causes a negligible degradation.

From Eqs. (13), (14), (21), and (23), the resulting
degradation® due to biss and quantization only (the filtering
losses will be considered below) is

o—e

Vo, A2 By p
DEGR(A)) = o e
A AL

2
12V,8, l-gugwsf

(24)

DEGR (4,) = 0.24 dB (25)

Now consider the degradation due to filtering. which
includes power loss, distortion, and intersymbol interference
effects.

3This equation is somewhat & worst case since it assumes the bias is
always “bucking™ the sigral.
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Since the baseline LPFs are 2-pole filters with B8, ,7'= 0.83,
we have that the loss, from Ref,2,* is about 0.6 dB.
Therefore, the total degradation of about 0.84 dB 1s to be
expected at the maximum data rate (32 Msps). Hence using
B, p = 26.7 MHz and a symbol rate or 4 Mspsat /' /V =3 dB
we have

DEGR

= 0.84 4B (26)

ror

This degradaiion does not include carrier loop or bit
synchromization loop tracking inaccuracies. When EJN,
= -4 JB agan at the highest data rate i: can be shown that the
degradation increases less than 0.1 dB so that the total
degradation is about 0.9 dB.

Equations (21) and (22) apply to the case the highest data
rate is in effect along with the assumption that the symbol-to-
noise spectrai density ratio is 3 dB and the gains, 2 and gw g,
are set to satisfy Eq. (17)at £ /V = 3 dB.

Now consider the case that the lowest admissible data rate
(4 Msps) of the 26.7 megahertz filter is used (see Table 1) ::d
the I:':/N” ratio is minimum (-4 dB). Since the same LPF
bandwidth is used. the gain g will be unchanged. However,
the wideband noncoherent AGC will change gain since the
signal powe: has been reduced. To compute the new gain level
of the noncoherent AGC, we equate the noncoherant output
power under strong and weak signal conditions so that

-",zygfvn' [a.:if +,V”B] = !?rgil"iz [azAg +‘V”B]

Qn
From Eq. (27) we can obtain the ratio of gains:
fwa, \/—ST\/Rl +1
— = e (28)
gwa' SNR2 +1

where the SNRs out of the filter preceding the wideband AGC
is given by

(29)

(30)

“The degradations computed here were at a BER = 1075, and were the
only ones availyble.

~

We can now compute the SNRs in the bandwidth B:

: R
SAVR, = it ( "i) = 20.87) (3;) = 0.0280
SNR, v @\ y 08T\ o a2
1
(31
l:‘ (Rt,) 4
< = {- - = UR(0.99 = 0.0263
VR, v a\g 0.398(0 )(60> 0.026
! (32)
tt follc ws frem Eqgs. (28), (31), and (32) that
KWH / 3 0 RG
R s an (33)
Lywn v 1400203
1

We can now compute the new noise power assoctated with the
lower symbol rate and lowver £ [V . From Egs. (21) and (33).
we obtain

£Awn, VV,B p = 8.8, " VIV B (1.372) = 0,648 volts

(34)

illustrating the fact that the noise level has increased trom the
strong signal result of Eq. (21).

From Eq. (22) we can compute th  new signal voltage into
the A/D converter

(".»"wa2 V,‘Tz”z)z ® (x.ﬂwnl Va, A, )2 b 748

1 10 log (343—) 110 log (g:‘;)
t 2010 (1.372) (35)

where, for example. | 7 dB means reduce the previous
quantity by 7 dB. We have

e, Va,A, = 0.158 volts (36)

From Egs. (13), (34). and (36) the resulting degradation
(neglecting the filtering loss) is




0.01 )2

l -
DEGR (4,) =»—v(—iﬁ——‘= 063dB  (37)
0..62512

1+ L [_
12 | 0.648

Now the filtering losses with the low data rate correspond-
ing to B, ,T=6.68 obtained from Ref. 2 is 0.10 dB, so that
the total degradation at I:‘s/'No =-4 dB and at a symbol rate of
4 Msps is given by

DEGR ., = 0.73dB (38)

By comparing Eqs. (26) and (38), it is clear that the high data
rates suffer greater BER degradation.

Case II: narrowband noncoherent AGC controlled gain

Now we consider the case where a narrowband noncoherent
AGC is used to control the signal-plus-noise level into the A/D
converter, rather than a fixed gain in addition to the wideband
noncoherent AGC. Using the same initial gain conditions at
the high £ /N (3 dB) as in the fixed gain method, we have
from Eqs. (21) and (22),

&b Swe VN B, , = 0472 volts (39)

and

il

Sns Sws, Ve A, = 0.684 volts (40)

and, furthe~ the same degradations occur as before since the
signal voltage and noise voltage are the same. Therefore, the
total loss is as before (Eq. (26))

DEGR,,; = 0.84 dB (41

Now we consider the effect of both the wideband and
nairowband noncoherent AGCs at the lowest symbol rate
(4 Msps) and minimum £ /N (-4 dB) for the 26.7-MHz filter.
The wideband noncoherent AGC sets the gain as before, from
Eq. (33), and increases with weaker input signal by the ratio

g
WB2

g
wB,

= 1.372 42)

Notice that the narrowband AGC output power is deter-
mincd by Fqgs. (39) and 40), i.e.,

“

(gNBIgWBl )2 (NUBLP+01|A%) = 0.831 volts?
(43)

Now since the wideband noncoherent AGC gain has
increased by the factor 1.372 (Fq. 42), we find that the new
noise voltage and signal voltage into the narrowband AGC are
given by

&wg 8, VYN, B, p = (1.372)(0.472) = 0.548 volts
) ,
(44)
and

— 2
(gwgzgo \/azAz)z = (0.684)° (¢ 7dB 4 10 log (54:)

110 log (g——g?)

120 log (1.372))

or

25, & Va,4, = 0.158 volts (45)

The result of Eq. (45) can be verified using Eq. (1) directly.
Now the narrowband noncoherent AGC gain must be set so
that the total power given by Eq. (43) is maintained at the
output; therefore, it must be true, using Eqs. (43), (44), and
(45), that

2
gwaz
[(0.648)% +(0.158)%] = 0.£°1 (46)
v,
or
gzvaz
—= =137 CY))
&vs

1

Therefore, the signal voltage out of the narrowband
noncoherent AGC is given by

Ews, 8ns, %o Va,A, = 0.158 X 1.37 = 0.216 volts
(48)

fwa, s, % VN_B, , = 0.648 X 1.37 = 0.888 volts
@9

e e m = o

3w
TR



v

. - .
"r“i

Ls

From the degradation tesult, b (13), this new signal amd DEGKR .,

PEREUNE JU )

nose level produce o degradation ot

DFEGR (:I:) = = 044dB (SO0)

( 0.01 ): VI. Conclusions

0210 An mitial low-pass pre-AD converter filter bandwidth
t {
) (0 3% ,;) : versus caded symbol rate table has been constiucted and
WO

1+ shown to meet the essential BUR degradation specttication

12\ O.888 ) .
while requinng only siv low-pass filter paas.,
The degradation due to filtenng when 8, ' =0.08 was Further refinements in the BFR degiadation will be
already tound to be 010 dB so that the total degradation s considered i a later DSN article.
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Tabie 1. Candidate filter BW vs symbol rate

Sampling Rate
Data rate LP BW L4ty butter C g Samples
Ry, By £ dvpor N By per
My MH/ Mapat A Symbol
16 + 32 26.7 64 -+ 128 1 24248 4
R—= 16 267 64— 128 2 24 48 8
48 26.7 64 - 128 4 24448 16
24 13.35 3204 4 24 - 4R 16
p-e2 b.68 16 -» 32 4 J4--43 16
0.8 —~1 RIRE) 8-+ 16 4 Jd4-+48 16
A28 -08 1.67 48 4 24-48 16
4 24 - 4.8 16

0125 - 0.258 0.83 Y.y

4The notation 16 — 32 denotes the range of 16 to 32 Msps. 1 or exam-
ple. a data rate of 32 Msps corresponds to a sampling rate of 128 Msps
and a ratio of data rate to low-pass filtesr BW of 4.8,
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| \ ] : 1
\ §——= DATA
WIDEBAND {} /J \ {} {} lat Rs-
NONCOHERENT RATE - 2 | K L
AGE _ _ - (1 | |sen L
r 1 i |
| | R ! -
-d Am T -~
BPF | | : | + 2‘,( °) Ti
(® I [ !
| | { ot Re/d
1 |
sy a 2
(Y | |
l -® ' ' Kl
l P / 4
| % | ( {L | | 1
Le¥ t 1 I 4
IL | O/A = TII:( ) ?( *) P
______ 4
(GAIN = g) RATE BUFFERS |
vCo D/A

Fig. 1. Partiel functional block diagram of the fessibility model, Multimegabit Demoduistor/Detector Assembly
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output signal power, P,
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Recovering the Spectrum of a Narrow-band Process From
Syncopated Samples

P. H. Milenkovic
Communications Systems Research Section

Losslessly sampling a band-limited narrow-band process at an average rate equal to the
Nyquist rate may require a nonuniform sampling strategy. One such strategy is phase
quadrature sampling, in which a process of bandwidth B is sampled at rate B in each of
two channels where the two channels are n/2 out of phase at frequency B. Phase
quadrature sampling is a special case of syncopated sampling, where the phase between
channels is fixed but arbitrary. A simple method for recovering the spectrum of the input
process from syncopated samples is derived. The derivation indicates what values of phase

between channels result in lossless sampling.

l. introduction

Band-limited narrow-band processes can be losslessly sam-
pled at rates which correspond to the Nyquist rate for the
passband width rather than a rate of twice the highest fre-
quency present. This is accomplished by sampling at periodic
but nonuniform intervals (Refs. 1, 2 and 3). Time domain
interpolation formulas are known for recovering the original
process from such samples (Refs. 1 and 2). The general ap-
proach is based upon syncopated sampling, where a process of
bandwidth B is sampled in two channels at a uniform rate B in
each channel and a phase offset 8 between channels. With
phase quadrature sampling, 4 is equal to n/2, or one-fourth, of
a sample interval. A simple method for recovering the spec-
trum from two channels of samples is derived.

The current motivation for studying syncopated sampling is
the Wide Band Data Acquisition System (WBDAS), which is
used to collect data for Very Long Baseline Interferometry

(VLBI) clock synchronization measurements (Ref. 3). The sig-
nal entering WBDAS from a station receiver is centered at 50
MHz and has been bandpass filtered so that most of its energy
is in the range from 25 to 75 MHz. The WBDAS samples,
quantizes, and records this signal.

In the WBDAS, phase quadrature sampling is employed.
What this does to the signal is similai to what is done by single
sideband demoduiation, but without the side effect of signal
group delay from an analog demodulator. The narrow-band
signal s(¢) going into the sampler can be expressed in terms of
cosine and sine components, x(¢) and y(¢), relative to the
w, = 27 (50 MHz) center frequency:

5(¢) = x(¢) cos (w,t) + () sin (w, ) )

Both x(f) and y(¢) are baseband processes of bandwidth
25 MHz. The in-phase channel samples are taken at times nT'
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and the quadrature phase channel samples are taken at times
(n + 1/HT where 1 1s an integer and I'is 20 nsec. The in-phase
channel samples are:

s(n) = xuTy - 1L +v(n?)+ 0
(2
=xn7)

and the quadrature channel samiples are:

s [(n +%) T] x [(n +:lt‘) T] . O+_v[(n +%) T] .
¥ [(n +5) T] 3

The two channels contain uniform samples at the Nyquist rate
for x(f) and 1(r). respectively. The quadrature sampling
scheme can thus be intuitively viewed as a combination of
demodulation and uniform sampling.

H

Uniformly sampling s(¢) at a rate equal to the average rate
of the phase quadrature scheme will result in the loss of
information. Sampling at times n7. where T is 10 nsec, gives
the following result from Eq. (1):

s(rTy = x(T) (-1)" 4)

The result is that while x(r) has been sampled at a rate of 100
MHz or twice the Nyquist rate for a 25 MHz baseband signal,
¥(t) has been completely lost.

Il. Recovering the Spectrum

The spectrum of a band-limited narrow-band process of
bandwidth B will be recovered from two channels of uniform
samples taken at rate B where the two channels are offset by a
phase 0. Being able to recover the spectrum indicates that the
sampling is lossless as the process can be recovered by taking
the inverse Fourier transform of its spectrum. This syncopated
sampling scheme gives us the spectrum for any center fre-
quency of the narrow-band process. One restriction is that
given the center frequency, there are values of 9 for which the
method breaks down; these values are specified here.

The input signal x(¢) is sampled by two impulse trains s, (r)
and s, (¢) where:

s = Y, Ts(-mD ()

msec

20

s, = Z T8 [t-nT+T )] (6)

m=~oo

~
!

sampling intceval for both channels

~
l

= time offset between the two channels

The resulting sampled signals on the two sampling channels
are:

.\'l(/) = sl(t).\'(r) (7
and

.\'2(r) = sz(r).\‘(t) (8)

Next, the effect of sampling in the frequency domain is
considered. Fourier transform pairs are denoted as follows,
using capitals in the frequency domain:

X(N = x(0)
le”"'n(’)

,\’2(/')9.\'2(1)

The sampling functions can be written in the time domain as a
sum of exponentials:

s = 35 et Q)
m=-w
Sz(")= Z e ime, 2mimt|T (10)
m:—ﬂ

where § = erTo/T

The frequency translation theorem X(/ + )+ x(t)e2™/o?
results in:

X0 = i X (f+~'}1) an

X, = f,: e'i""’x(f+$) (12)

ms=-e

The purpose of this discussion is to describe circumstances
under which X(f) can be recovered from X,(f) and X,(/).
Suppose x(r) is band-limited to therange /; <f<fp + 1/T and

et -,
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=T - f, <f<-f, Then for fo <f <fo+ /T, Egs. (1) and
(12) reduce to:

X,0 = 3n+x (/+';—’) (13)
X,() = X()+eM0 ¥ (f+',;—f-) (14)
where 71 in an integer function of f satistying:
N P
"fg""f<f+"f<"lq (15)
It then follows that:
i ¥ X,(N- o X,0) oo
(i X = T for f, <f </, tx
(16)

(i) X(f)= X* (-f)for £, “l?.<f< 1o
(iii) X(f)= 0 elsewhere

where * denotes complex conjugation. Property (ii) is a con-
sequence of x(¢) being real valued.

lil. Examples

In this section, the method for computing X(f) is applied to
specific cases. First X (/) and X, (f) are expressed in terms of
the samples:

X, =[ X, ()e 2™ty

am
=T Y x(mT)e miimt
X, = [ x,(0e 2™ ar
- (18)

= TefOIT Z x(mT+T,) e~ 2mifmT
A. Uniform Sampling

The first case is uniform sampling on one channel of a
baseband signal of bandwidth 1/T. The sampling rate is 2/T,

the Nyquist rate. 1his system can be expressed as two channels
of samphing run at ate /7, offset in time by 77 2. Equation
(16) reduces to

. [
X=X+ AL (19)
which by Eq. (17) and (18) results in
- . . ;
X(r) = T .\'(n —{) ¢ MYy (20)
T on-w -

which, in fact, corresponds to uniform sampling at rate 2/T on
one channel.

B. Quadrature Phase Sampling

The second special case is quadrature phase sampling. Here,
the sampling period on each of two channels is T, and the
sumpling times cn the two channels are offset by 7/4. This
type of sampling is applicable to narrow-band signals of band-
width /T centered about frequency 1/T (or some integer
multiple of 1/7). Considering the signal to be centered about
1/T:

. T T . 3r T

=5 I<r<y o 4
T

nm o= -2 0=2n~%=%

which by Eq. (16) results in
. 1 . .
X() = 51X, )+ X)) 21

Employing Eqs. (17) and (18) to express X,(f) and X, (f)in
terms of the samples gives:

X(f) =‘§ E x("}ne'zﬂiﬁnr

tE <[] e i

T 3r 2
3 <f<3 2

For the channel offset T, differing from 7/4, one can still
formulate X(f) in terms of X,(f) and X,(/) by way of Eq.




T,

3

3 T

ey

(16). The quantity ¢ will difter from #;2 and the formula will
be more compheated than bq (21). When the sample oftset 1»
T,=T/2, then ¢ =7 and Eq. (16) becomes singular as
I - /™0 becomes zero. Stce this corresponds to uniform
sampling on one channel, umform sampling will not work for
this passband at the average sample rate used fur quadiature
phase or syncopated sampling schemes near quadrature phase.

Finally, taking the mverse Fourier transform of Fq. (22
gives the sample reconstruction formula tor quadrature phase
samphing.

i
= sm = (- ml)
W) = Z vimT) (1 ) cos 3}’1”
- ”‘ (r-ml)
1
(23)
= IR I R A (2 A
* Z . ("’T+i) ll* ! ‘\‘m pul

;,[r-(nHH I‘] !

This formula has been obtained before by working directly in
the time domain (sec Ref. 2).
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Installation of the Mu2 Ranging System in Australia

A. |, Zygielbaum
Communications Systems Research Section

The Mu2 Ranging System has been installed at DSS 42/43 in Australia. It was used to
support the 1979 Viking Relativity Experiment and is currently supporting Voyager
Navigation and the Advanced Systems Program. This article describes these tasks as well
as Mu2 software and hardware modifications prior to installation.

I. Introduction

In October of 1978, the Mu2 Ranging System was installed
at DSS 42/43 in Australia. The Mu2 is a research and develop-
ment tool which has supported all range transponder-bearing
spacecraft since Mariner Venus Mercury 1973. It has provided
the data required by several Theory of Relativity experiments
and investigations into the nature of the solar corona In the
present case the Mu2 corroborated laboratory research by
utilizing the Voyager 1 and 2 spacecraft and obtained data for
the Viking Project Test of General Relativity. This article re-
ports the rationale leading to the installation in Australia, the
results of the effort, the engineering involved, and the in-
tended future use of the Mu2.

Let us review, in a most cursory fashion, some of the fea-
tures of the Mu2 (Ref. 1). All ranging systems measure the
round trip time delay involved in transmitting a signal to some
object and receiving a corresponding echo. The Mu? is a binary
sequentially-coded ranging machine. Its signal is a square wave
whose period is regularly doubled. The signal is phase modu-
lated onto a carrier, transmitted to a spacecraft which tran-
sponds it back to earth. The phase difference between the
transmitted and received square waves is a direct measure of
time delay (and an indirect measure of range). Detection and
correlation of the received signal is accomplished digitally in
the Mu2. This distinguishes it from the standard DSN ranging

system, the Planetary Ranging Assembly (PRA), which uses
analog techniques. Digital radio frequency signal processing
allows the Mu2 to be fully automatic and exceptionally stable
in performance.

Other distinguishing features include full two channel
(usually S- and X-band) operation and square wave range codes
up to 8 MHz in frequency. The PRA, on the other hand, is
limited to having only a single code available on its second
channel and a maximum code frequency of 500 kHz. The
advanced » vare system, within the Mu2, facilitates radio
science measurements under adverse signal conditions and also
aids research into new ranging techniques.

This article is organized into four sections. First the ratio-
nale behind the reinstallation of the Mu2 into the DSN will be
presented. Second the significant results of the effort are de-
scribed. Third, we explain the hardware and software changes
implemented in the Mu2. Finally, in the last section, the fu-
ture of the Mu2 is proposed.

Il. The Why

Installation of the Mu2 at DSS 42/43 was motivated by the
Viking Radio Science Team, the ongoing advanced radiometric
research program and the DSN commitments for Voyager
Navigation. We discuss each in turn.
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A. Viking Radio Science

During 1976, the Mu2 successtully supported both the solar
corona and the Theory of Relativity experuments when Mars
went through supertor solar comunction. Facilities avarlable in
the Mu2 software and hardware allowed 1t to reliably obtamn
range data when the radio ray-path was close to the solar disc.
These mclude:

(1) Full dual channel operation which allows measurement
of S-X differential delay to a maximum of 2 seconds.
The PRA 15 limited to 2 psec differentials.

(2) Full correlation voltages allow real-time assessment of
range validity even when Doppler is unreltable  as dur-
ing solar conjunction.

(3) Extensive clean-up of noisy Doppler signals by a quad-
tature filtering technique enables the Mu2 o range dur-
ing periods of great carrier phase jitter.

(4) Any of the range codes (8 MHz 10 0.5 Hz) availabte on
the Mu? can he used as the untial or highest trequency
code. Thus the precision of the range measurement can
be matched to the modulation phase jitter in the range
channel. Time is not wasted on integrating components
whose penod 1s a small multiple of the phase jitter
thereby increasing data yield.

(5) Fully automatic operation removes error sources due to
incorrect phasing of the range code demodulator
10 MHz station reference and inconsistent manual
adjustment of analog front-end attenuators.

(6) The Mu2 uses *Tutorial Input” (Ref. 2) as an operator
interface. This highly interactive system enables real-
time modification to parameters in response to chang-
ing signal conditions.

Due to these capabilities, the Mu2 has ranged demonstrably
closer to the Sun than the PRA. The results of the 1976 solar
conjunction include a four-fold improvement in the confirma-
tion of Einstein's Theory of General Relativity (Ref. 6 ). Rein-
stallation of the Mu into the DSN was requested by the
Viking Radio Science Team for coverage of the January 1979
Mars superior solar conjunction.

B. Advanced Radiometric Research ‘

An article by Layland, Zygielbaum and Hubbard (Ref. 3)
described experiments which used frequency band-limiters to
remove distortion from the received or ‘“‘downlink™ ranging
signal. Recall that the Mu type ranging systems (Mul, Mu2
and PRA) suffer from wave form distortion of the range code
due to asymmetric amplitude and phase distortion of harmon.
ics of the range code square wave. This problem is compounded
by a mismatch between the actual correlation function pro-

diced by the ranging hardware and that assumed by the soft-
ware. In essence, the software assumes that the returned signal
15 a square wave whife limitatons of the DSN transmutter,
spacecraft transponder, and. to a lesser extent. the DSN re-
ceiver. teduce the signal to a badly distorted sine wave.

When using the normal 500-kHz high-frequency code,
about 18.5 ns of peak- to-peak range error appear during rang-
ing pre- and post-track calibrations through the test translator.
Measurements when using the proof test MVM "73 transponder
showed distortions of 7.4 ns. The transponder has less error
hecause 1t s band-hmiting at £1.5 MHz, thereby removing the
adverse eftects of distorted fifth and higher-order harmonices.
Unfortunately the third harmonic is stll propagated and in
fact is further corrupted by the transponder.

Ranging accuracy can be enhanced by simplifying the spec-
trum of the range code. One way to accomplish this is to
utilize a }-MHz initial code. The 1-MHz squaie wave s cor-
rupted in transmission to the spacecraft. Fortuitously, how-
ever, the band-limited transponder will filter out the 3-MH7
third harmonic as well as all higher harmonics prior to any
nonlinear transponder elem.nts. To remove any harmonics
generated by the spacecraft transmitter or within the DSN re-
ceiver, a band-pass filter is installed in the receiver IF Line con-
nected to the Mu2. In this manner the Mu2 is presented with a
well-scrubbed sine wave corresponding to the fundamental fre-
quency of the range code. Using this technique, the laboratory
measured peak-to-peak error was about 1 ns during station
calibration and 0.6 ns with the MVM 73 tansponder. The
system configured to | MHz also exhibited less sensitivity, in
terms of range error to different transmitter modulators

The logical continuation of these tests was to ;v the tech-
nique with a spacecraft. As discussed in the next subsection,
the Voyager Project provided the spacecraft.

C. Voyager Navigation Requirements

During the summer of 1978 it became apparent that some
difficulty was being experienced in meeting the 4.5 «/2-meter
interstation range accuracy requirement of the Voyager
Project. Ranging of this precision was required to assure ade-
quate navigation margins during the Voyager Saturn encounter.
During the period immediately prior to the encounter, the
spacecraft will be near zero declination where Doppler wili
not provide angle data of sufficient precision to navigate the
encounter.

Accurate navigation is jeopardized by large range biases
which had been observed between DSN stations. Even between
conjoint, i.c., almost colocated, stations, biases were on the
order of 4 meters. It was decided that the Mu2, with its higher
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precision ranging and full dual channel capability, could be
used to investigate the problem.

Ii. Preliminary Resulits

The 1esults to date are encouraging. bui far from complete.
Upcn completion of the expertmepts, a full report will be
published in The DSN Progress Report.

A. Viking Radio Science

It was hoped that some definite results could be given at
this time. Unfortunately. the < *lar corona was extreraely noisy
during the January. 1979, ¢c  .ction. This created a problem
in that the DSN receivers could not maintain carrier phase lock
with the spacecraft X-band signal when the spacecraft was
“two-way"". In this mode. the spacecraft downlink (spacecraft
to Earth) signal frequencies are related by fixed multiples to
the uplink (Earth to spacecraft) S-band signal frequency. For
the S-band downlink, the multiple is 240/221 while for X-
band it is 880/221.

The corrupting effects of a plasma upon a radio signal are
inversely proportional to the square of the signal frequency
(Ref. 4). At first glance, then, X-band should be better than
S-band. However, in the multiplication of the S-band uplink
frequency to X-band, the jitter induced by the solar plasma is
increased by the same factor, resulting in a badly distorted
signal.

While the S- and X-band range obtained by the Mu2 appears
good, the S-band Doppler data is marginal and the X-band
Doppler virtually unusable. We had planned to use the 5-X
two-way Doppler data to interconnect the S-X range data
with earlier one-way Doppler data in a scheme to measure and
track the solar corona charged particle ' cnsity. Because of the
poor signal conditions, we are forced to a less satisfactory
and much more labor-intensive fall back.

Despite these problems, the recent data obtained by the
Mu2 is expected 1o complement and improve the results of
the 1976 experiment. A future article will discuss the data pro-
cessing and tracking operations involved in this latest test of
the Theory of General Relativity.

8. Advanced Radiometric Research

The data from the Mu2 at DSS 43 is corroborating the
experiments reported by Layland, et al. (Ref. 3). Figure 1 isa
graph of range residuals taken from observations of the Voy-
ager | spacecraft at DSS 43. Less than a 30-minute gap sepa-
rated PRA and Mu2 measurements. Not only is the Mu2 data
less scattered but the PRA data seems to have a bimodality.
Such a signature is possible due to wave form distortion.

Table 1 summarizes a representative sampie of data drawn
from the comparison plotted n Fig. 1 and tfrom normal Voy-
ager 1 tracking operations. The data are given as RMS scatter
about a line fit to the range residuals. A linear fit is used since
errors in the ephemeris or jonosphere model appear linear over
a short span. While the Mu2 data appears “raw.” the PRA
residuals are shown hoth raw and corrected by the second
pomnt of “DRVID™ (Difference Runged Versus Integrated Dop-
pler) measured after each range acquisiton. Data from the
Mu2 has about one-fifth of the scatter of the raw PRA data
and one-third that of the DRVID-corrected PRA data.

Correcting the PRA data by DRVID involves extra compu-
tation and requires that temporal charged particle variation in
the ray-path be small. It 1s difficult to distinguish the sigriature
of a plasma event and the error imposed by wave-form distor
tion. On the basis of these findings, we have proposed that the
DSN upgrade the PRA to utilize a 1-MHz high-frequency code.

C. Voyager Navigation Requirements

ft is too soon to report any results from the investigation
into the interstation range bias. The bias between DS3 42 and
DSS 43 varied from 6 meters to 2.5 meters Jduring the penod
April, 1978, through early January, 1979. During a Voyager
navigation cycle, it was observed that no bias existed when the
Mu2 was used at DSS 43 and the PRA at DSS 42, Other than
pointing out the sensitivity of these biases to ground equip-

ment variation, no further conclusions are justified at this
time.

The Voyager navigation cycle consists of continuous track-
ing of a Voyager spacecraft for a period of about 48 hours.
Ranging and Doppler data are taken in turn from each of the
64-meter stations in the DSN. As appropriate, some 26-meter
stations are also sampled. Figure 2, which is taken from Ref. §,
shows the range residuals from a Voyager navigation cycle in
late January 1979. The numbers in circles indicate the tracking
station used. (DSS 42/43 are at Tidbinbilla, Australia; DSS 63
is at Robeledo, Spain; and DSS 12/14 are at Goldstone,
California). The vertical lines indicate the bias between sta-
tions as determined from linear fits to the respective data sets.
Note that the bias between Spain and Califcn.a is smaller than
that between the two Goldstone stations. Also, the lower scat-
ter due to the use of the Mu2 at DSS 43 is readily apparent.

By the time this article is published, several experiments
should have been performed testing various theories as to the
cause of the interstation bias. These will involve both DSS 42
and DSS 43 in an interchange of equipment during Voyager
tracking.
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IV. Modifications to the Mu2

In this section, ve piesent the modifications eftected on
the Mu2 software and hardware to accommaodate mstaltation
at the conjoint Austrahan stations and to incorporate the fil-
tered range code correlation algorithm mto the operational
software.,

A. Hardware

When the Mu2 was Lt nstalled in the DSN (at DSS 14).
the ranging interface with the High- Speed Data Line was via a
computer known as the Tracking Data Handler (TDH) When
the DSN wus upgraded for the Voyager era, the TDH was
replaced by the Metric Data Assembly (MDA). While the TDH
was only one-way. processing output dats, the MDA 15 two-
way, also routing operator supphied parameters and commands
from the so-called “host™ computer to the rangiig machine.

Because the Mu2 was mstalled m a conjoint station, two
MDA 1nterfaces were required. Each mterface attached di-
rectly (o0 the Mu data and control lines. The Mu2 uses a
simple mternal bus scheme which has five address lines, one
¢nable line, two handshake lines and two sets of 16-bit umidi-
rectional data hnes. A control circuit board and two ideatical
14-line interface adapter boards, comprsing a total of more
than 100 integrated circuits, were mstalled in the Mu2 Inter-
face Unit.

Besides the computer interfaces, two band-pass tilters were
required .o shape the 10-MHz IF signal pnior to detection
within the Mu2. These filters are described in Ref. 2. They are
t1.5-MHz-wide with a 10-MHz center trequency. When the
phase moduled IF signal is passed through the filters, all har-
monics of the I-MHz range code are greatly attenuated. In
effect, a | MHz sine wave tone is then detected and correlated
in the Mu2. This tone is largely devoid of the wave-form
distortion plaguing lower frequency initial codes.

Installation at the conjoint DSS 42/43 required that the
Mu2 interface to the Block I1I receiver at the DSS42 26-meter
station and the Block IV receiver at the DSS 43 64-meter sta-
tion. The signals supplied by these receivers are compatible ex-
cept that the Doppler tone which the Block 11l outputs is half
the actual Doppler frequency. Provision for either receiver's
Doppler was originally made by using movable straps on the
Mu2 Doppler scaler circuit board. This board was modified so
that the Mu2 computer could select the proper scaling.

Another change to the Doppler scaler was to allow the
computer to configure for X-band or S-band Doppler scaling

(they differ by a factor of 11/3). This allowed the DSS 42
ranging to be processed by Mu2 channel 2 which is normally
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used for X-band. The arrangement factlitates surulianeous pro-
cessing ot S-band ranging data from both stations.

B. Software

The software which orchestrates the Mu2 has been de-
sentbed in Ret. 1. Only those features saliant to the DSS 42/43
installation will be discussed here. By fa. the most extensive
modification to the software involved deleting the TDH soft-
ware and adding software to support the MDA, In total, over
1800 changes were made in the Mu2 software to accommodate
the DSS 42/43 installation.

One moditication to the software involved transterning the
stie-wave correlation algorithim from test software to the oper-
ational software. The modular construction of the Mu?2 pro
gramming made this & very straighttorward task. Modification
was also made to the “mode™ parameter to facihtate indepen-
dently switching the two Mu2 channels between square-wave
and sine-wave correlation routines.

A major change n Mu2 control philosophy accompanied
the convenion to the MDA, Speatically Mu2 parameters and
directives would normally be provided through the MDA
rather than from the Mu console teletypewriter. The Mu?
uses an operator interface known as Tutorial Input (Retf. 2).
Through the foresight of the MDA designers, free-form ASCII
text can be transmitted from the MDA to attached devices.
Therefore, all commanding could retain the T .ional Input tor-
mat. [t was necessary only to place data bloc:  :rom the MDA
into the Tutornal Input butter.

Addinonal control capability had to be added to specity
which MDA (i.e.. which station) was in control. In either case,
primary, or overridin,. control remained with the console tele.
type. Three control commands were assigned only to the tele-
type. They are:

M/MI Control from either teletype or MDA (DSS 43)
M/M2 Control from either teletype or MDA2 (DSS 42)
M/TTY  Control only from teletype

After program initialization, control may either be specified at
the teletype or it will be assumed by the first MDA to “talk”
to the Mu2. Control is returned to “unassigned™ by using the
release command M/REL.

The Viking era Mu2 had two interrupt buttons; one to start
range acquisitions, the other to attract the computer’s atten-
tion for commanding. Remote control of the Mu2 necessitated
a new command, M/ACQ, 10 start acquisitions. In order to use
tiie console teletype for commanding, the PDP-11 computer
now monitors the teletype for a line-feed character. Upon
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receipt of line-feed, tele:ype commanding s initiated. The two
interrupt levels freed with these two changes were immediately
absorbed by the MDA nterface.

A workable control concept would be useless without a
means for outputting data. The MDA provides the data path-
way. Each second, the MDA expects a range data block of 35
words (Ref. 7). This block reports both parameters used to
obtain the ranging and the range measurements including cor-
relation voltages, DRVID, and power- to-noise estimates.

Within the block, the ranging system outputs Universal
Time Coordinated (UTC). There 1s also a field for data valid-
ity. When this field indicates “new™ data, the word containing
UTC i. interpreted as is a tim= tag for the data. In a break with
the PRA philosophy, the Mul always sets the time tag to the
appropriate data time. The MDA can then be late in sampling
the block and still obtain the correct sample time.

As descnibed in Ref. 1. the Mu2 software is modular. Three
new modules were added to interface to the MDA and the
TDH module was removed. Four thousand words of core
memory were added to the PDP-11 to contain the new subrou-
nnes. The first module, the MDA daia output module, s
enabled by the system scheduler to output range data each
second. This is done ir. background, as is all data handhing, to
prevent time conflicts. Upon completing .he output sequence,
the module enables MDA data input by initializing an appro-
priate time tag in the scheduler. The subsequent transfer from
the MDA to the Mu2 contains either operator directives or a
blank block.

After these two transfers are completed, the scheduler is
2gain enabled to allow a second Mu2 to MDA transfer. This
block contains information to be displayed on the station
operator’s CRT screen. The display can either be routine data,
a list of operator supplied parameters. status messages, of
alarm messages.

Three of the five available displays are associated with oper-
ator-supplied parametess. Display | shows the current default
parameters. These are the parameters directly changed by
operator input. At transmit time for a new range acquisition,

.he default parameters are copied into the tr.nsmit parameter
buffer and also stoied n the receive parameter circular butfer.
The transmut parameters can be observed i display 2. After
one round-trnp-ight-time (an operator-supplied parametsr) has
elapsed, receive parameters are tansferred from the circular
huffer to the receive parameter hist. This ist 1s presented in
display 3.

It 1s because of the receive parameter circular butfer that
es.h range acquisition done by the Mu2 is completely indepen-
dent of any other acquisition. Hence. parameters can be
changed at any time without affecting any acquisitions already
in space.

Displays 4 and 5 are usad to observe and ana'yze data qual-
ity. The ranging correlation voltages appear on display 4. As
explamned in the Mu2 technical report (Ref. 1), these voltages
are a . rect and immediate indicator of range quality. An ind:-
rect quality indicator, DRVID is presented on display 5. This
display is mainly used during pre- and post-t=ack range calibra-
tions. The actual range measured and the enoch ume (TQ)
appear on both displays.

Some problens arose in debugging the new software with
the MDA. These were manitest as large numbers of party
errors in the transters between the MDA and the Mul. It
appeared that there were uming conflicts within the MDA.
The situation is aggrevated because most MDA activity occtrs
immediately after the station one second timing pulse. The
problem was solved by delaying the transmission ot the Mu?
range data block to 0.1 second, and the transmussion of the
display bluck to 0.5 seconds after the one-second pulse.

V. The Future

Several more experiments are planned for the near future
into the interstation range bias probium. Other than these
tests, the Mu2 will continue to be the prime rangng machine
at DSS 43. At ti:e present time, it 1s planned to remove the
Mu2 on or about 1 October 1979. We hope to install 1t at DSS
13 tor continuing experiments with Viking Landes 1 and
research into automatic, “unattended.” ranging.
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Slan 1979
Tieb 1979
Bleh, 1979
17 Feb. 1979

Table 1. Mu2/PRA Comparison

Dss4y  DSS-H
Mu2 PRA
RAW/DRVID
78 4257398
1.99
oS82
1.36

DSS-14
PRA
RAW/DRVID

S81/1 64
4.24/2.60

DSS63
PRA

RAW/DRVID

8.12/5.10

4 827300

Number indicates RMS scatter in Range Umits about g hinear tit o the
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Fig. 1. Range residuals from the 5 January 1979 Mu2/PRA

comparison test using Voyager 1
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Some Effects of Quantization on a Noiseless
Phase-Locked Loop

C. A. Greenhall
Communications Systems Research Section

If the VCO of a phase-locked receiver is to be replaced by a digitally programmed
synthesizer, the phase error signal must be sampled and quantized. We investigate effects
of quantizing after the loop filter (frequency quantization) or before (phase error
quantization). Constant Doppler or Doppler rate noiseless inputs are assumed. The main
result gives the phase jitter due to frequency quantization for a Doppler-rate input. By
itself, however, frequency quantization is impractical because it makes the loop dynamic

range too small,

l. Introduction

This article contributes to the effort to develop a partly-
digital receiver for the DSN. In this connection, it has been
suggested that the voltage-controlled oscillator (VCO) of the
carrier tracking loop be replaced by a number-controlled
oscillator (NCO), an example of which is the Digiphase®
Frequency Synthesizer. This synthesizer operates between 40
and 51 MHz; the frequency decades down to 10~% Hz can be
programmed synchronously during a specified portion of the
10 us clock period. Thus, the filtered, digitized phase error
signal, plus a bias derived from the Doppler prediction, would
be used to program the synthesizer, whose output would be
multiplied up to the local oscillator frequency (RF — 1st IF).
Some effort (Ref.1), later abandoned, has already been
expended toward development of a third-order tracking loop
with this synthesizer as NCO.

Two advantages of this arrangement are predicted to be:
(1) the phase jitter produced by the synthesizer (and partly
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tracked out by the loop) should be less than that produced by
an analog VCO because the synthesizer phase is controlled by
a wideband loop that tends to track out slow phase variations;
and (2) the synthesizer input, being a digital signal, would
yield directly a conv "-~nt estimate of Doppler frequency. It
would be unnecess: » extract Doppler data by mixing
analog signals from the ceiver and the exciter. The success of
this approach depends on the truth of (1), for if the
synthesizer exhibits slow, unbounded p'iase variations, then
the integrated digital Doppler estimate inight vary unaccept-
ably from the true local oscillator phase. This question may be
treated in a future article.

In order to program an NCO in the loop, the phase error
must first be sampled and quantized. One might do this either
before or after the loop filter. This article investigates both
possibilities separately. Assumptions are (1) linearized second
order loop, active form of loop filter, with special attention
paid to the 1-Hz bandwidth setting of the DSN Block IV
Receiver; (2) strong signal, at least 40 dB above margin; (3) all
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noises absent, including osciilator jitter: (4) quadratic phase
input 0=0_ +w_ 1+ 1/2 N and (5) zero sampling interval:
time is not quantized.

We show how the loop approaches tock from conditions
close to lock, and we derive the steady state behavior of phase
and frequency.

li. Loop Model

Figure 1 shows a block diagram of the mathematical model.
Tle phase detector output is p and its quantized version is g.
The unquantized oscillator frequency is v and its quantized
version is =. The phase detector gain oK includes the limiter
output signal amplitude of the real receiser (the limiter
suppression factor a is 1 in a strong-signal situation). To
simulate the Block 1V 1-Hz loop at S-band with a 40-5S1 MHz
oscillator, we set T, = 1.5, 1, = 339195, K, =5 volt/rad,
g=4, K /2r =96 Hz/volt, and M=40. The loop gain is
ok =ok gA M =4.83X10°s™" and the loop parameter
defined by

-2
ozl\r2
r:.a_#_

™y

equals 32. This value also holds for the 10 Hz and 100 Hz
bandwidth settings. For the 3, 30, and 300 Hz settings, the
value of r is 18.55. At threshold, r = 2 for all settings.

The quantizing function @ (x) rounds x to the nearest odd
multiple of a. The distance between quantizer levels is 2a. The
even multiples of @ a e “decision levels.” To make mathemati-
cal sense out of this model, we assume a small “dead zone™ of
width 2e around each decision level. For example, if x(¢) is a
signal that starts at a and decreases, then Qa(x), initially at a,
flips to ~a only when x reaches - €. Then Q a(.\') does not return
to +a until x returns to +¢. Results will be obtained by letting
« tend to 0.

lll. Oscillator Frequency Quantization

Let the phase quantizer be rem -ed from the loop, whose
equations are then

oK, ¢K,
o St (ot o
1
2=0,,0)
¢ = 0-2uM [ zdi
\x
-’.“ .

The effective quantization interval of the RF radian frequency
w=2nMczis

2Aw = 4nMAv

in terms of the dimensionless variables

IR e 1.
v =—£;_v, o* = an
the equations become
v = r (ot + forar) ()
* =009 &)
ot = 0%~ [ zxurt 3)

At the risk of confusion, we shall drop the asterisks from the
dimensionless variables for a while: when results are stated we
shall make clear what variables we are talking about. Equations
(1) and (3) really mean

1
-G = (¢(r)- ¢(r(,)+j o(s) ds)

o0

t
o) - o(t,) = 6(0)- 0(¢)) - I 2(s) ds

t
(2

for any ¢, and ¢. Initial conditions for Egs. (1) - (3) are
specified by ¢(r ) and y(to).

We shall assume that the quantizer Q, has a dead area

[-e, €.

A. Constant Doppler Input

Let 0 =8, + w,t, where |w, | <r. We show the loop pull-in
behavior for sufficiently small ¢(0) and y(0). Without loss of
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generality we can assume -e <y(0) < 2r and z is initially +r.
Fort >0,

o(1) = 6(0) +(w, - r)t

1) = y(0)+r {[wo -r+¢0)] ¢ +%(wo —r)tl}

Let 9(0) <r - w,,. Then y decreases until it reaches -€ at some
time . This makes z flip to -r. For 1 > ¢,

o) =o(r) tw, +r) (1 -1))
y()=-e+r {[wo+r+¢(1|)] (- tl)+%(wu+r)(t— 1,)2}

If »(0) is small enough, then ¢(,) is not too negative, so that
we can assume w,, +r + ¢(¢, ) > 0. Thus, y increases, and soon
reaches +e. Then z flips back to +r, and so on. We see that y
judders back and forth inside the dead zone [~¢, €], and 2 flips
violently between -r and +r. Meanwhile, what happens to the
phase error ¢? It satisfies the integral equation

¢+f¢dr=~f— @

For small ¢, we can pretend y = 0 for ¢t > 1. Then the solution
of Eq. (4) is (r) = ¢(t, ) e17*. We could, of course, compute
the additional ¢-disturbance due to the juddering of y.

If w, > r and $(0), ¥(0) are small, then whether z(0) is r or
-1, y floats upward, trying to make w, - z small. Eventually,
the loop reaches a condition in which y = 2&r (k is an integer),
where 2kr is the nearest decision level to w,, and ¢ decays
exponentially to 0. (We ignore the case where w,/r is an odd
integer.)

We state this result in “real-wcyld” units: For a consiant
Doppler input 0 = 0, + w,t to the frequency-quantized loop,
the unquantized frequency y eventually sticks at the nearest
decision level 2kAy to w,, the quantized frequency z flips
rapidly between (2k - 1)Ay and 2k + 1) Ay, and the phase
error ¢ decays to O exponentially with time constant 7,. The
static phase error is 0.

B. Constant Doppler Rate Input

We return to the use of dimensionless variables (unstarred).
Let 8=0, + wyt + 1/2 \r?, A > 0. The unquantized loop has a
static phase error (SPE); the steady-state solution of Egs. (1)

JO e TR - .

and (3), with 2=y, is ¢=\r, v =w_ +N. We are going to
find a periodic solution of the quantized system: the period is
necessarily 2r/A, the time it takes the Doppler to traverse oae
quantization interval. The idea is that for small A the
frequency 3 is normally stuck at a decision level of the
quantizer and the phase error has decayed exponentially to 0.
As 0= w,, + At increases, though, there comes a time when »
can no longer remain at that level; it must eventually float up
to the next level in order to stay close to §. During this
Jloating period, ¢ is allowed to wander off, In fact, it exceeds
the nominal SPE, During the subsequent sticking period, when
v is stuck at the next decision level, ¢ again decays
exponentially to 0. The sum of the lengths of the floating and
sticking periods is 2r/A.

So, let us assume that at time 0, y is stuck at O (really,

within [-¢, €] ). Let ¢(0) = ¢ . For small 7 > 0, while = remains
constant,

o() = 6, +(w, -2 +% Al )

- h N2 1 3

v =1 [, 0, D14 S0k, 4]
(6)
If | w, + 6,1 <r, then the coefficient of 7 in Eq. (6) has sign

opposite to z, so y remains stuck at 0. In order to make the
time origin the start of a floating period, we assume

w, e, =r, ¢, <A @)

[

Then > immediately becomes +r and stays there. For t >0,

() = 6,- 0,14\ @®

0 =r[Fo-0) g ) ©®)

The floating period ends when y reaches 2r, the next decision
level, where z must choose between r and 3r. This happens at
time ¢, the positive solution of

M+ (A-9,) A-2=0

=

For ¢ =t +u, u small and positive, while z is constant,

o, +u) = 0@ )+ 0, + N, - Dut 3 N (10)
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y tw) = r24000)= 9, + N Hr-zlut0 W)
(1D

where ¢(rl) is computed from Eq. (8). Assume that
¢)(t1)-¢o+>\tl <2r 12)

(The left side equals (A - ¢,)¢, + 1/2 )\tf, and hence is
positive.) Then the coefficient of u in Eq. (11) has opposite
sign to z - 2r. Therefore, y is stuck at 2r. For t > 1,.9 satisfies

o() = o(c)e"

and the “microscopic” behavior of the system near r is
determined from

o(t+u) = o(t)+(w, + M- 2)u+ % M

y(@+u) =r {2+ [w,*+e@+M-2]u
+L b, M- ) +-l—7\u3}
2 o 6

where z = 2r £ r. The sticking period ends and a new floating
period begins when w_ + ¢ (f) + M reaches 3r. Comparing with
Eqgs. (5) and (6), we see that the situation is just like the one at
time O (except that now y = 2r) provided Mt =2r, ¢(1)= ¢,
that is to say, ¢(2r/A) = ¢ . Of course, this makes sense only if
t, <2r/). We are led to the following system of equations:

EM+T (-0 = (13)
8, = 9, (1= 1)+ T2 (14)
9, = 9, exp (l - -2-{) (1)

Asolution ¢ ,9,, ¢, is called admissible if

0<4, <A (16)

0<e, <% an
1S3

6, - 8, S 2=\, (18)

A special case should be exposed first. Equality in Eq. (17)
for a solution is equivalent to equality in Eq. (18), and means
that the sticking period has zero length. Working backwards by
setting ¢, = 2r/Aand ¢, = ¢, we solve "q. (14) for ¢, and Eq.
(13) for A. We find that forr > 4/3 and A = A, where

S I T

there is the admissible solution
b =h Gy =r, 8, =2

For other values of A, Egs. (13)— (15) can be solved
numerically by iterating ¢_ (Newton’s method is used to solve
Eq. (13) for ’1)' Convergence is slow, but Steffensen’s
acceleration method (Ref. 2) yields the solution within about
8 decimal places using only 6 iterations of Eqs. (13) — (15).!
For A<r/10 we can take ¢, ~0 and solve for t, ¢,
immediately. We have not proved existence or uniqueness of
the admissible solution; indeed, some of the results are
empirical.

Egs. (13) — (15) were solved for r = 32, 18.55, 10, §, and 2,
and for 107%r KX <%, For A>\_, A given by Eq. (19),
the solution became inadmissible. Evidently, for A > A, we
enter a situation in which there is no sticking period. We have
not looked at this yet.

For any 7 dmissible solution, the time average of ¢(¢) over a
period 2r/\ is exactly the SPE A/r. The maximum of ¢ is o,
and the minimum is

¢2
=0," —- >0

¢m in

obtained by minimizing Eq. (8). Thus ¢ does fluctuate about
the nominal SPE of A/r. The peak-to-peak variation

V¢ = ¢l‘¢mln

is plotted vs. A/r in Fig. 2 with 7 as a parameter (the variables
are starred). These curves show that V, is an insensitive
function of r and Ar. For r= 32,

max V‘ = 1,72

'lfmlt.'mu, instead of ¢, then it is not necessary to solve s cublc
equation. Unfortuately, this itoration is violently umubh at the
admissible solution.
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achieved for Nr = 0.6 approximately. Figure 3 sketches ¢(r)
vs. ¢ for r=32, Mr=0.5 (the variables are starred). As A
decreases, V, decreases slowly. The width of the ¢-pulse,
however, gets narrow relative to the period 2r/A, so that the
RMS phase jitter decreases faster than the peak-to-peak phase
jitter.

We have actually been working with dimensionless vari-
ables. Here are some of the results in real-world units.

Let the loop with RF frequency quantization 23w have the
input 9=0_+ w t + 1/2 N2 where the Doppler rate X

satisfics
1/2
0<>\<é‘—‘32[1+ (1-3—) ] (20)
T, 2 3
The steady-state phase error fluctuates about the static phase
error
1';)\
SPE = (e

periodically with period 2Aw(\. The peak-to-peak anplitude
Vo of this fluctuation satisfies

T
V¢<0.86~r3 2800 (r = 32) (22)
2 7,
’ V,<083-228w  (r = 18.55) (23)
. the maximum being achieved when
A =062 (24)
Ty

approximately.

Assume a 1-Hz loop with a synthesizer programmed down
to the 10”3 Hz decade. Then

24y = 0.001 Hz

i ‘ 8w 0.04 Hz at S-band
2n

max Vo = 0.0101 rad = 0.58 deg

=

¥

achieved when

>
i

0.05 rad/s? = 0.008 Hs/s

SPE = 0.2 deg

The maximum Doppler rate and SPE for which the present
analysis is valid is obtained trom kqs. (20) and (21) as

e
It

0.422 Hzis

SPE

max

10.7 deg

The phase jitter Vo is only 0.17 deg. a small ripple on the SPE.

At this point it appears that digitizing the phase error signal
at the oscillator input 1s not practical. To achieve a 1073 Hz
quantization with a 12-bit A-D converter would mean a
loop-controllable oscillator frequency range of only 4 Hz,
whereas the Block IV VCO, in narrow mode, has a range of
960 Hz. It is probably necessary to digitize the phase error in
front of the loop filter or even earlier.

IV. Phase Error Quantization

Returning to Fig. 1, we remove the frequency quantizer
and install the phase quantizer. The loop equations are

S
|

= aKd¢' q = QAp(p)

gK
- 21r'r: (72(] +fqd1)

2
I

¢=0-21erydl

The effective quantization interval for ¢ is

2
20 = 222 25)
oK, (

Appropriate dimensionless variables are now

‘=_L ‘z_o_ .=.¢_
' fz' 0 Mo ¢ A¢
q* = Kg = 2":’;5
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in terms of which the loop equations become

* = 0,(6%). (26)
vt =r (q*+ fqrar) @7
o* = 0% - [yrar (28)

As before, we shall drop the asterisks from these variables
during the analysis.

The quantization interval of q is 2. As before, we assume
that Q1 has a dead zone of width 2e about each decision level
2k. Implicit in this model is the decision to make 0 a decision
level, not a quantizati-z level. Eq. (27) says that if ¢ jumps by
12 then y jumps by *2r. If q is a constant, say 2k + 1, on the
interval [¢,. ¢,], then

y(ty) =y(t,) = r(t, - £, X2k +1).

Let 6 = 60 tw st 1/2 M2, where we now allow A to be 0.
The unquantized loop has a SPE ¢ =\/r. In order for the
quantized phase error ¢ to be A/r in some average sense, it
must happer that ¢ gets stuck at the closest decision level 2k
to N/r, while g jumps between 2k + 1 and 2k - 1, bracketing
A/r. To show how this happens, it is convenient to define some
more variables

P e g = -2
¢ -¢ rn q q ’
yVEy-w, -N

(we shall not drop the primes from these variables). They
satisfy

¢’ =Q@) @9
¥ = rla+fqa) (30)
o =-[ydt )

where2

Q@) = g (¢+2) -2

r

3 Because of the indefinite integrals, additive constants in Eqs. (30) and
(31) can be deleted.

is just an offset quantizer whose decision ievel m lying closest
to the origin satisfies

-1<mx<1, m=~i\(mod3).

Assume that A/r 1s not an odd integer, so that m is unique and
-1 <m< 1. We shall show merely that if ¢'(0) - m and y'(0)
are small enough, then ¢ eventuallv sticks at m. Without loss
of generality we can assume ¢'(0)>m - € and ¢'(0)=m + 1
(rather than m - 1). For ¢ > 0,

¥'() = Y0y tr(m+ 1) 32
g0 = 40 - YO - T rm+NE (33

Let »'(0) = 0. Then ¢’ decreases, reaching m at time

_-Y'0)+ VD

bW T e
where
D = y'(0)? +2r(m+1)[¢'(0)- m]
(we neglect €). Now, ¢’ flips to m - 1 and )’ flips to
YO +r(m+1)ye, -2r =D -2
If
D<4r? (34)

Then ¢’ immediately starts to increase again, so ¢’ flips back to
m + 1, and so on. Thus ¢’ is stuck at m.

If y'(0) < O then ¢' initially increases. We can make sure
that ¢', given in Eq. (33), never reaches the next decision level
m + 2 by requiring

D<4r(m+1) (35)

In fact, Eq. (35) implies Eq. (34) if » > 2. Then ¢’ reaches m at
time ¢, as before.

When ¢' sticks st m, y' starts flipping between +/D and
vD - 2r. By examining the microscopic behavior of ¢ in the
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Ze-dead zone. one can show, using an analysis not given here,
that the upper and lower hinuts v, v of v’ change with *in",
and in fa-t

y, >ty =(m-1lr

exponentially with time constant 1. This result, though
intuitively attractive, is on shakier ground than the other
resuits here because it depends on the detailed behavior of the
quantizer in its dead zones, which, after all. are but mathe-
matical artifices introduced to make sense of the loop
equations.

If X/r happens to be an odd integer. then it appears that ¢’
wanders irresolutely between the two nearest decision points
Nr-land AJr+ 1,

Returning through two changes of variables to real-world
units, we state results: Consider the input 0 =0 +cw t+1/2
A2 1o the loop with detector output quantization, where 0 is
a decision level of the quantizer and 2A¢, defined by Eq. (25),
is the effective phase error quantization interval. Then the
error ¢ sticks at the decision level 2kA¢ that is nearest to the
SPE of ri Nr. The RF frequency w of the local oscillator flips
rapidly between the two values

do  r Tg}‘ rag
—+— [2kAp~ — ] t— . (36)
dt TZ r 0'2
Thus, the peak-to-peak jitter in w is
y =L 2A¢ 37
w7, 24¢ .

Evidently, Eq. (37) is the counterpart of Eq. (22) or (23).

In the 1-Hz loop let the maximum range +K, of the phase
detector be quantized by an 8-bit A-D converter. Then for
strong signals (a = 1), we have

20¢ = 277 rad = 0.45 deg.,

;-
PR, W _ N/ -4
F,= a4 = 00X 107 i,

We have been assumung in this section that the oscillator
frequency v is not quantized. Since an NCO is being used. its
frequency 1s necessarily quantized. If, however, we make its
quantization 2 Ay small compared to its peak-to-peak jitter
}, . then the results of this section still hold. In the 1-Hz loop
example, we must assume that the synthesizer is programmed
at least as far down as the 107% Hz decade: this is feasible
because the signal has been digitized earlier. Then the phase
jitter caused by frequency quantization (Section Il B) will be
small compared to the phase error quantization 2 3¢. If the
synthesizer is programmed down only to 102 Hz, then one
must examine a more complicated model that includes both
frequency and phase error quantization.

V. Conclusions

There is a rough rule-of-thumb relationship

T2
Ap = TAw (38)

which holds when either the phase error ¢ or the RF
frequency w is quantized. If w 1s quantized into pieces of
width 24w, then 24¢ from Eq. (38) gives an upper bound for
the peak-to-peak phase jitter. Conversely, if ¢ is quantized into
pieces of wicdth 24¢ then 2Aw from Eq. (38) is the
peak-to-peak frequency jitter. In either case. the variable being
quantized tends to stick at a decision level of the quantizer,
which acts as a bang-bang control element in the loop.

It is not practical to digitize the error signal at the input to
the loop oscillator (frequency quantization), because the
oscillator frequency range would be too small. The digitizing
must be done earlier, in which case Eq. (38) still tells us how
fine the programming of the digitally-controlled oscillator
must be to maintain phase jitter below a certain level.
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A Transmission Line Phase Stabilizer

G. Lutes

Coismunications Systems Research Section

To meet the phase stavility requirements of certain experiments performed with the
Derp Space Network, transmiss on lines carrving reference signals must be stabilized to
reluce changes in their electrical length due to mechanical movement or changes in
ambient temperoture. A transmission line phase stabilizer being developed at JPL to
perform this function is described in this article.

I. Introduction

Reference signals that are stable to parts in 10 are sup-
plied within the Deep Space Net (DSN) stations by a station
reference such as a Hydrogen Maser Frequency Standard.

The stability of these reference signals, as received by the
user, is degraded by changes in the propagation lengths of the
transmission lines used to distribute them. These changes are
due to thermal expansion, generally > 60 parts in 107 per °C,
and mechanical movement of the lines.

These transmission line instabilities are greater than can be
tolerated in some critical applications, such as Very Long
Baseline Interferometry (VLBI), and interstation clock
synchronization, so it is necessary to stabilize the transmission
lines carrying these critical rcerence signals.

A transnission line phase stabilizer to perferm this function
is being developed at JT'L and is described in this article.

il. Basic Considerations

A model for a transmission line distribution system without
stabilization is shown in Fig. 1.

The relationship between the reference signal (£ ) and the
distributed signal (£,) is a function of the Voltage Standing
Wave Ratio (VSWR) on the line and the propagation delay of
the line, and can be found as descnibed below.

For simplicity we will solve for the relationship hetween £
and £y and assume that the relationship between £p and £, is
constant, as it will be if the load on the reference port is
constant,

From Ref. |,
E Z, +2
£ =B @ s ke m
3 ““R
where
Z, -2
K= R ]
Zy+2,

d = The length of the line
Z, = The characteristic impedance of the line

y = a+j8 = The complex propagation constant
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= The loss factor (nepers/meter)

=
1

The delay factor (radians/meter)

and from the model

E Z +Z
._l_ = _s_ o (2)
Ez Zs
Where, from Ref. 1,
¥d -vd
Z =7 e’ + K™ @3)

s o =
e _Ke 7

Then substituting Eq. (3) into Eq. (2) ar: 1 simplifying:

try

1 2079
Tl y—l @
2 e +Ke?

and multiplying Eq. (4) and Eq. (1) we get:

B
)

d

—_— e?
E,  Z,

& * %o A+ if)

Z,
€4 (cos dp + j sin dB)

Z,+Z
R 0 eda @ (5)

LI
E3 R

It can be seen from Eq. (3) that the retationship between
the phase of £, and £ is a function of the length of the cable
only, and is not affected by VSWR. The amplitude relation-
ship is a function of VSWR and line lengtkh.

The purpose of the line stabilizer is to set and hold the
phase relationship between Ep and E; constant under all
conditions likely to be encountered in the field.

Hii. Description

The tran-missioa lir ¢ stabilizer consists of two basic parts:
a transmitter and a receiver.

[

L O, & IR 5 b i e e

The transmitter is located near the station reference at one
end of the transmission line to be siabilized. It transmits a
reference signal up the line and receives a return signal coming
down the same line from the receiver. These two signals are
compared in phase, and an error voltage is generated th.. is
used to reduce the error by controlling a voltage controlled
phase shifter in series with the line.

The receiver is located at the far end of the stabilized
transmission line near the user’s equipment. I receives the
reference signal from the transmutter, processes it so it can be
separated from the reference signal, and sends the processed
signal back down the line to the transmitter. It also supplies a
stable reference signal to the user.

IV. Analysis

As shown in Fig. 2, a reference signal (4, sin wr) from the
station standard is split into three equal signals (4, sin wr) by
three-way power splitter HY-1.

Two of these signals are used as local references in the
transmitter and are applied to the LO ports of mixers A2 and
A3,

The third signal is sent through a hybrid, a voltage con-
trollcd phase shurter, a manual phase shifter and then to the
receiver through the transmission line being stabilized.

At the receiver, the received signal goes through another
hybrid and ticn thre ' a narrow (100-Hz) tracking filter that
greatly reduces leakages of the control signal to the output
reference and restores the amplitude of the reference signal.

The signal out of the tracking filter is split by power splitter
HY-2 into three equal signals [4, sin (wr +¢)] where ¢ is

phase delay from the input reference to the output.

One signal is used as the stabilized output and provides a
reference to the user.

Another siy.:al drives the frequency divider, which divides
the reference frequency by 1000,

The third signal goes through mixer Al where it is modu-
lated by the output of the frequency divider, which is

A, sin (~—————m 1+080+ 0) ©)

where 8/1000 = phase delay through the divider.
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The signal out of mixer Al consists of two spectral lines
around a suppressed carrier.

s (2900 +9)-8) (1001 1+ )+ ("*"’“0)
A, [ws( 1000 ) cos ( 1000 ](7)

The signal is sent through the hybrid down the transmission
line back to the transmitter.

At the transmitte . the return signal goes through the man-
ual phase shifter, the voltage controlled phase shifter, and the
hybrid, to a quadrature hybrid where it is split into two equal
signals in quadrature. The outputs of the quadrature hybrid
are

999 (wr+ ¢ +£)- 6
A [cos ( 1000 : )

s (1001 (Wtu;o%‘ £)+ e)] ®

4, [sm (101 o r0290)

999 (wt+¢+§£)-0 o
- sin ( 1000 )] )

where £ = the return delay down the transmission line.

These signals are mixed with the reference signals (sin wr)
in mixers A2 and A3.

The outputs of mixers A2 and A3 after iow-pass filtering
are respectively

.
A sin (!’L‘Ll%gj_") sin (¢+£)] (10)
L

a, [sin (_@_ﬁ%ﬁ{f_@) cos(¢+£)] an

and are applied to the final mixer (A4).
The filtered signal out of mixer A4 is
Agsin2(p+5) (12)
a dc voltage equal to the product of Eqs. (10) and (11). This

signal is applied to the voltage controlled phase shifter to
reduce the phase error.

1
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V. Stable Operating Area

Adjustment of the manaual phase shifter. which acts like a
narrowband line stretcher, is required to set the operating
point of the system near the center of a stable operating area.

Two conditions on the slope of the control voltage versus
line length curve must be met for stable operation.

(1) The slope does not equal zero or change sign.

(2) The slope has the opposite sign to the slope of the
voltage controlled phase shifter (phase versus control
voltage).

The stable operating points can be found by plotting the
control signal Eq. (12) versus line length (¢). See Fig. 3.

Since ¢ = ¢, then Eq. (12) becomes
Ag sin 2(p+§)=Agsindg (13)

It can be seen from Fig. 3 that the stable operating areas are
(n-])%<¢<(n+l)% (14)

where
n=0,4812, - (15)

It can also be seen that a stable operating point occurs every
7/2 radians of line length.

VI. Correction Factor

The correcuon factor for a pe'fectly matched system can
be found by setting

eo-Gsin2(¢+§)= €. (16)

€, = the open loop error
€. = the closed loop error
G= AK, K,

AK [, = 1otal voltage gain in the signal path from mixer Al
output to the voltage control phase shifter input
times the phase factor (volts/radian)

= Agsin2(o+8) (12)
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K p= the detector gain (not solved for explicitly in this
analysis)

K

o = gam of the phase shifter (radians/volt)

A stable operating point, assuming the phase shifter has the
proper slope, is where ¢ =~ n/2, and since ¢ ~ §,

@+8 =~ (@2+nj2+e) = (n+e) 17
Substituting Eq. (17) into Eq. (12) and <implitying,

sin2(p+¢&) =sinle

(18)

substituting Ea. (18) into Eq. (16),
€~ Gsinle =€ (19)

¢

for small €. Eq. (19) becomes

Therefore, the correction factor is:

m

c _ 1
+2G
€ | G

(20)

V. Problems

The dominant remaining problem with the present system
is the detector sensitivity to changes in amplitude of the signal
returned from the stabilizer’s receiver. These changes are due
primarily to changes in VSWR on the transmission line as
pointed out previously in Eq. (5). This problem can be
reduced by redesigning the detector or by adding an automatic
level control circuit to the present system.

Another source of error is the contamination of the
reference signals by leakage, such as that which occurs
between the ports of the hybrids. Since hybrid isolation is a
function of VSWR on the line, this problem can be reduced by
controlling the quality of the transmission line as much as
practical, as well as improving the shielding and power supply
decoupling,

In some applications, the leakage of the S-kHz sidebands
into the signal supplied to the user must be reduced to

extremely low levels. In the present system, these sidebands
are approximately 100 dB below the output signal. With
extreme care in shielding and grounding, it may be possible to
improve this.

Thermal stability of the system is degraded because of the
numerous cables that must be used to get signals in and out of
the ovens. An improved thermal design would improve the
long-term stability.

Miscellaneous problems related to testing, measuring, and
monitoring the system have not yet been addressed.

VIl. Test Results

Preliminary short-term tests have been run, and proper
operation of the system has been verified.

A line stretcher, placed in series with a 1-km length of
coaxial cable (RG 223), was used to change the line length by
25 ¢cm (883 ps). This change was reduced by the transmission
line stabilizer to a worse-case change of <0.3cm (10 ps), a
correction of > {3 times.

Preliminary tests indicate that the phase noise of the system
should not appreciably degrade the distributed signal from the
station reference.

IX. Conclusion

Preliminary tests indicate that the basic design of the
system is sound, but there are several problems that still need
attention.

Work is underway to reduce the sensitivity to changes in
VSWR on the transmission line so that system performance
can be guaranteed.

A new packaging design should be considered to improve
long-term stability and accuracy.

Test and monitoring methods and equipment must be
developed if line stabilizers are to be used in the DSN on a
regular basis.

Transmission line stabilizers will be required if rzference
signals are to be distributed with phase stabilities in the order
of 10 ps or less since there are no other transmission media
available at the present time that are this stable without
compensation.
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Antenna Feedhorn Software Upgrade

P. D. Potter
Radio Frequency and Microwave Subsystems Section

The HYBRIDHORN computer program was developed in 1973 to serve as an item of
general purpose antenna feedhorn design and analysis software, and has been utilized
extensively since that time for this purpose. The 1973 formulation contains a small flare
angle approximation which is subject to question for designs such as the Williams S- and
X-band feedhom. Additionally, the original formulation did not allow azimuthal variation
indices other than unity. The HYBRIDHORN program has been recently upgraded to
correct both of these deficiencies. A new large flare angle formulaticn has been found
which appears to have escaped the attention of others. In the upgrade, all of the major
prograii. elements have been converted to Univac 1108 compatible structured Fortran
(SFTRAN) for ease of software maintenance. This article describes the small and large
angle formulations and presents some sample numerical results.

I. Small Flare Angle Formulation

The small flare angle approximation is discussed in Ref. 1. The formulation is based on the fact that the fields on a spherical
cap in the horn aperture are well approximated by the standard cylindrical (Bessel function) fields (Ref. 2).

Figure | shows the horn geometry. Clarricoats (Ref. 3) derived the cylindrical fields for the case of arbitrary index, m, of
azimuthal variation. For linear polarization, the following field expressions apply in the horn flare:

Epm =YE. . I, (x) sin (m¢) (1a)
Enm
H, . =" ( Z, ) *BAL_ +J, (x)cos(m¢) (1b)
k /,,,(«\') "
Egn = “JE o, (K ) . " . [ﬁm" Fm (x)+mBALm"] sin (m¢) (1¢)
mn
%
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k I (X) _
E = JE,, (K ) 1" [m *B,,tBAL  -F_ (x)] cos (mo) (1d)

omn X
mn
E [/ (x)]
. k =
H, == +/( é"") . (K ) = [m +B +BAL_ -F_ (x)] cos (m) (le)
0 mn L .
. Emn k —‘,m (X)q = .
Hdmm A R o ianivill I [Fm (xj+m *Boyn * BALmn] sin (m¢) (1f)
0 \omn - -
where
Fot = x| 2m] )
(X)) = x T 0 2
m
Jm (x) = Bessel function of the first kind and order m

J) (x) = derivative of J,_(x) with respect to x

k = free-space propagation constant
Zo = free-space characteristic impedance
x =K ,r-6 (3)
2 \1/2
Emn = (l - m;) = normalized propagation constant 4)
k

The assumed circumferential grooves in the horn wall require that the azimuthal electric field components be zero at the wzll
surface. Thus, {rom Eq. (1d),

3"!"
BALm" =-m-* W (5)
where
xl =Kmn."ol (6)

BAL,,,, is the mode balance; at the balance frequency it is +1 for the normally-used HE,, , modes and - | for the EH,,,
modes. At the balance frequency, the horn wall presents infinite longitudinal reactance (£,,,,, divided by H,,, ,) and 1adiation
patterns result which have essentially equal £- and H-plane pattemns.

By consideration of the boundary conditions, the characteristic equation, which may be solved for X, ,,, is obtained as:

K 2
F? (x))-m*§ - (~f—'l) “F_(x)+S, (x.x)) =0 @)




where

Jox) Y xh)-J (x)e Y (x)
S, (x’l. x:,) = radial line admittance function = Jt"I . Jm . ym ? Jm ? - Ym ) (8)
m(xl). m(xo)— m(xo) m(xl)
Ym (x) = Bessel function of the second kind and order m
Y, (x) = derivative of ¥, with respect to x
X' = k O 01 (9)
x; = x'l +k - GROOVE (10)
GROOVE = groove depth

An important special case of the above equations is that in which the groove depth approaches zero, i.e., the horn has smooth
walls. For this case BAL,, . either approaches 1 positive zero, and HE, , modes become TM,, , modes, or BAL,, , approaches a
negative infinity and £H,,, modes become TE,  modes. The smooth wall case is thus easily accommodated by the above
equations.

n n

The final desired outputs of the HYBRIDHORN program are the £- and H-plane polar radiation patterns, given the frequency
of operation, horn geometrical parameters and mode excitation amplitudes and phases. By circular symmetry and resulting
orthogonality, the azimuthal radiation pattern dependence is given by the selected order, m, of the sinusoidal/cosinusoidal
variation. The following steps are performed to compute the radiation patterns:

(1) Given the throat region mode phases, the aperture mode phases are determined by numerical solution of (7) at points in
the horn flare and numerical integration of §,,,,,.

(2) The aperture cap fields are determined from Eq. (1¢) and Eq. (1d).

. (3) The radiated far-fields are determined by a near-field spherical wave expansion (SWE) about the horn vertex of the
- aperture cap fields (external fields assumed zero).

(4) The SWE fields are normalized and phase-translated to a specified reference point on the horn axis.

Equations (1a-1f) are formal solutions to Maxwell’s equations in cylindrical coordinates with the assumed anisotropic wall
boundary condition; for this cylindrical solution, x is the radial coordinate times K, . In 1963 Ludwig (Ref. 4) showed that for
a spherical geometry such as the horn flare, Eqs. (1a-1f) closely approximate the true fields if the radial cylindrical coordinate is
replaced by the arc length (see Eq. (3), (6) and (9) above). This approximation, valid for small flare angles such as those typically
utilized in a Cassegrain antenna feedhorn, was discussed in detail by Narasimhan and Rao (Ref. 2). This approximation was used
in the original HYBRIDHORN formulation (Ref. 1) and has shown good agreement with experimental data for small (less than 20
degrees) flare angle horns. One of the purposes of the HYBRIDHORN upgrade was to provide the capability of accurate large flare
angle calculations. This more rigorous formulation is described in the following section.

il. Large Flare Angle Formulation

The allowable fields in an infinite conical wuveguide follow directly from Maxwell’s equations. In a source-free isotropic region
and assuming ¢*/«’ time dependence, Maxwell’s equations are:

1
. E 'H'(VXH) (11a)
i 1
- e 11b
H o (VXE) (11b)
”

v,‘q;
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Ve(uH)=0 (llc)

V-(e¢E)=0 (Hd)

Since divergence (curl) is identically zero. from Eq. (11c) H may be expressed as the curl of a vector (known as the vector
potential). A,.:

H, = (I“—)-(v XA,) (12)

Equating (11b) and (12a). and recognizing that curl (grad) is identically zero, the result is:

E, =-Vo.-jw: A, (12b)
where ¢,. is known as the scalar potential.
Similarly, using Eq. (11a) and (11d),
= 1 )
E, =- (;) (VXA (13a)
H, = -V, - jwAy, (13b)

By combining Eq. (12a) and (12b) with (11a), and Eq. (13a) and (13b) with (11b), the two vector wave equations are obtained:

VXVUXA,+jwpeVo,-k>+ A, =0 (142)

VX VXA, +jwpeVo. -k +A, =0 (14b)

As particular solutions of (14a) and (14b), consider £ - (TM) and H ~ (TE) waves:

i

AE AE a {15a)

i

Ay=4,0a (15b)

r

From Egs. (12a) and (13a) it is clear that Eqs. (15a) and (15b) result in waves with only transverse magnetic and transverse
electric fields, respectively.

The scalar potentials, ¢ and ¢, are not independent of the vector potentials A, and A, and may be selected arbitrarily. The
following selections lead to convenient results:

1 a"z
b = -iup? ) ar (16a)
0A
c. A, H
Oy = Jwpe  or (16b)
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Expressing Egs. (14a) and (14b) 10 spherical coordinates and using (16a) and (16b), the following scalar wave equaticns are
obtained:

A, 4,
Vz(—li) +k2-(——h) =0 (17a)
r r
A A
v? (——’«’) +i2 (-—i') =0 (17b)
r r

Equations (17a) and (17b) are readily solved by the method of separaticn of variables. For outward traveling waves with the polar
axis included in the region,

A ;
Hy - K2 (k) . . |cosimg)
( . ) @y % (kr) P"," (cos 8) [sin (mab)] (18a)
(ﬁ) = .h(Z)(k ),PM(_ o) . sin (m¢) (18b)
r my r r p \LOSO; cos (m¢)

wherea, . b, are TM and TE wave amplitudes

2 o
P (ir)

the fractional order, outward spherical Hankel function (Refs. 5 and 6)

P (cosp) = fractional degree associated Legendre function of the first kind (Refs. 5, 7)

Equations ( 18b), (i2a) and (11a) can be used to find the expressions for the TM field components, and Eqs. (183), (13a) and
(11b) can be used to obtain the TE field components. The resulting expressions, previcusly published by Borgnis and Papas
(Ref. 8) are the appropriate expressions for the fields in an infinite, smooth wall conical waveguide. For anisotropic impedance
walls, as in a hybridmode horn, hybrid modes may be defined which are combinations of TM and T& modes. Thus, the
HYBRIDHORN fields are expressed as:

h(Z) kr)
Evmn = 4o v v, 41). 2 & " P (cos 8) - cin (mg) (19a)
E o 2 (k)
Ho,=- Z, -BALmn'vn ‘W, 1) k'h-P:’ (cos)+¢c, 1) (19b)
/@ 3P (cos 0) . ‘r\" o0} -
EOnm = 'I'Em" . ’E.s;"h'(l)(kr)] . 3% +BAL””' m ek Yk ) sih?i‘ ~un(mg)  (19)
P™ (cos 8) 9P” (cos 6)
Eomn = - IE,, :%°§;[rh,m(kr)] ~ng— *BAL,, - A®) (k). T : ‘cos(mg)  (194)
E P™ (cos 8) /BAL 2 9P™ (cos 8)
Homn = +1 (“z":") '{'""'.f”(kr)' R I ) 3 ( cos(m)  (19)
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E. N ) AP (cos 6) mod P (cos 0)
= -5 1- o . 2 . « - —- 1 o e . - [, . Q
llam" J ZQ l h,*’ (kr) 20 +jBAL o o [ri .2 (kr)] e ‘ sin(me) (190
With the assunied circumterential grooves, the boundary conditions are:
1 =( (20)
®lo-0,
Hp ‘
al = longitudmnal wall sdmitiance = Y, (kr) )
K io—-ol
which results in,
"o ‘ . P (cos 8) ap™ (cusB)’ '
om0y oy e 0 VPP Thhtitdd : s
ZI E_ ' el N (8] ano, BAL,, A k) W, ’ 0 (22
n= l 1
and
n= e 2 aP;" (vos 0)| . ) Pp"’ (cos Ol)l
‘ Eont Y k) s — 20 ] oo +/BAL_ - irh %) (kr)] — - T-o-l—-g
Y (kr) = -,J- ntt 1 e e 2 (23)
” Z, h 3 (kr)

nse
E E_ v, c(v, t1)- I'k'r-——-'I’I”"(cusol)
n=1\

The technique of separating variables, which allowed expression of Egs. (17a) and (17b) as two sets of three total differential
equations with solutions as Eqgs. (18a) and (18b), requires that Egs. (22) and (23) be satisfied for .l values of & in the horn. The

spherical Hankel funcuor #{?)(kr) and the radial derivative funct n, 3/or [V (kr)) are both complex and bear a differing re-
14 14

lationship to each other as a function of kr. It is thus clear that Eq. (22) cannot be satisfied by a single HE,, , ot EH, = mode, but
rather a summation of modes must be used, as shown. The literature contains an extensive discussion of this problem (Refs. and
10). Clearly, some approximation must be invoked to urrive at the single mode characteristic equation analogous 1o (7) and the
balance condition analogous to (5). The apj ro*.mations appearing in the literature are both numerically unjustified and lead to
equations *.aich cannot be directly compared to the small flare angle formulation discussed in the previous section.

A neat solution 10 the above dilemma is obtained by using a result derived by Ludwig (Ref. 4). Ludwig showed that if

A3 (kr) = 183 (kr) | Sl (24)
then
3a, (kr) 1 ¢ ’s
= s exact) (25)
mn 3 (kr) I(kr) - h'fﬂ (k’)|2
Using Eq. (25), is is easily shown that,
1.2
T Y @) = KP (- - B, - ERROR) (26)
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where

3
l ! mn
ERROR = ;.- .. "1
hJ .
h ﬁmr. a(kr)
T..¢ normalized propagation constant B,,, diffe
with kr is slow, leading to a small value for th:
for %r from | to 100 and v from | to
eITor term. is seen to be excelle

(27)
rs significantly from unity for typical horn

geometries, but the change of 8
error term. Figure 2 15 a plot of (1 - By ). IERROR| and |[ERROR(/(1 -
20. The appronimation of retaining the nom
nt; the relative magnitudes of the error and (I - [¢]
Y/(kr). Thus, the approximation 1s made that,

mn

an)
ity value for g . bui neglecting the
kr

) LETMS are seen to decay as approximately

)
iy [rh:z) (k)] =-jg_ - hl"z’ (kr)
Combining Eq. (28) with (19a) and (19b),

(2%)
h (3 (kr)
‘rmn = 1'l:'»m ot - " Pum (cos 6* « sin (mg) (293)
E,. h2 (kr)
H"’In z - zo) 'BAL’""'UH O(U"‘fl)-r & .Pvm (cusg).cus(m¢) (:‘)h’
I’I:" (cos 8)
Eomn = 18 " W2 ) i e (B, F, (08 0) 4+ BAL_ | - sin (mg) (200)
] \ P7 (cos 0) ~
EOmn =k, hu( Y kry - sing _° [m - Bont BALmn *F,,, (cos 8)) « cos (mg) (294)
£\ ( P (cos0)
Homn = *i _z:) 'hyz)(k’)"“ ' (m+g_ - BAL, - F,  (cus8)] - cos (mg) (29¢)
E_ ) Pp"' (cos 6) B
Hypo =i z, *h (kr) ing " Fp (cosO)tm 8 -BAL_ | -sin(mg) (291)
aP™ (cos 0 :
F,, (cog) a— 2
P (cos 6)
T

(30)
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A co.partson of Egs. (293) to (29f) with Eqgs. (1a) to (1f) shows that the approximation in Eq. (28) yields expressions for the
fields in a large flare angle horn which are identical in form to those for the small flare angle (Bessel) formulation. The
mathematical equivalence between the associated Legendre function and the Bessel function is covered by Ludwig (Ref. 4).
Direct numerical comparisons between the two formulations will be discussed in the following section.

With the approximation in Eq. (28), the horn boundary conditions may now be satisfied individually by each mode, and
resuft in the following relationships:

BAL = - _m__Ii'_"_"___ 31)
mn F_ (cos8.)
my 1
I 1 kr _
A\ 4 kry = - {=—1]° . . ~ . .
m ) (Zo) Y (Vn +1) sin 91 [qu (cos 01)+m Bran BALmn] (32)

Equatinn (32) implies that the wall admittance must be a specified function of kr. The amount of mode conversion which
would «cur with constant depth grooves in the horn flare has not been investigated but, based on previous experimental
results, is expected to be small. In the HYBRIDHORN program, a constant groove depth and the radial line impedance
formula (Eq. 8) are assumed. With the . .lationship

. S, (&, xp)
Y, (kr) = - \‘Z‘o') N0 (33)
The characteristic equation is obtained from (31) and (32) as:
\ . v, (v, t1) [sinf, .,
F, (cosﬁ,)-m B e . c 'Fmv(cosol)'Sm (xl,xo) =0 (34)

The upgraded HYBRIDHORN program allows computations to be performed using either the small flare angle (Bessel)
formulation, given in Section I above, or the large flare angle (Legendre) formulation, given in this section. The following
section discusses numerical results.

illl. Numerical Results and Conclusions

The upgraded HYBRIDHORN program allows user selection of either small flare angle (Bessel) or large flare angle
(Legendre) computations. The former involve less machine time and are thus normally preferable, For the dominant HE|
mode, direct comparisons were made as a function of flare angle. Table | gives the horn geometrical parameters and the
results of this comparison. The general conclus.on is that the Bessel (small flare angle) option may be safely used for horn
flare angles less than 20 degrees. Numerical experiments for a 20 degree flare angle were also performed for higher-order
modes, azimuthal variations from m =0 to m =3, and for both smooth and corrugated horn walls; a similar conclusion was
obtained from these experiments.

The relative pattern insensitivity to formulation selection is a somewhat negative and surprising result, but does fend great
confidence to the correctness of both formulations, and also settles the question of whether the Besse! (old) formulation is
sufficiently accurate for typical DSN feedhorn configurations.

In the process of upgrading the HYBRIDHORN program to handle both formulations and the case of m # 1, the coding

was generally improved, including conversion of all major program elements to structured Fortran (SFTRAN, version 2). This
coding improvement should facilitate future program maintenance.
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Table 1. HE,, mode flare angle comparisons®
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60" 99978 99975 1.05386 1.05072 -.94869 -95149 09385 10024 07
70° 99981 99977 1.05008 1.04602 -95213 -.95579 08734 .09559 1.0
3Frequency = 8.415 GHz
Aperture diameter = 106.68 ¢cm (42 1n.)
Groove depth = 5.0927 ¢m (2.005 in.)
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Feasibility of Inertialess Conscan Utilizing
Modified DSN Feedsystems

P. D. Potter
Radio Frequency and Microwave Subsystems

The closed-loop conical-scan (conscan) technique has proven to be a useful method

for pointing the DSN antennas more accurately than is possible by open-loop methods.

As presently implemented, the antenna beam is scanned about the received signal direc-

tion by physical movement of the antenna. While straightforward, this approach has at

¢ least two disadvantages. Firstly, because of structural distortions, finite angle encoder
] resolution, and drive servo response, the actual antenna beam direction only approximates
- the commanded beam direction. Secondly, because of the large mass moved during scan,
¥ . the rate of scan is severely restricted. If there are significant gain or signal level variations
’ : during a scan period, the conscan system interprets these variations as antenna pointing
error. Both of these disadvantages would be alleviated in an inertialess conscan system in
which the beam scanning was performed electronically. Recently, standard JPL antenna
Jeedhomn software was upgraded (described separately in this report) to calculate, among
other things, asymmetric corrugated hormn radiation pattemns nf the type that would be
: ; needed for electronic beam scan. A brief look has been taken r *’ie required horn excita-
¥ tion. The results, described in this article, are higi:ly promising.

Ay

1. Introduction period are interpreted as pointing errors; thus it would be

T R T N

The basic conscan technique utilized with the DSN anten-
nas has been described in detail by Ohlsen and Reid (Ref. 1).
Basically, the beam is continuously precessed at a specified
scan radius about the expected signal arrival direction, and
variations of signal are cross-correlated with the beam position.
To a first approximation, any error between the precession
cone axis and the signal direction results in a sinusoidal varia-
tion of tne received signal level. This variation may then be
processed and utilized to effect a pointing correction. A
limitation of conscan is that spacecraft signal level variations
and receiver gain fluctuations that occur during one scan

desirable to scan very rapidly and integrate over many scan
periods, as the spectrum of signal fluctuations tends to decay
rapidly with increasing frequency. This objective could be
achieved with electronic, rather than mechanical, beam scan-
ning. A second important consideration is that mechanical
scanning is inherently limited in accuracy by drive servo
response, finite encoder resolution, and structural distorticns.
To be useful, an electronic beam scanning system would have
to be designed such that antenns aperture efficiency and sys-

tem noise temperature are not significantly degraded by
introduction of the beam scanning capability. These prob-
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lems are only addressed conceptually in this article, but do
not appear serious.

Il. Method of Beam Scan

A good way of visualizing the inertialess conscan system
is in terms of the more familiar monopulse technique. In the
monopulse technique. the feed system produces a “reference”
beam (symmetrical with respect to the antenna axis) and a
pair of spatially-orthogonal ‘“error” beams (asymmetrical
with respect to the antenna axis). For small pointing errors,
the error beam signal is directly proportional to pointing
error. Each of the two error beams has a plane (containing
the antenna axis) of zero output called the “null plane.”
The two null planes are designed to be as orthogonal as possi-
ble. thus providing pointing errors in two perpendicular
coordinates.

It can readily be seen from symmetry considerations that if
the three outputs from a monopulse feed were combined in
such a way that controlled small amounts of the error outputs
were added to the reference output, the resultant beam would
be scanned off axis by an amount directly related to the
amount of error output added to the reference output. More-
over, if the total amount of error signal added to both chan-
nels was held constant, but varied sinusoidally and consin-
usoidally, respectively, with time between the two channels,
the result would be a precessing beam; i.e., a conscan. This is
the basic concept discussed here. Although we are discussing
conical scan and not monopulse. it is convenient to retain the
“reference” and ‘‘error” nomenclature to identify symmetry
properties of feedhorn modes and beams.

Conceptually, the inertialess conscan feed discussed here
consists of a corrugated conical horn similar to those pre-
sently in use in the DSN, except that capability is introduced
in the throat region of the hormn for generating a controllable
amount of error (asymmetric) mode for beam scan. This gen-
eration could be accomplished. for example, by a system of
probes driven by semiconductor devices The feedhorn propa-
gation characteristics of these error modes and their radiation
characteristics can be calculated to high accuracy with recently
upgraded JPL software (Ref. 2). It turns out that these error
modes have very fortunate properties, which appear to have
gone unnoticed in previous work; these properties are dis-
cussed in the following section.

. Asymmetric Feedhorn Modes for
Beam Scan

The fields inside a corrugated conical feedhorn may be
expanded in a series of orthogonal modes (Clarricoats, Ref. 3,

has an exceller.” discussion of this technique). each of which
takes the form of a complicated polar (0) dependence multi-
plied by sinusoidal/cosinusoidal aszimuthal (¢) dependence.
Additonally, there are two general classes of these “hybrid™
modes, designated HE,, . and £H, . Thus the polar and
azimuthal electric fields for these modes are given respectively

by.

- - sin (m¢) '
Eopy = An 10 [cos (mm] (1a)
, - cos (me)

to,,,,, B, (0) [sin (m¢)] (ib)

The subscript n refers to the order of the Eigenvalue solution
to fields in the horn. For the reference beam (as presently used
in the DSN feedhorns). the HE , mode is normally used.
sometimes in conjunction with the HE , mode for beamshap-
ing purposes. The index m is selected to be 1 for pattern
symmetry. and A, (9) is made as nearly equal to B, (8) as
possible for polarization purity and high aperture efficiency
(see Ludwig. Ref. 4).

Because the corrugated feedhorn has circumferential
grooves, it can also support smooth wall modes that have only
circumferential wall currents (the 7£,, modes). Figure 1
shows the minimum three modes necessary to construct
circularly-polarized error patterns; namely 7E,, EH,,/HE,,
and HE 2,.‘ At the horn balance frequency (infinite groove
reactance) all three of these error modes have the same
Eigenvalue solution and hence propagate with the same
velocity (Ref. 3). Additionally. the polar field variation is
identical for each. Near the balance frequency, these desirable
properties are approximately maintained. Thus, the circularly
polarized error beams are inherently broadband. The reference
mode does, however, propagate with a different velocity. Thus
for the inertialess conscan system described here, the phase of
the beam scan is frequency sensitive and must be taken into
account.

Using the upgraded hybridhorn program (Ref. 2), HE,,
(reference), EH,,, TE,,, and HE,, feedhorn 8415-GHz
patterns were computed for the standard DSN horn developed
by Brunstein (Ref. 5); these are shown in Figs. 2 through 5,
Similar 8.415-GHz patterns were computed for the multi-
frequency feedhorn recently developed by Williams (Ref. 6);
these are shown in Figs. 6 through 9. In all cases, the three

'Ludwig‘s (Ref. 4) proposed definition of normal and cross-polariza-

tion is used in Fig. 1.



erru. mode patterns have essentially coincident phase centers
and nearly equal phase delay in travelling from horn throat
to aperture. As can be seen in Figs. 2 through 9, all of the
error patterns are essentially identical (for a given horn),
thus insuring high polarization purity.

IV. Error Mode Excitation and Control

For the standard Brunstein horn, the computed 8.415-GHz
mode cutoff horn throat diameter is shown in Table 1 for the
lowest modes.

As shown in Table 1, the four required modes have the

lowest cutoff diameters, thus allowing rejection of undesired
hiyher order modes.

Figure 10 shows vonceptual designs for standard and
multifrequency horns with electronic scan.

V. Conclusion

This brief study of beamscan by use of corrugated conical
horn modes was performed as a part of the hybrid horn soft-
ware (Ref.2) verification process. The results are highly
encouraging and indicate that inertialess conscan is feasible
with modified versions of present DSN feedhorns. Mode
excitation devices have not, however, been investigated.
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Table 1. Mode cutoff diameters

Cutoff
Mode diameter, cm (in.) Comments
HE 1 2.29 (0.90) Normally-used (reference) mode
HEn 3.81 (1.50) Desired error mode
l:‘l‘lm 4.06 (1.60) Desired error mode
TE, o1 4.34 (1.71) Desired error mode
Ell” 5.5117N Undesired mode
HEn 5.97 (2.35) Beamshaping mode

[}

§
x +

NULL PLANE
TEqy HEy, (EVEN) Y-POLARIZED ERROR
E,=0 Ey = Agl0) sin (2¢) E, = Aj60) sin (2¢)
E"ao(a) E’=02(8)cm (2) E¢= IO(U) * Dz(H)cm ()

NULL PLANE
HE,/EHg, HE,, (ODD) X-POLARIZED ERROR
€, = Agl®) By = Af0) 008 (200 Ey = Ag(o) + Ajl0) cos (24)
E' =0 E' = =By(9) sin (2¢) E¢ = =By{0) sin (26)

Y-POLARIZED ERROR:

B = {[8g(6) + B(0)] + [Agf6) - Byl0)] sin ()} con ¢

FOR Bg(9) = Ag(9) = B5(0). Ey, = 28y(9) cos ¢ (DESIRED POLARIZATION)
Ec = 0 (CROSS POLARIZATION)

X-POLARIZED ERROR:

By * (Ag®) + Aqgl®)] cos ¢ + [849) - Ayl0)] sin (M) sin ¢

FOR Ag(0) = A5(0) = Bof9), Ey, = 2Ag(?) cos 4 (DESIRED POLARIZATION)
Ec = 0 (CROSS POLARIZATION)

Fig. 1. Error chennel modes in corrugeled homs
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Costas Loop Demodulation of Suppressed Carrier BPSK
Signals in the DSN Environment—Experimental Results
Obtained at TDL

R. Reasoner
DSN Data Systems Section

G. Stevens and K. T. Woo
Communications Systems Research Section

Suppressed carrier binary phase-shift keyved {BPSK) signalling is currently being
considered as a design altermative for future DSN telemetry in the multimegabit range.
Carrier tracking of such signals is usually achieved by a Costas loop, as opposed to the
ordinary phase lock loop. A Costas loop capable of demodulating BPSK signals with data
rates up to 1 Msps has been designed and constructed and its Doppler tracking
performance with respect to a Block IIl receiver has been tested at the Tele-
communications Development Laboratory (TDL ). The purpose of these experiments is to
investigate the compatibility of suppressed carrier signalling with the current radio metric
system; specifically Doppler tracking and ranging. This article documents the experi-
mental results obtained to-date with respect to Doppler tracking.

{. Introduction

In future imagery missions such as VOIR, the symbol rates
of the returned telemetry data are expected to be in the
multimegabit per second region. In this range of data rates, it
is pointed out in Ref. 1 that, from thc telemetry systems point
of view, suppressed carrier binary phase-shift keyed (BPSK)
signalling with Costas loop carrier recovery will offer advan-
tages both in bandwidth savings and improved tracking
performance over the residual carrier format. However, the
compatibility of this approach with the existing radio metric
system has not been verified. The basic concerns here are the
Doppler tracking and ranging accuracies, and their sensitivities

to data rates, data patterns, temperature variations, and
Doppler conditions. Also, when the Costas loop is used in
conjunction with one of the DSN receivers, the effects of
hardware constraints peculiar to these receivers such as
passband characteristics, mixer nonlinearities, and oscillator
phase instabilities on this new type of signal format are also of
concern in the overall system performance.

To investigate these effects on systemn performance it is felt
that, aside from detailed analyses, which are only as accurate
as the models assumed, actual testing of a Costas loop
performing carrier recovery for suppressed carrier signals in the
DSN environment is most beneficial.
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A scaled-down version of the Costas loop that will be
implemented in the multimegabit telemetry demodulator/
detector (MTDD) has been designed and constructed. The
symbol rates of the MTDD range from 100 kilosymbols per
second (ksps) to 30 megasymbols per second (Msps) (Ref. 2).
The Costas loop described here 1s capable of demodulating
BPSK signals with data rates up to 1 Msps only. A detail
description of this Costas loop is documented in Ref. 3. This
loop has been tested with respect to the Block I receiver at
TDL. So far, the tests performed concern only Doppler
tracking. Four categories of tests have been performed. The
first category consists of design verifications of the Costas
demodulator. This consisted of measuring the loop’s rms phase
jitter and steady-state phase error at assumed Doppler condi-
tions and various symbol SNRs (ST/N,). Their sensitivities
with respect to data pattern and data rate variations were
investigated as were the loop’s frequency pull-in time and
pull-in range. The pull-in time and range tests serve only to
verify the design, since sweep acquisition is planned in the
MTDD unit.

The second category of tests consists of long-term stability
tests of the Costas loop in the TDL environment, which
closely approximates that of the DSN stations. The third
category of tests was designed to test the variations in the
phase of the Costas loop’s reconstructed carrier due to
Doppler offsets and the effects of asymmetric passband
filtering in the receiver front end (e.g., the maser amplifier).
The fourth category of tests was designed to investigate the
performance of the Costas loop when used for carrier recovery
of residual carrier signals with an 80-deg modulation angle and
with data on a square-wave subcarrier, The Voyager spacecraft
transmits signals of this type.

The test results obtained at the TDL with respect to these
tests are documented in this paper. These preliminary results
indicate that there is no noticeable incompatibility between
the current radio metric system and Costas loop demodulation
of suppressed carrier BPSK signalling, as far as Doppler
tracking is concerned. Of course, further testing has to be
performed with respect to ranging accuracies.

il. Description of Test Configurations

The Telecommunications Development Laboratory (TDL)
was employed to test the performance of this Costas demod-
ulator, The TDL contains the equipment necessary to generate
BPSK signals at S- and X-band, Block 1Il and Block IV
receivers, Doppler extractors, and the capability to perform
automated phase data gathering and analysis. The Block Il
receiver was selected over the Block IV receiver for our
measurements due to hardware problems in the Block IV
during the test period. :
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Figure 1 indicates the configuration used to generate BPSK
S-band signals. The Data Rate Synthesizer and Subcarrier
Generator are locked to the Frequency and Timing Subsystem
(FTS) that provides reference tones for the TDL. The Data
Rate Synthesizer and Subcarrier Generator are manually
programmed to the desired data rate and subcarrier frequency,
respectively. The Data Pattern Generator is manuaily set to
either a PN sequence or a switch selected data pattern. Either
the modulated subcarrier or the data pattern itself may be
selected to modulate the carrier.

The Block HI Exciter is also shown in Fig. 1. The exciter
output is monitored by a frequency counter to provide
equivalent Doppler information (frequency counted X 96 =
carrier frequency at S band). The signal level to the modulator
is varied to adjust for the desired carrier suppression. The
output from the translator circuit is the S-band downlink
signal.

Figure 2 depicts the receiver end of the configuration. The
S-band signal is attenuated to a desired level based on Y factor
measurements at the 50 MHz IF output. The output from the
10-MHz IF is fed to a narrowband measurement system .0
measure the carrier suppression by testing the power at the
carrier frequency with and without modulation. The 10-MHz
IF output drives the Block III receiver control loop and the
Costas control loop. The Block III receiver VCO is driven by
either loop by connecting the appropriate cables.

Detail descriptions of the Costas loop design can be found
in Ref, 3. For the particular loop that was intended only for
testing purposes at TDL, no automatic gain control circuit was
provided. The manual gain control (MGC) in the Biock IIl was
therefore used in testing this Costas loop.

Figure 3 shows the data acqu. on hardware. The Doppler
extractor is fed by the exciter ana receiver oscillator outputs
(each tripled). The extractor simulates the up and down
conversions as well as the spacecraft transponder. The signals
are mixed to 50 MHz (in lock), divided by 4, and complex
mixed against 12.5 MHz to provide a phase error/4 signal and a
phase error/4 + 90 deg signal. These signals are fed to two
analog-to-digital converters (A/D) that are controlled by an
Altair 8800 microcomputer. The 8800 is initialized by, and
transmits digital information to, a Modcomp Il minicomputer,

The software available at TDL has the capability to provide
mean phase (for long-term stability) and phase jitter (for rms)
analyses,

ill. Performance Verificatinn Tests

The first set of tests performed was intended to verify the
predicted performance of the Costas loop design.
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Before instalhing the Costas loop i the TDL, the hardwaie
wias tested with sinulated, none-fice signals, A TO-MHY
biphase modulated suppressed carner stgnal was gencated
with the equipment shown m Fig, 4. The frequency and phase
of the T0-MH/ carnier oscilator was contiolled by the Costas
loop hardwate. I particalar, pullan tune of the Costas loop
was measuted by steppaing the caner frequeney osalls e
Anown imcrements. Results of these tests e shown m Table 1
Also shown i Table 1 ate the theoretical predictions on these
pull-m tes, which e detved in Ref. 3 The particular loop
design wath arecenved data taty of 100 ksps (Ret. 3) was used
m obtaming the test data shown hete,

As shown iri Table t, rcasonable agreement m the pull-in
te performance between predictions and measutements were
obtamed. Also measured was the pull-in range of the loop. The
measuted pullan ange was around 1000 Hz. The predicted
pull-tis tange 18 894 Hz (Ref, 3.

Atter the Costas loop was installed at TDL. interfacing with
the 10-Milz IF of the Block 11 recewver, its performance was
tested in the presence of thermal noise and oscillator phase
instabilities. To verify its performance. the 1ms phase jitter and
steady-state phase errors of the loop were first tested as
functions of the following variables:

(1) Data patterns (PN or square wave)
(2) Data rates (100 ksps to 1 Msps)
(3) Symbol SNRs (from -4 dB 10 +4 dB)

The rms phase jitter of the Costas loop was tested with the
configurations shown in Figs 1, 2, and 3. Figure § shows the
rms phase jitter of the loop as ST/ increases from -4 to +4
4B. The loop was designed for the 100 ksps data rate. Test
results for both PN and square wave data are shown. The
results shown in Fig. § demonstrated good agreement between
predicted and measured performance. They also demonstrated
that the loop's performance is practically insensitive to
whether the data pattern is PN or square wave., Agreement
between predictions and mecasurements are better at high
ST/Ngs than at low ST/Ngs. This can be attributed to the
effects of oscillator phase instabilities, since, at low ST/N,ys
signal suppression due to the hard-limiter in the in-phase
channel (Ref. 3) of the Costas loop is more severe, resulting in
narrower loop bandwidths and larger phase jitter due to
oscillator phase instabilities. The performance predictions
given in Ref. 3 treated the effects of thermal noise only, while
the oscillator phase noise cilects were neglected.

Figurs 6 shows the rms phase jitter of the three loops
designed for data rates at 100 ksps, 250 ksps, and 1 Msps
respectively, as functions of ST/N,. By design, the theoretical

performance of these Joops should he dentical. Howeser,
measured tesults show that the phase ptters of the loops at
ugher data tates are larger than those of the lower data rate
cases. This as due Targely 1o the iherent bandhimiting of the
compley mivet (Refl 30 In addition, this nay also be due,
though much less sigmiticantly, to the data generator that
generates less perfect wavetorms ar tigher data wates. Netther
ot these effects was metuded 1 the analysis reported w Ret, 3,
Nevertheless. fait agreement stll exists hetween measurements
and predictions.

In addition to 1 phase ptter, the steady -state phase error
of the Costas loop n the presence of a 2-kHz Doppler oftset
was also measuted for ST/ Vgs ranging from -4 (o +4 JdB.
Figute 7 shows the steady-state phase errors of the loops
doesigned for 100 ksps and 250 ksps respectively, with a
Doppler offset of 2 Kilz. It 1s observed from Fig. 7 that the
measured steady -state phase error of the loop recciving 100
ksps data is in better agreeent with theory than that of the
loop receving 250 ksps. This 1s again due to additional
bandlimiting in the complen muxer, which is not accounted for
in the analyses. and which introduces addiional signal
suppression m the loop error signal,

In the acteal design of the Costas loop i the Multimega-
bit Telemetry Demodulator/Detector, the mixer bandwidth
will be selected much wider than the data rate to minimize this
effect,

IV. Long-Term Stability Tests

To quantify the effects of temperature variations and
oscillator long-term instabilities on the reconstructed carrier
phase, a long-term stability test in excess of 16 hours has been
performed on the Costas loop. The test configuration was the
wame as that described in Section I. The Costas loop tracks a
suppressed carrier BPSK signal with PN data at 100 ksps, and
at a ST/Ng of 4 dB. The loop bandwidth was 110 Hz in this
case. The values of the reconstructed carrier phase were
recorded and are illustrated in Fig. 8. Each recorded value of
the reconstructed carrier phase corresponds to an average of
10,000 samples of the Doppler extractor output, sampling at a
rate of 58 ms per sample, Over the 16 hours of observation.
the reconstructed carrier phase of the Costas loop was
observed to vary not more than 17 deg. This is well within its
error budget. In terms of transport delay, a 17-deg phase shift
corresponds only to a distance movement of 7 mm at S-Band,
and corresponds to an even smaller movement at X-Band.

At another test, the current Block I receiver’s residual
carrier loop was used to track a residual carcier signal with
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modulation angle ¢ = 80 deg and 100 ksps data on a 300-kHe
Squaie-w ve subedrnier, at a S0V ot +4HdBD A Tong-term
stabiltty test over a o0-hour period was pertformed. Tne
reconstricied phase of the residual carrier loop was again
recorded and these data are ilfustrated in Fig 9. The thieshold
loop bandwidth setting was 12 Hz an this case. 1t was observed
that the 1cconstructed phase of the carner vanies over a range
50 dep m tus penod.

S e these phase vanations depend  upon  the room
temper  ure, no detinite concluson can really be drawn o the
above rocationed sample-of-one tests. More tests are planned
m the fture. Nevertheless it can be saud that the phase-shuft
vanation  of the Costas loop's reconstructed cartier on a
long-term basis is not any worse than that of the current
residual  antier loop o Block L when both loops are
operated t the TDL environment.

\'. Tracking of Residual Carrier Signals With
Data Modulation On a Square Wave
Subcarrier

Residual carrier signals are commonly used in the DSN. For
example. the Voyager reiurn telemetry uses a modulation
angle of 80 deg and data is modulated on i square-wave
subc: rier at 300 kHz. To track this type of signal, the arm
filters of the Costa loop have to be bandpass filters around the
subcarcier frequency to achieve optimum tracking perfor-
mance Tie predicted performance of the Costas loop and the
bandpiss arm filter design for tracking this type of signal are
known

The test results of the RMS phase jitter of the Costas loop
when used to tack a residual carrier signal with a modulation
angle of 6 of 80 deg and a subcarrier at 3.6 times the data rat.
of 100 ksps are shown in Fig. 10. The arm filters used in this
case are RLC bandpass filters centered at the subcarrier
frequency. The low-pass equivalents of these filters have a
ont-pole RC characteristic, and the one-sided bandwidth of
this low-pass chaacteristic - cnosen to be at twice the data
rate. Also shown in Fig. 10 are the rms jitter measurements of
the Costas loop used tu .ack a suppressed carriec signal (8 =
90 deg) with 100 k.. data on the carrier. Comparing these
two results, it it observed that the rms phase jitter of the
Costas loop tr- king of the residual carrier case is about 1-dB
worse than *hose of the suppressed carrier case. This is in fair
agreemert with rhe analysis.

.uso shown in Fig. 10 1s the corresponding rms jitter of the
residual carrier loop ‘n the Block HI receiver. The loop
bandwidth was set to 12 Hz at threshold. The Costas loop

Mt s e S e i o

O A AR el o

tracking s seen to be better than the exisung restdual carrier
traching over the entire tange of STV, from -4 to +4 JB.

VI. Tests on Asymmetric Bandpass
Filtering Effects

In the presence of Boppler offsets, the jeceved signal
spectrum will not be centered with tespect to the maset
amplifier bandpass charactenstics. The reconstructed catner
phase of the Costas loop will then depend upon the Doppler
offset as well as the maser phase delay chatactenstics. The
same s true for the residual carrier loop. This effect has been
analyzed in Ref. -4

To receive telemetey signals with data rates up to 30 Msps,
it is necessary for the X-band maser to have a 1-dB bandwidth
around 100 MHz. Since the characteristic of this maser 1s not
yet available we can only make some appronmmate tests here.
In our tests at TDL, a tunable two-pole Tehebycheft bandpass
filter with a 0.5-dB ripnle in the passband was used to simulate
the maser passband characteristic. This filter was placed
between the Costas loop and the 10-MHz IF output of the
Block NI receiver, as showa in Fig. 11. This amounts to an IF
sunutation of the X-Band maser. The bandpass filter was first
designed to be centered at the 10-MHz IF and to have a 1.dB
bandwidth of 350 kHz, which is about 3.3 times larger than
the received data rate of 100 ksps. After the Costas loop
acquired lock, the phase of the reconstructed carrier was
recorded from the Doppler extractor output, The filter was
then perturbed by adjusting the variable inductor and capaci-
tor elements until the phase of the reconstructed carrier
experienced a 37-deg shift. The filter was then recalibrated and
the center frequency was determined. Figure 12 plots the
amplitude responses of this two-pole Tchebycheff bandpass
filter before and after it was perturbed. It was centered at the
10-MHz IF before perturbing. After perturbing, the center
frequency was changed to 9.95 MHz. This corresponds to a
shift of 50 kHz, which is equal to one half of the 100 ksps
data rate that the loop was tracking. According to the
analytical result reported in Ref. 4, this frequency shift of the
signal carrier with respect to the passhand center frequency
should have produced a phase shift of 12.5 deg in the Costas
loop’s reconstructed carrier. However, perturbing the compo-
nents of the bandpass filter also alter the filter’s bandpass
characteristic in addition to changing its center frequency.
This explains the fact that the measured phase shift is more
than the analytical predictions, since the latter assumes no
change in the filter bandpass characteristic except for the
change in the signal’s carrier with respect to the filter's center
frequency. Nevertheless, they do indicate a fair agreement.
The (future) X-band maser is assumed to. have a 1-dB
bandwidth of 100 MHz, which is about 3.3 times the
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maximum data rate of 30 Mz, In this case, the Doppler offset
of half the data rate will amount to 15 MHz. In other words, it
will take a Doppler offset of around 15 MH7 to introduce a
37-deg shift m the reconstructed carrier of the Costas loop if
the maser passband charactenstic can indeed be approximated
by this two-pole Tchebycheft charactenstic. Since realistic
Doppler offsets are not greater than 1 MHe. this will imply
that the phase shifts in the reconstructed carrier are not a
severe problem if we have a wide bandwidtl, maser.

VIl. Conclusions

A Costas loop has been designed. constructed. and installed
in the Block III receiver at TDL. Its purpose was to investigate
the compatibility of Costas loop demodulation of suppressed
carrier BPSK telemetry with the current radio metric system in
the DSN. Initial tests with respect to Doppler tracking indicate
no noticeable icompatibilities. More tests are planned with
respect to ranging compatibility.
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Table 1. Results of pull-in time tests
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Effects of Asymmetric Passband Filtering on the Phase of
the Costas Loop’s Reconstructed Carrier

K. T. Woo

Communications Systems Research Section

The reconstructed carrier of a telemetry return signal is used in deriving the Doppler
and range information in the radiometric systems. When suppressed carrier BPSK
signalling with Coustas loop demodulation is used, there are concerns on the amount of
shift in the reconstructed ccrrier phase, when the received signal suffers asymmetric
bandpass filtering through the various stages of the receiver. This paper quantifies this
effect and concludes that the phase shifts due to asymmetric bandpass filtering on the
Costas loop's reconstructed carrier can be siightly worse than those suffered by the
residual carrier loop's reconstructed carrier. However, they are well within the error

budgets of the radiometric system.

I. Introduction

Figure | illustrates the various stages of ¢ Block IV receiver.
Various bandpass filtering occurs in the chain of IF stages in
the receiver before the signal is demodulated, either with a
phase lock loop, when residual carrier signals are received, or
with s Costas loop, when suppressed carrier signals are
received. In either case, there will be asymmetric bandpass
filtering on the received signal spectrum. The bandpass filters
following the first mixer-amplifier will always have their center
frequencies line up with the proper IF frequencies, when
carrier tracking is achieved so that the VCO is in frecuency
lock with the received carrier. Nevertheless, filtering on the
signal spectrum is still not exactly symmetrical with respect to
the center frequency, due to limitations in bandpess filter
designs. The dominant asymmetric filtering effect, however,
comes from the maser amplifier, which precedes the first
mixer-amplifier in the receiver IF chain. Since the maser
ampiifier is in front of the first mixer-smplifier, the received

carrier does not necessarily line up with the center frequency
of the mases when there are Doppler offsets. Because of these
effects there will be phase shifts on the reconstructed carrier,
and the exact amount will be Doppler and maser-characteristic
dependent. It iz true, however, that these phase shifts will
occur on the residual carrier loop’s reconstructed carrier, as
well as on that of the Costas loop.

The recoustructed carrier phase is used in the radiometric
system in deriving range and Doppler information. Conse-
quently it is necessary that these phase shifts be maintained at
reasonably small values over the range of Doppler offsets of
interest. For the residual carrier loop in the existing Block 11
or Block [V receiver, the phase shifts on the reconstructed
carrier due to Doppler shifts and passband filtering are well
calibrated and are known to be well within the error budgets
of the existing radiometric systems. When a Costas loop is used
to demodulate suppressed carrier BPSK telemetry (Ref. 1),
however, no known dats are availsble. Further, since the
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Costas loop utilizes the whole signal spectrum in recon-
structing its carrier -hase, it is vnclear how severe the effect of
asymmetric bandpass filtering will be on the phase shift of the
reconstructed carrier in the presence of Doppler offsets.

An analytical approach is attempted in order to answer this
question quantitatively in this paper. Measured results are also
obtained (Ref.2) which are in fair agreement with these
analysis results. In our analyses, the dominant bandpass
filtering is assumed to be the maser, which is approximated by
a two-pole Tchebycheff characteristic with a 1-dB bandwidth
approximately equal to 3.5 times the data spectrum. It is
found that, in the case of the Costas loop, the Doppler offset
has to be approximately on the order of one-third the filter
bandwidth in order to create phase shifts on the order of 25
degrees. For a 30 MSPS data rate, this implies Doppler offsets
of 30 MHz or more, which is much larger than the realistic
Ncppler offsets of practica nterest. For realistic values of
Doppler offsets around 1 MHz, the phase shift will be on the
order of 1 degree.

ll. Analysis

In the presence of Doppler offsets, the phase of the
reconstructed carrier of a residual carrier tracking loop is
basically determined by the phase delay characteristic of the
maser amplifier at the detuned carrier frequency, relative to
the center frequency of the maser. In the case of the Costas
loop, since the entirety of the signal spectrum is used to
reconstruct the carrier phase, this phase will depend upon the
maser delay characteristics at the detuned carrier frequency as
well as at all the harmonics in the data spectrum.

Square-wave data has the highest number of transitions of
any data stream, and thus will suffer the most phase distortion
due to filtering. Thus if thc received signal is assumed to be
square-wave modulated, the results obtained will be the worst
case bound. Since a square-wave can be represented by the
Fourier series,

dsQ(t)= Z Gypyy ©O8 [—2—712—’7‘.—2)1] 1)
k=0

where the coefficientsd are given by

2k+1

1Yk
YS) @

The received RF signal at carrier frequency w,_ can be written
as:

108

S(it) = dsQ(t) cos(w, 1+90)

_ 1 2m(2k + 1
D) g k1 {C [(wc "“—T'—‘)) f+0]

s [fo, o 2220) o]} o

where T is the symbol duration, and where 6 is the carrier
phase, to be tracked by the Costas loop. Let G(w) be the
transfer function of the maser characteristic. The filtered
output with input 5(z) will be given by

1 < 2n(2k + 1)
';TZ zkn{“—(zxn)ws [(“’c' T )’

+6+B—(2k+l)] 4

272k + 1)
+ &, p0q) 08 [(wci--————————r ) t+0+52k,,J

where in Eq. (4) @, and f§, denote the amplitudz and phase
responses of the bandpass characteristic G(w), at w=w, +
n2a/T, respectively. In other words,

2nn
S

arg [c o+ 3%"-)] ©

and where arg(z) stands for the argument of the complex
function z.

R
n

8,

The operation of the Costas loop is identical in perfor.
mance to thai of the squaring loop, which squares the filtered
signal S(t) and tracks the 2w, component. Defining

a, %,

ifn>0

a,a ifn<0
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the signal S(7) can be writteiz, from (4), as

o ]
~ hi
S =5 3 4, cos [(w(wf;.'l) 1+0+ﬁ,,J (7

n--w
n=oAd

The squared signal |§(l)] * js equal to

forr-=r ¥ %

em: odd meee
}COS [(-w +:,—ﬁg;‘:in)) r+20 +.BQ "'ﬁmj]
+ cos [ HLT m, +B,- 5,"] i (8)

The component at 2w, in |§ ()} %. which will be tracked by
the squaring loop, is observed from Eq. (8) to be:

»(t) =1 Z AA_gcos [2w 1 +20 46, +8_o] (9)

E-S

which, after some simple algebra, can also be written in the
following form:

and where forA =0.1, 2, ...

C = A A )2 ¢4

2+ 2k 2k+1 %2k 1)

(13)

—aheny - Wk,

The phuse shitt in the Costas loop’s reconstructed carner tor
square-wave modulating signals undergoing bandpass filtering
is then equal to W as given in Eq. (1 .

1t is instructive to notice that, when bandpass filtering is
absent, i.c.. whena,, = 1 and §,, = 0, v m Eq. (11) becomes

A=0

and ¥ = 0. Hence the error signal y(¢) becomes
}4(') :—’- us..(wl+0) (lS)

wlmh is clearly the 2w, component in the squared signal
[S(1)]? when the filtering effect is negligible.

In general, when the filter phase response is odd symmetric
with respect to the center frequency, so that

Baear = "Bakey (t6)

then it is clearly true from Eq. (12) that ¥ = 0, i.e., there will
be no phase shift. For a g neral bandpass characteristic such
that Eq. (16) does not necessarily hold, the phase shift W is
given by Eq. (12).

I e
y() = U cos [2(w 0) +2y] (10) ' The value v was used rather than 2y since the Doppler system tracks
the carrier at w, rather than 2w,..
where
- 2 o _’;
v = (Z Coxsy 08 [Byh s, HL(zkn)]) + ( 2 Copsy 8in 1By, H3-(2::“)]) an
k=0 k=0

E 1k+y sin [ﬁuﬂ +ﬂ—(2k#l)]

1

S Y |
v 2tun

k=0

Z Czh] cos mzhl *B-(nn)]

(12)
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lll. Numerical Results

Currently the X-band maser passhand 1 dB bandwidith wn
the Block 11 or Block IV receivers is about 40 MHz. To
receive multimegabit telemetry with data rates up to 30 MBPS
at the DSN n the 1980’s 1t is imperative to wcrease the maset
bandwidth. It 15 assumed here that the future maser will have
an equivalent baseband bandwidth of about 100 MHe, 1n order
to receive data rates up to 30 MBPS. Without cvailable data on
the future maser, the best one can do at the present is to
assume a certain bandpass charactenstic tor it and evaluate the
phase shift effect on the reconstructed carrier, in the presence
of Doppler offsets. This has heen performed experimentally
(Ref. 2). The experiment was actuaily performed at 1F. but
was intended to simulate the effect of muaser filtering. A
two-pole Tchebycheff bandpass characteristic was used to
simulate the maser bundpass characteristic. The circuit dragram
of this bandpass filter is dlustrated in Fig. 2. It has center
frequency at the 10 MHz IF and a 1-dB bandwidth of 350
KHz. This has then a bandwidth roughly equal to three times
the data rate of 100 KBPS. whirh is one of the data rates used
in the tests reported in Ref.2. The amplitude and phase
responses of this bandpass characteristic are plotted in Figs. 3
and 4 respectively. The phase shift iz the reconstructed carriei
in the residual carrier loop case, in the prescace of Doppler, is
basically equal to the phase response of this filter at the
detuned frequency. For the case of Costas loop Jemodulation,
the phase shift ¥ can be computed from Eq. (i2). with the
information available in Figs. 3 and 4. The computed result is
illustrated in Fig. 5. 1t is observed that a Doppler offset of
100 kHz can only produce a phase shift of 25 degrees. The
Doppler offset of 100 kHz corresponds to an otfset of one
data rate, which corresponds to one-third of the maser 1-dB
bandwidth assumed. When these results are translated to the
future maser with a 1-dB bandwidth of 100 MHz (i.e., 3 times

the maximum datd riate of 30 MSPS), 1t can be predictad that a
phase sluft of 25 degrees m the Costas loop's reconstructed
cartier will result when there is a Doppler offset of JU MHz.

This, of course, assumes that the two-pole Tchebychett

characteristic is a good approximation to the maser passbhand.
Also shown in Fig. 5 1s the phase shaft that the residual carner
loop will sutfer in the presence of Doppler offsets, for the
same passband characteristics assumed. It can be seen from
Fig. 5 that the phase shift in the Costas loop's reconstructed
carnter s only slightly worse than that of the residua! carner
loop.

A 30 MH:z Doppler offset is much larger than niost realisue
values. For g realistic Doppler oftset ot 1 MHz, which equals
1/30 of the maximum data rate and theretore 1s equal to about
1/100 of the (future) maser 2-dB bandwidth, the phase shift in
the reconstiucted carrter of the Costas (or residual caniier)
loop is on the order of 1 degree (see Fig. 5). This 15 much
smaller than that whi.h is allowed by the radiometric system’s
error budget.

IV. Conclusions

Assuming the mazser characteristic to be approximately
equal to that of a two polc Tchebycheff bandpass character-
istic, with a 1-dB bandwidth at 3-S5 times the data rate, the
phase shifts suffered by the Costas loop's reconstructed carrier
have been quantified. as functions of Doppler offsets. These
offsets are then compared with the corresponding ones of the
residual carrier loop’s reconstructed carrier. It is concluded
that, even though the corresponding phase shifts of the Costas
loop are slightly worse than that of the residual carrier loop,
they are both well within the error budgets of the radiometric
system,
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Design of a Costas Loop to Operate With the Block Il
Receiver and Its Predicted Performance

G. Stevens and K, T. Woo
Communications Systems Research Section

A Costas loop has been designed and constructed to operate with the Block 11l
receiver. It is a scaled-down version of the carrier tracking loop design in the Multimegabit
Telemetry Demodulator and Detector (MTDD) unit under development. The constructed
loop has been tested with the Block Il Receiver at the Telecommunications Development
Laboratory (TDL). This article describes its system design, hardware construction, and

predicted performance.

I. Introduction

In order to test the compatibility of the current radiometric
system in a DSN environment with suppressed carrier binary
phase-shift keyed (BPSK) signalling and Costas loop carrier
recovery, a Costas loop has been designed and constructed to
operate with the Block III receiver. It has been tested with the
Block HI receiver at the Telecommunications Development
Laboratory (TDL) and its measured performance, with respect
to Doppler tracking, has been reported in Ref. 1. This article
describes its design considerations. Its expected perfarmance
regarding steady state phase error under assumed Doppler
conditions, rms phase jitter, and their respective sensitivities
with respect to variations in signal-to-noise ratios are discussed.
The loop’s expected pull-in time is also given. System design
considerations will first be discussed in Section II. Descriptions
of hardware design and construction will be given in Section
1. Predicted performance will be discussed in Sections 1V, V,
and V1.

Il. System Design Considerations

The Costas loop is designed to be operated with the Block
II1 Receiver in the long loop mode, controlling the VCO input,
the output of which is multiplied to S-band for use in the first
mixer. The system configuration is illustrated in Fig. 1. This
loop will provide the Block III receiver with the option of
tracking suppressed carrier signals, in addition to the existing
capability of tracking residual carrier signals. In order to carry
out the desired tests, as mentioned in Ref. 1, at the earliest
time possible, the Costas loop modification is a scaled down
version of the carrier tracking loop to be used in the
Multimegabit Telemetry Demodulator and Detector (MTDD)
now under development. In particular, this current Costas loop
de-ign utilizes a complex mixer which was developed in earlier
projects (Refs. 2 and 3) and has a oandwidth of less than
2 MHz. Because of this inherent bandwidth limitation the
designed Costas loop can only track signals having data rates
up to | megasymbol per second (MSPS).
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The Costas loop constructed has a hard limited inphase
channel., so that the third multiplier which derives the loop
error signal is a chopper-type device. lhis is dlustrated in
Fig. 2. The inphasc (I) and quadrature (Q) arm filters are
one-pole RC filters, which are scaled to the data rates received.
The loop filter has transfer function of the form

1+7.5

-2
Fis) = I+Tls

(n

so that the loop is a second order loop.

The design goal of this loop is to be able to track
suppressed carrier BPSK signals with symbol SNR's (ST/N ) as
low as -4 dB with an rms phase jitter less than or equal to
3 degrees. In addition. the steady state phase error is to be less
than or equal to 3 degrees with Doppler offsets less than 2 kHz
and Doppler rates of 2 Hz/s or less. The design parameters to
be determined in a Costas loop are the arm filter bandwidths
and the loop filter time constants, or equivalently, the
squaring losses (Ref. 4), loop bandwidths (8, ) and damping
factor ({), in addition to the open loop gain. In order to meet
the steady state phase error requirements it is shown in
Section V that the total loop gain has to satisfy

K. >24X 10° (2)

The loop bandwidth constraint, in order to meet the jitter
requirement, is found to be

B,T<24X 1074 3)

where 1/T is the data rate received. For the four data rates of
concern in Ref. 1, the loop bandwidths are, at the design point
with ST/N, = -4 dB, selected from Table 1. These loop band-
widths are design point values and they increase with ST/N,,.
The arm filter noise bandwidths are chosen 10 equal twice the
data rate, so that squaring losses are acceptable,

With the desired damping factor set to be ¥ =0.707 at
design point values. and with the loop gain K satistying Eq.
(?), and B, ’s given in Table 1, the time constants 7, 7, in the
loop filter can be determined. They are given in Table 2.

Further discussions on performance evaluations are given in
Sections IV, V, and VL. In the next section we first describe
the hardware design of the Costas loop.

114

lll. Description of Hardware Design

A block diagram of the Costas loop phase detector and loop
filter assembly hardware is shown in Fig. 3. The 10 MHz IF
signal is amplitied and applied to the input of a Z-way power
splitter. One output drives a true rms voltmeter which is used
as a signal level monitor when adjusting the IF signal level. The
other power splitter output drives a 10 MHz quadrature IF
mixer (complex mixer). Inphase and quadrature (1&Q) bause-
band signals are generated by the complex mixer by splitting
the IF signal into two paths and mixing with 10 MHz LO
signals which are in phase quadrature. The resulting baseband
mixer products are then bandlimited to 2 MHz by 2-section
elliptic low pass filters. A detailed description of the complex
mixer is given in Refs. 2 and 3.

The inphase and quadrature baseband signals generated by
the complex mixer are next passed through identical arm
filters. Simple resistance-capacitance (RC) low pass filters are
used when processing signals in which the carrier is biphase
modulated directly by the data symbols. When the data s
modulated onto a square wave subcarrier, the low pass aim
filters are replaced by resistance-inductance-capacitance (RLC)
bandpass filters, whose passbands are centered at the sub-
carrier fundamental frequency. Inphase and quadrature base-
band signals generated by the complex mixer are also buffered
and supplied to test points to facilitate wave form inspection
with an oscilloscope.

A hard limiter follows the inphase channel’s arm filter. Tie
output of the quadrature channel’s arm filter is linearly
amplified. These two signals are then multiplied together in a
double balanced mixer whose output drives an active lead/lag
loop filter. The loop filter’s output is supplied to the receiver’s
voltage-controlled crystal oscillator in its LO chain. Variable
gain control and an inverted output are provided in the loop
filter and amplifier. A built-in voltmeter monitors the VCO
control voltage. Offset currents generated within the Costas
loop’s phase detector are cancelled by an offset adjus -..ent
potentiometer.

In this Costas loop design the bandwidths of the RC-arm
filters are chosen to be twice the received data ratc. The arm
filter design is illustrated in Fig. 4, while the respective
parametric values of the filter components are described in
Table 3.

The loop filter design, corresponding to the time constants
described in Table 2, is illustrated in Fig. §, with its compo-
nent values given in Table 4.
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IV. Tracking Analysis of the Costas Loop

The tracking performance of a Costas loop with hard
limited in phase channel has been analyzed in detail in Ret. 4.
Basically. the steady state phase error and the rms phase jitter
of the luop are dependent upon the signal suppression factor &
and the squaring loss factor &, . in addition to other design
parameters such as loop filter time constants and the gains of
the phase detector and the VCO.

Signal suppression on the loop error signal is due to the arm
filters and the hard limiter, and varies with ST/V, and the
choice of arm filter bandwidth <*lative to the data rate. When
the arm filters are one-pole RC filters, this signal suppression
factor & has been evaluated in Ref. 4. The results are shown
here in Fig. 6. The total loop gain in the Costas loop design as
described in Section Ill is dependent upon & through the
following relationship:

K, =aV§ K, K K ¢ @

where S is the average signal power at the output of the
manual gain control (MGC) unit, K_ is the phase detector gain,
K is the VCO gain, and K|, .. is the variable loop filter gain as
described in Section HI. Both loop bandwidth and damping
varies with loop gain, and they are thus also SNR dependent.
The same is thus also true for the steady state phase error and
the rms phase jitter of the loop. These dependences are further
discussed in Section V.

The rms phase jitter of the loop for a given loop bandwidth
B, is given by Ref. 4.

I P

where S, is the squaring loss factor, which is less than unity,
and is also dependent upon ST/N, and the arm filter
bandwidth. The squaring loss of the Costas loop with a hard
limited in phase channel and one pole low pass RC arm filters
has been evalusted in Ref. 4, and the results are included in
Fig. 7 for reference.

With @ and S; known from Figs. 6 and 7 it is then straight
forward to determine the parameters in the loop design and to
predict the performance of loop as ST/N, varies. These are
discussed in the next section.

V. Determination of Design Parameters
and Perfc:mance Predictions

The basic parameters to be determined in the loop design
are: the arm filter bandwidth, the total loop gain K, and the
time constants 7, and r, in the loop filter. The values of K ..
7, and 7, also determme the loop bandwidth A, and the
damping factor ¢{.

The selection of arm filter bandwidth affects the squaring
loss §;, of the Costas loop, as illustrated in Fig. 7. It is
observed from Fig. 7 that S, varies from -5 to ~9 dB for
choices of arm filter bandwidths from 0.75 to 4.5 times the
data rate, at the design point ST/N, of -4 dB. Even though
not shown on Fig. 7, the squaring loss S, decreases rapidly
when the arm filter bandwidth decreases below 0.75/T. where
1/T is the symboi rate. Squaring loss is least when the arm
filter bandwidth B is around 1/T. And as B increases above
I/T. §, decreases monotonically again. Nevertheless, S, is
relatively constant for BT values ranging from 0.75 to 2.5. In
this particular design the one pole RC arm filters are chosen to
have a BT product of 2. The squarnng losses with the arm filter
bandwidth selected in this way will be less than 6.6 dB for all
ST/N,>-4dB.

With a squaring loss of 6.6 dB or less the required loop
bandwidth B, at the design point ST/N, of -4 dB can be
chosen, in order to have rms phase jitter below 3 degrees,
according to Eq. (5) as follows:

ST n 2 -4
B, T< (Tv—s,_) (36) = 2.4X10 (6)

o

This resulted in the design point loop bandwidths listed in
Tablc 1.

Next we consider the total open loop gain K. The steady
state phase errors due to a radian Doppler offset 2, and a
Doppler rate 2, are Q,/Ky and ﬂ,/w: respectively, for a
second order loop (Ref. 5), where w,, is the natural frequency
of the loop. Assuming we choose a damping factor of { of
0.707 at the design point, the values of w,, for the selections of
B, shown in Table 1 will be > 45, The steady state phase error
due to 2 2, of 2 Hz/s wili then be < 0.35 degrees. The
combined steady state phase error 9, due to both §3, and £,
can be modeled as

o\ /a)\?
T w,.
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In order tor ¢, to be <23 degrees for a Doppler offset of
2 kH7s and a Doppler rate of 2 Hez/s it follows from Eq. (7)
that the total loop gain K;. must satisty

2,
PP e 3 24X 10° (8)

oy - (82, /w )
\/ s

With K- determined as above it is straightforward to deter-
mine the variable loop filter gain K - from Eq. (4). given the
signal power S, the VCO gain K, and the phase detector gain
K,. The VCO gain K, i block 1 1s equal to 27 X 96 X 400
radians/volt. The phase detector gain K, is measured to be
0.646 volts/radians. However, the signal level +/§ is SNR
dependent, since it is controlled by a manual gain control
(MGC) which holds the signal plus noise power constant in the
IF bandwidth (B,g) of 7.92 MHz. It can be derived that the
signal level \/25 after MGC is given by

= — e V22 )
s B“_T

(ST/N,)

where X = 0.15 volt is the desired average signal plus noise
power in the MGC output and is determined by the appro-
priate input level to the complex mixer as described in Section
II. Since & equals 0.298 at ST/N, = -4 dB with arm filter
BT =2, the loop filter gain K ¢ is then determined from Egs.
(4), (8),and (9) to be:

KT
KLF = -;—-—"'—.'
ik, K VS
24X 108
VIX0.15
(0.298) (0.646) (27 X 96 X 400) ———=
B"_.T
ST/N
(10)

At the design point ST/N, = -4 dB, with By = 7.29 MHz,
these required values of K, 's are determined .o be the
following:

Variable Loop Filter Gain Settings X, .

Dats Rates K, r
100 KSPS 33)
250 2108
500 149.6

1000 107

1"e

With B, requirements given in Table | and total open loop
gain K, requirements given in Eq. (7), it is straightforward to
determine the loop filter time constants 7, and 7, from the
tollowing well-known relationships (Ref. §) of second order
loops with loop filters of the forms given in Eq. (1):

Tl :—_7;_ (l])
w,
2w, T, ¢-1
r, = " (12)
2 KT

Requiring {, (design point value) to be 0.707, so that w, =
1.89 B, , the respective values of 7, and 7, are determined
from Egs. (11) and (12) to be those given in Table 2.

Next we consider the performance of this loop design as
ST/N, increases above -4 dB. Both & K, S, and B, are
dependent upon ST/N,,. The dependences on ST/N,, of @and
S, have alreacy been givin in Figs. 6 and 7. The dependence
of K on ST/N, comes from @ as well as the signal VS level
after MGC, as given in Eq. (10). From K and 7, the natural
frequency w, of the loop can be determined from Eq. (11),
and from which { can be determined from Eq. (12). Given w,,
and {, B, :an be determined by the following well known
relationship (Ref. 5) of second order loops:

U
B, =5 (;+ ‘:g) (13)

The dependences of B, and { on ST/N, are plotied in Figs. 8
and 9 for this Costas loop design. Given B, , 5, , the rms jitter
can be determined from Eq. (5). Also. the steady state phase
error, given Ky and w,,, can be determined from Eq. (7). Their
respective dependencies upon ST/N, are plotted in Figs. 10
and 11.

Vi. Pull-in Time Considerations

In the absence of noise, the dynamic loop error signal in
Fig. 2 has the form

P P
e K, sgn [VEd(r)cos 9 (1)) [VEd(r)sine (1))
(14)

where ¢ (1) is the phase error process, d (1) is the baseband data
waveform, and the notation X is used to denote the
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operation of the arm filters. Suppose we assume the filtering
operation 1s neghgible, which will be seen to be justifiable for
pull-m time considerations, then the differential equation that
governs the dynamices of the Costas loop is given by

do = LU KE(p) {sgn leoso ()] sino ()} (15)
drdt
where 0 s the recewved carrier phase, F 1s the loop filter
transter function, p is the Heaviside operator dJ/dr, and A isa
constant proportional to e signal level, the VCO gain, and
the phase detector gain. Stnctly speaking, X' depends also
upon the frequency offset between the local VCO and the
incom.ag carrier. The function sgn fcos ¢ (1)] can be expressed
in a Fourier series.

1 e (-1
sgn [cos @ (1)] =~ Z %ng— cos [(2k + 1)e))

bl

(16)

which consists only of odd harmonics of ¢(¢). During the
acquisition phase the term corresponding to k=0 has the
dominant etfect on the loop. since all terms in Eq. (16) pass
through the ioop filter. Thus, to a good approximation, the
behavior of the Costas loop, neglecting the arm filters and
ignoring higher-order Doppler derivatives, is governed by:

@s - W R ) cin &
0= Sy WE()sind amn

where § = 29, K' =12/mK, and (3 = 2,, wl.ere §2, is the
initial frequency oftset in radians per second. The @ process
then satisfies the same well-known differential ¢quation
(Ref. S) that is satisfied by an ordinary phase lock loop. The
effective Doppler offset is now 262,, and the effective gain is

2K,
During tracking ¢ = 0 and Eq. (17) can be linearized to be

dz' S . » -~
R T (18)

Let T and &, denote the damping factor and natural
frequency, respectively, of the linearized model Eq. (18). Then
Fand &, are equal to V2§ and 2w, respectively, where §
and w,, are those given in Eqgs. (11) and (12) which correspond
to the linearized differential equation governing ¢ rather than

@. This 1s hecause the gain in Eq. (18) 1s 2K rather than A”".
The pull-in range of the Costas loop model (17) can then be
given in the same way as that of a phase lock loop (Ref. §):

H

163, 1

122,1 € 2V (2KNTG,

4VK tw, (19)

This imphes |£2,] € 2 \/’C?ZJ: Suppose the initial frequency
offset is small compared to the arm filter bandwidth; then K’
here should be very close to K, the total loop gan design
parametc discussed in Section V. For the design at 100 KSPS
discussed in Section V with K = 24 X 10%. 7, = 1125 s,
and 7, = 0.03124 sec, {15 0.707 and w,, is 46.2. When these
values are substituted in Eq. (19). the pullin range 1s
computed to be

< 894 Hz

%
| 2m

This pull-in range is much narrower than the arm filter
bandwidth, which equals 200 kHz when the received data rate
is 100 KSPS, so we are justified in neglecting arm filter effects
for this computation.

The pull-in time of the loop model governed by Eq. (17)
can now be computed in the same way as that of the phase
lock loop (Ref. §):

a2 0y a2
= L x — 0 _= o (20)

acq >~ g
Xo! 2T WVTw,) %W

For the loop design at 100 KSPS mentioned previously the
pull-in times for various initial frequency offsets are given in
Table 5. These predictions agree closely with measurements
reported in Ref. 1.

Vil. Conclusions

The design and performance prediction of the Costas loop
tested with the Block 11l receiver at TDL as reported in Ref. |
is documented in this paper. The test results reported in Ref, |
are found to be in good agreement wiih these performance
predictions.
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Data rates

100 KSPS

Tabie 1. Loop bandwidths

Loop bandwidth at ST/X | = -4 dB

Desig. point

24,04 Hz
250 KSPS 60.1 Hz
500 KSPS 122.2 Hz
1000 KSPS 2444 Hz
Table 2. Loop filters
Loop filter time constants
Data rates ™ 7,
100 KSPS 112.50s 0.03124 s
250 KSPS 18.00 s 0.01246 s
500 KSPS 4.500s 0.006117 s
1000 KSPS 1.125s 0.00306 s

Table 3. Arm filter designs

Data rates

2eX f,

R

100 KSPS
250 KSPS
500 KSPS
1000 KSPS

8 x 10° sad/s
2 x 108 rad/s
4 x 10° rad/s
8 X 10 rad/s

5100 2451 pf

sioa
s10a
S100

(/'c = 3 dB corner frequency)

v

.-
t&lﬂwﬁ*ﬂfvwmwvuw ey ARBIE L

Table 4. i.oop filter designs

N Data rates ,"R' R2 Rt‘ C
100 XSPS 50K 3.08K 10M 9.92 uf
250 KSPS 50K 6.68K 10M 1.866 uf
500 KSPS 50K 13.6K 10M 0.4498 uf
1000 KSPS S0K 27.2K 10M 0.1125 uf

Table 5. Pull-in times of the Costas loop design receiving data rate

at 100 KSPS
Initial frequency offset Pull-in time
100 Hz 2.83s
200 Hz 11.3 s
300 Hz 2547s
400 Hz 45.25s
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The Constantin-Rao Construction for Binary Asymmetric
Error-Correcting Codes

R. J. McEliece
Consultant

E. R. Rodemich

Communications Systems Research Section

Recently Constantin and Rao gave an ingenious construction for a class of binary
codes capable of correcting a single asymmetric error. In this article we shall give a

complete analysis of the size of these codes.

I. Introduction

Most known classes of binary error-correcting codes have
been designed fcr use on symmetric channels, i.e., channels for
which the error probabilities 1 - 0 and 0 = 1 are equal.
However, in certain applications (e.g., LSI memory protection
(Ref. 1), optical communication (Ref. 6)), the observed errors
are highly asymmetric, and the appropriate channel model
may in fact be the Z-channel, in which the transition 0 - 1 is
impossible. Of course any code capable of correcting ¢ errors
on a symmetric channel will also be capable of correcting ¢
Z-channel errors; but at present there is no entirely satisfac-
tory technique for dealing directly with asymmetric errors,
comparable say to the BCH-Goppa construction (Ret. 5) for
symmetric errors. Recently, however, Constantin and Rao
(Ref. 1) gave an ingenious construction for a class of binary
codes capable of correcting a single asymmetric error. Since
our article is based on theirs, we begin with a description of
the C.-R. codes.

Let V, denote the set of binary n-tuples, and let G be any
Abelian group of order n + 1. We suppose the nonzero
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elements of G are indexed g(1), g(2), - -, g(") For each x =
(xg. " x,) €V, we define
n
- = 0]
1x): = Y x,g¢ )
i=1

the addition in Eq. (1) taking place in G. For each g €G,
define

V, @) - a€V, :7(x) =g} (2)

Constantin and Rao showed that each of the subsets V,(g) is
(qua code) capable of correcting one asymmetric error. They
abserved that since there are n + 1 sets ¥, (g), and since cach
of the 2" elements of V,, belongs to exactly one of them, then

n

2
|Vn(§)l > forsomeg€G 3)
n“'

T e,
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Since 2"/(n + 1) is an upper bound on the cardinality of a
single symmetric error-correcting code of length n, the simple
bound of Eq. (3) already indicates that something interesting
is afoot,! and one naturally wishes to know more about the
numbers |V, (g)l. As a step in this direction, Constantin and
Rao showed that

V0=V (9L alg€lC “)

in effect Eq. (4) eliminates the need to consider V, (g) for g #
0. However, this is as far as Constantin and Rao went; they
were unable to find an exact formula for 1V, (0)] except for
certain special groups, and they did not identify the group or
groups of order n + | yielding the largest value of |V, (0)}. We
have been able to fill in these gaps using finite Fourier analysis.
The details of our work appear in Sections Il and III, but here
we sketch our main conclusions.

First, we have obtained an explicit formula for |V, (g)l in
general. The formula depends on the characters of G, and is
given (with the change in notation noted below) in Theorem 1
of Section 1. For g = 0, the case of primary interest, however.
the formula simplifies to

. 1 ° _
W0 = — Y. 2t Dsot) -1 )
h odd

the summation in Eq. (§) being.extended over all elements & €
G whose order o(h) is odd. We can also show (Corollary 1,
Section 111) that the maximum of |V, (g)l is often not attained
uniquely:

, WV, @I <V (0)). withequality if and
¢ only if o(g) is a power of 2.

In particular, if n + 1 is a power of 2, all CR codes of length n
have exactly 2"/(n + 1) codewords. Since this is also the
number of words in the Hamming single (symmetric) error
correcting code of the same length, we conclude that the CR
construction is uninteresting for these lengths. However, it will

[ T

1 follow from our results that for all other lengths, the CR
construction produces codes that are strictly larger than the
: best single symmetric error correcting code.

Vindeed, if n is even, the maximum size for a single symmetric
error-correcting code is € 2*/(n + 2), and if n = Y(mod 4), itis <
2%/(n + 3). (See Ref, 4, Chapter 17.) Hence (3) shows that the best
CR code of lengths = 0, 1, 2(mod 4) has more codewords than any
code designed to correct one symmetric error.

We will also show (Corollary 2, Section 1{):

n-2
1 bl +n‘, A)3——
n+tl

with equality if and only if n + 1 is a power of 3 and G is an
eiementary Abelian 3-group. And finally, we will show
(Corollary 3, Section IlI) that among all Abelian groups of
order n + 1, |V, (0)] is maximized only by those groups whose
odd Sylow subgroups are elementary Abelian.

v, (o) <

Change in notation:

In what follows, the order of G will be denoted by n rather
than n + 1. Furthermore, in Section 1lII we shali index the
elements of G, zero included, as G = {g(®), g{1) ... gln=1)
and redefine the mapping y: V, - G by

n-1
7(x): = ing(")
=0

We shall then study the numbers
f@): = [ {x€V, 1v(x) = g}l

The effect of this is that to translate our formulas for f(g) into
formulas for |V, (g)], one must:

(1) Replace nby (n *+1).
(2) Divide the f(g)'s by 2.

Thus, for example, Corollary 1 in Section IlI reads f(0) < 1/n
Z 27/0(h); using (1) and (2), we obtain [V, (0)I<1/(n+1) =
2(n+1)/o(h)=1 45 claimed in Eq. (5).

il. Some Fourier Analysis

Let G be a finite Abelian group of order n, which we write
additively. Then G is a direct sum of cyclic subgroups. This
means that there exist elements v, 7,, - -, 7,, in G of orders
ny, ng, -+, N, withn=n;n, - n,, such that every
element in G has a unique expansion of the form g = g,7,
+.-.+g, 7, With0 <g‘<n, i=1,2,.--,m. For brevity,
wewriteg=(g,,- - .&p)

For each 1€ (1,2, .-, m}, let {, be a complex primitive
neth root of unity. We define a mapping @, 4 of G X G into
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the complex numbers as follows. Let
(hyooo-ih

g=(g,~"'.gm),/l=

m )

m ¢ h
= H g—'l 1 (())

=1

@

This mapping enjoys the tollowing easily-checked properties.

(g ={h g (7)
(. Mg hY = (g hth" (8)
(g = Gg. b = @ (9)

Z (& __.Olt.k#g (10)

(e G nif h=

Now let f(g) be any function ‘mapping G into the complex
numbers. The Fourier transform f of fis defined as follows:

Fy: = 2 -or (@ (1

gEG

Using the properties of Egs. (7). (8). and (10). it is easy to
verify the Fourier inversion formula:

1@ =+ X hoi) (12)

heG

This is well-known and can be found, at least implicitly, in any
good algebra text, e.g., Ref. 3, Chapter 1. We now derive an
alternate version of Eq. (12). which is not as well-known, but
which is often useful.

Let us call two elements & and k' of G equivalent, and write
h~ k', if h and i’ both generate the same cyclic subgroup of
G. From now on we shall assume that the Fourier transform
of f has the property that f(h) = f(h") whenever h ~h'.

If G = G,UG,V: - - - UG, is the decomposition of G into
“~" equivalence classes, and if h,, -, h, are arbitrary
representatives of these classes, then Eq. (12) can be written as

f@ =—Z f) X tho (13)

hEGI

12¢

Ll

h, has order d,, then every element hE€G, has the form h =
jh; for some wnteger | <j<d, with (j, d,) = 1. Thus by Eq. (9)
the inne1 sum in Eq. (13) is

2 Ghp = Y (gl (14)
15754, 18/<d;
G.d)=1 G.d;)=t

Now by Eq. (9). ¢k, g) is a complex e-th root of unity for a
divisor ¢; of d;. and it follows from a theorem of Ramanujan
(see Ref. 2, Theorem 272) that the sum (Eq. (14)) is equal to
dule)/@e,). where ¢ is Euler’s ¢-function and u is Mobius’
function. Hence Eq. (13) becomes

@ = Z o) ¢(~) fay) (15)

Notice that if we define the product of g = (£,, ", &,,)
andh=(hl,-~~.hm) by

= (glhl.“',gmhm) (16)

then the integer e, appearing in Eq. (15) is just the order of the
element gh,. Thus if for g € G we define

lg] - ue)

o) e = order (g) (17)
Eq. (15) can be written as
1 < ~
f@ == 3 ¢d)len) Fn) (18)

i=1

Finally we note that [gh] = [gh,] for all h € G, and that
IG,I = ¢(d‘). and so Eq. (18) can be written in either of the
following ways:

1 < a
f@) =+ § o(d) [hp] f(h), ifg~h  (19)
1© =5 X len 7t (20)
heG
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ill. Main Results

Let 7 = {g0), 1) oo =) he 4 finite Abelian group
(we assume g{0)Y = 0), and let }”

0's and I's. For x= (xgo X, o0 x, ) €1 define the
mapping y.}', — G by
n-|\
yi{x): = Z x,.g(’) (2
i<0

Our problem s to count the number of times cach element tn
G is covered in this mapping, i.e.. to find the numbers

F@: = 1{x€V, :1x) = g}| (22

We will solve this problem by using the results of Section (1.
Here is the result:

Theorem 1:
Foreachg €G,

f(x)=% 2 (hgamew (23)

h odd

In particular,

JO = 3 e (24)

h odd

(In Eqgs. (23) and (24), the symbol o (h) denotes the order of
the element & € G, and the summation is extended over all
elements in G of odd order.)

Proof:

This will follow from Eq. (12), once we compute f(h).
From Eq. (11),

fmy= Y h-f@)

1€EG

=Y hof@) (from Eq. (9))

2€G

T by 5@ b 4

x€ V"

*n-18 (r=1))

(from Eq. (22))

,, denote the set of n-tuples of

n o

= n (1 +(=h, g

r 0

(from Eq. (8)

One can easly see from Eq. (6) that for a fixed value of A,
with o(h) = d. the mapping g - &h g 1s a homomorphism of
¢ onto the complex d-th roots of unity. Thus it K denotes the
product ll" Y+t bemg an appropriate primitive
complex d- th root of unity, j(g) = K¢, But the d complex

numbers {1 + ¢4 0' are roots of the equation (2= 1)4-1=0,
and so their pmduu s 1 - (-9

hence K = 2 if d 1s odd,
K =0ifd 1seven. Hence

0 ifo(h)iseven

Fn

= 20U if o (hYis odd (25)

and theorem | follows.
Corollary 1:

S@<f0) =1 3 2o

1odd

with equality if and only if o(g) is a power of 2.

Proof:

From Theotem |,

f® V@IS~ T 1Kh 1200 (26)

h odd

But (h, g), being a complex root of unity, has absolute value |,
and so

fO<- T 2o < 50y (27)

h odd

This inequality will be equality, if and only if {h, g) = 1 for all
elements & of odd order. Now from Eq.(9) (A, g) will in
general have an order which divides g.c.d. (o(#),0(g)). Hence if
o(g) is a power of 2, then (h, g)= 1 for all & of odd order, and
equality holds in Egs. (26) and (27). Conversely if o(g) isnota
power of 2, then in the expansion g = 5,7, tte 1,
there will exist an index i such that g, # 0, and o(x Y, )is not a
power of 2. If o(y) = n, = 2% withqodd letdtgcd (2%,

n ) Thend#0 (mod nSsmce 3,7, s order is not a power of‘é
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It the integer Izl 1s chosen so that 0 < h’ < n - I and (2"g’ )h' =
d tmod n ) 1t follows that h = 2"/117, has odd order., and that

2";{’

hog)=1¢ ""=§;‘¢ i QED.

i

Corollary 2:

FO)YK Un (2 +(n- 1)2"3), with equality it and only if n
is a power of 3, and G is an elementary Abelian 3-group.

Proof:

From Corollary 1,

f(o) =_’|_’_ E 2n/u(h)

h odd

=_'ll_ (2n+ z 2n/n(h))

h odd
h+0

If h = 0, but o(h) is odd, then o(h) > 3. Hence 2"/0(M < 2n/3
and so

T <7 - )23 (28)

F juality clearly holds in Eq. (29) if and only if every element
in G (except 0) has order 3, i.e., iff G is an elementary Abelian
3-group. QED.

To state our final corollary, we need to introduce some
number-theoretic notation. Let the prime-power decomposi-
tion of n be

n=[1s"" 29)

pin

and let P, be the set of odd primes dividing n. If = is a subset
of P, we define

am: = [1 (7" -1) (30)
pER

m: =[] 31)
pEN

1%

Corollary 3:

It G 1s a group of order n, then

> a mrin (32)
rr:Pl(n)

. |
10) <

with equality itf for all odd p. the Sylow p-subgroups of G are
elementary Abelnan.

Proof:

Let

G = E(;p

pln

be the decomposition of  as the direct sum of its Sylow
subgroups. If 7 is a subset of P (n) let S be the subset of &
consisting of these elements whose orders involve exactly the
primes in 7. Then clearly IS"I =a_(n), and every elementin §_
has order at least [r]. The inequality of Ea. (32) follows.
Furthermore, equality holds in Eq. (32) iff each element in
each S has order exactly |w]. and this will happen iff each
odd Gp is elementary. QED.

We conclude with one illustration of how Theorem 1 car be
used to compute the values f(g), for all g € G. Suppose, then,
that G =Z 'BZQ is a direct sum of a cyclic p-group and a cyclic
q-group, p and q being odd primes. We represent the elements
of G as pairs (x, v), 0 K x < p,0 <y <q. There are just four
equivalence classes of elements in G, and we can choose as
representatives of these classes (0, 0). (0, 1), (1.0), (1, 1). The
following table will prove useful:

i h d, o(d,) &)
0 ©0 | 1 274
I o1  q q-1 2
2 (0 p p-1 pal

3 Ly Pq P-1D@g-1) 2

Now what Eq. (19) says, in essence, is that the value f(h,) is
the j-th component of the vector = 1/n H T, where H is the
r X r matrix defined by

Hy: = o(d) hp) 33
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and f 13 the column vector whose i-th component 1s f(hl), In

the present case, clearly

7= (29,22 29 )

and from the above table we compute

"l @-n @-n
! ! (p-1
| q@-1 -1
I -1 -1

Hence

[k, =E'5(2W+(q— D2 +(p-10294 (p- Dig- D2}

f(h‘)-.:;}q_{zpq- zp +0,- l)?.q-

f(/l._,)=,:d’{3’"q+(q>l)3”~ 29 - fq-1)2"
. |
(h))=-= {279 - 2P - 294 2!

For exampl» with p =3, ¢ = 5, we get flhy)= 2192 fth )=
(p-Ng-1) 2IR8, plhy)= 2184, flhy)= 2182, Tihis means that the CR
cades of length 14 defined by this group have

-p-D
~g-1) 109 1fg ~ i,
+1

1094 it g ~h,
W1 a®1 = j002irg ~ 1,

1091 lfﬂ“’h}

The best possible single symmetric error-correcting code of
(p-1)2}) length 14 has only 1024 words (see Ref. 4, Appendiv A).

References

l. Constantin, S. D. and T. R. N. Rao. “On the Theory of Binary Asymmetric
Error-Correcting Codes.” Information and Control, in press.

t9

. Hardy, G. M. and E. M. Wright, An Introduction to the Theory of Numbers, (4t} cd.)

London: Oxford University Press, 1960.

3. Lang, S. Algebra. Reading, Mass: Addison-Wesley, 1965.

4. MacWilliams, F. J. and N. J. A. Sloane, The Theory of Error Correcting Codes.
Amsterdam: North-Holland Publizhing Co., 1977.

S. McEliece, R. J. The Theory of Information and Coding. Reading, Mass: Addisun-

Wesley, 1976.

6. Pierce, J. R., “Optical Channels: Practical Limits with Photon Counting,” IEEE Trans.
Communications COM-26 (1978), pp. 1819-1821,

-y

12¢



Pt

g

b,

o

al

N79-25105

DSN Progress Report 42-51

March and Aprnil 1979

Carrier Tracking Loop Performance in the Presence of
Strong CW Iinterference

B. K. Levitt

Communications Systems Research Section

In a coherent data link, narrow-band radio frequency interference (RF!) near the
carrier frequency can degrade the link performance by impacting the carricr tracking loop
behavior and producing a partial or complete loss of coherence. If the RFI is strong
enough, this effect can occur even though tne frequency of the interference lies well
beyond the carrier tracking loop bandwidth. In 1973, F. Buno and A. Blanchard
independently performed similar analyses of the response of a phase-locked loop (PLL ) to
a continuous wave (CW) interferer, and derived conditions under which the loop dropped
carrier lock and tracke:! the interference instead. This paper compares the contributions
of these two analysts, and extends Bruao’s closed form approximetion for the loop phase
crror. This result is applied in a subsequent article to the general problem of coherent
detertion of residual and suppressed carrier telemetry in the presence of strong CW

interference.

I. Introduction

Because of increasing competition for the available RF
spectrum, the DSN has become concerned about the disruptive
potential of RFI on networl operations. In an effort to define
the RFI threat, the DSN is currently developing a sensitive
wide-band RFI monitoring capability to detect and identify
sousces of RF! at the Goldstone complex (Ref.1). This
surveillance system wiil characterize the RF environment in
which the DSN functions, but a parallel activity is needed to
investigate the effects of different classes of RFI on compo-
nents of a DSN recciver, and ultimately to determine the
resulting degradation in link performanze. One recent example
of this is Low's simulation work at DSS 1] to measure the
increase in telemetry error rate due to CW interference at odd
harmonics of the data subcarrier (Ref.2). As s further
contribution to this effort, this paper reviews and extends

10

some earlier analyses of the impact of a CW interferer on the
performance of a carrier tracking loop,

One of the first investigations of this problem was the
experimental study conducted in 1966 hy Britt and Palmer at
Langley Rescarch Center on second-order PLL's (Ref. 3). They
measured the loop phase error as a function of the interfer-
ence-to-carrier power ratio (P,/P,.), and determined limiting
values of P//P. for which carrier lock was lost, for CW
interference within the loop passband. In' 1972, Ziemer, at the
University of Missouri, reported on a perturbation analysis of
weak CW interference in Costas loops (Ref. 4). He restricted
the interference levels to be small enough to allow the
degraded carrier tracking loup to remain in its linear operating
range. In their independent analytical treatment of PLL's, in
1973, Bruno (Ref. 5) of Hazeltine Corporation and Blanchard
(Ref. 6) of Centre Spatial de Toulouse (France) eliminated this

. -
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constraint, permitting P;/P. to become large enough for the
loop to produce a steady-state static phase error well outside
the linear region. Using the same mathematical approach, they
solved for the loop phase crror and detived loss of lock
conditions that are principally valid for strong CW interference
beyond the loop passband. However, whereas Blanchard left
his solutions in implicit form, Bruno derived explicit approxi-
mations for the degraded lonp phase error that are accurate
over a small part of the lock region. In the rest of tiis paper,
we will examine the contributions of these two analysts in
some detail, and extend Bruno's closed form approximate
phase error results to the entire lock region.

ll. Analysis

Consider a PLL which is initially locked to a carrier with
amplitude A4 and frequency w,. In the presence of a CW
interferer at offset frequency Acw, with a® = P,/" , the PLL
input is

r(t) = V2 A [sin w,t +asin (w, + Aw) 7] . )
Neglecting the 2w  term, the loop error signal is
€(t) = /2 r(t)cos [w,t - 6(0)]
= A [(1 +acos Aw?) sin ¢ (2) + a sin Awt cos ¢ (1))

#)]

Using the operator p = d/dt, the loop phase error is
constrained by

60) = - Ko [%ﬂ] €@, @)

where F(s) is the loop filter and K., is the gain of the
voltage-controlled oscillator (VCO).

Equations (2) and (3) cannot b solved analytically for ¢(¢)
for all values of a and Aw. However, bised on their
experimental observations, Bruno and Blanchard both adopted
the steady-state trial solution

o(t) = N+osin(Awt V), @

where the static phase error A[e - #/2, n/2]). Note that Eq. (4)
implies that the average VCO frequency is w, reflecting the
assumption that the loop remains locked to the carrier with an
RFl-induced oscillation at the beat frequency Aw. Substitut-

ing this trial solution for ¢(¢) into Egs. (2) and (3), and
equating the dc, cos Awt, and sin Awr coefficients on both
sides of the resulting equation, Bruno derived the lock
constraints

. ~ _ 0_29 s Y
sin A = 2 () (s)
. _ gfg cos Y
sin(A-v) = 3 0‘———"1 @)’ )
0b sinw+2.1!(a)cos;2\ 2 . 026 cos ¥ | 2 -2
Jo(o)- Jz(o) 2J,(0) )
N

where ¢ is the phase angle of F(jAw), § is the normalized
offset frequency

- Aw
Y 2TK, o IFGAD) 1" ®

and ¢ and 6 are implicit functions of Aw in Egs. (5)-(7). The
Bessel functions above result from expansions of sin [0 sin
(Awt + )] and cos [osin (Awtr ++)]. This trial solution is
valid if components at 2 Aw and higher can be ignored, which
requires that ¢ be on the order of 1 rad or less so that terms of
the form Jn(o) for n > 2 are negligible relative to their lower
order counterparts. This does not severely limit the usefulness
of these results since larger values of o correspond to peak
phase errots on the order of m/2 or higher, at which point it
becomes questionable whether the loop can properly be
characterized as being locked to the carrier. Since o increases
monotonically with a, the implication is that as the "terfer-
ence power rises, there is a brief transition region in which the
loop is not locked to the carrier or the CW interferer, and the
form of the phase error differs from Eq. (4) for Jarge o.

Blanchard adopted the same trial solution and again
considered only components at dc and Aw, but he made
seveial simplifying assumptions. He neglected J (o) forn> 1,
restricted himself to second order loop filters of the form

1+ 7,8
F@) = 1 7.8 ®
or
1+ 7,8
F@ = — (10)
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where 7 2> 1, oand assumed that A >> 11, so that
. 2
[FQAW ) = , (rn

0.

<-
o

Then Fq. (7) reduces to

2 4 Y 2
oo ] b [
2@ | @] | @

Actually, Blanchard’s restrictions are not unreasonable. Most
PI 1 s are currently implemented with second order filters, and
for a given a. a large Aw 1s ¢Hnsistent with a small o, which is a
necessary condition for the unalysis above to be valid. What
Bruno's results can accommodate that Blanchard’s preclude
are situations 1 which Aw is too small for Eq. (11) to hold.
yet ais low enough to vield an acceptably small value of o.

()

Note that Eq. (5) is meaningless when the magnitude of the
right-hand side exceeds |. Consequently. Bruno and Blanchard
both adopted | A | =n/2 to be the limiting condition for the
loop to be locked to the carrier. They later confirmed this
result experimentally. So, for a given Aw. the loop remains in
lock for | A< n/2, which translates into 6 <o, or a<a,.
Equation (5) defines o as a function of 8.

o2
o _ 2 (13)
.Io(uo) {6cosy |’
and, using 0 = g, with | A [ = 7/2in Eq. (7) yields a :
o | J(e) l o, XCARNATS)
(14)

In Appendix A, it is shown that the implicit dependence of a,
on & in Eqs. (13) and (14) can be replaced by :he simple
explicit relationship

2
0022

3
—__cosw] (15)
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In particular, when Aw 1 much larger than the PLL
bandwidth so that y > 0, Eq. (15) is accurate for 0‘4’ <L <90,
which is everywhere Egs. (13) and (14) are vahd.

For given loop patameters and values of § and a <a .1t s
difficul* to compute o using Egs. (7) or (12). While Blanchard
left huis solution n this imphert form. Bruno simplified the
computation by substituting

R} ~
Jot@)=Jt0) = 1 -Fo? and 2J, &,g) =1

in Eq. (7). resulting in the perturbation expressions,

02

0 = N LA

s

2 Y : [ , 27 D 2
§° + 28 sin Y cos A+ cos A+ia

for smail o. However, Eq. (17) is still complicated by the
dependence of cos A on o via Eq. (5). To circumvent this,
Bruno restricted his approximation to the region ¢ << g, 01
I sin A | << 1. allowing Eq. (17) to trivially simpiify to
2
i e (18)
82+ 28sin Y +1 +“3a2

In Appendix B. it will be proved that for 0% << /2 and
any value of | A | € /2, ¢ can be accurately computed from
the explicit approximation

2
of x e (19)

524 28siny+1

In particular, if "3, < /2. Eq. (19) is valid over the entire
PLL lock region. Completing the solution for A and v for small
a. Egs. (5) and (6) reduce to

2
sin A = - g___;q_{_ . (20)
06 cos ¥

(2n

sin(A-v) - p

!Bruno derived Eq. (15) (as did Blanchard with y = 0) for small o, (0t
large a,); hawever, the constraint of Eq. (16) under which Eq. 1S is
valid, is our contrihution.
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il Example Applying Eq. (13) to the given loop parameters, we find
that o Z 1 rad for Aw/"ﬂ>B this is the region for which
the .malyus above is valid. Also for this range of Aw, the
constraint of Eq. (16) is satisfied. indicating that Eq (15) can
be used to computz a2, the limiting interference-to-carrier
power for which the PLL maintains carrier lock. The loop lock
2 sec region is illustrated in Figs. 1 and 2. Using Egs. (5) and (7) for
Aw/[2m near B, . and the simpler approximations of Egs. (19)

) and (20) for Aw/2n>> B, , profiles of & and o were also

T, TR computed for |A|<mf2 and presented in these figures. As
expected, the farther the interference lies outside the loop
bandwidth, the larger the value of P|/PC required to pull the
loop out of lock, and the smaller its effect on the loop
behavior as measured ty o . Also, az >> 1 over much of the
for which the loop noise bandwidth at threshold and at the  lock region for which the analysis applies, which supports the
specified operating point are given by strong CW interference restriction in the title of this paper. Of
course, as mentioned earlier, for offset frequencies within the

loop bandwidth corresponding to o, > 1 rad. the loop can be

To illustrate these results, consider a loop filter of the form
of Eq. (9). representative of a PLL in a DSN recerver. For
example, suppose

~
"

AK = 1000 sec™! 2

Vco

2B, = —2%= 12 Hz, pulled out of lock for P, ~P.. and Eq. (4) simply does not
represent the form of the phase error in this region.

A KVCO 2 Figure 1 shows that for a given value of Aw. the loop phase
1 *—"*—'T — error 1s not significantly degraded until & approaches wne
B, = —_— = 176Hz. (23)  limit a . This behavior is illustrated in more detail in Fig. 3 for
’ 47, Aw/27' = 1000 Hz, using Egs. (19) and (20). ;
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Appendix A
Derivation of Lock Constraint Approximation

Equations (13) and (14) can be combined to vield the Tomputing the inverse square of the last two polynonuals, we
expression tind that
-2 2 4
2 a o
04 2 . 2 0 o o
¢ 08 Y sin AN - > 14 242
=y oy s [ sine 7L [ \ X
NN ol 0 J(0,)- T (o) % MG
2= N A 0o 2w
[cos ¢ "Jl
o
Al , 3} 730}
(A-1) [olo,) - Jyo 172 = 1+ 54 s (A)

But to order ¢*. the Bessel functions above may be approxi-

mated by the power series o . )
Substituting these expressions into Eq. (1) vields the result

o o2
J(o) =1- 2+ )
ol =1 e o AR
- = 1+—2gin2y b1+ —2) -2 (A-
, \ NS 1 5 Sin” Y 1 " % (A-4)
ﬂ! f&:l_?ﬁ,‘_f_o_ -lcoswl
T 9, - 8 192
2 a Therefore the lowest order in o, Eq. (15) is valid provided the
J(6)-J(c) =1 __:‘& +_°£ (A2) constraint of Eq. (16) is satisfied. The 0: term is retained in
0 o V07 T 8 48 - - Eq. (16) because it dominates when ¢ = 0.
!
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A" ol S = i N o A . :

& g~ .- [N ) S m

s



Appendix B

Derivation of Extended Range Approximation for o2

For o® << 8/3, the Bessel function expressions of Eq.
(A-2) simplify to
~ g - - a
Jylo) = 2"1‘6‘ = J(0)-J,(0) = | (B-1)

Substituting Eq. (B-1) into Egs. (5) and (7) yields the
approximations

25 .
sin\ = - 0608V (B-)
2
o= @ (B-3)
5%+ 26 sin Y cos A + cos? A
We want to prove that in the lock region,
IsinA]<1, (B-4)

Eq. (B-3) can be accurately approximated by Eq. (19),
provided 0% << /2.

When | § cos ¢ | <+/2, we have

2 2
|sin A | =’a—2“l8c0sd/l<—o-—

V2 <1 (B-5)

so that cos A = | and the desired result follows trivially.

Now consider the region |8 cos V| 2 /2. To demonstrate
that Eqs. (B-3) and (19) are equivalent, we will prove that the
difference between the two denominators is negligible. That is,
we want to show that

A

| (25 sin @ + 1)~ (26 sin ¢ cos A + cos® A) |

28 sin ¢

:~2
sin® A 1+cosA

(]

1+

K8 +2Bsiny+1,

To verify Eq. (B-6), it is sufficient to prove that

Ta e bt T e s e e

52+ 2% y+1
sin? A << min [ S :I (B-7)

Janw2 N Anssinyl
since Xe [- /2. n/2]. But for 0% <<v/2,
/-
[sin A [ <<[&cosy | V2, (B-8)

and, using Eq. (B-4), this implies that

sin? A << |6 cos ¥ |/\/ 3. (B-9)

So Eq. (B-7) will follow if we can show that

V2I(EP+28siny+1)
B= min |-~ oo |21
fanc2 | 18cosy 11 +ndsiny |
(B-10)
From Fig. B-1, it is evident that § may be written in the jormn

V22 +28siny+1)
6 cos ¢ (1 +26siny)

0K 8 sin Y <oo

VI +Bsingtl) 2
8= \TocosyTC1 +55in vy i-3<osin ¢ <0 (B11)

VIE2+28siny+l)
|8 cosy |(-1~-28siny)’

s
oo < § sin ¢/<‘§‘-

It can be shown that there is no loss of generatity in restricting
& and V¥ to the range - 7/2 < ¥ <7/2 and & >+/2/cos ¥, since
other values of these parameters yield a value of § fr- n this
restricted range.

Now, using elementary calculus, for a given value of  in
this range. § in Eq. (B-11) can be minimized over § within is
range: the results are presented in Table B-1. As shown in the
plot of 8(8,,,,) vs. ¥ in Fig. B-2, § has a minimum value of }
which occurs at ¢ = 54.74° and & = &, = 2.45. This com-
pletes our prnof.

s
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Table 8-1. Variation of minimum vsiue of 3 with ¢

min W) - ,;‘(hmm)
-, InY R .
Range of ¢ >\ 2cos v P mun
307 < v N 90° (V2 sy cos )71 o0
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bl

REET R N G '

o Jeos* v+ 4/ 2conpniny +4
Day <865 VZeos v ning

Tcon
2 Ve
2eost Y+ 42 cos posin v

h) 2

. ooty + 4 /3 cosy siny +4
LT < <0 Y

2costy+ Zﬁ cos y sin Y

V3lcos v

SNy & =117 (/2 siny cos )] o

47607 < ¢ < -30° 22 (0 + sy fos v S+ 2an )

. . Jeos?u 44/ 2 cosvany +4
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DSS 13 Antenna Monitor System

B. Siev and D. Bayerou
Communications Systems Re.earch Section

A monitor system is being developed for the 26-meter antenna at DSS 13 so that
unattended station operation can proceed safely. The antenna has been successfully
operating unattended since July 1978. This article documents the part of the monitor
system that is currently in use. A later article will be issued which will document the full

monitor system.

I. Introduction

The part of the monitor system that is currently function-
inc at DSS 13 checks system pressures, accumulator pressures,
differential pressures, wind velocity, power supplies, fluid
temperatures and fluid levels. These system measurements are
sent to the antenna controller from a data sampler that
interrogates the transducers. The antenna controller decides
and takes appropriate action. Some measurements are checked
continuously and some measurements are checked as a
function of antenna state.

l. Continuous Tests

A. 5-Second Tests

(1) The data sampler
If it is not functioning, the antenna is shut down and
the problem is logged.

(2) The wind tower power supply
If it is not fungtioning, the antenna is shut down and

the prolem if [dgged.: -
U Ruge -
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(3) Fluid level
If it is greater than 23 c¢m or less than 11 cm, the
antenna is shut down and the problem is logged.

() The 2 control room power supplies
If either is not functioning, a warning is logged.

(5) The fluid temperature
If the fluid temperature is too high, the antenna is
stowed and the problem is logged.

(6) The lube oil pressure switch
If the system is not pressurized, this test is ignored. If
the system is pressurized and the lube oil pressure
switch is off, the system is shut down and the problem
is logged.

B. 19-Second Tests

(1) Wind velocity and gusts
If the wind velocity exceeds 20 m/s or gusts exceed 25
m/s, the antenna is stowed and the problem is logged.

(2) Wind direction
Wind direction is displayed.
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lll. Electronics On, Pumps Off
A. Disable Monitor Circuit

If it is off, the antenna is shut down. The momtor system
determines which of two conditions caused the problem: loss
of the Hydro-Mech 28 v power supply or Jisable button, and
logs the problem.

B. Accumulator Pressures

If any pressure is not within the specified range, the
antenna is shut down and the problem is logged.

(1) Azimuth low speed
5.5 X 10¢ - 8.3 X 10® N/m?

(2) Azimuth high spe:d #1
6.2 X 106 - 9.3 X 10¢ N/m?

(3) Azimuth high speed #2
6.9 X 106 -9.3 X 10° N/m?

(4) Elevation System #1
8.3 X 106 - 10.3 X 10% N/m?

(5) Elevation System #2
8.3 X 10® - 10.3 X 10 N/m?

C. Brakes

If any brake is off, the antenna is shut down and the
problem is logged.

IV. Pumps On, Low Speed, No Drive

A. Accumulator Pressures

If any pressure is not within the specified range, the
antenna is shut down and the problem is logged.

(1) Azimuth low speed
8.3X 108 —13.1 X 106 N/m?

(2) Azimuth high speed #1
6.9 X 106 —9.3 X 106 N/m?

(3) Azimuth high speed #2
6.9 X 106 — 9.3 X 106 N/m?

(4) Elevation system #1
8.3 X 106 — 21.7 X 10° N/m?

(5) Elevation system #2
8.3 106 —21.7 X 106 N/m?

(6) Elevation low speed
12.4 X 108 = 20.0 X 108 N/m?
&8
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B. Brakes

if any brake is oft, the antenna 15 shut down and the
problem is logged.

V. Pumps On, High Speed, No Drive

A. Accumulator Pressures

If any pressure is not within the specified range, the
antenna is shut down and the problem is logged.

(1) Azmuth low speed
55X 10% - 8.3 X 10® N/m?

(2) Azimuth high speed #1
8.3 X 10® - 15.5 X 10¢ N/m?

(3) Azimuth high speed #2
8.3 X 10% - 15.5 X 106 N/m?

(4) Elevation high speed
18.6 X 106 - 21.4 X 10° N/m?

(5) Elevation system #|
18.6 X 108 - 21.4 X 10® N/m?

(6) Elevation system #2
18.6 X 106 — 21.4 X 106 N/m?

B. Brakes

If any brake is off, the antenna is shut down and the
problem is logged.

Vi. Low Speed Drive

A. Differential Pressures

If any pressure exceeds the specified limits for longer than
20 seconds, the antenna is shut down and the problem is
logged.

(1) Azimuth low speed
5.5 X 10 N/m?

(2) Elevation low speed
3.8 X 10% N/m?

B. Brakes

If any brake is set, the drive command voltage is set to zero,
the antenna is shut down and the problem is logged.

el e bR am
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VIi. High Speed Drive
A. Differential Pressures
If any pressure exceeds the speaified hnuts for longer than
20 seconds, the antenna s shut down and the problem s
logged.
(1) Azimuth high speed
13.8 X 10% N/m?

(2) Elevation lugh speed
12.8 X 10° N/m?

140
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B. Erakes
It any brake s set, the drive commuand voltage s venio zero.
the antenna s shut down and the problem s logged.

Vill. Comments
The monttor system has been functioniny s planned. 1o has

been used since July 1978, It has pertormed properly in high
winds and has correctly reported all malfuncticns that 1t was

designed to dentity.
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Codes for a Priority Queue on a Parallel Data Bus

D. E. Wailis and H. Taylor

Communications Systems Research Section

The article describes some codes for arbitration of priorities among subsystem
computers or peripheral device controllers connected to a parallel data bus. At arhitration
tme, several subsystems present wire-OR, parallel code words to the bus, and the central
computer can not onlv identtfy the subsystem of highest priortty, but can also determine
which of two or more transmission services the subsystem requires. The article contains a
mathemanical discussion of the optimality of the codes with regard to the number of
subsystems that may participate in the scheme for a given number of wires, and also the
number of services that each subsystem may request.

l. Introduction

This article describes some codes for arbitration of priorities
among subsystem computers or peripheral device controllers
connected to 2 parallel duts bus. At arbitration time, several
subsystems present wire-OR, parallel code words to the bus,
and the central computer can not only identify the subsystem
of highest priority, but can also determine which of two or
more transmission services the subsystem requires. This article
contains a mathematical discussion of the optimality of the
codes with regard to the number of subsystems that may
participate in the scheme for a given number of wires, and also
the number of services that each subsystem may request.

il. Mathematical Discussion

Consider m users strung out along a bundle of n wires,
along which they send one of three demands each, to a central
terminal. User / can demand action 4,, action B,, or no action,
Each individual wire carries one bit of information (0 or 1) to
the central terminal, namely, no user’s signal is on that wire or
some user’s signals are on that wire,

By way of roding we can design a black box for user i, with
buttons A; and B, causing - preselected choices of signals
for the bundle of wires. Pushing neither button will contribute
the Boolean zero; pushing A, will send one Boolean word of n
bits (not all 0); pushing B, will send another; pushing buth 4,
and 8; at once will be prevented by a mechanical contrivance
inside the black box.

When the system is operating the central terminal is
supposed to be able to “understand” every possible message it
gets on the bundle of wires. Whatever Boolean word it gets it
must identify the user of top prionty in that word, as well as
the demaad of that user.

The example in Fig. 1 has users 1, 2, 3 on a bundle of four
wiies. Each wire is represented by a column in the figure. For
cach “button” there is a row representing the Boolean word of
four bits that button will contribute. Thus, if user 3 pushes
button B,, user 2 pushes button 4, and user | pushes button
B, then the word at central will be w,w,w,w, = 011}, and
central will know that the top p.iority user 3 is “on™ and
specifically demanding B,.

To show that the system always works we need an
algorithm to analvze any Boolean word w, w,w,w, which

i1}
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mught appear at the central termmal, One such algonthm is
pictured by the decision tree m Fig. 2.

Now more generally we can try for the most efficient
priority queue (PQ) on n wires. In the example of Fig. | we
could handle one more user of higher priority than the others.
allowing hum just one button. The scheme in Fig. 3 shows a
way of putting n users on n wires, giving two buttens each to
all the lower priority users and one button to the top priority
user,

A clearly defined combinatorial problem arises from the
example scheme of Fig. 3. Under the given conditions, could
any of the users be given more buttons? Arthur Rubin has
given a proof that the answer is “n¢..” Thus the optimality of
the scheme in Fig. 3 has been proven.

Here is proof (due to Lloyd Welch) that if there are n users.
then there must be at least n wires, and the top priority user
can be given only one button.

We assume, of course, that each user has at least one but-
ton, and say that the useis are 1,2, - - -, n with n having top
priority. Consider the follov/ing sequence of possibilities.

(1) User 1 (lowest prioriy) pushes one of his buttons. For
central to know it there must be at least one wire -
let’s call it p,.

(2) User 1 is on p, and usei 2 pushes one of user 2’s
buttons. There must be another wire p, just to tell that
(higher priority) user 2 is demanding something.

(n) User 1 is on p,. user 2ison Py, user n-11s on
p,.,. and use n pushes one of his buttons. As in each
previous case, there must be another wire p,, different
from the wires p .- -, p,., just to tell central that
user n is demanding something.

Finally, the top priority user cannot be given a
sccond button because that would require yet another
wire different from Py Py, and different from

Pu

Iil. Application

The PQ has been uscd as an arbitration code for parallel
srbitration of data-transmission priority among multiple users
(subsystem computers) of an optimnized, 24-line, bi-directional,
digital data 1/0 and control bus connected to a central
computer.

On this bus, it was desired tu timeshare the data
transmissions and the priority arbitrations on the same wires.

142 ¢

The purpose of the arbitration by the central computer was to
entify, from among many subsystems having simultancous
pending requests for data transmission, that particular subsys-
tem whose priority was the highest at that instant. Further,
the scenario for use of the data bus wdentitied two actions (or
services) that each subsystem could request:

(1) Data input (subsysteni has read and unloaded its
data-input register, and 1s ready for next input).

(2) Data output (subsystem has written and loaded 1ty
data-output register, and 15 ready to output).

It was then desired to vecior these requests to the cential
computer, so that the central computer would not have to
make any further tests to deterimne the direction (input or
output) of the desired data transmission. It was evident that
economy of wire usage would require the subsystem computer
to determine, for itself, which direction of transmission was
the more important at a given instant. Then, the subsystem
would make an interrupt reguest, and would drive the bus at
arbitration time with a parallel code word. the receipt of
which at the computer would be sufficient both (o identify
the subsystem and to identify the desired direction of
transmission.

In the bus design, it was desired to arbitrate prionities in a
manner which was independent of the relative positions of the
various subsystem computers, and the central computer itself,
along the bus, i.c.. independent of the electrical cluseness of
the subsystems to the central computer. Thus, the parallel,
wire-OR connection for driving the arbitration code words
onto the bus was adopted. It then became evident that it
would be desirable to maximize the number of users that
could arbitrate simultaneously on a fixed number of available
wires. Thus, the combinatorial study of the various possibi-
lities and their degree of optimality was undertaken.

iV. Conclusion

The number of wiies in the data bus is becoming a masor
cost factor in computer and signalling systems, and it is highly
desirable to maximize wire utilization. When parallel arbitra-
tion of transmission priorities is used, as for example on the
Mod Comp! computers of the DSN, more arbitration informa-
tion can be carried on the wires than is presently transmitted.
With 16 data lines and one “request™ line, the Mod Comp
presently arbitrates 17 priorities, with (in the terminology of
this article) one demand per priority. The scheme discussed
here, when applied 10 the same case (where one wire of the 17
is a “request™), also permits 17 priorities, while also affording
two demanas 1o 15 of these priorities.

! Mod Comp™ is a registered service mark of Modular Computer Sys-
tems, Inc., Ft. Lauderdale, Florida.
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Fig.2 Decision tree for decoding the exampie code given In Fig. 1.

.b—

0

E’Eo

£
~

' oo
A3 ® e
-
8 L e
A e/
& | e |
A ‘l# |
lelnle
AEIE
£ 3|23
L
IKIIRIN)

Fig. 1. Example of priority code on
four wires with three users and

two actions per user
A [eTe Ay[ee]e Ar[e]eTaToe
LY . 8, ° L) °
@ A (e e Ay[eTe @
» . s, .
@ A le Aleje |
A e jefefe]el]
o % 2
Arloe oo e
] . :
0 1 Ay[eleTe
@ ] o [T Ts
l Alcle
@ > N
.\‘ [ ] i .
Fig. 3. Efficient priority codes that maximize the number of users

onnwires,n=2,3,4,5

.
pace 8

WW

POOR

143



L

N79-25108

DSN Progress Report 42-51

March and Apnl 1979

Mathematical Model for Preventive
Maintenance Scheduling

G. Lorden

California Institute of Technology

D. S. Remer

Communications Systems Research Section and Harvey Mudd Coliege

A model is formulated to describe the effect of the time interval chosen for preventive
maintenance upon the frequency of failure and frequency of total maintenance (preven-
tive and corrective). Trade-offs between these two frequencies are determined by compu-
tation of an optimal interval in the casc where the failure distribution is known. For
unknown distributions, an adaptive statistical technique is developed that converges to an
optimal preventive maintenance interval. A numerical illusiration is given.

I. Introduction

The proper goal of a preventive mainterance policy is to
improve the availability and reliability of equipment. Such a
policy is likely to be cost-effective, however, only if it is
designed to take into account and to control the overall cost
of corrective and preventive maintenance. DSN experience
shows that preventive maintenance is a substantial component
of cost (Ref. 1). This article is intended as a first step in the
development of effective methods for reducing preventive
maintenance costs by performing such maintenance only
where and when it is most effective.

The basis for the method studied in this articie is a probabi-
listic model of successive maintenance cycles. Each cycle ends
with the performanwe of preventive maintenance at a sched-
uled time, or, if failure occurs earlier, with corrective mainte-
nance. Whichever way a cycle ends, the successive cycles are
assumed to be generated by independent trials of some failure

T . f

S M D
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distribution. The broa class of faillure distributions considered
allows for the possibility of higher failure rate early in the
cycle, e.g., occasional bad effects resulting from maintenance
activity,

After formulation of the model and derivaticn of necessary
formulas in Section 1, it is determined in Theorem 2 of Sec-
tion 1II how to make optimal tradeoffs between the frequency
of failure and frequency of maintenance (preventive and cor-
rective combined) by choosing the right time interval for
preventive maintenance based on a known failure distribution.
Section [V considers a statistical teciinique for the case of
unknown failure distribution. This technique modifies the
choice of intervals for preventive maintenance as experience
accumulates. The sequence of choices converges in p.obability
to the optimum, as shown in Theorem 3. A numerical example
illustrating the required computations is given in Section V.
Additional remarks, including possibilities for further investi-
gation, comprise Section VI.

-
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il. The Model

Consider a tixed type of reparable equipment whose times
between failures T,. T, - - - are independent with distnbution
function F. Assume that £ has a continuous density £, and let
h be the failure rate function, f/F, where F=1 - F. Thus, h(r)
represents the rate of failures in the interval between ¢ and
t +dr. Suppose that a time interval m > 0 is chosen for preven-
tive maintenance. Then if a time i has elapsed since the last
failure, preventive maintenance 1s performed. 1t will be
assumed throughout that preventive maintenance, as well as
corrective maintenance, restores the equipment to the conai-
tion where its time to next failure has distribution function F.

Theorem }:

If m > 0 is the preventive maintenance interval, then

Fm)

m

J, F

frequency of failure =

and

frequency of maintenance = T
f F
0

the latter including both preventive and corrective mainte-
nance.

Proof:

If T,, T,.---are the successive times between failures in
the absence of preventive maintenance, then X, = min (m,
T\). Xy = min (m, T,),---are the times between mainte-
nances, and they are independent and identically distributed.
Let N be the number of X’s until the first failure, i.e., the first
time X, =T,. Since N is distributed like the number of
independent flips required to get the first “Heads,” where
P(Heads) = AT<m) = Rm), EN=1/F(m). Let §, =
X, +-+-+X,,n>1,and note that the time of first failure is
Sy =X, +:--+Xy, after which the whole process repeats
itself. Since ES,, = EN - EX,; by Wald's equation for randomly
stopped sums, the frequency of failure is

ill. Optimal Preventive Maintenance for
Known F

Suppose that it is desired to choose a mamtenance interval
n >0 to minhnice

R(m) = Frequency of failures + ¢ « frequency of maintenances

- Fumte

m.
[
0

where ¢ 20 is chosen in advance. The choice of ¢ determines
the tradeoff between the two frequencies. If the choices made
for different types of equipinent are proportional to the rela-
tive costs of maintaining them, then the total spent on mainte-
nance is distributed optimally - that is. minimizes the total
failure rate of all cquipment types. This 1s analogous to the
determination of optimal allocations of spares to different
types of equipment (Ref. 2).

This section considers the case where the failure distribu-
tion, F, is known and, hence, also f and h. Though not very
practical, it is an instructive case to consider. and the results
obtained provide a foundation for the more realistic formula-
tion in the next section.

Theorem 2:

Assume that the failure rate function, A, is continuous and
positive on (0. «) and is “‘peak-free,” i.e., is either monotonic
or else, for some d >0, is nonincreasing on (0, d) and nonde-
creasing on [d. o). Then the limit of /i at +oo, Ji(%0), exists
(possibly infinite) and

(1) If c2h(=°) ET- 1, then R(m) is nonincreasing and
bounded below by its limit at +eo, (1 + ¢)/ET, which is
attainable by choos: 1 = +oo, whereas

(2) ifc<h(oe) ET- 1, ..  the solutions of R(m) = h(m)
are an interval [m,, m,| (possibly m; =m,) such that
R(m) is decreasing on (0, m,), constant on [m,, m,].
and increasing on [m,, o).

Proof:

. _1__ _F ") - F(m) F(m) The limit h(e0) exists since A is either nonincreasing or else
ESN EN - EX 1 EX 1 J"" P >1)d f"‘ F is eventually nondecreasing. By routine calculation,
t)yat
1
’ ’ Ri(m) = — 2 M
Similarly, the frequency of maintenance is !/EX,, which is _ mo
given by the formula stated in the theorem, and the proof is . F(m) f F
complete. °
" . l‘o‘s ' ‘\
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where

Qumn) h(m)f F - |Fum) + ¢ (2)
(

and

Q ld
Q) - Q) = [h(b)- h(a)lf F‘+J- (Y- 1] F(3)
0 d

It is clear from Eq. (3) that /i(¢) = h(h) tor all r <b imphes
that Q(7) > b)) also. Hence, Q is nonincreasing on any nter-
val (0. d) where & is. Also. if (b)) = Ma). then (b)) = a)
and. hence, @ is nondecreasing wherever h 1s. Thus, Q is
peak-frec like & and by (2) is also continuous. Since
R(m) = +ooas m § 0, R'(m) <O for arbitrarily small positive m
and by Eq. (1), therefore, Q(n) <O tor arbitrarily small posi-
tive m. Since a peak-free function cannot assume a sequence of
values negative-to-positive-to-nonpositive, evidently either Q is
never positive or else it is negative on some interval (0. m,).
zero on [my, m,]. and positive (as well as nondecreasing) on
(my.0). These two cases occur respectively, as (o) =
Me)ET - (1 +¢) is €0 or > 0. Since, by (1). R' and Q have
the same sign, the conclusions about R(m) in the two cases
follow immediately and the proot is complete upon noting
that. by Eq. (2). Qn) = 0 is equivalent to R(m) = h(m).

Note that if & is differentiable, then

m

Q'(tm) = h'(m)f F.

0

and Newton’s method can be applied to solve () = 0 numer-
ically,

IV. An Approach to the Optimal m When
F is Unknown

Under the assumptions of the preceding sections, we yill
now show how to choose successive maintenance intervals M,
M,, .-+, based on accumulating experience, so that {M,}
converges to the optimal interval [m,, m,] in probability. The
choice of M,,,, is based on the observations Y, Y, - ,¥,,
where Y, = min (M;, T)) are the successive times between
maintenances, and the choice also takes into account which of
the Y's are failures (i.c., 7; K M,). The method is based upon
estimating the “survival function,” F(x), at every stage by the
Kaplan-Meier « °f. 3) Product Limit Estimate (PLE)
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no. of observations surviving t
K(x} = I I e

no. of observations reaclhing
tk <

where the ¢, 's are the pomts at which failures have been
observed. Here the “number of obscervations reaching 7, ™ is
just the number of Y's ¢, . while the “number of observi-
tons surviving £, is the same number minus the number of
observed falures at .t is convenment to maodify the detim-
tion of K(v) by stipulating that K(x}=0 for x> largest
observation (failute or not). Note that K(0)= 1 and K 15 astep
function with downward jumps at the pomts where tailures
have been observed, falling to 0 atter the largest observation. It
1s well-known that A(x) is a consistent estimator of F(x)
(Ref. 1), ie., if K, (¥) denotes the estimate after n cyeles,
Yoo Y, then

K, (x) - Flx) with probability one as n -+ o

for x such that M, > x for mfinitely many . In fact. this
convergence is uniform for such x because the functions K, (x)
are bounded and nonincreasing.

A recipe for choosing M. M,. -+ can be given as follows.
Let R,(*) denote the estimate of the function R(+) obtained
by using K,(x) m place of F{x) in the definition of R (note
that 1 - K, replaces F). Then let M, = 40 and for n 2 1,

(1) Let M,, denote the value of m minimizing R, (m).
(2) Choose M,,,, =M, with probability 1 - 1/n

= oo with probability 1/n.

Step (1) is computationally feasible since the numerator of
R, (m) is constant for m between successive failure times, 1.
whereas the denominator increases. and it is easy to verify that
the minimum of R, (m) is attained either at one of the tailure
times, ., or at the largest observation (failure or not). (Note
also that the integral in the denominator of R, (m) is easily
calculated since the integrand is K, a step function.) The
randomization device used in step (2) provides a means of
increasing M,, from time to time to gain information about
possible m’s larger than the ones used so far.

For the scheme of choosing {M,,} just described, we obtain
the following result:

Theorem 3:

If 5<my, a>m, then U™ PM, <b)=0,Nm PM, >
a)=0,and '™, P[R(M,)>R(m )+ €] =0iore>0.




BN

s om

e T

¥

Proof:

Since PUMY # M) = 1in -~ 0, it sutfices to prove all three
conclustons with M [ in place of M. To prove the first conclu-
ston tor J!;. it suffices to show that for b <m with probabil-
iy one. all but finitely many M¥'s are > b,

Now, sinee

PINIMESTA
n

dwerges. fimtely many M,s equal +eo. and. hence.
R, (m) - R(m) unitormly on (0, b + 1].

Also, for all m < b, Ren) 2 R(DY > R{min (b + Lom ) so
that. for sufficiently large n, by the uniform convergence,

R,m)> R (min (b + 1.m Nforallm<b

which unplies that M,: > b. Thus, only fim ly many ,’l!," are
less than b_and the first limit in Theorem 3 is proved.

The second limit is shown to be zero by a similar argument.
The third limit is zero since by Theorem 2 R(mm) > Rim ) t+e
only if m b or m >aforsome b<m, ora>m,.

V. A Numerical Fxample

To illustrate the computations needed for the method of
the preceding section, suppose that successive cycles of lengths
(in days) 47, 26, 26, 19, 27, 16, 18, 20, 20, 35 are observed,
where the underlinings denote failures. Assume that ¢ =0.5.
The necessary computations are shown in Table 1, and K and
the estimated R are graphed in Figs. | and 2. Note that the
computaticns only need to be performed ut time points where
failures occurred and at the largest observation (failure or not).
The minimum R(¢) is at the largest observation, 47. Thus,

yo =47 and this value would be chosen as the preventive
maintenance time for the next cycle, unless the randomization
produced M, =+ (the probability o) this being 0.1), in
which case there would be no preventive maintenance in the
next cycle, and the cycle would end at the next failure, At the
end of the next cycle, new computations of the entries in
Table 1 would be required. If the cycle ended at 17, for
example, the “16” column would be unchanged, but the “19”

- s a4 T

and **20™ columns would be recomputed. Also, af the cyele
ended with a fadwie (at a new -value), then a new column
would be inserted for that r-value,

This updating of the columms after each cyele 1s not diffi-
cult because Alr) 1s obtaned by multiplying the value m the
preceding column by a fraction. and the mtegral of K(v) up to
t is obtamable by adding the area of a rectangle to the mtegral
in the preceding column,

VI. Additional Remarks

In practice, the situation s wually slightly more comph-
cated than that descnibed in the preceding section, because one
has several pieces of the same type of equipmient and simul-
tancously must set M, ’s and accumulate experience from all of
them. It is not hard to modify the recipe. however, to deal
with thus situation. One can simply recalculate A(+) after each
observation (on any of the preces) and calculate the next M,
destired. It one or more pieces have already exceeded an
clapsed time of M, since their last maintenance. then perform
preventive maintenance on them. Thus, one sometimes ob-
serves longer cycles than the recipe would call for, but there is
no significant change needed m the proof of Theorem 3 or in
the carrying out of the recipe.

It is interesting and perhaps useful to try to relax the
assumption that preventive maintenance restores the equip-
ment to its origingl failure distribution, F - say, to allow a
separate contribution to the failure rate depending upon the
age of the equipment. It is straightforward to modify the
“known F analysis of Section 2 to accommodate this sort of
extension  even if the age-contribution 1s unknown (since 1t
is unaffected by the choice of m and, hence, acts merely as a
sort of “background radiation™ of failures). The extension in
the “unknown F* case, however, seems more difficult. It is
perhaps helpful to assume that the age-dependent failure rate
is known,

Another promising approach to the determination of pre-
ventive maintenance strategies is the use of measurements of
“indicator variables™ reflecting the need for preventive mainte-
nance. These variables might be levels of contamination, pres-
sure, vibration, etc., or various measures of performance like
the rate of random errors. By measuring such variables, one
can expect to anticipate failures that could be prevented (or,
at least, postponed) by timely maintenance.
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Table 1. Computational results for illustration

Value of ¢ 16 19 26 47
No. reaching ¢ 10 8 N 1
N viving [ 9 7 4 {
A 1 0.9 0.788 0,63
vV adx 16 18.7 24.21 17.44
7
estimated R (1) 0.0313 0.0321 0.0294 0.0232
12 T T 0.04 T T—
1 -1 L
—_— ? :
0.8 —— -
5 0.3
! g T
= 0.8} L
: 1
g =
0.4} — < 0.021-
0.2} — * L i
- ~
0 L1 1 0.01 I L
16 19 26 & 16 19 26 4
t, doys ——a= t, days — e
Fig. 1. K(t) Fig. 2. Estimated R({t)
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Preliminary Maintenance Experience for DSS 13
Unattended Operations Demonstration
D. S. Remer

Communications Systems Research Section
and Harvey Mudd College

G. Lorden
California Institute of Technology

This article summarizes the maintenance data base collected for 15 weeks of recent
unattended and automated operation of DSS 13, During this period, DSS 13 has been
receiving spacecraft telemetry while being controlled remotely from JPL in Pasadena.
Corrective and preventive maintenance manhours are reported by subsysiem for DSS 13
including the equipment added for the automation demonstration. The corrective and
preventive maintenance weekly manhours at DSS 13 averaged 22 and 40, respectively,
The antenna hydraulic and electronic systems accounted for about half of the preventive
and corrective maintenance manhours. A comparison is presented for overall preventive
and corrective maintenance manhours for a comparable attended DSN station, DSS 11.

I. Introduction

The tracking time now available to the end user at a Deep
Space Station is reduced by time spent for maintenance,
operator training, checkout and calibration. The efficiency of
the DSN would be greatly increased if the time for these
other functions were decreased. Also, the reliability of the
DSN may be increased by reducing the load on operations
personnel.

As a result of these potential improvements in DSN
efficiency and reliability, a research program was started
several years ago at DSS 13. The station has now been
automated und is being operated in an unattended mode for
spacecraft telemetry reception. Data are now being collected
to evaluate this operation.

This article will present the preliminary maintenance
experience at DSS 13 for unattended, automated operation.
Both corrective and preventive maintenance are considered,
and where possible, comparisons are made to a manned
operation at DSS 1i. Before this maintenance data is pre-
sented, the automated system and its capability will be
described.

il. DSS 13 Description — Automated Station

DSS 13 is a 26-meter station at Goldstone, California.
Central control and monitor for this station are aone from JPL
in Pasadena by an operator at NOCC. This automated and
remote operation only for spacecraft telemetry reception was
implemented in 1978. The operator enters configurational
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control and predicts. Monitor data are also available to him.
The station is (1) powered up, (2) checked out. (3) spacecraft
telemetry is acquired and tracked, and. (4) the station is
shutdowr, all remotely from Pasadena without an operator at
the station. There 15 automatic antenna shutdown capability ‘n
case of high winds or certain servo drive failures.

The telemetry stream from DSS 13 is sent to DSS 11 for bit
detection and then via high speed data lines to the flight

project at JPL. Work is underway so bit detection can be done
at DSS 13.

The DSS 13 unattended operations design uses micropro-
cessors ur minicomputers on each controlled subsystem for (1)
configurational control, (2) monitoring, (3) operation, and (4)
checkout,

A central station microprocessor is used for supervision of
subsystem monitor and control processors. The antenna,
microwave, and receiver subsystems are now under centralized
control. Only downlink capability is now avaiiable; however,
uplink capability will be implemented in 1979. The 100-
kilowatt S-band transmitter and exciter subsystem will be
added during 1979. While DSS 13 has been in the unattended
mode, telemetry data has been provided to the Voyage,
Pioneers 10 and 11, and Helios projects.

The following section will describe the maintenarce experi-

ence during this initial remote unattended cperation of
DSS 13,

lil. DSS 13 Maintenance Data Base

The maintenance data base for DSS 13 operation under
remote, automated operationn frotn NOCC in Pasadena is
shown in Tables | and 2. These data are for the 15-week period
of June 18, 1978 through September 24, 1978. The data aiv
summarized in weekly increments. Corrective maintenance is
shown in Table 1 and preventive maintenance in Table 2. The
maintenance data are broken down by subsystem. An asterisk
next to the DSS 13 subsystem means that this equipment has
been added for this demonstration.

IV. Discussion of Results
A. DSS 13 Corrective Maintenance

The corrective maintenance at DSS 13 averaged 22.2 man-
hours per week with a standard deviation of 12.8 during this
period. Shown below is the percent of corrective maintensnce
manhours for each subsystem.

."’ - ..‘. . \
. .q\vd’" .

+

Cortrective

maintenance

Subsystem manhours
i
Vs

Antenna electronic systems

38.1

Block I SDA 17.1
Antcnna hydraulic systems 10.6
108 kHz subcarrier oscillator microwave
link transmission 9.5
Antenna terminet 7.7
Antenna clock 6.1
Block I receiver 4.7
High-speed data line microwave link
channel 3.0
Antenna control co:nputer (MOD COMP [1/25) 2.6
Maser compressor 0.6
100.0

The antenna electronic and hydraulic systems and the
Block III SDA account for over half of the corrective
maintenance manhours. Note that in Table | about half of the
subsystems, such as the maser refrigerator, required no
corrective maintenance.

B. DSS 13 Preventive Maintenance

The preventive maintenance at DSS 13 averaged 39.5
manhours per week with a standard deviation of 14.8. Shown
below is the percent of preventive maintenance manhours for
each subsystem.

Preventive
maintenance
Subsystem manhours
%
Antenna hydraulic systems 439
Antenna electronic system 15.3
Maser compressor 111
Block 111 receiver 8.8
Block Il SDA 6.5
108 kHz subcarrier oscillatos 5.1
Antenna controf computes, .

{(MOD COMP 11/25) 4.5
Maser refrigerator 3.8
Station controller (8080 based

microcomputer) 0.7
High speed data line microwave link

channel 03

1000
181

po—

e s o

PR RS




R N8

The antenns hydraulic and electronic systems account for
over half of the preventive maintenance manhours. About half
of the subsystems reccived no preventive maintenance during
this period, as shown in Table 2.

C. Comparison of DSS 13 Corrective and
Preventive Maintenance

Several key subsystems had vastly different percentages of
corrective and preventive maintenance as shown below.

Percent of Percent of

total total
corrective preventive
Subsystem maintenance nmaintenance
% %
Antenna electronic system 38.1 15.3
Block 111 SDA 17.1 6.5
Antenna hydraulic system 10.6 439

For example, while the antenna electronic system accounted
for 38.1% of the total corrective maintenance manhours, this
system only received 15.3% of the total preventive mainte-
nance manhours. The same relationship was true for the
Block IIl SDA. On the cther hand, the antenna hydraulic
system received 43.9% ol the total preventive maintenance
manhours and only 10.6% of the corrective maintenance
manhours. These rest 'ts indicate that perhaps there could be a
shift in preventive maintenance to reflect correctise mainte-
nance experience in order to optimize the overall maintenance
effort,

D. Maintenance for the Traditional Subsystems
Versus the Subsystems Added for This
Demonstration

The subsystems added for this demonstration are shown by
asterisks in Tables 1 and 2. The percent of preventive and
corrective maintenance for these subsystems is shown below.

Preventive Corrective
Subsystem maintsnance maintenance
% %
Subsystems added for this
" demonstration 10.6 289
Traditional subsystems 894 71.1
100.0 100.0

The subsystems added ior this demonstration required
about 29% of the corrective maintenance and received only
11% of the preventive maintenance. Note that some of the
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“traditional™ subsystems were automated for this demonstra-
tion, such as the antenna electronic and hydraulic systems.

E. Comparison of Maintenance at DSS 11
with DSS 13

The average weekly maintenance manhours for DSS 11 and
DSS 13 are shown below.

Average weekly manhours

Maintenance DSS 11 DSS 13
Corrective mamtenance 153.5 R
Preventive maintenance »7756.4 }?5

209.9 61.7

The DSS 11 data is from Ref. | for the period May 14
through July 9, 1978, Both the corrective and preventive
maintenznce manhours at DSS 11 are more than at DSS 13.
However, DSS 11 has more equipment than DSS 13. For
example, DSS 11 has two receivers, two SDA’s, two masers,
etc., whereas DSS 13 has only one of each. Shown below is the
average weekly maintenance manhours for “comparable”
systems at DSS 1! and DSS 13.

Average weekly manhours
For *‘comparable” systems

Maintenance DSS 11 DSS 13
Corrective maintenance 153.5 27.2
Preventive maintenance 56.4 514

2099 78.6°
4(37.5% of 209.9)

In this comparison, we made the conservative assumption that
if DSS13 had had two SDA’s, for example, then the
preventive and corrective maintenance for SDA’s would have
been doubled at DSS 13. In actual practice, this factor should
be somewhere between one and two. H-  ver, even with this
conservative assumption, the corrective maintenance at
NSS 13 only increased by 22.4% and the preventive mainte-
wnce by 30.2% in order to correct for the redundant systems
at DSS 11. For comparable systems, we see in the above table
that the preventive maintenance manhours are about the same
at both stations but the corrective maintenance manhours are
much higher at DSS 11.

Another interesting result is that at DSS 1] about three-
fourths of the actual maintenance manhours are for corrective
maintenance, whereas at DSS 13, about three-fourths of the

PR



actual maintenance manhours are for preventive maintenance, o  Dssil DSS 13
~

as shown below. 1 :
Maintenance ‘ " "
The data suggests that unattended operation may reduce T Tt - T )
maintenance manhours. There are other factors, however, that Corrective maintenance
may be responsible for the differences between the two manhours 73 26
stations in total maintenance manhours and the breakdown Preventive maintenance
between preventive and corrective maintenance. For example, manhours 27 74

DSS 13 has substantially differeat equipment, schedule of ) T

yperations, performance venfication requirements, and type of Total maintenance

b N .

pe . manhours 100 100
personne: than DSS 11, S -
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Table 1. DSS 13 correc'ive maintenance activities in manhours, 1978

. . I
6/18[ 6/25| 7'21 7.9 7161723730 B/6 [ R 13K 20| 827 93'9’!“'9‘]7 923 Total;

Corrective Maintenance ‘
26-m antenna
Hydrauhic systems 1.0 ] 0.8 6.0 | 4.0 {135 | 40

Flectrome systems 13.0 3o 401195 | 7.0 {420 {170 (| 0.5 6.0 !

*Control computer ; '
(MOD COMP 1/25) Lo (251 40 10 | | RS 26
*Clock 120 8.3 | | | 03 61
* Terminet 16.3 |1.0 | 20 [ 65 258 1.7

|

|

i

f

‘A

5.0 Al 106
Laor a0 2700 3k

~3

*Microprocessor
Waveguide contiguration
assembly

Low noise amplitier (maser)
maser compressor 20 ' 2.0 0.6
refrigerator i
Block I receiver ;
Block 11l SDA 50| 75 3.0 '
*108 kHz subcarrier oscillator 18.5/14.0 6.0 [18.5 !
f
|
l
|

4.7
17.1

{microwave link

transmission) 2.5 29.0
*Station controller (8080

based microcomputer)
*Star switch controller
*SDA controller

*Block Il receiver controller
*Waveguide configuration
assembly controller
High speed data line
*Data set
*Microwave link channel 1.5 8.5 100 3.0

TOTAL 13.0} 30.3 L'I.O 93 L33.0 13.5 56.5 [21.0 { 19.0 EJ.S 2.0 {14.5 [25.5 (125 ]10.8 P.‘B.I 100.0

*Equipment added for automation demonstration
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Table 2. DSS 13 preventive maintenance activitias in manhours, 1978

6/18 6/’5 7/2

Preventive Maintenance

26-m antenna
Hydraulic systems
Electronic systems g

*Control computer : !
(MOD COMP 11/25) ‘

*Clock

*Terminet ;

*Microprocussor I 5

Waveguide configuration ; ‘ X

assembly ‘ ]

Low noise amplifier (maser) 7 !

Maser COMpPIessor 35!
refrigerator " 8.0 |

Block I receiver 2.5

Block 11l SDA |

108 KHz subcarrier oscillator |

{microwave link !
transmission) l At
*Station controller (8080
based microcomputer) ]
*Star switch controlier 1
*SDA controller !
*Block ii! receiver controller |
*Wa.cguide configuration }
assembly controller |

High speed data lin. i

*Data Set + |
*Micrewave Link Channel |

TOTA!

i
|

“IS‘I.O 34.0

12.0 195‘100 2.0 |
9.5 30[ 9.0 0.5

28.5

7/9 7/16 [ 7/"3f 7/30

-

H"bi
‘} 0
150
105,

25| 60

4.0
4.0
5.5

8.5

X

2.0

NSRS S e et

28.5|36.0 |40.5 }36.0

*Equipment Added for Automation Demonstration

——e

T T
8/13;’8/’0% 127

1

ol o |

| I ‘ 4
b
27.5[23.029.0,
1.0 | 03]70

4‘.._”4 o)

'

!

!

1

i

i
v
‘55

1o,
!
I
3
|
i
|
|
‘

u...
(=1

45

4.0

e

9/10 9/17[ 9/‘4 Total

| 66.0
L 22

I
|
|
— 4 .
!

2 5| 43.9
8] 153
5

6
9
2 4.5

0
0.
6

52.0
38.5

30.0

4.0

28 S 47.5

Y__.-—a_—_.___— — e ———

AI.S 53.017.5175.0
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LAAS Studies: 26-, 34-, and 40-Meter Elements

W. F. Wiiliams

Radio Frequency and Microwave Subsystems Section

The Large Advancea Antenna Station (LAAS) studies have now included arraving
modified 34-meter antennas and new 40-meter antennas. This article discusses the
microwave performance expected from these antenna clements when arraved and fed
with the new dual-band coaxial X/S feed. Performance of the 26-meter clements is also
discussed for comparison to the new modified antennas.

1. Iintroduction

The Large Advanced Antenna Station (LAAS) program is
an ongoing study to determine a most cost-effective way to
obtain a substantial increase in RF performance for a new
DSN station, over that presently available with the 64-meter
antenna network. Early in this study it was determined that
this increase could be provided by a high-grade, 100-meter
reflector utilizing specially shaped surfaces and improved feed
horns, as well as updated electronic equipment. Later, arrays
of smaller antennas were investigated for performing equally
to the basic 100-meter unit. Various sizes were considered.
These are discussed in Ref. 1. This has led finally to a study of
some specific arrays v i zing modified versions of the existing
26-meter antennas of t.e DSN and STDN, as well as some new
antennas.

Subjects to be discussed in this report are the microwave
performance of improved 26-meter units, the 34-meter units,
which are built by modifying the 26-meter antennas, and
40-meter antennas, which are new.

Improved 26-meter asitennas are obtained by relocating the
antennas at a common array site and installing new subreflec-
tors more suitable to X-band.

158

The 34-meter aritennas arc obtained by expanding these
Jé-meter antennas to the larger diameter. New surfaces are
provided according to special shaping that yields a near-
optimum combination illumination and spillover efficiency.
The newly developed coaxial X/S horn is used in determining
this shaping, and the location of this feed relative to the
reflector vertex is held rear to that of the present 26-meter
antennas so that the present feed cone and feed cone designs
van be used. This shaped design is a *“best fit” to the 26-meter
paraboloids, which minimizes structural clanges and suggests
that some 26-meter panels might be reused

The new 40-meter shaped antennas are similarly deter-
mined, and the existing feed cone design can be used. An
aiternate 40-meter design is presented that uses a larger coaxial
X/S feed, but again the same feed cone. This design permits a
larger equivalent focal length to diameter (F/D) ratio that
would, perhaps, be more easily constructed.

Il. The Antenna Types
A. Relocated 26-Meter Antennas

An exampls ~f this antenna is the 26-meter antenna located
at DSS 11. These antennas can be used at X-band with the
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provision of new subretlectors that ate better smted to X-band
performance. This subretlector (requiring new tooling) would,
relative to the present subreflector, remain at 3-meters dig.ne-
ter. but the outer tlange regon would be reduced in width and
the vertex cone would be smaller.

The raduation pattern of the X-band fiequency, X/8 horn,
was theoretically scattered from this new subreflector design
to determine mucrowave performance. The result 1s depicted in
Fig. 1. The central hole region. 18 deg from @ deg. 15 very
noticeable showing the success of the central vertex plate. The
caletlated efficiencies of this pattern are indicated betow:

Forward spillover 0.588
Back spillover 0.998
Mumination 0.832
Cross polarization 0.997
Phase 0.968
Central blockage 0.990
Total RF efficiency 0.784

A dual-hybnd moue corrugated horn has been developed
for enhancement of performance at DSS 14. This horn has a
pattern shape that results in a higher illununation efficiency
when using the standard paraboloid-hyperboloid cassegrain
system. The radiation pattern of th:s horn was also theoreti-
cally scattered from the new subreflector with the result
shown in Fig. 2. The more uniform illumination function can
be noted here when compared to Fig. 1. Below are tabulated
the efticiency numbers:

Forward spillover 0.961
Back spitlover 0.997
[llumination 0.889
Cross-poiarization 0.998
Phase 0.961
Central blockage 0.990
Total RF efficiency 0.809

This represents an improvement of over 2 percent. Although
the illumination efficiency improves by over 5 percent, much
of this is lost in additional spillover from the sidelobes of the
dual-ybrid mode horn. It should be pointed out that in trials
using the special shape type of surface, all illumination effi-
ciencies became very good and the dual-hybrid mode offers no
particular advantage. To complete this picture, the standard
22.dB gain horn pattern (X-band) was also scattered from the
new subreflector. The results below:

Forward spillover 0.960
Back spillover 0.997
Hununation 0.8306
Cross polaiization 0.097
Phase 0.954
Central blockage 0.990
Total RF efficiency 0753

This again shows the improvement to be obtained using the
dual-hybud mode hom.,

B. 34-Meter and 40-Meter Performance,
Special Shapes

The X-band pattern of the new X/S feed horn s used to
determune the speciai shapes for boh the modified 34-meter
antenna and the new proposed 40-meter antennas. Resulting
shapes are similar and the final scattening 15 simdar. Figure 3
depicts the solution for the 40-meter dish. Note that in hold-
ing the feed focus at 5.18-meters from dish vertex and using
the 17-deg X/S feed, the equivalent F/D has become 0.3, ie..
a very deep dish.

When the X-band pattern is theoretically scattered from the
3d-meter and 40-meter shaped subreflectors, the following
results:

34-meter 40-meter

Forward spillover 0992 0.992
Back spillover 0.996 0.997
[Hununation 0.983 0.987
Cross polarization 0.999 0.999
Phase 0.994 0.998
Central blockage 0.985 0.986
Total RF efficiency 0.950 0.960

It should be noted that a slight advantage accrues to the larger
antenna. Figure 4 depicts the scattering from the 40-meter
antenna subreflector.

When the dual-hybrid mode horn is used for shaping deter-
mination, the final reflector is more closely a paraboloid.
However, illumination efficiency is no better than the above
cases, and forward spillover is worse, with a final result that is
1.5 percent below the 34-meter unit.

C. Using a Larger X/S Horn

It is. of course, possible to use the X/S horn gain-limited
technique with different horn flare angles and conscquently
different illumination angles for the subreflector. For instance,
it a narrower flare angle is used with this gain-limited techni-
que, then the beams will be narrower also. ‘

¥
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A 14d-deg half flare angle horn (instead of a 17.1-deg horn)
was chosen to use mn a sample shaped antenna design of
A40-meter diameter. The constramt was that the teed horn
focus have the same location from dish vertex as the other
designs, about S.18-meters, allowing the same teed cone use,
The result of this desiga was an increase 1n the equivalent F/D
from 0.2 to 0.35. which is perhaps mechanically desirable.
Further increases in horn size would permiut F/D to approach
0.4. Of course, i* greater feed location displacements from dish
vertex are allowed. then larger F/D values are possible without
the larger horns, ’

The RF efficiency of this configuration was essentally the
same as the other 40-meter design. about 96 percent.

ill. Other Factors

Surface tolerance efficiency follows the formula of Ruze
Ref. 2:

‘41&'12

surface efficiency = ¢

with € equal to the rms variations of the surfuce from its
prescribed values. The rms variations for the 26-meter anten-
nas are about 1.5 mm, and this results in a surface efficiency
of 0.757 for these antennas. The 3dumeter modifications
would, as discussed above, include mestly new specially
shaped reflector sections mounted on the old existing struc-
ture. The mechanical design estimates for the rms of this
modification are about 1.25 mm. This results in a surface
tolerance efficiency for the 34-meter antennas of 0.824.
Potential suppliers of new 40-meter antennas have indicated an
rms estimate of 0.9 mm, or surface efficiency of 0.903.

The spars or subreflector suprort legs block or interfere
with the aperture distribution. This *“spar blockage™ efficiency
is directly proportional to the percentage area being blocked.
It is not quite so simple though, because the spars may be
small enough to discount a geometric optics view altogether.
Also, because of the real aperture distribution being somewhat
greater in the central region, spar shadowing in this central
region becomes more important. These facto.s and past experi-
ence leads us to a modification f the spar blockage efficiency
rule, as follows
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A,
spar blockage efficiency 1-1.2 ’
o
with .1, the subretlector blocked area and A | the main reflec-
tor aperture area.

Spar arca blockage on the 26-meter antennas 1 zhout 6
percent, resulting in bwckage efficiency of 0.86!1. For the
modified 34-meter antennas, a value of 4.5 percent is ex-
pected, for a blockage efticiency of 0.895, An estimate for the
larger 40-meter antenna is S percent fot a blockage etficiency
of 0.884.

These antennas are to be wirayed in various ways to achieve
a final gain in excess of 77 dB. It is anticipated that in
performing this arraying, each antenna will suffer a further loss
of 0.17 dB, meaning an additional efficiency term of 0.96,
here called the “array efficiency.™ Also. each horn system will
suffer some loss from dissipation and VSWR. This loss, or
efficiency term, is estimated at 0.98 for the X/S corrugated
horns.

The DSN 26-meter antennas have perforated sheet metal
panels for lightening the main reflector. An investigation (Ref.
3) of these holes in a “worse case” indicated that they might
add an additional 0.4 Kelvin to noise temperature, which will
be ignored.

iV. Final Performance of the Array

Below is tabulated the efficiency performance of each of
these antennas as elements of an antenna array.

Spar Sur-  Array

Percent-
block- face com- VSWR age
Antenna  age rms  bining loss RF total
Jo-meter  0.861  0.757 096 098 0.784 48
34-meter 0.895 0824 096 098 095 66

40-meter 0.884 0903 096 098 0.96 72

These larger antennas are compared with the present 26-
meter antenna with its standard feed in Table 1.

We note :hat, everything else being equal, i.e., if all an-
tennas were the same diamater, the improvement from shap-
ing, a more accurate surface, and a more efficient horn feed, is
nearly 2 dB.
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Table 1. Comparison of antennas by size and type

34-meter 40-meter

. . 26-mete aholoi
Parameter 6-meter paraboloid shaped shaped
Feed used 22-dB Dual - X of X of X of
¢ standard hybrid mode  X/S X/S X/S
Ffficiency, % 46 50 48 66 72

AdB (every-
thing else -1.95 -1.58 -1.76  -0.38 0
being equal)
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Fig. 1. 55 modes of the theoretical 17.1-deg horn pattern at 8.415-GHz scattering from the subrefiector of the 26-meter antenns
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Quick-Look Decoding Schemes for DSN
Convolutional Codes

C. A. Greenhall and R. L. Miller

Communications Systems Hesearch Section

The Galileo project will be tracked both by the Tracking and Data Relay Satellite
Svstem (TDRSS) and the DSN, whose (7, 1/2) convolutional codes differ in the order of
the two symbaols in each pair. To resolve this problem, we propose quick-look decoding of
the TDRSS data. Quick-look decoding schemes requiring only simple shift registers are
given for the DSN (7, 1/2) and (7, 1/3) convolutional codes. These schemes can be used
when the communication channel is known to be virtually error free. The schemes not
only decode the data, but can also detect svmbol errors and the lack of node

synchronization,

I. Introduction

The Galileo project will require both the Tracking and Data
Relay Satellite System (TDRSS) and the DSN for tracking
purposes. The TDRSS will be used for a few hours, the DSN
for a few years. A problem has arisen because the TDRSS
ground stations and the DSN stations have different Viterbi
decoders. The connection vectors for the convolutional code
that the TDRSS can decode are reversed from those of the
DSN scheme.

This article presents one possible solution to this problem,
viz, quick-look decoding. The following conditions are impli-
citly assumed throughout:

(1) The Galileo spacecraft is equipped with only a
DSN-type encoder; TDRSS cannot process these data,

(2) The spacecraft-TDRSS communication channel is vir-
tually error-free.
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Th: second condition allows the possibility of quick-look
decoding the data, without attempting to correct any errors.
The advantage of quick-look decoding is that it involves only a
couple of shift registers of length 7. as against the need to
purchase a new Viterbi decoder.

Section 11 contains a brief description of what the design
philosopiny of a quick-look decoder should be. Section [l
presents a tutorial discussion of the theory behind quick-look
convolutional decoders. Section IV contains decoding for-
mulas for the DSN (7, 1/2) and (7. 1/3) convolutional codles.
We have slso included connectios: diagrams of these codes and
their decaijers.

Il. Design Philosophy

A quick-look decoder should be a simple, fast algorithm
that correctly decodes an error-free symbol stream, It does not

[ ————
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attempt to correct errors, but may detect the presence of
symbol etrors or lfack ot bit synchronization. Nevertheless,
such a decoder should not go looking for trouble The less 1t
knows, the better. The fewer symbols 1t has to look at, the
tewer symbol errors it will see, and the fewer bit errors 1t will
make. Fmally, 1t must not propagate symbol errors mdefl-
nitely far down the decoded bit stream: each decoded bit
should depend only on the last few symbols.

lll. Theory
A. Inversion Formulas

The method of constructing quick-look decoders is taken
from Massey and Sain (Ref. 1). The present exposition is
self-contained. Let a convolutional code with constraint length
d + 1 and rate /v, v an mteger, be specified by comnection
polynomials

Ll.(x) = ¢

toxtote 1<y

0 id

The coefficients are 0 or 1 and anthmetic is performed
modulo 2. The sequences of information bits b, and coded
symbol vectors (sm. TS ) e <n <o, are represented by
the formal power series,

1l
Ny L
o
=
=
3

B(x)
n=-—wo
$,(x) = ) $¥" 1 <j<v
nl—ﬂ)
related by
5,(x) = C(x)B(x). 1<j<v (1)

In othe words,

s

jn ]

= by teb oo reb,

1<j <y -o<n<w

Knowing the q(x) we must recover B(x). Assume that the
greatest common divisor (ged) of C\(x)," -+, C (x) is 1. By
Euclid’s Algorithm we can construct inversion polynomials
A, (x), "+, A (x)of degree <d such that

A,)C, )+ +A()C,(x) = | )

From Eqgs. (1) and (2) we have (dropping the x's now)

B=(A,C ++A4C)B

B=4S5+ +45 (3)
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for any bit sequence B. Hence the transformation defined by
Eq. (1) 1s one-one and Eq. (3) gives 1ts inverse. If

X) = ta X+ +a x° <7<y
Alx) =a, a,x a,x . <<

then Eq. (3) says

v
= 5.+ , + +a.s
bn E {afﬂs/n a/ls/,n—l a/f'\[,n—e)’
j=1

—oo I p < oo (4)

Conversely, 1f about the polynomials C,(x). - - -, € (x)and
A (x), - A (x) we are given only that kq. (3) inverts kq.
(1) for all B, then setting B=1 gives Eq. (2) and the
conclusion that ged (€.~ -+, €)= 1. Thus:

An inversion formula of form (3) exists if and only
ifged(C.- C)= 1L

B. Symbol Error Detection

Let ged (C,.---. C,) = 1. Assume that the formal power
series § .- -+, S are a code stream, i.e., they satisty Eq. (1)
for some B. Then trivially we have

CfSI.=C’S,, | KL j<y (5)

We show that Eq. (5) is necessary and sufficient for
Sy S, to be a code stream. We just saw that it is
necessary. Assume that Eq. (5) holds. Define B by Eq. (3) as
before. We show that Eq. (1) holds. It is enough to set j= 1.
We have

C\B = C,A,S,+C 4,8, + - +C,AS,
=CAS +AGS v +ACS,
=S

1
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by virtue of Egs. (5) and (2). Equation (5) thus yields panty
checks of the received symbols.

IV. DSN Codes

We give decoding formulas and parity checks for the DSN
(7,1/2) and (7, 1/3) convolutional codes, whose connection
diagrams are given in Figs. (1) and (2).

A. (7, 1/2) Code

The connection and inversion polynomials are

C,(x) = | extexd xS et
C,(x) = 1 tx+xl+xd eyt
A,(x) = x?+x

Az(x) = T+x+xt+xdey?
The quick-look inversion formula (Eq. (4)) is

= + +
bn sl.n—) Sl.n-4+s2.n Sz.n-l

in which b, is the nth decoded bit and (s ,,. s,,) 1s the nth
symbol pair. Thus if we know (s, . s, ) for n >0 we can
recover b, for n 3 4 by this method.

The parity check for detection of symbol errors or lack of
bit synchronization (Eq. (5)) is

+s +s +s

Sints ts 1-3 " S n-6" 52

1.n 1.n-1 1,n~2

+s +3 ts, +3 20

2,n-2 2.3 n-8 2,n-6

&)

A short burst of parity errors in a good channel indicates one
or more symbo! crrors; 2 long run of parity bits with a high
proportion of errors indicates incorrect node synchronization.

Actual implementations of this code use trivial modifica-
tions of it; the DSN inverts the first symbol s, , and TDRSS
transmits s, and 3, in reverse order. In these situations, Eq.
(6), Eq. (7), and Fig. 3 may have to be altercd.
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B. (7, 1/3) Code

To €, and C, of the previous code we adjoin a third
polynomial

A 2
C,x) = Trxtx? +xd+x®

The three polynomuals €, C,. C, are parwise relatively
prime. Hence we can treat each of the three subcodes (€. C)).

i <j.separately. For these, Eq. (2) reads

XM C (x4t 40 ) = (8)

(x+)cJ)Cl (x)+(l+x2+,\‘3)('3(x) 1 )

3 +x? +x5)C, )+ (1 +x +x? +.\'5)CJ x)y=1 (0

Of course, Eq. (8) comes from the (7, 1/2) code. One could
add these to get a single Eq. (3) with v =3, but, according to
our design philosophy, there is no point in doing this. The
simplest of the above equations is Eq. (9): thus we may as well
ignore the S, data entirely, use the inversion polynomials
x+x3and 1 +x? +x3 on$, and Sy, and use only $, and S,
for a parity check.

The quick-look inversion formula is

= ! “
bn sl.n—l +3|,n—3 SJ.n +s.‘.n—2 +S.\.n'3 an

in which b, is the nth decoded bit and (s, ,,, 5, ,.53,) the nth
symbol triplet. The parity check is

Sy S Y Sim2 S inca Y6 YSam

+s +s +s

-2 S3m-a ¥ S3nss =0

d.n-6

(12)

Figure (4) gives the connection diagram of this decoder.

V. Conclusion

We have shown that both the (7, 1/2) and (7, 1/3) convolu-
tional codes can be decoded using quick-look schemes. Such a
scheme may be used by the Galileo project to work around the
incompatibility between the TDRSS and DSN codes
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Fig. 4. Connection disgram of quick-look decoder for (7, 1/3) code
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DSN Energy Data Base Preliminary Design

E. R. Cole, L. O. Herrera, and D. M. Lascu
DSN Engineering Section

This article describes the initial design and implementation of a computerized data
base created to support the DSN Energy Conservation Project with data relating to energy
use at Goldstone Deep Space Communications Complex. In addition, it bricfly gives the
results of development work to date and identifies work currently in progress or in the

planning stage.

I. Introduction

The Deep Space Station facilities consume a significant
amount of energy, for which the last few years have been the
focus for energy conservation. Crucial to any endeavor to re-
duce energy consummption is the acquisition and maintenance
of relevant information. Prior to 1976, information was man-
ually acquired, handled, and processed. In response to hmited
human resources and considering the emergence of a Central-
ized Management Data Base System (the DSN Data Base), the
DSN Energy Conservation Project commissioned the creaticn
of a computer-hased energy data base whose preliminary
design was implemented in 1976.

il. The Goldstone Energy Data Base

The concept of an energy data base was conceived from the
growing awareness of tl:ie need for a readily available and easily
accessable source of information relating to the use of energy
resources. Initial attempts to gather data for energy studies
being conducted at the Goldstone Deep Space Commu.
nications Complex (GDSCC) were frustrated by the degree of
effort and length of time required to locate and research infor-
mation. This illustrated the desirability of creating a formal,

C-3

centralized data base which would provide:

(1) A readily available source of technical and descriptive
data.

(2) A central, standardized reference to augment engi-
neering analysis and design.

(3) Information for effective energy management.

(4) A historical record for comparison of actual perfor-
mance with project goals.

(5) Information for preparing NASA Energy Program Re-
ports.

Using these objectives as a guide, a preliininary energy data
base was created and called the Goldstone Energy Data Base.
It was implemented in November 1976 and contained sixteen
files describing such Goldstone facility parameters as: building
architectural construction, utilities, equipment loads, facility
operations, and weather, as shown in Fig. 1. The data were
collected and plac.d into a publicly accessable permanent cata-
log file on the GPCF Univac 1108 titled GOLDSTONE*
ENERGY, and an accompanying user document was written
and released to explain the design philosophy and provide user
access instructions, One application for the data base was to
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provide input data for certain engineering energy analysis and
design computer programs such as E-CUBE, NECAP, and the
Energy Consumption Program. These programs require infor-
mation about building construction, operation, and equipment
loads. A brief description of each file listed 1n Table 1 follows.

(1) The interior architectural files, ARC/100 and ARC/
200, describe each room of the Goldstone buildings by
its wall, floor, and ceiling dimensions, and their con-
struction material U-factor (thermal transmissivity).
Both files designate which zone of the building air
conditioning system serves each room.

(2) The interior lighting file, INL/100. describes the num-
ber of room lighting fixtures and their loads in kilo-
watts. Both quantities are listed separately by ftlou-
rescent and incandescent light fixtures. Lighting is also
a heating load, which is imposed on a fixed zone of the
building air conditioning svstem. Average light level in
foot candles is identified as a requirement [or the func-
tion and occupancy of the room.

(3) The interior occupancy file, OCC/100, lists the person-
nel capacity and actual occupancy for each room by
eight-hour work shifts for week and weekend day

types.

(4) The Interior Electrical Equipment Files, EEQ/100 and
EEQ/101, provide a listing by room, number of racks,
type of equipment, and total rack power load in kilo-
watts; also, there is a breakdown by rack of each piece
of equipment giving subsystem name and number. Pow-
er load in kilowatts, and the corresponding heat dissi-
pated, is given for various operational modes, which
include normal station tracking operation, standby, and
station closed.

(5) The Exterior Lighting File, EXL/100, describes lighting
for the exterior area of each building, which includes
number and type of light fixture on each wall, wall
onentation, and power in kilowatts.

(6) The Building Airconditioning Plant Files, ACP/100 and
ACP/200, identify and locate each air conditioning
plant. Each major component is described by size, .ype
and. energy load. Air handler size is given in cfm and
compressor size in tons. Power used by humidifiers,
boilers, heaters, and condensor motors is expressed in
kilowatts.

(7) The Fower Plant Files, Pi’L/100 and PPL/200, describe
and locate all diesel power plants at Goldstone. The
number of frequency convertors, engine generators,
and their respective power used or produced is listed.

{8) The Building Utilities File, UTL/100, designates all util-
ities entering each kuilding, which includes, #lectrical
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power by voltage and frequency, telephone, public ad-
dress, microwave facilities, LP gas, water, and sewer.

(9) The Weather Files, WEA/100, WEA/200, WEA/300,
and WEA/400 describe dry bulb temperature, dew
point temperature, cloud cover ratio, and wet bulb
temperature. respectively. Each file consists of hourly
values for each day of a statistically represcntative yeur.

lil. Preliminary Design Requirements

Certain data base requirements were determined to be de-
sirable by project management. For cxample, it was considered
desirable that all data be “raw™ data. due to the past expe-
rience of having difficulty in assessing the integrity of acquired
data. This meant that, to the extent possible, data values
should be directly observed, unconverted, and not derived via
computation from other data.

Another requirement was that data should be entered into
files in a format that would be human-readable, requiring no
interpretive software to produce reports. In part, due to the
limited size of the staff availab.: for data base design and
implementation, user application software was left to the user
for development. Data base files were created on the Univac
1108 as system file elements. Thus they are compatible with
MBASIC'™ and FORTRAN Programming languages. Plus
physical record length was constrained to a maximum of 80
characters to provide both system flexibility and a convenient
terminal display format.

Recently, standard guidelines have been published for the
design and implementation of data bases on the DSN Dat:
Base System. This DSN Standard Practice document and the
recent inclusion of the DSN Energy Data Base into the DSN
Technical Facilities Subsystem is currently resuiting in the re-
assessment of DSN Energy Data Base functional design re-
quirements.

V. Data Base Design

The Goldstone Enc.gy Data Base is designed as a collection
of hierarchically structured groups of files (as shown in Fig. 2).
This design is intended to provide opportunity for data base
growth with minimal structural limitations as well as providing
flexibility in its eventual incorporation into the DSN Data
Base System. -

Data is divided into groups of files containing related data
categories as shown in Table }. All groups consist of one or
more files that are structured into three levels: primary, sec-
ondary, and tertiary. Each fevel represents a breakdown of
information or other relational association with the files in the




el

"

level above. The first file of cach level 1s defined as the imitial
tile. When the logical data record exceeds the maximum length
permitted m the intial file, up to eight “continuation files™
may be created to provide the requued logical record length as
shown in Fg. 3.

Files are labeled by a three-character acronym preceeding
a three-digit numencal sequence. The acronym identifies the
file group while number sequence indicates level and whether
1t is an “inital™ or “continuation” file. File structure, shown
mn Fig. 4, consists of three record types. The first is the 1denti-
fication record containing mformation required to identify the
tile, companion documentation, transaction dates, and the in-
dividual responsible tor data integnty. The second record is
the header record, which provides column headers aligned over
each data field that identify the respective data items. The
temainder of the file is data records having the same format as
established by the header record.

In accordance with design specification, application soft-
warc was not develeped. However, two interactive data access
programs were written in MBASIC to provide the casual user
with outputs of data base files. The program titled DISPLAY
displays files on the users demand terminal while COPY-EG
outputs to GPCF line printers.

Description of each file group giving narrative and file com-
position data was documented into a modularly organized
users document entitled: “DSN Energy Project Data Base Fa-
cility Parameters for Goldstone™. The document describes data
base purpose and scope, design structure, description of each
file group, and data access instructions. The modular con-
struction ot the document provides for addition of sections as
new files and groups are added to the data base.

V. Current Status and Future Development

Several additional data categories have been added to the
data hase since its initial creation. The sixteen original files
have grown to nearly thirty, and additional files are in the
planning stage. This has resulted in five new groups as well as
additional new files to existing groups. Figure 5 and Table 2
show the current and planned growth of the DSN Energy Data
Base.

(1) The Energy Consumption Data Group (ECD) consists
of seven files with five more in planning. This group
lists individual readings from meters that measure con-
sumption of LP gas, diesel fuel, gasoline, electrical pow-
er, and water. Also, monthly billing is listed for each
respective type. Two additional files complete the
group: one lists total monthly energy usage by energy
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type, and the thermal equivalent that enables the com-
putation of Goldstone total energy consumption, The
other is a cross-reference file, providing meter serial
number, teading conversion factors, meter location,
and nstallation dates.

(2

—

The Programmatic Energy Change Group (PGM) con-
sists of three files which keep a historical record of
NASA program related changes mn energy usage at
Goldstone. Such changes include mstallation or re-
moval of equipment, vanaton i operational schedules,
and operational dury cycle.

Q3
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Th~ Energy Conservation Change Group (CON) 1
planned to keep a record similar to the PGM group, but
relating to energy conservation actions.

(4) The Building Operation Mode Group (BOM) is still in
the planning stage, but is expected to centain facility
operational specifications and related data for each
building.

(5) The DSN Data Base Interface Group s a special cate-
gory of four files required by a recently published DSN
Standard Practice document. These files, which are in
the planning stage, will provide the user with a file
catalog, listing files with a narrative description of their
purpose and contents, The data dictionary defines each
data item and describes its location, type, and size
within the data file. The interface gio ,» becomes a part
ot a larger data base interface increment within the
DSN Data Base System upon the implementation and
transfer of the DSN Energy Data Base to that system.

Not only has the Goldstone Energy Data Buse expanded.
but there is consideration to extend the dara base to include
the Australizn and Spanish Deep Space Communication Com-
plexcs, which would result in the creation of a DSN Energy
Data Base.

As mentioned above, the energy data base is being defined
as a group with the Technical Facilities subsystem. and consid-
elable review of the data base functional requirements is
expected. As a result of new requirements, coupled with the
potential for automatic data acquisition suggested by the de-
velopment of a Technical Facilities Controller (TFC), DSN
Monitor and Control (DMC) Mark Il and the creation of the
Configuration Control Assembly (CCA), which will contain
the DSN Data Base, considerable change to the design of the
data base is expected.

In the new design, an elementary data management system
will be added consisting of data maintenance software, user
access programs, and some applications software.

168

e

- sl s



At the same time ot the Jevelopment of the Goldstone
Energy Data Base. a Goldstone Facility Management Data
Management System was designed, and an automated data
system was implemented (see Ref. 2). This resulted i ¢ Gold-
stone Facility Management (GFM) Data Base that, among oth-
er functions, collected facility energy consumption data for
monthly reporting to NASA. The DSN Energy Conservation
Project and Goldstone DSCC management dectded that the
GFM data base was duplicating the Goldstone Energy Data
Base 1n the area of encrgy related files. Therefore, the DSN
Energy Data Base will assume the energy related data manage-
ment tasks of the GFM Data Base in the new design. This will

requtre the development ot some user application software to
generate required NASA reports.

VI. Summary

The initial energy data base mmplemented for Goldstone
DSCC provides information support to the DSN Energy Con-
servation Project. Recent events will lead to an enhanced and
expanded data management system design that will not only
fulfill these objectives. but may provide other applications for
general facility administration and engmearing when incorpo-
rated into the central DSN Data Base System.
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Table 1. Goldstone Energy Data Base Content (1976)

Group Name

Buiding Air Conditomng Plant

(ACP)

Building Air Conditioning Plant
(ACP)

Building Utilities
(UTL)

Exterior Lighting
(EXL)

Interior Architectural
(ARC)

Inte .or Architectural
(ARC)

Interior Electrical Equipment
(EEQ)

Interior Electrical Fquipment
(EEQ)

Interior Lighting

(INL)

Interior Occupancy

(0CO)

Power Plant
(PPL)

Power Plant
(PPL)

Weather
(WEA)

Weather
(WEA)

Weather
(WEA)

Weather
(WEA)

File
Number

100

200

100

100

100

101

100

100

100

200

100

200

300

400

kile
Type

Inttial

primaty

Continuation
primary

Initial
primary

Ininal
primary

Imtal
primary

Continuation
primary

Initial
primary

Secondary
Initial
primary

Interior
primary
Initial
primary
Continuation
primary
Initial
ptimary

Continuation
primary

Continuation
primary

Continuation
primary

Deseniption

Plant and compressor
type and s1ze; hilowatts
used

Humidifier, boiter and
acater type, kilowatts
used

Electneal and Mechanical
type and class

Location and number of
fixtures: kilowatts used

Wall dimensions and
U-tactor

Ceiling and floor dimen-
sions and U-factor

Number of racks and
kilowatts used per room

Kilowatts used per rack,
NDL number

Location and number of
fivtures; kilowatts used

Actual occupancy by room;
capacity by room

Station power plant
frequency converters

Station power plant
engine generating power

Dry bulb data;
Hourly

Dew point data;
Hourly

Cloud cover data;
Hourly

Wet bulb data;
Hourly . e

N
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Table 2. Additional DSN Energy Data Bank Contents (1979-1980)

Group Name ile Name Descniption

Monthly 1.PG meter readings
in gallons

Energy Consumption Data ECD/100

ECD/101¢ LPG billing data

ECD/200 Monthly diesel tuel meter
readings in galtons

ECD/201¢ Diesel tuel billing data

ECD/300 Monthly water meter readings
in gallons

ECD/3014 Water billing data

ECD/400 Monthly electrical meter

readings in kilowatt hours

ECD/401 Commercial electrical power
readings; SCE billing

ECD/500% Monthly gasoline data in
gallons

ECD/s01? Gasoline billing data

ECD/600 Summary report of monthly

total energy use; megawatt
hours thermal

ECD/610 Meter cross-reference between
meter codes and S/N;
installation and removal dates,
meter locations

“y.

Programmatic Energy Changes PGM/100 Summary report of kilowatt-hour
changes in use

PGM/101 Journal entry of duty<cycle
and measurement code

PGM/102 Journal entry of type and
load change
j‘ Conservation Energy Changes CON/100% Summary report of kilowatt-hour

changes in use

CON/101® Journal entry of duty-cycle
. and measurement code
CON/102* Journal entry of type load
change

?
;
!
*
3
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Table 2 (contd)

Description

Group Name ke Name
Building Operation Mode BOM/1002
BOM/200¢
BOM/300%
Data Dictionary DIC/1002
DIC/200¢
File Catalog CAT/300"

Building lighting and HVAC
Operational Specifications

Building lighting and HVAC
Operational Specifications

Building lighting and HVAC
Operational Specifications

Element name, file name,
ficld length, position
data type

Element definition, and
relationships

File name, purpose, and
content

“These files have not been implemented (planning stage).

m
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GOLDSTONE®

ENERGY
i
INTERIOR
INTERIOR INTERIOR INTERIOR EXTERIOR BUILDING AIR
ARCHITECTURAL LIGHTING OCCUPANCY e LIGHTING CONDITIONING
GROUP GROUP GROUP GROUP GROUP PLANT GROUP
WALL FILE LIGHTING OCCUPANCY ELECTRICAL LIGHTING AIR COMDI-
(ARC/100) FILE FILE EQUIPMENT FILE FILE ~ TIONING FILE
(INL/100) (0€C/100) (EEO/100) (EXL/100) (ACP/100)
| | CEILING AND SECONDARY AIR CONDI-
FLOOR FILE EQUIPMENT FILE | TIONING FILE
(ARC/200) (EE0/N01) (ACP/200)
EQLDOUT SRAME LA IO
PREMP‘GEWW‘““DU ' e



GOLDSTONE"

ENERGY
. INTERIOR
- INTERIOR EXTERIOR BUILDING AR POWER BUILDING
G OCCUPANCY e LIGHTING CONDITIONING PLANT UTILITiES WEATHER
5 GROUP GROUP GROUP PLANT GROUP GROUP GROUP
TING OCCUPANCY ELECTRICAL LIGHTING AIR COND FREQUENCY UTILITIES DRY BULB
FILE EQUIPMENT FILE FILE | TIONING FILE | |={CONVERTER FILE FILE b FILE
v100) (0cC/100) (EEO,/100) {EXL/100) (ACP/100) (PPL/100) (UTL/100) (WEA/100)
: SECONDARY AIR CONDI- ENGINE DEW POINT
- EQUIPMENT FILE L] 1IONING FiLe | L{GENERATOR FiLE b{  FILE
p (EEO01) (ACP/200) (PPL/200) (WEA,/200)
cLoud
r—- COVER FILE
(WEA/300)
; WET LS
by FILE
: (WEA/400)
Fig. 1. Goldstone Energy Dets Base (1976)
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IDENTIFICATION RECORD
(RECORD HAS SAME FORMAT FOR ALL FILES)

HEADER RECORD
(RECORD FORMAT WILL VARY FROM FILE TO FILE AS
REQUIRED BY THE FORMAT OF THE DATA RECORDS)

DATA RECORDS
(RECC20 FORMAT WILL VARY FROM FILE TO FiLE
BUT REMAINS THE SAME WITHIN EACH FILE)

BN

’ Fig. 4. Flle structure
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GOLDSTONE ENERGY

DATA BASE
(DSN* GED)
1 1 | 1 1
DSNDR INTERIOR INTERIOR INTERIOR INTERIC 2 aul
HNTERFACE ARCHITECTURAL LIGHTING OCCUPANCY LIGHTI 4G col
GROU?P GROUP GROUP GROUP GROUP ru
CATA DATA l WALL CEILING & LIGHTING |. OCCUPANCY |' LIGHTING
DICTIONARY [ DICTIONARY Fiif FLOOR FILE FILE FiLE FILE
(01c/100) (DIC,/200) (ARC/100) (ARC/200) (INLN100) (0CC/100) (EXL100)
PILE
CATALOG
(CATN00)
I
LSt
(FIES)
-
1 1 1 . 1
INTERIOR ENEAGY ,
OPERATION ELECTRICAL B st CoNstvaion g
Grour EQUIPMENT \
GROUP Ghou? J GhP
[ WILDING WIDING MILDING [ ELECTRICAL L PROGRAMMATIC CONSERVATION
OPERATION OPERATION OPERATION EQUIPMENT CRANGE CHANGE
MODE MODE MODE FRE REPORT FILE REPORT S1LE
(SOMA100) (SOM/200) (SOM/300)  (16Q00) (PGMN00) | (con/m0)
¥
ey l. nogrammaric | | rocrammarnic CONSERVATION
v CHANGE FiLt CHANGE FRE CHANGE FILE
fr o (PoM1) (roMN ) (conn)
WRATHER
o
l. DRy RS DEW POINT o
111 fut cov
(weane (WEA/200) Wit
l L [ :7
DRY BAS REL MUMDITY .
(WEA/AN) (WEA/200)
1 [rorae - MARS N
1CHO OUTSIDE SCHO COMNTROL MONERR
DIV BRD  feef BOOM T CONTROL ROOM menua || contaot soom bt B VT
WA oEY MAS oRY MY DRY BULS ORY SULD orY UL ey Y
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RS

o P o T
“——j A - FILES NOT IMPLEMENTED
!‘Qﬂi ENERGY MASDAS -MICROWAVE ATMOSPHERIC AND SOLAR
_,D) DATA ACQUISITION SYSTEM (DCS 13)
I 1 T N -
INTERIOR BUILDING AlR POWER BUILDING
LIGHTING CONDITIONING PLANT UTILITIES
GROUP PLANT GROUP GROUP GROUP
’ l LIGHTING l. AIR CONDI- AIR CONDI- l. FRIQUENCY ENGINE UTILITIES
FIE TIONING FILE = TIONING FILE CONVERTOR FILE f= GENERATOR FILE FILE
(EXL/100) (ACP/100) (ACP/200) (PPL/Y00) {PPL/200) (UTL/100)
— I l o
ENERGY ENERGY
CONSERVATION CONSUMPTION
CHANGE DATA
GROUP ‘GROUP
CONSERVATION [ [ GASOLINE GOLDSTONE
LPG METER DIESEL FUEL WATER POWER
A ::;g;;;:m FILE METER FILE A METER FILE METER FILE g&NSUMPTION g&NSUMPHON
(CON/100) \ECD/100) (ECD/200) l  (Eco/%00) (ECD/400) (ECD//500) (ECD/600)

ETER
conservation [ | conservartion [ ‘_ LPG BILLING PUELBILLNG l_ TG L SCE BILLING o RS LRENCE
CHANGE FILE CHANGE FILE FILE FILE FILE FILE ILE FILE
(CONAOI) (CONAM2) (ECD/101) (ECD/201) (ECD/301) (ECD/401) (ECD/501) (ECD/610)

5 ’ »
i 1
JPOINT cLoup WET BULS WiND
COVER FILE FILE SPEED FILE
e (WEA/300) (WEA/400) (WEA/500)
&
. MASDAS ~ 1A ‘ MASDAS MASDAS
ML HuMIDITY ]- PYROHELIO- PYRONETER I |- e Bl * AT 100 PEET DREC
5 o METER AT 100 FEET DIRECTION
A0 (WEA/301) (WEA/302) (Weazn) (WEA/301) (WEA/502) .
r ECHO CONTROL PIONEER PIONEER MARS MARS [ MASDAS :
O pi L room PLENUM cONTROLROOM || PUNUM | | CONTROL ROOM WIND SPEED YRAMB
© (WEAZ210) REL HUMIDITY REL HUMIDITY REL HUMIDITY REL HUMIDITY REL HUMIDITY AT 15 FEET FOLDOUT .
,—L { (WEA/211) (WEA212) (WEA/213) (weaz14) (WeA219) (WeA/510 2

Fig. 5. DSN Energy Data Base (1979-1980)
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Microwave Time Delays in the DSN 34- and
64-Meter Antennas

R. Hartop
Radio Frequency and Microwave Subsystems Section

The microwave configurations at the 34- and 64-m stations have changed in the past
Jear die to new equipments. To maintain time delay data logs, new calculations have
becr mode where necessary of both the microwave component delays and the antenna air

path delays for each type of antenna.

I. Introduction

Previous articles (Refs. 1 and 2) have discussed the
necessity for carefully calculating the group delays within the
DSN antenna systems to permit accurate ranging of spacecraft
and for various other prujects such as VLBI. Because the
microwave subsystems are frequently changed to incorporate
new equipment with improved capability, it periodically
becomes necessary to recalculate the component group delays
to update the total time delay within the antenna system, An
extreme example of this has occutred in the case of 34-m DSN
subnet, in which the antennas and their microwave subsystems
have undergone a complete reconfiguration in their growth
from 26-m instruments,

This article presents the results and methods used to derive
new data for the recent changes to the DSN 34- and 64-m
stations at both S- and X-band frequencies.

il. Basic Data

Table 1 presents the calculated parameters that were used
throughout. The WC-504 circular waveguide is standard at
S-band; the WC-137 is standard at X-band. The WS-90 square
waveguide is used only in the orthomode in the new X-band
feed. The value of 1.18028543 X 10!© inches per second

(2.997 X 1019 cm/s) was used for the velocity of light in free
space, giving 0.084725271 nanoseconds per inch (0.0333
ns/cm) for the free space delay.

All calculations for feed d ys are from the phase center of
the horn to the defined outp  of the feed. Where applicable,
the additional delay due to waveguide between the feed
output and the TWM coupler input is listed separately below
the feed total. Individual component delay calculations are
generally very accurate since they rely on the precise physicai
dimensions of the component. However, certain complex
components such as the dual-mode feed horns and the
orthogonal mode junction reduce the overall feed delay
accuracy to the order of £ 0.2 ns.

lll. Feed Delays for 64-Meter Antennas

At DSS 14, the XRO Mod III feed is installed. This contains
the orthomode junction with the result that there are, in
effect, two feed paths as shown in Table 2. At DSS 43 and
DSS 63, the XRO Mod II feed wul continue to be used until
late in 1979, The data in Table 3, corrected from previous
sources, applies. The two travelling wave masers in the feed
cone are distinguished by their component designators A17
and A24.
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At S-band frequencies, the SPD cone assembly remains
unchanged. <o that the delay from the homn phase center to
the phase cahibration coupler input remains 21,291 nsat 2113
ME, und 18766 at 2295 MHy,.

IV. Feed Delays for 34-Meter Antennas

The X-band feed used in the SXD cone assembly s vlentical
m every tespect to the XRO Mod 1 feed assembly. Thus, the
data in Table 3 apply exactly. and the output elbow 1s the
same as for the Al7 configuration, gving a total delay of
5.090 ns.

The S-band feed in the SXD cone assembly has the time
delays shown in Table 4.

V. Dichroic Plate Correction

At X-band, the signal passes through the dichroic plate with
two results. The first effect is an offset in the ray path, making
it longer than a direct path, The second eftect is that the holes
in the plate act as small waveguides with a cutoff wavelength
of 1.530 inches (3.90 ¢cm). The resulting group delay of
0.2074 ns per inch (0.082 as/cm) times the plate thickness of
1.400 inches results in 0.2904 ns delay through the plate.
Adding the ray path geometry cor.ection of 0.0296 ns and
subtracting the direct free-space delay of 0.1370 ns leaves a
residue of 0.183 ns. This is the quantity that must be added at
8420 MHz to any air path delay involving the dichroic plate.
The correction does not apply at S-band since the plate is
merely a reflector.

VL. Air Path Delays

Air path delays ate based on the theoretical geometiy of
cach antenna configuration. No allowance 1s made for manu-
facturing  tolerances, hyperbolod  focussing, or suuctunal
deflections. The dichroic plate 18 treated sepatately, and a
small ertor was discovered i previous caleulation. Thus a new
figure 1s given here for the 04-meter antenna as well as the new
34-meter antennas.

The basic mir path delay for the Cassegrain configuration s
gven by

pathlength =1+ 2o + d

where fis the parabolod focal length, 22 15 the transverse ais
of the hyperbolod, and d is the depth of the paraboloid trom
vertex to rim. The last parameter arises because it has now
become standard to use the aperture plane of the paraboloid as
the reference plane for antenna-to-spacecraft path length. To
the zbove basic path must be added the dichroic plate delay
for X-band. For S-band. the path length from the horn to the
mirrored  X-band  phase center by way of the ellipsoidal
reflector must be added. The theoretical depths of the dishes
are calculated from the formula

where d is the depth, r is the radius of the paraboloid, and f'is
the focal length as before. The air path delays 7, for both the
34- and 64-m antennas and presented in Table 5.
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Table 1. Basic waveguide parameters

A

f r T

o’ . X' 8
Wan zpmde tnches (em) MH2z m/inch ns/em
WR 430 M3 01057 G04le Table 4. SXD S-Band Feed Assembly
md 8.600 — .
W -504 (21.84) 1295 1114 0.0439 PR
VI-128 2,500 8420 0.1023 0.0403 Item 2113 MH, 2395 Mifs
16.35) . .
Horn 7.834 7.685
2 C-137 2336 8420 01089 0.0417 Rotary jomts (3) 1.005 0,954
(5.93) Polarizers (2) 3482 3.2506
Transttion 0.794 0.7583
W5-90 1.800 8420 0.1351 0.0532
4.57 Ieed total 13,705 12.648
- o T Flbow 1.050 1,996
Total to
phase cahibration coupler 14.135 13.644
Table 2. XRO MOD il Feed Assembly
Tg. ns
O Table 5. Air path delays
Item Straight path Side path — - - -
e - e e Path length, inches (cm)
Horn 3.050 3.050 —————— — - -
Throat 0.477 0.477 Segment 34 meter 604 meter
Rotary joints (2) 0424 0.424 e
Polarizer 0.434 0.444 S X S X
Orthomode 0.707 0.709 e . B, . L
Twist - 0.511 f 432000 432000 1067.294 1067.294
Switch 0.342 0.342 (1097) 2710
t eed total 5.444 5.957
Waveguide 0.542 0.460 2a 203.247  203.247 356.057 356.057
Total to TWMs 5.986 6.417 (516) (904)
d 259.231 259.231 371.875 371.878
(658) (945)
Dichroic/ 106.963 106.963
ellipsoid/horn 272
Table 3. XRO MOD Il Feed Aasembly Total 1001.441  894.478  1902.189  1795.226
— — - - (2544) 2272) (4832) 45600
item T NS o —
o Delay, 7., ns 84.847 75.785 161.163 152.101
Hom 2,070
Spacers (2) 0.675 Dichroic - 0.183 - 0.183
Rotary jo™its (2) 0.424 correction
Poluriz - 0.444
Trunsition 0.520 Total delay, 84.847 75.968 161.163 152.284
Swich 0.342 T NS
teed Towal 4475
Elbows 615 (to Al17) 0.844 (10 A24)
Total to TWMs S.090¢A17) 5.319%(A24)
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Assessment of 20-kW S-Band Transmitter

R. Dickinson and H. Hansen
Radio Frequency and Microwave Subsystems Section

The recent performance history of the 20-kW S-band transmitter, installed at three
64-meter antennas and six 26-meter antennas in the DSN, is reviewed. An increasing
number of failures and Discrepancy Reports are characteristic of the wearout phase of a
failure curve. The type of failures are reviewed and four options toward reducing the
number and cost of failures are reviewed, These are existing (no change), refurbish
(replace worn components), redesign {extensive improvement) and replacement (with
completely new transmitter).

The options are compared on a ten-year life cycle cost basis using FY 77 expenditures
for existing equipment as a base. It is found that benefits, in terms of reduction of outage
time, increase with an increase of expenditure toward improvement, The choice of vption
to be exercised is dependent upon the amount of outage which is acceptable and, of

March and Aprl 1979

course, upon funds available,

I. Introduction

The 20-kW S-band transmitter subsystem is installed at each
of three 64-m antennas and at each of six 26-m antennas in the
DSN, making a total of nine transmitters. The installations
were completed in 1966. Recent performance has been
characterized by an increase in both minutes of outage and
number of Discrepancy Reports (DR) on the subsystem.
Figure 1 shows a sharp rise in outage and DR’s for the years
1977 and 1978. This record was the reason for initiating a
study of the transmitter to determine what optimum remedy
would reduce this trend in failures. The object of the study is
to evaluate the record of recent failure reports and to assess
methods of improving performance.

ii. Recent Failure Trend

An explanation advanced for the recent rise in failures is
increased emphasis on Discrepancy Reporting. This may be a

108

partial cause. However, the reports do cite increased outage
time as a result of failurcs. Further, many failures have
resulted from worn bearings, pitted relay contacts, and leaking
seals. These troubles suggest that some components are in an
“end-of-life” period wherein a more frequent failure pattern is
typical. This situation requires attention immediately to
prevent reaching a point where failure rate soars prohibitively
high. Another reason for searching for options for improve-
ment is that numerous components are becoming obsolete and
difficulty has been experienced in locating replacement parts,
especially when needed immediately.

For the years 1976 through 1978, the outage time
illustrated in Fig. 1 was divided among power amplifier (25%),
power supply (25%), heat exchanger (25%), miscellaneous
(20%) and procedural (5%) sources. Table |, which describes
the reports for 1977, is representative of the failure pattern
and shows many of the large outages which were the reason
for the sharp rise in 1977.
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Note that total outage due to fan failure, cooling system
leaks, arc detector tripping, and insulation faults is 3862
minutes, about 90% of the total.

Some of the outage charged to the power amplifier was
described as due to waveguide mismatch. Actually, the
transmitter subsystem arc detector is operating as designed and
the source of trouble may be in the waveguide, possibly
leakage or other problems causing arcing or high voltage
standing wave ratio (VSWR). The waveguide is subject to
mechanical vibration and probably needs preventive mainte-
nance applied.

The largest source of power supply problems is fan failure
due to bearing wearout. Reference 1 considers reliability of
blowers to be composed of an electrical component, constant
with time, and a mechanical “wearout” component which
increases with time. It appears that mechamical components
such as the fans may be at the end of life period where the
failure rate is increasing rapidly.

Other causes of power supply failures are in relay tripping
and insulation breakdown. These, also, suggest aging problems
such as contact pitting and insulation deterioration.

Heat exchanger outage shows much time lost due to leaks
at seals and fittings. Again, this suggests aging from hardening
of packing and gaskets, vibration, bearing wear, etc.

The 926 minutes, under miscellaneous, described as high
noise are difficult to explain. A major portion of this outage is
ascribed to waveguide arcing which is not a fault within the
transmitter.

lil. Definition of Options

Possible approaches toward the recent failure history range
from *‘doing nothing” to replacement of the transmitter with a
complete new design. “Doing nothing” implies acceptance of
probable increased repair cost in future years plus acceptance
of greater risk of outage during a scheduled operation when
lost data might be irrecoverable. Increased maintcnance cost is
undesirable at any time. Losing irrecoverable data after having
made minimum effort to reduce the likelihood of failure
would be inexcusable. Therefore, “‘doing nothing”™ is consi-
dered a first option but essentially as a starting point in
searching for the most advisable plan of action.

A review of Table 1, (plus the details of the associated
Discrepancy Reports), suggests that replacement of compo-
nents subject to wear and/or deterioration would offer a low
cost approach to reducing failure rate. For instance, Table 1

shows outage of 479 minutes from fan and air-flow switch
failure, 735 minutes from seal and fitting leaks, and 426
minutes due to low flow, fan beanngs, etc., in the coolant
system. These three arcas total 1640 minutes and comprise
387 of a total 4285 minutes outage.

Other failures, such as wiring breakdown, offer additional
potential for improvement by replacing components which
show the effects of aging or high voltage deterioration.,

Thus, refurbishment was chosen as onte avenue for impiove-
ment which should offer substantial gains, possibly as much as
30% to 40% reduction in outage, and at low cost.

A third option would entail a more complete rebuilding/
redesign of the existing transmitter. This would allow replace-
ment of all worn components, replacement of deteriorated
insulation with new wiring, and minor improvement in
circuitry if deemed advisable from experience. A recom-
mended addition would be expansion of the monitoring
circuitry to a built-in test equipment system to aid in faster
diagnosis of failures and, thereby. reduce outage time. The
proposed redesign would be considerably higher in cost than
the refurbishment, but would be hmited by using most major
components of the high voltage power supply. motor-
generator set, heat exchanger, and the klystron.

The potential cost of a redesigned transmitter and the
compromises inherent in redesigning any equipment suggest
consideration of an entirely new transmitter to replace the
existing equipment. The added design cost would be justified
by improved performance, high reliability and extensive
monitoring and self-test circuitry,

The result of the foregoing considerations was a plan to
compare, on a life-cycle cost basis, four options to reduce the
rise in failures, shown in Fig. 1:

Option 1. Existing transmitter. Continue use without
action.

Option 2. Refurbishment, Replace worn and obsolete
components with new, current items.

Option 3. Redesign. Replace additional components, such
as obsolescent transistors. Redesign circuitry to remedy
known problems, expand monitoring and self-test circuits,
redesign cooling system to reduce leaks and vibration
caused failures.

Option 4. New transmitter. Incorporate highest reliability
components, current manufacture, extensive monitoring
and self-test circuits. Design to current and anticipated
future requirements. Centralized control would be a design
objective, with an option for completely unattended
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operation. A pre-failure status file would be incorporated
with the monitoring circuits to store pre-failure status
information.

IV. Cost History

A cost model for the DSN was reported in Rof 2. This
study developed a cost model for the DSN giving maintenance,
operations, sustaining, and support costs for each subsystem
(see Table 2). For the transmitter subsys.em, the 1977 costs
were:

Category Cost

Maintenance $ 646.000
Operations 501,000
Sustaining 547.000
Support 462,000

Total $2,156,000

These figures were used as a base for making a cost comparicin
of the four approaches toward improvement of the trans-
nitter.

V. Estimating Cost to Upgrade Transmitter

A comparison of life cycle cost for each of the four options
was desired for the 10 year period beginning in FY80. The
subsystem cost figures for FY77 were adjusted to FY80 using
an estimated inflation rate of six percent per year. A
subsequent allowance for the combined effect of inflation and
discount raies was made using a net discount factor of 0.98
per year, per Ref. 3.

The cost for each option was estimated by making an
estimate of the cost of implementation. The cffect of the
changes made toward lowering maintenance, operations, sus-
taining, and support costs was estimated in terms of percent
reduction in expense which might reasonably be expected. A
similar estimate was made of the minimum percentage
reduction in “minutes outage which could be expected. The
following assumptions were made for each option:

Option 1: There will be no cost of implementation since
no improvement will be made. It is believed that the failure
rate is increasing due to aging of mechanical and electrical
components. The rate was estimated to increase at five
percent per year and this figure was sssumed to increase
maintenance costs proportionately. While the more fre-
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quent failures would have some effect on other costs, it was
assumed that operations, sustaining, and support costs
would not oc increased.

Option 2: A minimum program of refurbishment was
assumed:

(a) Replacement of fans with an estimated reduciion in fan
failures to 25% of the FY77 level.

(b) A thorough rework of coolant lines and fittings will
reduce coolant system failures to 25% of FY77 level.

(c) Increased efforts to keep the waveguide mechanically
tight, pressurized, and free from impurities will reduce
waveguide arcing and will give at least a 20% reduction
in arc detector trip-outs.

(d) Efforts to relocate critical controls plus improvement
in operating procedures will reduce procedural errors
by 33%.

(e) While efforts to improve and replace wiring would be
made, most wiring would be unchanged. Therefore, it
was assumed that the number of wiring shorts, opens,
etc., would be unchanged.

The cost of implementation was estimated as the cost of
new fans, coolant fittings, and other hardware to accom-
plish these improvements, plus the cost of associated labor.
The estimated percent reduction in failures was applied to
the outage time reported for 1977. The result indicated an
approximate 30% reduction in outage time. This reduction
was applied to maintenance costs beginning in the second
year, assuming one year required for completion of the
changes. A reduction of 30% in outage should aid in
reducing costs of other functions and it was estimated that
the cost of operations, sustaining, and support would be
reduced by 10%, 5%, and 10%, respectively.

Option 3: A “best estimate” of the cost of redesign was
made, for each subassembly in the transmitter subsystem,
to find the cost of implementation,

The redesigned subassemblies would have new, current
components and new wiring. Presumably, known problem
areas would be eliminated. By this reasoning, it was
concluded that improvement in outage would be consider-
ably greater than the 30% reduction predicted in Option 2.
Therefore, an estimate of 50% reduction in outage was
made as a feasible design goal. This percentage was applied
to maintenance to compute a ten year cost.

It was estimated that a 15% reduction in operations,
sustaining, and support costs could be expected from less
outage, from expanded self-test circuits, and from other
refinements. This reduction was used to calculate a ten year
cost for operations, sustaining, and support.
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Option 4 Bemg i a conceptual stage, this option was the
most difficult on which to make cost estimates. For cost of
unplementation, g “best guess™ estimate was used for cost
of design. fabrication and mstallation, of each assembly.

A major objective in the new transmitter is rapid fault
diagnosis and quick repair of failures. For a conservative
figure for reduction in outage time. 607 was estimated to
be a minimum design goal. This percentage was used to
compute maintenance cost.

The self-test circuit, pre-faifure status file, and central
control operation, should provide a substantial reduction in
operations requirements and a 257% reduction was thought
to be a realistic, minimum estimate. This figure was used in
computing a ten-year cost of operations, sustaining and
support.

The specification, design, and procurement of the new
transmitter would require at least threc years. Therefore. in
computing total cost, allowance was made for i "atenance
cost of the existing transmitter during a tnree-year design
and phase-in cycle.

The assumptions are listed in Table 2 and represent
simply a single point selected estimate of the cost benefits
which could be expected from each option. Further studies
may set more definitive, reasonable goals for achievement.

VI. Results

The result of the estimates and computation of costs for
the nine transmitters in the DSN are shown in Table 3 and
Fig. 2. As noted above, the computations for Option 4 made
allowance for costs of the old transmitter during a three-year
design cycle. By way of interest, a computation was made for
the new transmitter for FY83 through FY92, i.., after
completion of the design-phase in cycle. These figures,
Table 3, make Option 4 especially attractive when charges for
the change-over period are deleted.

P

ViIl. Conclusions

The reduction in relative outage icreases proportionally to
expenditure, as would be expected. The figures result from
estimates considered to be conservative. The tmprovement
from which reduction in outage was estimated 1s thought to be
the minimum gain possible.

Option 2. refurbishment, gives a high benefit-to-cost ratio.
Basicaily, Option 2 involves replacement of old and worn parts
and this program would be the minimum to be imtiated.

Additional improvements under Option 3, redesign, and
Option 4, a new transmutter, are cost effective also. It appears
that the choice of option is dependent upon. first. judgement
as to the value of outage reduction in DSN operations, and,
second, as to budget which is available for improvement
purposes.

Ten years was chosen as the life cycle span to conform with
current life cycle cost studies. It is thought that Options 2 and
3 would place the transmitter in condition to serve beyond ten
yeurs. A new transmitter per Option 4 should be useful for
well beyond a ten-year life.

The figures for DSN expenditures for the S-band trans-
mitter used as a base for costs were determined after a lengthy
study (Ref. 2). The cost estimates for the four options were of
a “‘best guess™ type in accordance with the improvement to be
made. Therefore, accuracy of the total cost is commensurate
with the accuracy of the *“best guess™ estimate. The trend
shown in Table 1 and Fig. 2 is valid, however. Basically, the
results show that substantial improvement can be obtained for
small costs. As more improvements are made, the benefit-to-
cost ratio drops and the gain becomes more expensive.

Plans for additional refinement of the figures include
contacting cognizant organizations for opinions and estimates
on improvements which are required and the effect on outage
and on costs if the changes are made. Also, current quotations
for hardware requirements will be needed to arrive at more
accurate cost figures,
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Table 1. Discrepancy Report summary, 1977

N/C

~1
-157%
~28

Assembly Outage Descniption of tatlure
Power amplifier 351 mun S\ are detector tnips, three due to
suspected waveguide mismatch.
405 min  Onc high reflected power indica-
tion, removed by turning on
coolant flow to an 1solator.
355 min  RF power limited. required
ad;ustment of attenuator cou-
pler set screw.
3$ min Beam overcurrent relay tnpped.
Power supply 17 min Arcan high voltage cable, cable
replaced. Table 2. Effect assumed on costs
479 min  Eight fan or air-flow switch - : - - : -
failures required replacing si1v Option Maintenance  Operations Sustaining  Support
fans and two atr-flow switches. - -
1. No improvement  +5'7/Year N/C N/C
g av malf -
21 min  Theee relay malfunctions. > Reiurtbishment 3077 -1 g
168 min  HY cable insulation hreakdown 3. Redesign -80r7 -157 -15
and one loose HV connector. 4. New transmutter -607 =257 -257
1S min  Transmitter could not be turned —
on because of jammed emergen-
¢y off switch on remote control
console.
Heat exchanger 735 min  Nine leaks at seals, sight glass,
fittings, etc.
426 min  Nine failures due to low flow,
lost pressure, fan bearnings, ete.
Procedural error 132 min  Outage (37 of total).
Miscellaneous 424 min  High noise, due to waveguide
arcing.
502 min  High noise, cause undeter-
mined, no recurrence.
70 min  Other miscellancous.
Table 3. Comparative cost of tranemitier options (thousands)
T T Operations -
Transmitter Total . . Cost % Outage
option cost Implementation  Maintenance sustaining reduction reduction
support o
Existing $25.220 No coet $8,776 $16.444 - 0%
Refurbisi $20,599 3268 $5.241 $15,093 $4.621 30%
Redesign $18.,991 $891 $4,118 $13.988 $6,229 0%
New design $22.583 $4,406 $4,522 $13,655 $2.637 607
New design $18,996 $4,406 $2.983 $11,607 $6,224 wO%

(FY83-FY92)*

#Ten year cost after phase-out of old transmitter
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N79-25114

March and Aprit 1979

A Circuit Model for Electromagnetic Properties
of Waveguide Arcs

H. C. Yen

Radio Frequency and Microwave Subsystems Section

This is the third article in the series reporting the progress of a waveguide arc study
undertaken by the Transmitter Group. in this article, a dieiectric model of waveguide arcs
is presented to relate measurable electromagnetic quantities to the physical parameters

characterizing the breakdown process.

In the course of studying waveguide arcs, the RF power
that is reilected from or transmitted through or absorbed by
the arcing plasma is often measurable (Refs. 1 and 2). Such
measurable quantities reflect the macroscopic electromagnetic
properties of the waveguide arcs as seen by a matched
waveguide system. In this brief article, we outline an attempt
to develop a “dielectric model” relating these measured
quantities to the physical parameters characterizing the break-
down such as the electron density, collision frequency, and
velocity distribution. We plan to use this model to correlate
the arc properties determined by the electromagnetic and
optical measurements.

For simplicity, we shall assume the arc plasma behaves like
a dielectric with complex dielectric constant e = €' - j €’ (j =
+/~1) and has a cylindrical shape of diameter d shunting the
rectangular waveguide at the center of the broad wall. The
imaginary part of the dielectric constant accounts for the
losses taking place inside the dielectric. Figure 1 shows the
equivalent circuit representation for such a: dielectric rod
shunting the waveguide (Ref. 3). Z_ and Z, are given by:

Z, _VI- m? ( 4 ) !
—_— = _+1)__._______
RO 8m 02 [(G" 1)2 +e"2]
4.2
- "6’ € [6+(2€~3)a?] -] [(—in)
o?
(€-1) a’m? '
— ) g5 - 2T 6 1
[(¢'- 1)? +€"?) 0" T1p D
+ad (-3¢ +2- 6"2)]] 1)
¥4 4 -
R—: - SANLTT 4e (6422 - 3) o)

+il6 (- 1)+(2- 3N a? + (' - ") ]} ()
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with

R“ sreal charactenstic impedance of the waveguide system
\

A . treesspace wavelength

Ao cut-oft wavelength

a © mner dunenston of the broad wavegtnde wall

- . _ 7{(1 xt‘ _ TT) 11) |)
@« T ndid = Ja A -(3 (a (m
m = ?\/7\(‘ = }\/2“

.
IR n? = (1/my? " ’

Assume the waveguide system is perfectly matched betore
arcing and neglect the effect of the arc movement. The
impedance as seen by the source in the presence of arcing is
given by

R +2)Z
a

~N
]

in = “n

and the reflection coefficient is

whete

o

, Vot
[\“ ] q
/

b -

X))

A J b {\

R 0

The remaming power s disipated erther i the are plasma
ot the ermumation We shall sdenaty them as the power
absorbed by and transmitied thiough the are espectively

To carry out the caleulation futther. we need 1o know the
waveguide dimension, operatmg fiequency, e plisma sive,
and ats dielectnie constant. The are size (@) s estunated to be
between 0.1 to 0.2 judging from the are tracks lett belund
some reported S-and N-band experiments (Rets. 1 and ). The
effect on Z . £, due to the uncertamty of the d-a value 1s not
completely negligible: neverth eless, the wie size can be con.
sidered relatively certain. The most important and untortu-
nately the least ! aown parameter m evaluating Fgs. (1) and ()
is the dielectric constant of the are plasnma as seen below.

Assume local  thermodynamie equibbrivm (LTE) exasts
inside the are plasma (this is usually satistied tor gas pressure
larger than 1 atmosphere and probably valud tor the wavegade
are also); the collision theory of gases (c.g.. Ret. 4) gives the
expression of plasma dielectric constant as follows.

dj'o (. T)

bl
nes 4n 1
t o~ - . . . “u? du
mwe, o w- ;rc(u) du

i

(0)

where w is the angular frequency of the electomagnetic wave,
nis the election density, ¢ is the electromie charge, m is the
clectronic mass: €o is the vacuum peimittivity; z'('(u) is the
velocity dependent electron collision {requency and NUSARE
the unperturbed electron  velocity  distribution  function.
Because the state of the waveguide arc is not well understood.,

= Zin ~ 59 @ Eq. (6) is hard to evaluate. However, 1f we can assume 2
Zm tR, velocity-independent collision fiequency, Eq.(6) can be
reduced to a much simpler torm as follows:
After some lengthy calculation, the ratio of the reflected €= 1- net 1 _ . W 7
power P, to the incident power P, is given by mwe, w-Jjv, wlw- /)
-x 2 © oy )2
L (1+Y, QY +Y,)- X, X, +X,)]° +4 [(.\’":Xb) Y, tx, ¥l .
n (147, QY +Y,)- X, X, +X,)- 2(X, + X, + D2 +4 [(X, +X,) ¥, +X, ¥ +} +V,]? ’
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T 3y "
where wy T et ‘me ;s the plasma frequency I'wo extieme

cases can be readiv denntied. namely that 1< and
‘

ro > w0 For o e the colliston process can be totally

¢ ¢ 3 N

neplected and ¢ = 1 o w0, e an wdeal collisionless

plasma. For w~ w . the dielectrie constant v negative weal

nunber wesuling  mooan unaginay propagation constant
(evanescent mode) On the other hand, @ ™, 1esults i
real propagation constant (propagaton moded. For e > .

the collistons are so frequent that they dommate the dielectie

2
"
ton e the plasma It possible that as the are stades and

comtant and ¢ = 1 7w Lresulting wsubstantidd disapa-

torms. the condition may evohe trom one realm to the other

Stree we are stilhn the process ot charactenzine wanepmde
ates, no quantitatve evaltation will be caned out at the
present e Further study tlong this fine will be presented
and discussed e the futuee as soon as the physical charactens-
ation of an are plasma s feasible.
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Waveguide Arc Study

H.C. Yen
Radio Frequency and Microwave Subsystems Section

This is the second article in the series reporting the progress of waveguide arc study
undertaken by the Transmitter Group. In this article we report some experiments and
their preliminary results on the arc study and the arc detector evaluation. Some future

experiments are also briefly discussed.

I. Introduction

This is the second article in the series reporting the progress
of waveguide arc study and protection undertaken by the
Transmitter Group. In this article we briefly describe some
experiments that have been or are being carried out to
investigate the arc properties and to evaluate the arc detection
subsystem performance. Preliminary results are presented
where appropriate.

Ili. Controlled RF Arc Generation

QOur arc study will be based on a controlled RF arc
established in the laboratory; therefore, a method of genera-
ting a suitable arc has to be found. At present, we are
experimenting with the idea of establishing an arc inside a
resonant structure. During this phase of study, a matched
waveguide system with a resonant section was assembled. A
block diagram showing the essential components and the signal
path is given in Fig. 1. The RF power amplifier used here is
capable of delivering more than 10 W into a matched load. The
resonant section is made of a 10.16-cm-long standard wave-
guide (WR430) with both ends enclosed with conducting
planes. The coupling is achieved through iris openings in these
conducting planes. The width for the input plane is such that,

196

along with the stub tuner, zero-reflected RF power can be
achieved at resonance. The iris width on the output plane is
such that the loading on the resonator is negligible while
providing a measurable signal for monitoring the RF fields
inside the resonator.

Preliminary results showed that the unloaded quality factor
of the resonator can be as high as 6.3 X 103 at 2 GHz. Since
the RF source used 1n this experiment was not stabilized, the
critical coupling state (zero reflection power at resonance)
could not be maintained for long before detuning occurs due
to oscillator drift and/or thermal effects. At present, we are
exploring other alternatives, Among them, the scheme of using
a very stable VHF oscillator in cascade with a frequency
multiplier seems very promising in providing the necessary
stable RF drive.

The idea of using a resonant structure is to sustain a very
high RF field inside the structure with a low-power RF source.
However, as soon as a breakdown is induced, the loading on
the resonator can be such that a large mismatch between the
source and the resonator occurs, resulting in substantially
reduced fields inside. This, in turn, can quench the arcing
unless the already formed arc can be sustained at a much lower
field level. (This is in contrast to the arcs generated in a
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high-power transmission system where arcs are continuously
subject to intense incident RF until the latter is turned oft.)
Such difficulty is inherent in any experiment using a resonator
to study the properties of a notnegligible perturbation
introduced to it. Nevertheless, arc study using a resonant
structure still merits further pursuit for the following reasons.
During the initial breakdown of high-power transnussion, arcs
evolve from a rapid formative (initiation) state into a more
prolonged sustained state. The field and encrgy balance
conditions to bring about an RF arc and to sustain it are
belicved to be quite different, as is the case for the de ares. In
view of protecting the transmitter, it is logical and desirable to
design an arc detector to be most responsive to the waveguide
arc characteristics that are exhibited during the formative stage
of arcing, in addition to being responsive to the emission from
an established arc. The short-lived (but readily repetitive)
pulsed arcs permitted by the resonator are useful in studying
the nature of this formation phase of arcing because the RF
fields inside the resonator prior to the breakdown can be made
to approach that present in the waveguide of a high-power
transmission system, and therefore resonator arcs are expected
to be good simulations of high-power waveguide arcs as far as
this phase is concerned.

Since the arc fu-mation time was reported to be quite short
(about 1 microsecond at 5 kW, and much less at higher
power), a prudent design requires that the arc detector should
also respond positively during the following sustained state.
Thus some knowledge about the sustained arcs whether they
are moving (such as those that exist further along the
transmitter output waveguide) or stationary (such as those
that may exist at the klystron window) is also highly desirable.
Methods of generating sustained RF arcs inside a resonator are
currently being explored so that studies can be done using
them as a source. Such arcs are not expected to be fully
commensurate with existing high-power transmitter arcs;
nevertheless, at this early stage of the detector engineering
design, we do not wish to tie up a multimillion dollar,
megawatt facility to test arc detector responsitivity. Of course,
high power RF arcs are eventually needed for final verification
tests.

ll. DC Nitrogen Arc Experiment

During this phase of study, we also performed some dc
nitrogen arc experiments mainly as an exercise of getting
acquainted with the optical instrument as well as the :lickering
nature and radiation spectrum of nitrogen arcs. A block
diagram showing the basic experimental arrangement is given
in Fig, 2.

The optical instrument consists entirely of an EG&G
580/58S Spectroradiometer system. It has the capability of

performing both spectrometer and radiometer measurements,
but is calibrated for only the forimer mode of operation. When
measuring the spectral dsstribution of a source. order sorting
filters are nceded for each segment of the spectium with
bandwidth 100 ~ 200 mn wide to eliminate the higher-order
contributions from shorter waveiengths for a given grating
position. The overall spectral range is determined by the filter
type used. grating range. and photomultiplier responsivity. For
our system, it covers from 350 to 1200 nm with two different
photomultiplier detectors. The accuracy of the wavelength
reading is estimated to be *5 nm mainly due to a mechanical
backlash in the grating scanning mechanism.

The arc was generated ac.oss a 3.2-mm gap between two
tungsten electrodes with voltage of 10 to 15 kV across them.
The tube was repeatedly evacuated and refilled with 1 atmo-
sphere of dry nitrogen gas. The maximum arc current is limited
by the high-voltage supply to 1 mA and as a result only a very
limited light output has been obtained.

A typical raw spectrum covering the visible range is shown
in Fig. 3. The spectrum is somewhat distorted because the
spectrometer has quite different responsitivities over different
portions of the spectral regions. After correcting for this
difference, a “true” spectrum is obtained. This is a very time
consuming process because it has to be done for cach
wat clength, Compounding the task are the original uncertainty
of ihe faw spectrum and the possible errors in wavelength
designation. In Fig. 3 we also show a sample of a corrected
spectrum, As can be seen from there, detail spectral structures
cannot be unambiguously resolved because of spectrometer
resolution, spectrum fluctuation, wavelength errors, and the
correction process for responsitivity difterence. Nevertheless,
such spectrum can still provide a general sketch of spectral
distribution and their relative magnitude.

For wavelengths between 700 and 1200 nm, a thermoelec-
trically cooled infrared detector has to be used. At present we
have some difficulties obtaining a consistent spectrum in this
region largely due to the drift and dark current in the detector
itself. This seems to imply insufficient cooling power for our
detector. Further study of this problem is under way.

One useful parameter to describe the general characteristics
of an arc is the arc temperature, especially when local
thermodynamic equilibrium prevails. An empirical method has
been established (Ref. 1) that can determine this temperature
very conveniently. Specifically, for a given pressure, the
nitrogen arc radiation (per unit source volume, per unit
wavelength bandwidth and per ..:t solid angle) at wavelength
A= 4955A is measured. The arc temperature is then read off
from an experimentally established calibration curve showing
the same quantity as a function of temperature. This particular
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wavelength s chosen hecause, in the vicimity of it, there is no
line spectrum contnbution (ie.. pure continuum) evep at a
very celevated temperature. Whereas in other pairts of the
spectrum, substantial contribution tfrom line spectrum broad-
ening can take place at elevaied temperatures even though
they are also devord of line spectrum contribution at a lower
temperature. Applying this scheme to our sample spectrum,
the temperature was found to be well below 3000 K, which is
consistent with the fact that the arc current is linnted to less
than 1 mA. To our knowledge, there 13 no nitrogen spectrum
at this temperature, pressure. and arc current readily available
for comparison; therefore, to estabhish confidence wn our
measurement technique. spectra at much higher arc currents
are needed.

IV. Transmitter Test Light Upgrading

A nitrogen atmosphere test light would be quite desirable as
a light source for arc detector testing. However. until such a
unit can be developed and implemented, the xenon-type flash
lamp seems to be an interim cost effective test lamp despite
the fact that the spectrum it produces is different. In fact,
such a lamp can perform almost all the functions that we
expect from an ideal nitrogen test light.

A feasibility study of upgrading the existing transmitter test
light subsystem was initiated during this phase of study. The
goal of this study is to evaluate a commercial solid state
electronic camera flash as a candidate for replacing the
presently used test light. The attractive features of the flash
unit used in this study (Kodak Ektra Electronic Flash) are
small size, low-voltage power source (3 V), fast rise time, and
intense light output,

The test light is mounted on the transition region from the
klystron amplifier output window to a WR430 elbow section.
It performs routine arc detector checks, provides a time
reference for response time check and can be used in the arc
detector sensitivity calibration, which in turn provides the
necessary information for setting the detector safety margin.

The unit was slightly modified so that it could be
electronically triggered to provide well-controlled and repeti-
tive unambiguous flashings. At the recommended +3 V supply,
it required three or four secands to fully charge the unit with
peak charging current as high as 1.5 A. The standard arc
detector was used to detect the flash via an optical fiber link at
the bend of the elbow. The time delay from the rising edge of
the triggering pulse to the rising edge of the arc detector
output was measured at several test light levels. The results are
summarized in Fig, 4.

Ith is the threshold intensity to produce an observable
detector output. Since both pulses have rather short rise times
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(of the order of nanoscconds). the observed delay can be
attributed to the combination of the delay n actual tlashing,
delay due to hght path, delay due to photodiode response. and
delay due to voltage comparator (LM211) m the are detector
circuitry. On the time scale of observed delay, it seems that
most of the delay is due to the voltage comparator response
when the input voltage to it is small (i.c.. at very low-light
level). This is partially supported from the specification of said
comparator where it is shown that substantial response time 15
required at low mput level. To show the weakening effect on
the light eventually detected by the photodiode due to the
waveguide and optical fiber link, the “dead™ time of the
system was measured by directly connecting the flash unit
output port to the arc detector input port. At maximum {lash
output, the delay timme was measured at 0.7 us as opposed to
the minimal observed time of 6 ps in the actual waveguide
configuration,

Clearly, from the resuits obtained, we conclude, to make an
arc detector effective and reliable, every step of caution has to
be taken to assure the maximum amount of light reaching the
photodiode surface. Assuming that the detector remains
unaltered, the following arcas for improvement remain:
waveguide wall reflectivity, optical acceptance geometry,
optical fiber attenuation, and optica! fiber-to-photodiode
coupling. Among them, the acceptance geometry and fiber-
diode coupling seem to offer more room for improvement.
Only the coupling problem will be discussed here and we will
say more about optical acceptance geometry in the next
section.

On a closer examination of our hardware, we found that
the optical fiber-to-photodiode coupling was rather poor n
our present set up. The problem arises mainly from the
physical construction of the fiber itself, which is custom-made
and has two input and two output channels. The individua!
tiny fibers that constitute the main optical fiber are so
arranged that whenever there is light in either input channel, it
will be equally split into two output channels. Ideally we
would like to have the light emerging from the output channel
uniformly distributed over the whole cross-section avea to
maximize the effective interception between this cross section
and the photodiode active surface because they are not of the
same size and shape. Unfortunately, this is not the case for our
fibers. The light emerging from our optical fiber tends to
cluster in patches and is distributed irregi. ulv over the cross
section. With the active photodiode surface simaller than the
optical fiber cross section, the effective light courling can te
severely reduced depending on the actual light distribution,

An attenuation experiment was carried out to investigate
the loss due to this “optical mismatch.” A monochromatic
light source, whose size is the same as the diameter of an
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optical probe aperture used for detecting the light at the
output end but less than that of the optical fiber, provides a
uniform illumination on the mput cross section. The results of
the measurement were summarized in Tahle I Indging from
the state of the art of optical tiber technology and taking into
account the length involved and the power splitting feature, an
attenuation of 5.0 ~ 5.5 dB between channels is regarded s
normal. We have curred an additional attenuation of up
3.1 dB due to poor coupling. This deficiency in coupling can
be corrected without difficulty. If we exchange the roles of
input and output channels, we can obtain a umform light
output over the entire cross section at the input channels,

V. LED Array Simulation Experiment

One piece of design information that is useful in maximiz-
ing the amount of light received by the detector s the fraction
of the light output that enters the optical fiber for a given
source and fiber configuration. Not knowing where the
breakdown will occur in the general area of the klystron
amplifier output window, it is impossible to obtain a specific
answer. In the following, we attempt to make an order-of-
magnitude estimate of this fraction based on the assumption
that the arc will strike across the center of the broad wall of
the waveguide at the far end where the test light is situated. A
linear LED arniay was used to simulate the arc. Its dimension is
3.2 mm X 50.8 mm, and at a distance of inv.e than 50 ¢cm
away, it can be regarded as an effective point source. The
desired fraction is then obtained by taking the ratio of the
amount of light received at the input end of the optical fiber
to the light intensity of the source. The optical measurement is
similar to that shown in Fig. 2 and the essential data are
sunmnarized below:

P = Total light emitted from the sowrce per umit sohd angle
per unit wavelength {1.e.. irradiant intensity per unit
wavelength)

2.14 X 107° W/nm-rad

=~
It

Total light received at the mput end of the optical
fiber per unit wavelength

=41 X 1071%W/nm

Therefore the effective solid angle subtended is

_L_ -
Slcff—}; =1.9X 107" rad

However. the apparent solid angle is approximately
x90X107%
Slapp 0X 107" rad

That is, the effective solid angle is twice the apparent solid
angle indicating that the contribution of light indiwrectly
scattered into the optical fiber is not insigniticant. In fact, it is
quite comparable to that from direct scattering. One other
aspect worthy of note from the above calculation is that a
linear source can radiate into a solid angle of the order of 7
radians while our effective solid angle is only about 2 X 10-4
radian. i.e., only about 0.01 percent of the light gets detected
in our present geometry. It seems reasonable to assume this
collection efficiency can be improved somewhat by enlarging
the aperture of the optical fiber until the electromagnetic
characteristics of the system start to be affected.

Reference

1. J. C. Morris, R. U. Krey and G. R. Bach, “The Continuum Radiation of Oxygen and
Nitrogen for Use in Plasma Temperature Determination,” J. Quant. Spectrosc. Radiat,

Transfer, Vol. 6, pp. 727-740,
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Table 1. Optical tiber attenuation and one of the

test configurations
INPUT ouTPUT
CHANNEL 1 CHANNEL 1

CHANNEL 2 L- CHANNLL 2
Input Output Attenuation,
channel channel dB:0.3
1 1 6.2
] 2 8.5
2 1 7.6
2 2 6.1
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Radio Frequency Interference Effects of Continuous
Wave Signals on Telemetry Data: Part I

P.W. Low
Deep Space Network Operations Section

In a previous report (DSN Progress Report 42-40)), the results of the | st series of
radio frequency interference tests and an empirical telemetry bit SNR degradation model
derived for a fixed telemetry data rate wind a fixed telemetry data power were presented.

In this report, Part II, the results of a second series of radio frequency interference
tests and the derived telemetry bit SNR degradation model, which includes the telemetry
data rate and the telemetry data power as independent varigb.es , .+ characterizing the
continuous wave interference effects on telemetry data, are presented. This generalized
telemetry bit SNR degradation model has been implemented in the second version of the

Deep Space Interference Prediction software.

I. Introduction

As part of an ongoing effort to investigate radio frequency
interference (RFI) effects on Deep Space Network (DSN)
spacecraft telecommuaication signals, a series of RFI tests
was formulated and conducted with standard Deep Space
Station (DSS) equipment to investigate continuous wave (CW)
interference effects on telemetry dats in 1975. In analyzing
the effects, the CW interference was treated as an extraneous
noise. Empirical telemetry bit signal-to-noise ratio (SNR)
degradation and drop-lock models were then developed based
on test data and certzin physical characteristics of the telem-
etry data processing system. These tests and resulting models,
which were described in a previous report (Ref. 1), however,
were strictly for a telemetry data rate of 2000 bps and a
teleretry data power of about - 140.5 dBm. To further under-
stand the CW interference effect on telemetry data as a func-
tion of the telemetry data rate and the telemetry data power,

a second series of RFI tests was conducted at the Goldstone
Deep Space Station (DSS 11). This report describes these
tests and the new telemetry bit SNR degradation model
derived.

il. Telemetry interference Tast
A. Test Objectives

The test objectives were (1) to characterize the telemetry
bit SNR degradation as a function of the telemetry data rate
and the telemetry data power in the presence of a CW inter.
fering signal, (2) to integrate the results into the previously
developed telemetry bit SNR degradation model (Ref. 1) to
form a generalized telemetry bit SNR degradation model, and
(3) 1o investigate the CW interference effect on the high-order
telemetry subcarrier Parmonics.
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B. Test Configuration

A block diagram of the test configuration is shown in
Fig. 1. The carrier tracking and telemetry data processing sys-
tem is the standard DSS equipment. The Simulation Conver-
sion Assembly (SCA) was used to generate two binary data
streams; each data stream bi-phase-modulated a squarewave
subcarrier. The two composite (data plus subcarrier) signals
are then mixed and used to phase-moduiate a continuous wave
carrier. Operations support software was used in the Telemetry
and Command Processor (TCP) to provide the telemetry data
SNR statistics.

The desired downlink signal used Jor the test was a typical
Viking spacecraft dual-subcarrier downlink signal. However,
only the effects on the high-rate subcarrier were investigated.
Table 1 summarizes the exact desired downlink signal
configuration.

C. Test Cases

Seventy-eight RFI cases were tested. They may be cate-
gorized into three different sets:

(1) Telemetry data power variant: The CW signal was
placed 1.2 Hz away from the upper telemetry sub-
carrier. The telemetry data rate was set at 2000 bps.
The telemetry data power was set to three different
levels; for each data power level, the telemetiy data
SNR degradation was measured at selected CW signal
levels.

(2) Telemetry data rate variant: The CW signal was placed
1.2 Hz away from the upper telemetry subcarrier. The
telemetry data was set to four different data rates; for
each telemetry data rate, the telemetry data SNR
degradation was measured at selected CW signal levels.

(3) CW interfering signal’s effect on high-order (through
the 27th) telemetry subcarrier harmonics: The telem-
etry signal level and data rate were fixed at -140.9
dBm and 2000 bps, respectively. The CW signal was
placed coincident with each of the telemetry sub-
carrier harmonics one through twenty-seven (odd
numbered harmonic only); for each case, the telemetry
data SNR degradation was measured.

Tables 2 through 4 summarize the test cases performed.

Hi. Bit Signal-to-Noise Ratio
Degradation Analysis

A. Summary of Previous Bit SNR Degradation Model

In a previous report (Ref. 1), a telemetry bit SNR degrada-
tion mode! for a fixed data rate of 2000 bps and a fixed

telemetry data power of -140.5 dBm (composite average) in
the presence of a CW interfering signal was presented. In
developing the model, the CW interfering signal was treated
as an extraneous noise. Using the basic definition of received
bit SNR:

P T
D B
SNR, = 101
‘ “(Ka)
and
Pp Ty
SNRIR = 1010g m
where:
SNR, = received bit SNR when RFl is not present
SNR,, = received bit SNR when RFl is present
P, = total high-rate data power
T, = bit (symbol) time (1/BR)
K = Boltzmann's constant
Ts = effective system noise temperature when RFI
is not present
T, = increased system noise temperature induced by

the CW interfering signal.

Then, defining the received bit SNR degradation as:
ASNR, = SNR, - SNR,,

The mathematical expression of A SNR [ was derived:

TS+TR
AS]VR, = 10108 T (1)

Also, using the basic relationships: (See Fig. 2)
SNR,, = SNR,- L,
and

SNR, ., = SNR
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where

S.\'I\‘U = SSA brt SNR when RFI1s not present
SVR . = SSA bit SNR when REL s present
L = System loss when RELis not present
L¢e = Svstem loss when RELis present

And. defimng the SSA bit SNR degradation as-
ASAR, = SAR - SR .
the mathematical function ol'._\S,VR,) wds eapressed as:
ASAR,, = ASVR, - (- Lgp) 2)

Having Egs. (1) and (2) established. the functional relation-
ship of the CW interfering signal and the ncreased system
noise temperature it induces for the case of the CW signal
coincident  with the telemetry subcarrier was empirically
derived from the test data (ASNR,)). The result was (NOTE:
Lg and Lg, were obtained from the Telemetry Analysis
Program):

h
[(IO““D“IFR“)

T, =
"flsc *o
BR = 2K 2|12
) +(40)° -395 3)
P --140.5 dBm
D
where:
af,,. = frequency separation between the CW interfer-
ing signal and the telemetry subcarrier
PR g1 = CWinterfering signal level (dBm)

Then, the telemetry bit SNR degradation characteristic
with the CW interfering signal at various frequency offsets
from the subcurrier or subcarrier harn onics (test data included
up to the fifth subcarrier harmonic) was investigated. This was
done, first, by .1~viving the telemetry system's magnitude
response function, which is:

hTB)’ (ain(mfm TB))’

n) \"naf T,

IH(@ AL, )} = (

where
h = gain )
1= subcarner harmone number, = 1, 3.5, ete
. o . -
..\_f B ‘I U.‘ "I'.\'L') ',R I I i 'fR 14 f‘
nse . -t Wa o
“U(- Tuse) T opg U Wy <

f = nth hannonic of subcartier (1 - ! )
“nse N Yso
(Lst hatmonie is also referted to as subcatter)
fR 1y = CWanterfering signal frequency

Thus, the power response fun lion of the telemetry sy stem
for any CW signal with power, 2, would be.

hT \? sm(rr..\_l; N T)\°
Pn, "\'fnsc) = &) ( ’ ) ( ) H~) )

n 7rr.lj' TBJ

nse

Next. the following relationship (1atio) was formed:

PO "M Ty

! .
Pn, A{;"v(,)i ) ( 1 ) (sin (maf, . T, )).

-
nes
Expressing it in decibel format, and rearranging terms:

Pn.ayg, )= P.0)- 20log(n)

sin(r Af. T .)\?
+ 10 log (—-—af--"ﬂi:--"*-)
B

nsc

Finally, this relationship was integrated into Eq. (3) along
with two adjustment factors (based on test data) to form a
generalized expression for T R’

2
0.0421 p
Tq |8r = 2k, = [(10““ 1)
P, =-140.5 dBm 2
+ (400 ] -39.5 )

P, =P, - (0.94) (20 log n) + (0.90) -
i (07, (5 3
«l10t0g [ 10" _.;QI_L ©) .
Af,m. (EE) g :
-
- id
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where

BR = \[T,

% . . R
n = number of the subcarrier harmonic which the CW

interfering signal is affecting.

Thus. Egs. (6). (5). (1). and (2) formed the telemetry bit SNR
degradation model as presented in Ref. 1.

B. Degradation as a Function of Telemetry Bit Rate
and Telemetry Data Power

In this paragraph, the telemetry bit SNR degradation model
as described in the preceding paragraph is to be generalized to
include the telemetry bit rate and the telemetry data power as
independent variables. To do this. an empirical approach is
used. The functional relationship of the telemetry bit SNR
degradation and the two telemetry parameters (bit rate and
data power) in the presence of the CW interfering signal is
derived from the test data.

Let us first assume that the effect of the CW interfering
signal on the telemetry bit SNR is dependent on the telemetry
bit rate and the telemetry data power. Let us further assume
that for a CW interfering signal with power. P, input into the
telemetry system, its relative effect on the telemetry bit SNR
as a function of the telemertry bit rate and the telemetry data
power may be expressed in terms of effective CW interfering
signal power in the form of:

p - p. OB
@p)"
where:
P, = effective CW interfering signal power
u, v = coefficients to be determined from the test data.

Substituting the above relationship into the telemetry
system’s power response function (Eq. 4), an effective power
response function of the telemetry system for any CW signal
with power P is obtained:

L BRY(h
Pe(PD'BR'"‘Afnsc)-P EF(I!'BR)

. ( Afﬂlc) 2
sin 7 BR

4/, nsc
n
BR

Combining the BR terms, and expressing the result in decibel
<
ormat,

P (P BR.n Ay} = P-vi(P )+ 20log(h) - 20 log ()

nsc¢

- w (10 log BR)

sin \mw
+ 10 log | -—

Af,.“) :
BR

A";l 3¢

BR

where w = 2 - u, the coefficient to be determined from the
test data. Let P, = -140.5 dBm, BR = 2000, n = 1, and
Af =0.Then,

nsc
P, (-140.5.2000.1.0) = P- v (-140.5)
+ 20 log & - w (10 log 2000)
Thus (in decibel format).
P (P, BR.n Af )-P (-140.5.2000.1,0) =

-v (Pp) +v(-140.5)-201logn

-w (10 log BR) + w (10 log 2000)

Bnse
BR
Or,
P (P, BR,n Af, ) =P, (-1405,2000,1,0)-v (9

+v(-140.5)- 20logn

- w(10log BR) + w (10 log 2000)

2
sin (n Af" ")
BR

+10log| —
n Afn:c
BR
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Remember that Eq. (3) as described in the preceding para-
graph is based on the telemetry bit rate of 2000 bps, telemetry
data power of -140.5 dBm, and the interfering signal level
Prpp with Af,  equal to zero. Thus. applying the above
relationship. Eq. (3) may be generalized as:

,i.0.0a21 P \?2 172
T, = [(10“-” ’) +(40)1] -195 (N

P =P, ~20logn-v (Pp)+ v (-140.5) - w(101og BR)

. ( Afm) :
sin n -

+w (10 log 2000) + 10 log BR

nsc

T i
BR

From the test data. v and w are best determined to be
0.11 and 0.89. respectively. This, however, is done with the
retention of the two adjustment factors (0.94 and 0.90).
which were introduced into Eq. (6). Thus, P, becomes:

P = Py - (094)(20logn) - (0.11) (P) + (0.11) (-140.5)

- (0.89) (10 log BR) + (0.89) (10 log 2000)

sin (ﬂ ——Af;'") 2
BR
+(090)] 10log } ————
ﬂAfn.!L‘

BR

Simplifying the above equation, then:
Py = Pppy- (094)(2010gn)- (0.11) 2,

- (0.89) (10 log BR)

(5
+(090) | 1010g | —. B8R/

+(13.929) 8)

Eqs. (7) and (8) may be further simplified by letting:
P, = P - (13924)

Substituting this relationship into Eqs. (7) and (8). and then
simplifying, the ieleme‘ry bit SNR degradation becomes:

P, = PRFI— (0949 (20 log m) - (0.1 P,

R
- (0.89) (10 log 8R)
sin (n j1"—35) \
BR
+(0.90) {10log B el 9)
i,
BR
0.0421 P .
T, = (1029sxe 1 R+l600) 12395 (10)
T .+T
= S R
ASNRI = lO 108 (—T—_;—--) “)
ASNRO = ASIVRI‘(I,S-LSR) R

Using this generalized model (Egs. (9). (10). (1). and (2},
ASNR, are calculated and plotted against the test data for
test cases 1 through 64 in Figs. 3 and 4.

C. interfering Signal’s Effect on High-Order
Telemetry Subcarrier Harmonics

The CW interfering signal’s effect on telemetry bit SNR
when the CW interfering signal is placed at various high-order
subcarrier harmonics is to be investigated in this paragraph.
To do this, let us first examine the band-pass characteristic
of the telemetry channel of the receiver system used for the
test.

The receiver system used for the test is a double-heterodyne
phase-locked receiver system. The simplitied functional block
diagram of the telemetry channel of the receiver system is
shown in Fig. 5. As can be seen in Fig. 5, the desired carrier
input to the receiver system is being down-converted in two
stages to a 10-MHz IF signal, which is then fed into the Sub-
carrier Demodulator Assembly for carrier and subcarrier
demodulation. The overall normalized magnitude response of
this 10-MHz IF telemetry channel of the receiver system is
shown in Fig. 6. Thus, the CW intsrfering signal (or any
extraneous signal) that passes through the receiver is subjected

e i e s . T d I ST E P
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to (1) the frequency down-conversion as 1s the desned carrier.,
and (2) the corresponding signal level attenuation as charac-
terized by the normalized magnitude response (Fig. ¢). There-
fore, in evaluating the CW interfering signal's effect on the
telemetry bit SNR when the CW interfering signal is at a high-
order subcarrier harmonic (or at any frequency away from the
carnier). the CW signal level, Py, in Eq. (9) must be
accounted for its attenuation due to the receiver’s magnitude
response as shown in Fig. 6. Using Fig. 6 and the telemetry
bit SNR degradation model derived in the preceding para-
graph. AS\VR; are calculated and tabulated against the test
data for the test cases 65 through 78 in Table 5.

The recewer's normalized magnitude response curve, as
shown in Fig. 6, represents the nominal design character-
istics; the actual normalized magnitnde response is not pre-
sently available. Because of this and the fact that the nominal
design normalized magnitude response curve. as shown in
Fig. 6. covers only a relatively small frequency domain (about
9 MHz). the receiver's normalized magnitude response func-
tion is not presented in this report.

IV. Summary of Analysis Results

When a CW interfering signal is present in the DSS tracking
and telemetry data processing system, the telemetry bit SNR
is degraded. The telemetry bit SNR degradation as a function
of the CW interfering signal power, the frequency separation
between the CW interfering signal and the desired telemetry
subcarrier, and the effective system noise temperature of the
DSS tracking and telemetry data processing system was
modeled in the previous report (Ref. 1). In this report, the
telemetry bit SNR degradation was found to be also depen-
dent on the telemetry bit rate and the telemetry data power.
The bit SNR degradation model was generalized to include all
these variables:

ASNR, = ASNR, - (Lg - Lgy)
T +T,

= S_R

ASNR, lOlog( T )
where
1/2
0.0421 P
T, = (1005 Ry 1600)  -393s

W

Po =P, 099 (20 logn) - (.11 P,
- (0.89) (10 log BR)
sin (’r :-U"—s—‘) :
1 (0.90) | 10log ~~-~»3—f—f:f~
"BR™

When the CW interfering signal is significantly away from
(or not coincident with) the desired carrier in frequency, the
effective CW interfering signal power is reduced. The reduc-
tion is due to the relative attenuation caused by the receiver's
normalized magnitude response as shown in Fig. 6. There-
fore. in calculating the bit SNR degradation, the P, -, term in
the above bit SNR degradation model must be adjusted for
its signal level reduction with the corresponding attenuation
caused by the receiver's normalized magnitude response. The
receiver's normalized magnitude response function was not
included in this analysis because of the lack of actual data.

V. Conclusions

Based on the test data obtained from this series of CW
interference tests, the telemetry bit SNR degradation model
previously developed (Ref. 1) was generalized to include the
telemetry data rate and the telemetry data power as indepen-
dent variables. Test results showed that the telemetry bit
SNR degradation is relatively more sensitive to the telemetry
data rate than the telemetry data power. The test results of
the CW interference effect on the high-order telemetry sub-
carrier harmoniics revealed that when the CW interfering signal
is away from the desired carrier in frequency. the effective
interfering power is reduced due to the receiver’s band-pass
characteristics (magnitude response). Thus, when using the
telemetry bit SNR degradation model, the CW interfering
signal power must be adjusted (reduced) accordingly with the
receiver's band-pass characteristic function. Because of the
lack of actual data, the receiver’s band-pass characteristic
function was not derived in this analysis.

Additional tests and analysis are needed to better under-
stand the DSS equipment’s RFI susceptibility. Some major
tasks will include:

(1) The receiver’s band-pass characteristic function and its
image rejection capability.

(2) Effects on the telemetry system for various kinds of
interference spectrum.
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Table 1. Desired downlink signal configuration

Carrier frequency (f,)

Carnier power (P )

High rate data

Subcarrier frequency
Data format

Bit rate (BR)
Modulation index
Data power (PD)

Low rate data

Subcarrier frequency
Data format

Brt rate

Modulation index
Data power

Uscl)

2293.148160 MHz
Sce Tables 24

230 kH7
Uncoded

See Tables 2-4
66.54 degrees
See Tables 2~

24 kHe
Uncoded
33-1/3 bps
19.25 degrees
(Pc ~9.1)dBm

Table 2. Telemetry data power variant test cases

Test
number

|
|

sem\:o«u-lsuu—‘

~ o — e - ——
N el v —

P.,dBm

Pp.dBm

BR. bps

Srpr Hz

-141.5

-141.5
-148.1

-148.1
-15'5.0

~155.0

~-134.3

v
~134.3
~140.9

-140.9
~147.8

-147.8

2000

2000

25.2 ~165.5

-160.0
-155.0
-150.0
~146.0
-143.0
~140.0
~-137.0
~134.5
~1320
=15\.5
~149.5
-145.0
-142.5
~140.0
~165.0
-160.0
-155.0
-151.0
~148.0

25.2 ~146.0

fc *fscl +1.2
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Table 3. Telemetry data rate variant test cases

T P
M CRewE -

LAV
s v A -

< o Hz
Test P..dBm Py, dBm BR.bps  Tg.K Py dBm IREt
number ¢ T — .

R -1575 -150.3 200 252 ::2(5)15) fot Foes

23 | | E -155.0

R N |

% ) 25.2 ~151.0

26 TS T 1];:3, ’g.s -164.0 |

27 -145.0 -1378 2 ‘ ledo

28 } l ! : -137.0

3 | | ! -154.0 i

3 | i -151.0

g | | -148.0

3 ‘ ] ~145.0

" -142.5

3 4 | -139.5

v

3 Y -135.0 ,

37 -145.0 ~137.8 ’4.038 1350

38 -138.0 -130.8 20.0 -leso

20 -157.0

" -154.0

. -151.0

" -148.0 |

" ~145.0 3

i -142.0

" -139.0

“ -137.0

. -135.0

1 -133.8

b -131.8

P y -129.5

s1 v v v ‘6 s

52 -138.0 -130.8 ;g.ggg iiz Tless

53 ~130.5 -123.3 X Tleo

s { -155.0

i -150.0

pi -146.0

38 -143.0

pH -140.0

o -~136.5

& ~134.0

6 -131.5 ‘

6 -128.0 L

v v v oY s
o4 -13‘1‘).5 -1233 80,000 25.2 -125.0 ot fiey
¥ Iy L n
e g o
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Table 4. Test cases of CW interfering signal coincident with
various telemetry subcarrier harmonics

b L

R L TN

Test ; .
nlu:l;wr P dBm Py dBm BR, bps Tg. K Pr e dBm frpr H7
65 ~-148 1 ~1409 2.000 5.2 -140 0 Lot foer
66 ! : | ~130.0 T+ 3
67 | ’ , \ ~140.0 fo* 55150
| |
68 i | ; | -128.0 fo# Ixt5ey
69 | T | | -128.0 Je + 9%t
70 | : ~128.0 S, + xSy
i |
71 ! ; (‘ -121.0 Jot 13xfo
72 ' 1[ ‘ : -121.0 [+ 15xfe
73 ! ‘ | " ~121.0 Je+ 1Txf,
74 [ ] t -121.0 £+ 19xf,,
75 ‘ 1 -121.0 fo+ 20xfie,
76 [ ~121.0 [+ 23xfy,
77 i -121.0 [+ 2550,
78 ~148.1 -140.9 2,000 25.2 -121.0 fo ¥ 21xfy
Table 5. ASNR, vs P 4, for CW interfering signal coincident
with various telemetry subcarrier harmonics
Subcarrier CW interfering signal ] ] . E
harmonic PRFI' dBm attenuation (Fig. 6) (dB) Measured ASNR,. dB Calculated ASNR,. dB !
€
1 -140 0 8.63 841 ¢
3 -140 0.2 2.34 1.86
$ -140 0.4 0.75 0.76 5
7 -128 0.8 4.08 4.34
9 -128 1.4 1.96 2.68 )
1" -128 2.3 1.63 1.61 :
13 -121 3.2 3.97 4.02 L]
15 -121 4.1 3.60 2.75 ,
17 -121 5.1 2.08 1.84
19 -121 6.1 1.92 1.24 3
21 -121 7.3 1.26 0.82 )
23 -121 84 0.82 0.58 ;
25 ~121 9.6 042 042
27 ~121 11.0 0.20 0.31
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