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ABSTRACT
Many aspects of an attitude control system are studied and developed for a large space base that is structurally flexible and whose mass properties change rather dramatically during its orbital lifetime. Topics of discussion include the following:
a. Space base orbital pointing and maneuvering
b. Angular momentum sizing of actuators
c. Momentum desaturation selection and sizing
d. Multilevel control technique applied to configuration 1
e. One-dimensional model simulation
f. N-body discrete coordinate simulatiou
g. Structural analysis math model formulation
h. Discussion of control problems and control methods
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## SECTION 1

INTRODUCTION
This report is submitted in compliance with the Statement of Work contract NAS8-32660 Exhibit "A." The period of performance covered by the report is the calendar year of July 27, 1977 to July $27,1978$. The submission and approval of this report constitute the successful completion of the Exhibit "A" portion of the contract. Additional studies, basically a continuation of the present work effort, will be conducted under an Exhibit "B" Scope of Work.

OBJECTIVES
The sections that follow summarize the effort expended on the Space Construction Base (SCB) Control System Study contract. The topics discussed are diverse in content but all represent a portion of the overall study. The primary objective of the study was to develop a control system and flexible control techniques that will stabilize a large and growing space station of the future.

SCOPE
The thrust of the program occurred in several unique directicns. A hypothetical space mission was developed uring the basic information generated by NASA, and requirements and timeline were formulated. From this initial baseline the effort branched into several categories:

1. Defining a mathematical model to be used in an all up and limited stability model.
2. Investigation of modern control techniques as an integral part of the control system.
3. Development of a mathematical model that would describe the flexible structure characteristics of a large vehicle assuming the model characteristics of the individual pieces are known.
4. Determine sizing requirements for a momentum storage system taking into account gravity gradient, magnetic, aerodynamic and radiation torques. Requirements were determined for:
a. All configurations, various orientations (X-POP, X-LV, XP-POP, etc.)
b. Inertial pointing modes anywhere in the celestial sphere (configurations 4 through 7). c. Earth pointing modes (configuration 12).

The results of these studies have become the bas $s$ for the development of the control system. At preseni, the simulation effort is in progress and is expected to continue into the extension effort. The structural math model effort will also be continued. An attempt will be made to validate the model by using known spacecraft data. Other tasks such as the mission prufile, multilevel analysis and angular momentum sizing are essentially complete in themselves, and will be used only as reference material during the continuation.

GENERAL
Several appendices containing detailed equations and modeling are included at the end of the report. When necessary, sequences of equations are included in the body of the report.

The RFQ requested that the International System of units (designated as SI) be used in the program and in any reporting. Expression in customary units would be acceptable if it is useful to the primary recipients, but SI should be stated first with the customary units afterwards, in parenthesis. In the report, SI units are often used (magnetic and radiation); torques, angular momentum, moments of inertia and distances, however, are stated in English units since this was the method used in presenting all of the data in the RFQ.

A liberal approach was also taken in the numbering of SCB configurations. The RFQ initially used Roman numerals, but the text here uses Arabic numerals in most cases -- except where material is reprinted from the RF ?

## 20 MISSION DEFINITION

A mission profile is defined which identifies those parameters which are the necessary inputs to the control system definition. Those parameters are defined in reference 2-1 using information obtained from
a. the RFP data package (reference 2-2)
b. conversation with MSFC and others
c. best estimates.

PHYSICAL CONFIGURATION
The Space Construction Base concept consists of a baseline configuration shown in Figure 2-1. This configuration, which is later expanded, includes a Habitability Module (crew quarters), Subsystem Module (control center), Turret Assembly (rotating member and structural support for the solar wings), Solar Wings $A$ and $B$, and a Docking Module. The docking mo inle plays a major role in the buildup to a larger structure since, in many configurations, it becomes the attachment point for the next module.

The space base modules are transported to orbit by the Shuttlf Orbiter. The Orbiter Remote Manipulator System ext cts the payloads from the orbiter payload bay and : ds in the docking (berthing) and connect on of the modules.
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## TABLE 2-1 <br> MODULE ACRONYMS

```
AP - Applications Pallet
BFM - Beam Fabrication Module
CCM - Construction Control Module
DM - Docking Module
HAB - Habitability Module
HM - Habitability Module
LM - Logistics Module
MM - Manipulator Module
MSM - Mission Support Module
PSP - Public Service Platform
RP - Research Pallet
SM - Subsystem Module
SPM - Space Processing Module
SW - Solar Wing
SWA - Solar Wing Array
TA - Turret Assembly
```

Figures 2-2 through 2-12 identify the buildup beyond the initial configuration to the final Space Base. It should be noted that for each configuration there is a period of time in which the Orbiter is either docked or connected to the base via the RMS. For these cases it should be assumed that the Orbiter Reaction Control Syster. (RCS) provides the stabilization and control of the entire structure. Pricr to attechment the Space Base/Orbiter configuration will be maneuvered to a minimum momentum buildup orientation vased upon the selected attach point. This orientation will be accomplished by the Base and the Orbiter separately prior to docking, in order to minimize Orbiter RCS usage.

Module Definition
The basic modules associated with the space base are described briefly. Acronyms for each are listea in Table 2-1.
o Subsystem Module - basically, the control center for the spacecraft operations. It houses all life support, communications and other electronic equipment. Fully habitable.

O Habitability Module - Provides crew quarters, exercise facilities, health, sleeping and dining facilities.

O Turret Assembly - The electromechanical structure for mounting the solar panels. Assume it has full freedom about the $Z_{V}$ axis and can be servoed to a sun sensor
null. This structure also contains a pressurized passageway to interconnect adjacent modules.

O Solar Wings A\&B - Solar panel assemblies that will provide all space base power requirements until the beam building equipment is utilized (configuration 10). Assume $50 \%$ occultation will provide adequate power.

- Docking Module - Simply, a structure that will allow a maximum of six separate modules to be attached in different directions. This module contains pressurized passageways for crew operations. The docking ports on this module shall be considered to be flexible and shall be simulated by a hinge-spring joint. Axial rotation shall also be considered in the control system.

0
Mission Support Module - A module that contains additional equipment such as experimental hardware, consumables, spare subsystc" equipment, repair shop, test facility.
o
Logistics Module - A pressurized habitable module containing consumable provisions and equipment for furthering the space base buildup.

0
Space Processing Module - A laboratory setup for the experimentation of manufacturing hardware and pharmaceuticals in a zero gravity environment.

O Application Pallet - This module is essentially a storage unit for equipment necessary in furthering the function of the Space Processing Module. The equipment is externally fastened to a structure whose outline is cylindrical (to be compatible with the Orbiter). The pallet equipment must be retrieved by Extra Vehicular Activity (EVA).

0
Research Pallet - Similar to the Applications Pallet but essentially holds equipment for further space experimentation. It could include a gimballed or floating structure for deep space telescope (high energy, UV) experiments.

0
Construction Control Module - This module is defined as the control center for the construction phase of the large antenna array system.
o Manipulator - During the main stages of actual construction of structures in space the Orbiter supplies the space base with two structures identified as Manipulators. These manipulators are viewed as mechanical arms that have full rotational freedom about the $X_{V}$ axis and $90^{\circ}$ of "L-BOW" motion. The $X_{V}$ rotational freedom is supplied by two identical turret assemblies like those supporting the solar wings. These Manipulators are controlled through the Construction Control Module.

O External Tanks - During the latter stages of base buildup two Orbiter booster tanks are added to the configuration. These tanks are empty, uninhabitavle and serve only as strongbacks (support structures) for the construction of beams.

Beam Fabrication Module - The Beam Fabrication Module contains the raw materials and machinery for the beam manufacturing. It is assumed that the space base crew operates the equipment from within the module and stores th sections externally, on the external tanks until final assembly begins.
-
150KW Arrays - These are large solar arrays that will provide the power necessary to operate the beam construction equi ment and ultimately the final space base configuration. Assume the structure has unlimited freedom about $Z_{V}$ and can be sun servoed.

## -

Public Service Platform - The Public Service Platform is the antenna communication array along with other equipment capable of monitoring items such as hurricanes, earthquakes, weather traffic control, personal communication, etc.

### 2.1.2 Mass Properties

The coordinate system to be used for analysis and definition purposes is shown in Figure 2-13. It is right-handed, with the origin being placed at the Subsystem Module/Habitability Module interface.

$\therefore \because$ inial patite IS HOU
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TABLE 2-2

SPACE COMETRUCTION BABE MASS/DIMENGJTR SUOMARY

|  | Miss(\%) | SL2P (5x) | LOCATION (INCHES) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 2 L | - X |  | \% |
| SUBSYSTEY HORULE | 16,440 | 11' $\times$ 厸, 50 | is | $c$ | 0 |
| HABITAEILITY MODULS | 16,487 | $26^{\prime} \times 14.5^{\prime} \mathrm{D}$ | -156 | $c$ | 0 |
| twarex issiobiy | 650 | $11^{\prime} \times 8.75{ }^{\prime} \mathrm{D}$ | 198 | 0 | , |
| Solar wisie a | 351 | $104^{\prime} \times 26^{\prime} \times$ | 198 | c | 715 |
| SOLAR WING 3 | 851 | 104' $\times 26^{\prime} \times$ | i98 | $\dot{0}$ | -715 |
| docxivg Meovin | 5,623 | $20.8^{\prime} \times 12.7^{\prime} \times 11.7{ }^{\prime}$ | -377 | 0 | 0 |
| MLSSION SUPYOKT MOOURS | 13,697 | $20.8^{\prime} \times 14.3^{\prime} \mathrm{D}$ | 389 | 0 | 0 |
| DCCKENG MODUR | 5,625 | $10.8^{\prime} \times 11.7^{\prime} \times 11.7^{\prime}$ | 578 | 0 | 0 |
| LOCTATICS MODUE | 20,375 | $17.5^{\prime} \times 14.5^{\prime 0}$ | - 346 | 0 | 0 |
| SEACE PLOCEsamig youurs | 25,794 | 51.5' $\times 14.5^{\prime 0}$ | 952 | 0 | 0 |
| k ${ }^{\text {PIICATLONS PALLET }}$ | 16,400 | $25^{\prime} \times 14^{\prime} \mathrm{D}$ | -377 | 0 | 220 |
| bestarch pallet | 26,400 | 25' $\times 24{ }^{\prime}$ | -377 | 0 | -220 |
| RELUARCH LOGISTICS WODULE | 20,575 | 17.5' $\times 14.5$ D | 578 | 175 | 0 |
| RESZARCI LOGISTICS Y00ULE | 20,575 | 17.5' $\times 14.5$ D | 578 | -275 | 0 |
| HABITABTLITY MODULE | 16,487 | $26^{\prime} \times 14.3^{\prime} \mathrm{D}$ | -377 | 358 | 0 |
| Susystms moduce | 26,440 | $11^{\prime} \times 14.3^{\prime} \mathrm{D}$ | -377 | 136 | 0 |
| HABITABILITY MODULE | 26,487 | $26^{\prime} \times 24.3^{\prime \prime}$ | -377 | -358 | 0 |
| SUBSY8TEMS MODULE | 16,440 | 11' $\times 14.3$ 'D | -377 | -236 | 0 |
| COnstruction contrel mopute | 13,670 | $17.5^{\prime} \times 14.51 \mathrm{D}$ | 1366 | c | 0 |
| docking mcditle | 5.625 | $11.7^{\prime} \times 10.8^{\prime} \times 11.71$ | 1542 | 0 | 250 |
| TURRET ASSCMOLY | 650 | $8.75^{\circ} \mathrm{D} \times 11^{\prime \prime}$ | 1541 | 0 | 125 |
| OOCKING MODUSE | 5,625 | $11.7^{\prime} \times 10.8^{\prime} \times 11.7^{\prime}$ | 1541 | 0 | 0 |
| TURRET ABEERILY | 650 | 8.75'D $\times 11^{\prime}$ | 1541 | 0 | -125. |
| DOCRING NODSLE | 5,625 | $11.7^{\prime} \times 10.8^{\prime} \times 11.7^{\prime}$ | 1541 | 0 | -250 |
| SWNLPULTTOR | 805 | $43^{\prime} \times 2.5^{\prime} \mathrm{D}$ | 1360 | 0 | 125 |
| MANIPULATOR | 805 | $43^{\prime} \times 1.5{ }^{\prime} \mathrm{D}$ | 1723 | 0 | -125 |
| (external taik a) | $(75,000)$ | (27.6'D $\times 154{ }^{\prime}$ ) | 1541 | 0 | -1237 |
| aEAM fabrication modute a (Externai tank 3) | 35,020 $(75,000)$ | $15^{\prime} \mathrm{D} \times 13^{\prime}$ $\left(27.6^{\prime} \mathrm{D} \times 154\right)$ | 1791 1541 | 0 | $\begin{aligned} & -250 \\ & 1237 \end{aligned}$ |

*WHEN DIAKETER APPEARS FIRST, IT DHPLIES DLANETERS LIE DN FLANE $1=0$ X-Y PLANE

|  |
| :--- | :--- | :--- | :--- | :--- |

[^0]TABLE 2-3
ELEMENTS OF THE INERTIA MATRIX

- GIVEN IN VEHICLE COORDINATES (XV, YV, ZV)
- $I_{X Y}=I_{Y X}, \quad I_{Y Z}=I_{Z Y}, \quad I_{Z X}=I_{X I}$,

| CONFIG NO. | WEIGHT <br> (LBS) | ON-AXIS (DIAGONAL) TERM (SLUG-FT ${ }^{2}$ ) |  |  | PRODUCT OF INERTIA TERMS$\left(S L U G-\mathrm{FT}^{2}\right)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | W | ${ }^{\text {x }}$ X | $\mathrm{I}_{\mathrm{YY}}$ | $\mathrm{I}_{\mathrm{ZZ}}$ | ${ }^{\text {I }}$ XY | ${ }^{1} \mathrm{YZ}$ | ${ }^{\text {zx }}$ |
| 1 | 40904. | .26620E6 | . 53219 E 6 | . 29685 E6 | 0 | 0 | 0 |
| 2 | 80801. | . 29815E6 | . 27208 E 7 | .24854E7 | 0 | 0 | 0 |
| 3 | 106595. | . 31920E6 | . 73281 E 7 | . 7092787 | 0 | 0 | 0 |
| 4 | 139395. | .68683E6 | .93917E7 | .88138E7 | 0 | 0 | 0 |
| 5 | 180545. | . 99243 E 6 | . 11383 E 8 | . 11077 E 8 | 0 | 0 | 0 |
| 6 | 246399. | . 20896E7 | . 14562E8 | . 15299E8 | 0 | 0 | 0 |
| 7 | 260069. | . 21008E7 | . 19630E8 | . 20367 E 8 | 0 | 0 | 0 |
| 8 | 354854. | . 22031 E 8 | .75525E8 | .56566E8 | 0 | 0 | +.21268E8 |
| 8A | 354854. | . 16802E8 | . 88217 E 8 | . 74487E8 | 0 | 0 | 0 |
| 9 | 464874. | . 52726 E 8 | . $13463 \mathrm{E9}$ | . 85231 E 8 | 0 | 0 | +. 19761E7 |
| 10 | 562061. | .61369E8 | . 1972959 | .13928E9 | 0 | 0 | +.588c7E7 |
| 11 | 582636. | . 61393E8 | . 20261E9 | .14459E9 | 0 | 0 | +.56941E7 |
| 12 | 588637. | . 70445E8 | . 20090E9 | . 20986 E 9 | -. 34308 E 7 | +.10579E7 | +.59784E7 |

REPRODUCL EIII OF THE ORIGINAI, PAGFI IS PMN

Table 2-2 lists the module dimensions, weight and center of mass for each component. More detailed moment of inertia properties for each module is given in reference 2-2.

Moments and products of inertia and the weight of each configuration are listed in Table 2-3. Reference 2-2 is the source of more detailed configuration information. It lists the configuration breakdown summaries, including radius of gyration ( $K$ ), total weight, configuration CG with respect to the coordinate system origin, vehicle axis moments $0 \hat{i}$ inertia, principal axis moments of inertia, direction cosines and angles between the vehicle axes and principal axes.

### 2.2 ORBITAL PARAMETERS

The initial Space Base configuration will be launched into a 270 nautical mile orbit of either 28.5 or 55 degree inclination. The entire mission of buildup and operation will be in Low Earth Orbit (LEO). Orbit decay may require periodic reboost but this problem shall not be addressed in this study. The orbit will be assumed to be circular. If we then assume a spherical earth, the orbital period will be 5668.2 seconds. The corresponding orbital rate will be $1.10850 \times 10^{-3} \mathrm{rad} / \mathrm{sec}$. The linear velocity for this altitude is approximately 24,975 ft/sec.

OPERATIONAL REQUIREMENTS
Operational Requirements of the Space Construciion Base were non-existent in the data package compiling the study contract. In order to determine a feasible control system for the $S C B$, certion assumptions will be made regarding its oparation and mission accuracies. All of these assumptions are listed hern. As the study progresses, these parameters may be altered based upon new information or driven by other constraints.

### 2.3.1 Mission Timeline

The period of buildup and operation of the Space Base is shown ir: Figures 2-14 a and b. This timeline is hypothetical but can be used as a baseline for consideration in determining duration of each configuration in jrbit and the orbital maintenance and lijetime of subsystem components. The lifetime of configuration 12 can be eventually considered open-ended for purposes of the study. Note that each configuration is expected to have a lifetime of approximately 4 months.

Along winn the timeline presented, the crew is cxpected to grow in numbers as shown in Table 2-4.
2.3.2 Attitude Pointing and Maneuvering
A.titude pointing and maximum slewing requirements are listed in Table 2-5 as a function of configuratı. number. The maximum slewing rates are reduced for later configurations to bound the angular momentum requirements.



TABLE 2-5
POINTING AND MANEUVERING REQUIREMENTS FOR THE

| CONFIGURATION | POINTING ACCURACY |  | $\begin{aligned} & \text { POINTING } \\ & \text { STABILITY } \\ & \hline \end{aligned}$ |  | INERTIAL MODE DURATION HRS. PER DAY | $\begin{gathered} \text { SLEW RATE } \\ \text { o/SEC } \\ \hline \end{gathered}$ | COMMENTS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \text { COARSE } \\ \text { (DEG) } \\ \hline \end{gathered}$ | $\begin{aligned} & \text { FINE } \\ & \text { (MIN) } \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { COARSE } \\ & \text { (MIN) } \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { FINE } \\ & \text { (SEC) } \\ & \hline \end{aligned}$ |  |  |  |
| 1 | $\pm 0.5$ | $\pm 1.0$ | 10.0 | 10.0 | N/A | 0.10 |  |
| 2 | $\pm 0.5$ | $\pm 1.0$ | 10.0 | 10.0 | N/A | 0.10 |  |
| 3 | $\pm 0.5$ | $\pm 1.0$ | 10.0 | 10.0 | N/A | 0.10 |  |
| 4 | $\pm 0.5$ | $\pm 1.0$ | 10.0 | 10.0 | $\begin{aligned} & \text { 4 HR/DAY } \\ & \text { CONSECUTIVE } \end{aligned}$ | 0.10 | 4 |
| 5 | $\pm 0.5$ | $\pm 1.0$ | 10.0 | 10.0 | 4 HR/DAY CONSECUTIVE | 0.10 | Research Pallet has its own Fine Pointing System |
| 6 | $\pm 0.5$ | $\pm 1.0$ | 10.0 | 10.0 | $\begin{aligned} & 4 \mathrm{HR} / \mathrm{DAY} \\ & \text { CONSECLm } \\ & \hline \end{aligned}$ | 0.10 | for hour intervals) <br> If $\qquad$ |
| 7 | $\pm 0.5$ | $\pm 1.0$ | 10.0 | 10.0 | $\begin{aligned} & 4 \text { HR/DAY } \\ & \text { CONSECUTIVE } \end{aligned}$ | 0.10 |  |
| 8 | $\pm 0.5$ | N/A | 10.0 | N/A | N/A | 0.05 | Slew Rate Reduced |
| 9 | $\pm 0.5$ | N/A | 10.0 | N/A | N/A | 0.05 |  |
| 1.0 | $\pm 0.5$ | N/A | 10.0 | N/A | N/A | 0.05 |  |
| 11 | $\pm 0.5$ | N/A | 10.0 | N/A | N/A | 0.05 |  |
| 12 | $\pm 0.5$ | N/A | 10.0 | N/A | N/A | 0.05 |  |

TABLE 2-6
GENERAL REQUIREMENTS
FOR THE SCB MISSION

- Both turret assemblies have full freedom about $Z_{V}$ and can be servoed to the sunline.
o Assume $50 \%$ of solar panel area can be occulted without loss of required power to spacecraft functions.
- There is no requirement for periodic rotation of the spacecraft about any axis for the purpose of thermal control (no "barbecue" mode).
o Every docking module joint is to be considered "flexible" (simulated by a spring-hinge).
o Solar panel bending modes are estimated by using the results of a study of the SEPS Solar Array Dynamic Analysis (May 1976).
o It is most likely that docking will be refined to "berthing" in which the impulse imparted to the spacecraft will be less than the present docking forces. However, we will use docking data for analyses since it will be worst case data.

TABLE 2-7
CONFIGURATION PECULIAR REQUIREMENTS FOR THE SCB MISSION

- IN ADDITION TO GENERAL REQUIREMENTS


TABLE 2-7 (Cont'd)

| CONFIGURATION | REQUIREMENTS |
| :---: | :---: |
| 7 | a) No additional special requirements. |
| 8 | a) Major imbalance in vehicle axis inertias. <br> b) Tank is a strongback. <br> c) Consider an alternate configuration where the single tank is placed along $+X_{V}$ direction until the second tank is added. <br> d) Building manipulator arms appear. |
| 9 | a) Second tank is added. <br> b) Solar panel occultation may be significant to alter the main vehicle orientation. |
| 10 | a) Large solar arrays are added. <br> b) Assume same articulation as smaller solar arrays. <br> c) Assume large solar arrays supplement smaller units. <br> d) Assume large array connection to main spacecraft body is a spring-hinge joint. |
| 11 | a) Beam construction begins for large antenna st.ucture of 12. |


| CONFIGURATION | REQUIREMENTS |
| :---: | :---: |
| 12 | a) Antenna structure is completed. <br> b)Subsystems are added for information gathering <br> and transmission. <br> c) Assume antenna structure is earth pointing <br> continuously. |
| d) Examine a configuration where the x principal |  |
| e) The combination of the antenna structure |  |
| and subsystems module equipment form the |  |
| "Public Service Platform". |  |

The time duration for inertial hold modes during configurations 4, 5, 6 and 7 may be limited by the capability of selected momentum exchange actuators and the desaturation system.

### 2.3.3 General Requirements

The general requirements for the SCB mission are listed in Table 2-6. It should be noted that these general requirements apply to all configurations unless otherwise stated.
2.3.4 Configuration Peculiar Requirements In addition to the general requirements, Table 2-7 lists requirements which are peculiar to individual configurations.
2.4 REFERENCES

2-1 Jennings, J., MT-40,801, Definition of Space Base Buildup, 21 October 1977
2-2 Space Construction Base Buildup Summary, Data Package Attachment to Exhibit A Scope of Work, Request for Quotation 1-7-ED-07552-API31D, Marshall Space Flight Center, 10 March 1977
3.1 LONG TERM DISTURBANCES

Most of the long term angular momentum variations are caused by torques due to gravity gradient and aerodynamic effects on the SCB. These are described in references 3-1 and 3-2, respectively. Other less important sources are magnetic and radiation torques, which are described in references 3-3 and 3-4. Each will be described and then combined into a composite angular momentum requirement for each configuration.
3.1.1 Gravity Gradient

The largest torques, which a spacecraft is subjected at the altitude of interest, are ordinarily those due to forces from earth gravitational effects. Various space base orientations are also examined to determine those which are more practical with respect to minimizing the gravity gradient angular momentum requirements. These gravity gradient torques are obtained for all twelve space base configurations for the following orientations:

1. $X-P O P$ ( $X_{V}$ perpendicular to the orbital plane)
2. $\mathrm{Y}-\mathrm{POP}$
3. $\mathrm{Z}-\mathrm{POP}$
4. $Y_{V}$ Solar Inertial (worst case $\beta=45^{\circ}$ )

The last listed orientation was included to obtain a worst case inertial pointing requirement for space base configurations 4, 5, 6 and 7. Pointing experiments from the Application Pallet or the Research Pallet will probably be most expedient at these times. From configurations 8 and on, the space base becomes cumbersome and the many large appendages may occult the field of view of any pointing experiments. It is assumed that for these experiments, the $\pm Z_{V}$ axes may be called upon to point anywhere in the celestial sphere; and item (4) above is a worst case orientation with respect to gravity gradient bias torques.

The geometry of the space base in earth orbit is shown in Figure 3-1; the orientation shown is $Y_{V}$ solar inertial. Some of the assumptions used in computing gravity gradient torques were the following:

1. Orbital altitude - 270 N.mi.
2. Orbital inclinations up to 55 degrees
3. Spherica: earth (non-oblate)
4. Circular orbit

One other assumption is used for determining feasibile space base orientations:

Solar wings and the 150 KW Solar Arrays are rotatable about the $7_{1} v$ axis.

Space base mass data is available in Section 2. It is presented in the following form:

1. Moments of inertia about the three vehicle axes $\left(X_{V}, Y_{V}, Z_{V}\right)$.
2. Principal moments of inertia.
3. Transformation ${ }_{p} C_{V}$ from vehicle to principal axis.

Vehicle moment of inertia matrix $I_{V}$ is obtained by using the following similarity transformation:

$$
\begin{equation*}
I_{V}={ }_{p} C_{V}^{T} I_{p} p_{V} \tag{3-1}
\end{equation*}
$$

where each term is a $3 \times 3$ matrix, and $i_{p}$ is a diagonal matrix of the principal moments of inertia. The resulting


FIGURE 3-1 GEONETRY OF THE SPACE BASE IN EARTH ORBIT, Y SOLAR POINTING SHONN
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moment of inertia matrix wi?l be:

$$
I_{V}=\left[\begin{array}{lll}
I_{X X} & I_{X Y} & I_{X Z}  \tag{3-2}\\
I_{Y X} & I_{Y Y} & I_{Y Z} \\
I_{Z X} & I_{Z Y} & I_{Z Z}
\end{array}\right]
$$

where

$$
\begin{aligned}
& I_{Y X}=I_{X Y} \\
& I_{Z Y}=I_{Y Z} \\
& I_{X Z}=I_{Z X}
\end{aligned}
$$

The gravity gradient torques about the vehicle axes were calculated using the following expressio.s from reference 3-5:

$$
\begin{align*}
& L_{g x}=\frac{3 k}{R^{3}}\left[\left(I_{z z}-I_{y y}\right) a_{y} y_{z}+I_{y z}\left(a_{y}^{2}-a_{z}^{2}\right)+I_{x z^{a} x^{a} y^{-I}}{ }^{-I} y^{a} x^{a} z\right] \\
& L_{g y}=\frac{3 k}{R^{3}}\left[\left(I_{x x}-I_{z z}\right) a_{z}{ }_{x}+I_{z x}\left(a_{z}^{2}-a_{x}^{2}\right)+I_{y x}{ }^{a} y^{a} z^{-I} y z^{a} y^{a} x\right]  \tag{3-3}\\
& L_{g z}=\frac{3 k}{R^{3}}\left[\left(I_{y y}-I_{x x}\right) a_{x}{ }^{a} y^{+I} x_{x y}\left(a_{x}^{2}-a_{y}^{2}\right)+I_{z y} a_{z} a_{x}-I_{z x} z_{z}{ }^{a} y\right]
\end{align*}
$$

where
$k$ is the gravitational constant $=1.407654 \times 10^{16} \mathrm{ft} / \mathrm{sec}^{2}$
$R$ is the distance from the planet mass center to the spacecraft mass center $=\mathrm{R}_{0}+\mathrm{h}$
$I_{i j}$ with $i, j=x, y, z$ are the components of the inertial dyadic
$a_{i}$ with $i=x, y, z$ are the direction cosines of the vector $R$ with respect to the $X_{v}, Y_{v}, Z_{v}$ coordinate frame (see Figure 3-1)
and
$R_{n}=$ earth's radius $=3440.0756 \mathrm{~N} . \mathrm{mi}$ (mean)
$\mathrm{h}=270 \mathrm{~N} . \mathrm{mi}$.

The magnitude of $R$ is thus obtained,
$R=R_{o}+\mathrm{h}=3710.076 \mathrm{~N} . \mathrm{mi}=2.254285 \times 10^{7} \mathrm{ft}$
The coefficient outside the bracket of (3-3)can also be defined as:

$$
\begin{equation*}
\frac{3 k}{R^{3}}=3 W_{o}^{2} \tag{3-4}
\end{equation*}
$$

where $W_{o}=$ orbital rate $=1.10850 \times 10^{-3} \mathrm{rad} / \mathrm{sec}$
The orbital period $T_{o}$ is also obtained and calculated as 5668.2 seconds.

The equations of (3-3) were implemented on the digital computer for X-POP, Y-POP and Z-POP orientations and were also integrated as a function of time to obtain angular momentum changes due to gravity gradient torques. The angular momentum was then expressed in cyclic and bias buildup terms.

An additional configuration was added by eliminating the asymmetry of the single external tank of configuration 8. The tank was temporarily repositioned along the $+X_{v}$

TABLE 3-1
ANGULAR MOMENTUM REQUIREMENTS DUE TO GRAVITY GRADIENT TORQUES

- ORIENTATION: $Y_{v}$ LOCAL VERTICAL WITH $\beta=45^{\circ}$
- ALTITUDE: $270 \mathrm{~N} . \mathrm{Mi}$.
- $\mathrm{H}_{\mathrm{T}}=\left(\mathrm{H}_{\mathrm{X}}{ }^{2}+\mathrm{H}_{\mathrm{Y}}{ }^{2}+\mathrm{H}_{\mathrm{Z}}{ }^{2}\right)^{\frac{1}{2}}$ AT EACH INSTANT OF TIME, MAXIMUM MAGNITUDE IS PRESENTED

| SPACE BASECONFIGURATION NO. | BUILDUP H(FT-LB-SEC/ORBIT) |  |  |  | $\begin{gathered} \text { CYCLIC H } \\ \text { (FT-LB-SEC) } \end{gathered}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{H}_{\mathrm{X}}$ | ${ }^{\mathrm{H}} \mathrm{Y}$ | $\mathrm{H}_{\mathrm{Z}}$ | $\mathrm{H}_{\mathrm{T}}$ | ${ }^{\text {H }}$ X | ${ }^{\mathrm{H}} \mathrm{Y}$ | $\mathrm{H}_{\mathrm{Z}}$ | ${ }_{\mathrm{H}}^{\mathrm{T}}$ |
| 4 | 3017. | 0 | 0 | 3017. | 240.0 | 4778. | 5117. | 7001. |
| 5 | 1598. | 0 | 0 | 1598. | 127.2 | 5929. | 6109. | 8513. |
| 6 | 3852. | 0 | 0 | 3852 . | 306.6 | 7766. | 7332. | 10680. |
| 7 | 3852. | 0 | 0 | 3852. | 306.5 | 10735. | 10305. | 14884. |

axis by using the middle docking module. The mass characteristics were recomputed and the symmetric structure is designated as configuration 8 A . All of these results are tabulated in reference $3-1$ and the $X-P O P$ orientation was selected for configuration 1 through 11 . It is presently planned that configuration 12 will operate in the $X_{v}$ local vertical orientation with the microwave antennas pointing towards earth.

The angular monentum magnitudes for the selected orientations are summarized in 3.1.6. Angular momentum magnitudes are shown in Table $3-1$ for a $Y_{v}$ solar inertial orientation for configurations $4,5,6$ and 7 . The $B$ angle was a worst case of $45^{\circ}$. This, of course, is not a preferred orientation. If the sizing of the CMG system is based upon a preferred, low torque orientation, its capacity may not be quite enough to handle this worst case $Y_{v}$ solar orientation - - except for a very limited time.
3.1.2 Aerodynamic

Aerodynamic forces, torques about the c.m. and angular momentum are obtained for each for all twelve orbital configurations. This effort was concentrated on those vehicle modules having large surface areas at some distance from the overall center of mass (c.m.). The portions of the vehicle in this classitication are the following: the solar wings, the solar arrays and the external tanks. The tank(s) are included in configurations 10, 11 and 12.

Worst case aerodynamic torques are obtained using the "free molecular flow" theory which is recommended fcr altitudes above $65 \mathrm{~N} . \mathrm{mi}$. ( 120 KM ). Normal forces on flat areas (solar wings and arrays) are then obtained. Angles of attack on flat surfaces, and "shading" effects are much more complex and are not included in this report.

In an atmospheric environment, the aerodynamic force would be
$F=q C_{D} A$
where

F = the aerodynamic force
$C_{D}=$ drag coefficient for the body of the interest
$A=$ projected area of the space base element normal to the incident flow.
$\mathrm{q}=\frac{1}{2} \rho \mathrm{~V}^{2}=$ dynamic pressure
$\rho=$ mass density of the atmosphere
$V=$ space base velocity, or relative velocity of the space base element relative to the local atmosphere

Reference 3-6 includes a table for determining the $C_{D}$ for several basic body shapes in a hyperthermal free molecular flow condition. $C_{D}$ is also a function of the speed of reemitted molecules and whether a diffused reemission or a specular reflection occurs. The worst case was taken and $C_{D}$ is conservatively specified as being 2.6 for a flat plate and 2.5 for a cylinder.

The flat plate areas for the two solar wings and the two solar arrays are $5,408 \mathrm{ft}^{2}$ and $31,160 \mathrm{ft}^{2}$, respectively. The cylinder side area per external tank is $4250.4 \mathrm{ft}^{2}$ each. For a $270 \mathrm{~N} . \mathrm{mi}$ ( $5 \mathrm{C} \nu \mathrm{Km}$ ) orbit, the space base velocity is $24,975 \mathrm{ft} / \mathrm{sec}$, and the worst case mass density (reference 3-7) is $1.53 \times 10^{-14}$ slugs $/ \mathrm{ft}^{3}$. A listing of mass densities as a function of night and day and also high/low solar activity is given in Table 3-2.

Using (3-5) for the worst case atmospheric density, $F=\left(4.772 \times 10^{-6} \mathrm{ib} / \mathrm{ft}^{2}\right) \mathrm{C}_{\mathrm{D}} \mathrm{A}^{A}$

For flat plates,
$\mathrm{F}=\left(1.241 \times 10^{-5} \mathrm{lb} / \mathrm{ft}^{2}\right) \mathrm{A}$

For cylinders,
$F=\left(1.193 \times 10^{-5} \mathrm{lb} / \mathrm{ft}^{2}\right) \mathrm{A}$

Using these expressions,
$\mathrm{F}=0.0671 \mathrm{lb}$ (solar wings)
$\mathrm{F}=0.3866 \mathrm{lb}$ (solar arrays)
$\mathrm{F}=0.0507 \mathrm{lb}$ (each external tank)

Both the solar wings and solar arrays were assumed to be rotatable around the $Z_{V}$ axis. With the panels facing towards the forward velocity and the initial $Y_{V}$ axis, the moments would be as follows:

$$
\begin{aligned}
\mathrm{L}_{\mathrm{XV}}= & 0 \text { (because of balancing aero forces, except for } \\
& \text { configuration 8) }
\end{aligned}
$$

- ALTITUDE OF 270 Naut. Mi (500 KM)
- from nasa sp-8021, MODEL OF the earth's atmosphere

|  |  | ATMOSPHERIC MASS DENSITY |  |
| :--- | :--- | :--- | :---: |
|  |  |  |  | NORMALIZED |
|  | SLUGS $/$ FT $^{3}$ | TO MAXIMUM |  |
| HIGH | NIGHT | $1.53 \times 10^{-14}$ | 1 |
| SOLAR ACTIVITY | DAY | $9.70 \times 10^{-15}$ | $1 / 1.58$ |
| LOW | NIGHT | $2.44 \times 10^{-16}$ | $1 / 62.7$ |
| SOLAR ACTIVITY | DAY | $6.40 \times 10^{-17}$ | $1 / 239$ |

$L_{Y V}=0$
$L_{Z V}=$ very high

With all solar panels facing towards the original $\pm X_{V}$ axis with edges into the relative "wind",
$L_{X V} \cong 0$ (except for configuration 8)
$\mathrm{L}_{\mathrm{YV}} \xlongequal{\approx} \xlongequal{\approx}$
$\mathrm{L}_{\mathrm{ZV}} \cong 0$
The effort here will therefore concentrate on the former case where $L_{\text {ZV }}$ becomes very high. In general,
$-L_{Z V}=\Sigma F_{Y V} \times\left(X_{C P}-X_{C M}\right)$
where
$\mathrm{F}_{\mathrm{YV}}=$ each vector force parallel to the $\mathrm{Y}_{\mathrm{V}}$ axis
$X_{C P}=$ each aerodynamic center of pressure location in the $X_{V}$ direction
$X_{C M}=$ the vehicle center of mass location along the $X_{V}$ axis

The angular momentum can then be computed as follows:
$H_{Z V}=\int L_{Z V} d t$
For a solar inertial condition, the $L_{Z V}$ torque will be cyclic and
$H_{Z V}($ PEAK $)=\left(T_{0} / 4 \pi\right) L_{Z V}($ PEAK $)$
where
$T_{0}=$ orbital period $=5668.2 \mathrm{sec}$
For an $X_{V}$ local vertical condition the momentum on the solar wings and arrays will be as in (3-8); but for the external tanks:

$$
\begin{equation*}
\mathrm{H}_{\mathrm{ZV}}(\text { BUIIL UP PER ORBIT })=\mathrm{T}_{\mathrm{O}} \mathrm{~L}_{\mathrm{ZV}}(\text { BIAS }) \tag{3-9}
\end{equation*}
$$

The assumptions for these aerodynamic characteristics are reiterated as follows:
(a) Only space base modules with large surface areas at a large moment arm from the c.m. are considered
(b) No "shading" of the airstream by one section of the vehicle on another is considered
(c) Aerodynamic force computations are based on a space base velocity along its $Y_{V}$ axis (assumes the sun is also along this axis)
(d) Surface drag coefficients used were for the worst case hyperthemal free molecular flow
(e) Worst case atmospheric density was assumed (high solar activity at nighttime).
With regard to this last item, it must be pointed out that the atmospheric mass density ( $\rho$ ) can also be approximately 240 times less than that used in the calculations of aerodynamic force. For low solar activity at daytime, all computed forces, torques and angular momentum magnitudes would be reduced by a factor of about 240 .

The $\left(X_{C P}-X_{C M}\right.$ ) radius arms, aerodynamic forces, $L_{Z V}$ torques and $\mathrm{H}_{\mathrm{ZV}}$ angיlar momentum levels for the solar wings, solar arrays and the external tanks are tabulated in reference 3-2. The composite aerodynamic angular momentum magnitudes are summarized in section 3.1.6. The results are given for the worst case atmospheric density (high solar activity at night) and also when normal (actually minimum when low solar activity and in daytime).

### 3.1.3 Magnetic

The peak cyclic magnetic torques are obtained using the following vector expression:
$\underline{\mathrm{L}}=\underline{\mu} \times \underline{B}$
where
$\underline{L}=$ torque vector ( $N-m$ )
$\underline{\underline{\mu}}=$ spacecraft magnetic moment vector (A-m ${ }^{2}$ )
$\underline{B}=$ peak of the earth's flux density (tesla or webers $/ m^{2}$ ) above the magnetic poles

Reference (3-8) presents an approach for estimating $\mu$, the magnitude of a spacecraft's magnetic moment, on the basis of two factors:

1. The degree of control over current loops, magnetic materials, quality control of potertial moment sources, test and magnetic compensation.
2. The size of the vehicle, specifically its mass.

Minimal control of (1) above is designated Class III. An estimate of the dipole magnetie moment per unit mass for a Class III spacecraft would be approximately $0.01 \mathrm{~A}-\mathrm{m}^{2} / \mathrm{KG}$.

A model of the earth's magnetic field (B) in orbit is available in reference (3-9). The magnetic flux is given in terms of a spherical harmonic expansion series. Only the first term or so is required to obtain an estimate of the maximum magnetic torques. At an orbit altitude of 270 N.mi., the magnitude over the magnetic poles is approximately 0.60 gauss or $6 \times 10^{-5}$ tesla in the vertical direction. The magnitude at the magnetic equator is 0.30 gauss or $3 \times 10^{-5}$ tesla, and the direction of the flux is horizontal to the earth's surface towards the south magnetic pole. An orbit parallel to the plane of the magnetic equator would therefore result in a constant spacecraft torque for an inertially oriented vehicle. A higher torque is possible over the magnetic poles, but the result is cyclic.

The peak magnetic torque is calculated above the magnetic poles for each space base configuration for the following assumptions:
a. The orbit passes over the magnetic poles
b. The space base magnetic moment magnitude is $0.01 \mathrm{~A}-\mathrm{m}^{2} / \mathrm{KG}$; and the direction is always normal to $B$ in the magnetic polar region.

TABLE 3-3
MAGNETIC TORQUES AND ANGULAR MOMENTUM FOR THE SPACE BASE

- SPACE bASE MAGNETIC MOMENT IS BASED ON CLASS III OF NASA SP-8018 (SPACECRAFT MAGNETIC TORQUES) $\mu=.01 \mathrm{~A}-\mathrm{m}^{2} / \mathrm{KG}$
- EARTH'S MAGNETIC FIELD IN MAGNETIC POLAR REGION AT 270 N. MI. altitude is . 60 GAUSS, OR $6 \times 10^{-5}$ TESLA
- SPACE BASE IS INERTIALLY ORIENTED IN AN ORBIT OVER THE MAGNETIC


The calculated cyclic magnetic torques and angular momentum are listed in Table 3-3.

For the unique condition of having an orbit parallel to the magnetic equator, the steady magnetic torque can be calculated by multiplying each torque item in Table 3-3 by one-half. The magnetic angular momentum buildup per orbit can be obtained by multıplying each $H_{C Y C L I C}$ in Table $3-3$ by $2 \pi$. This was done in summary tabulations given in section 3.1.6.

The results indicate that magnetic contributions are negligible and will not have to be considered for simulation modeling or for sizing attitude control actuators and momentum exchange systems. If a magnetic desaturation system is used on the space base, any residual magnetic moment dipole will be automatically compensated.
3.1.4 Radiation

Sources of electromagnetic radiation that cause forces and possible torques to act on the space base (reference 3-10) are the following:

1. Direct solar photon radiation
2. Solar radiation reflected by the earth and its atmosphere
3. Radiation directly from ine earth and its atmosphere 4. Radiation from portions $\& f$ the space base itself.

The most important cause of radiation is (1) above. The intensity of the radiation, or solar flux, is given in terms of energy per unit time through a cross-sectional unit area:
$I_{1}=1353 \mathrm{w} / \mathrm{m}^{2} \pm 3.3 \%$

The percentage is not a tolerance, but a seasonal variation because of the earth's orbit about the sun. The worst case magnitude is then $I_{1}=1398 \mathrm{w} / \mathrm{m}^{2}$. The forces caused by other sources are usually at least an order of magnitude smaller.

Radiation due to the earth's reflectance is maximum at the subsolar point (high noon). It reduces to zero on the night side. The peak magnitude when at $270 \mathrm{~N} . \mathrm{mi}$. ( 500 Km ) and assuming the earth's planetary albedo of 0.34 is
$I_{2}=600 \mathrm{w} / \mathrm{m}^{2}$ (peak)

The mean magnitude of $I_{2}$ for a $50 \%$ daylight orbit is approximately $191 \mathrm{w} / \mathrm{m}^{2}$.

Radiation sirectly from the earth and its atmosphere at sea level has a mean emission intensity of $243 \mathrm{w} / \mathrm{m}^{2}$. With clear skies and at the lower latitudes, the worst case intensity at a $270 \mathrm{~N} . \mathrm{mi}$. orbit is
$I_{3}=150 \mathrm{w} / \mathrm{m}^{2}$.

Radiations and reflections from the space base itself, item (4), are the least important and will be assumed. as negligible.

For each of the (i) through (3) radiation sources, the radiation force is calculated as a function of whether the radiation is
a. Completely absorbed
b. Completely specularly reflected
c. Completely diffusely reflected.

The worst case turns cut to be when the surface is such that a complete specular reflection is obtained. The expression defining this force (reference 3-10) is
$F=\frac{I}{c}\left[-\left(1+c_{r s}\right) \cos \underline{n}_{\underline{n}}+\left(1-c_{r s}\right) \sin \theta \underline{s}\right](\cos \theta) A$
where
$\mathrm{I}=$ radiation intensity
$c=$ speed of light $=2.997925 \times 10^{8} \mathrm{~m} / \mathrm{s}$
$c_{r s}=$ cuefficient of reflectivity, assumed to be 1 for the worst case
$\theta=$ angle between the surface normal and the direction of radiation
$\underline{n}=$ unit normal vector
$\underline{s}=$ unit vector along the surface
$A=$ area of the surface

For $c_{r s}=1$,
$\mathrm{F}_{\mathrm{N}}=2 \mathrm{AI} / \mathrm{c}=$ normal force when $\theta$ is zero (3-12)
$\mathrm{F}_{\mathrm{N}}=6.671281 \times 10^{-9} \mathrm{AI}$

Using the numerical value of flux intensity estimated for $I_{1}, I_{2}$ and $I_{3}$, the normal forces are
$\mathrm{F}_{1}=9.3265 \mathrm{E}-6 \mathrm{~A}$
$\mathrm{F}_{2}=4.0028 \mathrm{E}-6 \mathrm{~A}$ (peak)
$F_{3}=1.0007 \mathrm{E}-6 \mathrm{~A}$ (worst case)
where $F$ is in newtons and $A$ is in $\mathrm{m}^{2}$ units.
$F_{1}, F_{2}$ and $F_{3}$ are computed for the surfaces of three vehicle modules: the solar wings, sular arrays and external tank(s). All other module surfaces are smaller and/or are $a \cdot a$ shorter moment arm, and are assumed to be negligible in computing torquing moments.

Table 3-4 is a listing of maximum $F_{1}, F_{2}$ and $F_{3}$ forces for each of the three modules. The numerical magnitudes are given in pounds. The areas for the solar wings, solar arrays and for one external tank are $A_{w}, A_{a}$ and $A_{t}$, respectively:
$A_{w}=2 \times 2704 \mathrm{ft}^{2}=5408 \mathrm{ft}^{2}$
$A_{a}=2 \times 15580 \mathrm{ft}^{2}=31160 \mathrm{ft}^{2}$
$A_{t}($ projected $)=4250.4 \mathrm{ft}^{2}$ (each)

| Radiation <br> Type <br> N | Solar <br> Wings <br> $(s)$ | Solar <br> Arrays <br> $(a)$ | External <br> Tank (One) <br> $(t)$ | External <br> Tanks <br> $(t t)$ |
| :--- | :---: | :---: | :---: | :---: |
| 1 | $1.0534 \mathrm{E}-3$ | $6.0696 \mathrm{E}-3$ | $8.2793 \mathrm{E}-4$ | $1.6559 \mathrm{E}-3$ |
| 2 | $4.5211 \mathrm{E}-4$ | $2.6050 \mathrm{E}-3$ | $3.5533 \mathrm{E}-4$ | $7.1066 \mathrm{E}-4$ |
| 3 | $1.1302 \mathrm{E}-4$ | $6.5122 \mathrm{E}-4$ | $8.8831 \mathrm{E}-5$ | $1.7766 \mathrm{E}-4$ |

$\mathrm{F}_{\mathrm{N}}=2.03341 \times 10^{-9} \mathrm{AI}$ (pounds)
$I_{1}=1398 \mathrm{w} / \mathrm{m}^{2}=95.794 \mathrm{lb} / \mathrm{ft}-\mathrm{sec}$
$I_{2}=600 \mathrm{w} / \mathrm{m}^{2}=41.113 \mathrm{lb} / \mathrm{ft}-\mathrm{sec}$
$I_{3}=150 \mathrm{w} / \mathrm{m}^{2}=10.278 \mathrm{lb} / \mathrm{ft}-\mathrm{sec}$

For two external tanks, $A_{t t}=8500.8 \mathrm{ft}^{2}$

Radiation torques are computed for two vehicle orientations: XPOP inertial and $X$ local vertical. Intensity of radiations causing both bias and cyclic torques are given in Tables 3-5 and 3-6 for the two orientations. In some cases, these would modify the forces given in Table 3-4.

Peak torques, $L_{1}, L_{2}$ and $L_{3}$ are computed using moment arms available from Section 2. These are listed in Table 3-7 for each section of the space base. The moment arm in each case is $X_{C P}-X_{C M}$, where

```
X CP
    interest along the vehicle's X axis
X CM}=\mathrm{ space base center of mass location along the } axis
```

Bias and cyclic angular momentum components can then be computed from these torques. For the XPOP inertial orientation, all maximum torques would be about the $Z$ axis. The Z axis angular momentum components would then be as follows:
$\mathrm{H}_{\mathrm{BIAS}}=\mathrm{T}_{0} \quad\left[\mathrm{~L}_{1}+\mathrm{L}_{2} / \pi\right]$
$\mathrm{H}_{\text {CYCLIC }}=\left(\mathrm{T}_{\mathrm{o}} / 2 \pi\right)\left[\mathrm{L}_{2} / 2+\mathrm{L}_{3}\right]$
where $L_{1}, L_{2}$, and $L_{3}$ are tcrquis for solar wings, solar arrays snd external tanks as each are included in a vehicle configuration.


Table 3-6
Intensity of Radiation

> for

X Local Vertical Orientation

- All units in $w / \mathrm{m}^{2}$
- Results in maximum Z axis to ?es

| Radiation Source | Magnitude Used for Computation: |  |
| :---: | :---: | :---: |
|  | Bias Torques | Cyclic Torques |
| $\mathrm{I}_{1}$ | $\begin{aligned} & 1398 \text { for panels }\left(\beta=90^{\circ}\right) \\ & 1398 \text { for tanks } \end{aligned}$ | $\begin{aligned} & \pm 1398 \text { for panels }\left(\beta=0^{\circ}\right) \\ & \pm 1398 \text { for tanks } " \end{aligned}$ |
| $\mathrm{I}_{2}$ | 191 for panels <br> 0 for tanks | $\begin{aligned} & \pm 300 \text { for panels } \\ & 0 \text { for tanks } \end{aligned}$ |
| $\mathrm{I}_{3}$ | - | $\pm 150$ for panels 0 for tanks |

Radiation Forces and Angular Momentum - Orbit Period ( $T_{0}$ ) is 5668.2 seconds for $270 \mathrm{~N} . \mathrm{mi}$. orbit

[^1]$$
\text { Table } 3-7
$$

| Module <br> Surface | Config. | $\frac{\mathrm{Arm}}{\mathrm{X}_{\mathrm{CP}^{-\mathrm{X}_{\mathrm{CM}}}}}$ <br> (ft) | Peak Torques (ft-lb) |  |  | Angular Momentum (ft-lb-sec) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $L_{i}=(X$ $L_{1}$ | ${ }_{\mathrm{CP}^{-\mathrm{X}_{\text {CM }}}{ }^{\text {I }}}$ | ${ }_{\text {x }} \mathrm{F}_{1}$ | $\begin{gathered} \mathrm{H}_{\mathrm{BIAS}} \\ \mathrm{~T}_{0}\left(\mathrm{~L}_{1}+L_{2} / \pi\right) \end{gathered}$ | $\begin{gathered} \mathrm{T}_{\mathrm{O}}^{2 \pi}\left(\mathrm{~L}_{1}+\mathrm{L}_{2} / 2+L_{3}\right) \end{gathered}$ | $\frac{T_{0}}{2 \pi}\left(L_{1}\right)$ |
| SOLAR <br> WINGS <br> (s) | 1 | +22.90 | +.0241 | +.01035 | +.00259 | +155 | $\pm 28.8$ | $\pm 21.8$ |
|  | 2 | 22.48 | . 0237 | . 0102 | . 00254 | 153 | 28.2 | 21.4 |
|  | 3 | 1.83 | . 00193 | . 00083 | . 00021 | 12.4 | 2.3 | 1.7 |
|  | 4 | 12.68 | . 0134 | . 00573 | . 00143 | 86.0 | 15.9 | 12.0 |
|  | 5 | 2.57 | . 0027 | . 00116 | . 00029 | 17.4 | 3.2 | 2.4 |
|  | 6 | 14.69 | . 0155 | . 00664 | . 00166 | 29.7 | 18.5 | 14.0 |
|  | 7 | 8.80 | . 00927 | . 00398 | . 0010 | 124.3 | 11.1 | 8.4 |
|  | 8 | -23.44 | 7.0247 | -. 0106 | -. 00265 | -159 | 29.4 | 22.3 |
|  | 8 a | -40.26 | -. 0424 | -. 0182 | -. 00455 | -273 | 50.6 | 38.3 |
|  | 9 | -45.95 | -. 0484 | -. 0208 | -. 00519 | -312 | 57.7 | 43.7 |
|  | 10 | -33.92 | -. 0357 | -. 0153 | -. 00383 | -250 | 42.6 | 32.2 |
|  | 11 | -37.18 | -. 0392 | -. 0168 | -. 00420 | -252 | 46.7 | 35.3 |
|  | 12 | -36.27 | -. 0382 | -. 0164 | -. 00410 | -246 | 45.6 | 34.5 |
| SOLAR | 10 | -145.67 | -. 884 | -. 379 | -. 0949 | -5696 | 1054 | 798 |
| ARRAY: | 11 | -148.93 | -. 904 | -. 388 | -. 0970 | -5824 | 1078 | 816 |
| (a) | 12 | -148.02 | $-.898$ | -. 386 | -. 0946 | -5788 | 1071 | 810 |
| EXT. TANK | 8* | +88.48 | +. 0733 | +. 0314 | +.00786 | +472 | 87.4 | 66.1 |
| (t) | 8a | 151.59 | . 1255 | . 0539 | . 0135 | 809 | 150 | 113 |
| EXTERNAL <br> TANKS <br> ( tt ) | 9 | +71.66 | +. 1187 | +. 0509 | +. 0127 | +764 | 142 | 107 |
|  | 10 | 78. | . 1292 | . 0554 | . .0139 | 832 | 154 | 117 |
|  | 11 | 74.73 | . 1237 | . 0531 | . 0133 | 797 | 148 | 112 |
|  | 12 | 75.65 | . 1253 | . 0538 | . 0134 | 807 | 149 | 113 |

Table 3-8
Angular Momentum
Due to
Radiation Forces

- Space Construction Base Surfaces Considered are Solar Wings, Solar Arrays and External Tank(s)

| CONFIG. | $\mathrm{H}_{\mathrm{Z}}$ ANGULAR MOMENTUM |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | XPOP INERTIAL |  | $X$ LOCAL VERTICAL |  |
|  | $\begin{gathered} \mathrm{H}_{\text {BIAS }} \\ \text { (FT-LB-SEC/ORBIT) } \end{gathered}$ | $\begin{gathered} \mathrm{H}_{\text {CYCLIC }} \\ (\mathrm{FT}-\mathrm{LB}-\mathrm{SEC}) \end{gathered}$ | $\begin{gathered} \mathrm{H}_{\text {BIAS }} \\ (\text { FT-LB-SEC/ORBIT } \end{gathered}$ | $\mathrm{H}_{\text {CYCLIC }}$ (FT-LB-SEC |
| 1 | +155 | $\pm 7.00$ | +155 | $\pm 28.8$ |
| 2 | 153 | 6.87 | 153 | 28.3 |
| 3 | 12.4 | 0.56 | 12.4 | 2.30 |
| 4 | 86.0 | 3.88 | 86.0 | 15.9 |
| 5 | 17.4 | 0.78 | 17.4 | 3.22 |
| 6 | 99.7 | 4.49 | 99.7 | 18.5 |
| 7 | 124. | 2.69 | 124. | 11.1 |
| 8* | 313. | 28.4 | 256. | 95.5 |
| 8a | 535. | 48.8 | 438. | 164. |
| 9 | 453. | 48.5 | 361. | 165. |
| 10 | -5114. | 305. | -5214. | 1213. |
| 11 | -5279. | 310. | -5375. | 1235. |
| 12 | -5227 | 308. | -5324. | 1230. |

* $\mathrm{H}_{\mathrm{X}}, \mathrm{H}_{\mathrm{Y}}$ are also possible because of asymmetric configuration. For XPOP: $H_{\text {BIAS }}=288, H_{\text {CYCLIC }}= \pm 26.1 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$. For X Local Vertical: $H_{B I A S}=288 ., H_{C Y C L I C}= \pm 87.8 \mathrm{ft}-\mathrm{Ib}-\mathrm{sec}$.

For an $X$ local vertical orientation, the external tanks will not contribute to a $Z$ axis torque for radiations from the earth ( $I_{2}$ and $I_{3}$ ). The $Z$ axis angular momentum components were based on vehicle and solar panel orientations as determined in reference $3-4$. The resulting components, therefore, are the following:
$\mathrm{H}_{\text {BIAS }}=\mathrm{T}_{\mathrm{o}}\left[\mathrm{L}_{1}+\mathrm{L}_{2} / \pi\right]-\mathrm{T}_{\mathrm{o}}\left[\mathrm{L}_{2} / \pi\right]_{\text {TANKS }}$
where the first term includes contributions from solar wings, solar arrays and the tanks. Also
$\mathrm{H}_{\text {CYCLIC }}=\left(\mathrm{T}_{\mathrm{o}} / 2 \pi\right)\left[\mathrm{L}_{1}+\mathrm{L}_{2} / 2+\mathrm{L}_{3}\right]$

$$
\begin{equation*}
-\left(\mathrm{T}_{\mathrm{o}} / 2 \pi\right)\left[\mathrm{L}_{2} / 2+\mathrm{L}_{3}\right]_{\text {TANKS }} \tag{3-17}
\end{equation*}
$$

where the first term again includes all contributions.

The results of equations (3-14) through (3-17) are illustrated in Table 3-8 for all space construction base configurations. These angular momentum magnitudes are included in the summaries given in Section 3.1.6.

Although these momentum levels are less than gravity gradient and worst case aerodynamic angular momentums, radiation effects appear to be greater than those obtained from magnetic torques. For a sizing estimate of a momentum exchange or a momentum desaturation system, torques and angular momentum caused by radiation may be considered negligible.


#### Abstract

3.1.5 Vehicle Roll During $X$ Local Vertical Orientation During a local vertical orientation of an orbital vehicle, it is necessary to rotate the vehicle about its vertical axis if solar panels are articulated about a single axis. This provides the solar panels with what is effectively "two-axis pointing".


An $X$ local :ertical vehicle is illustrated in Figure 3-2, each coordinate space is defined as follows:
$\underline{0}$ orbital coordinates, $Y_{o}$ defines the orbit and $X_{o} Z_{o}$ are in the orbital plane

I inertial coordinates, where $X_{I}$ points toward the sun
$V$ vehicle coordinates, where $X_{V}$ is the roll axis
$\underline{S}$ solar panel coordinates, where $Y_{S}$ is the axis normal to plane of the panels

The angles shown are defined as follows:
${ }^{\alpha}{ }_{Y}$ vehicle position in orbit, defined as zero when $X_{V}$ is parallel with $X_{o}$
${ }^{\beta} Z_{Z}$ rotation about $Z_{o}$ defining the solar angle between $X_{o}$ and $X_{I}$
$\phi_{X}$ vehicle roll angle about $X_{V}$, where zero is defined when $Y_{v}$ is parallel to $Y_{o}$
$\delta_{z}$ solar panel angle about $Z_{v}$, where zero is defined when $Y_{s}$ is parallel to $Y_{V}$

Angular rotations from $\underline{0}$ to $\underline{I}$ or $\underline{S}$ are indic ted on the figure where an interim coordinate system is defined:
$\underline{U}$ vehicle coordinate system anywhere in the orbit
where $\phi_{x}=0$


Transformations may then be generated between the $\underline{S}$ and I coordinate systems as a function of the angles. In order for the solar panels to point towards the sun, the following must be true:
$X_{S} \cdot X_{I}=1$

Other relationships which also must be true are
$X_{S} \cdot X_{I}=0$
$Z_{S} \cdot X_{I}=0$
$Y_{S} \cdot Y_{I}=0$
$Y_{S} \cdot Z_{I}=0$

The roll angle $\phi$ and the solar panel angle $\delta$ was then determined in reference $3-11$ using the functions of (3-18) and (3-19):
$\tan \phi=\frac{\sin \alpha}{\tan \beta}$
$\sin \delta=-\cos \alpha \cos \beta$
where the notation was simplified by eliminating the angle subscripts:
$\alpha=\alpha_{y}$
$\beta=\beta_{z}$
$\phi=\phi_{\mathbf{x}}$
$\delta=\delta_{z}$

Equations (3-20) and (3-21) are plotted in Figure 3-3 as a function of the position in orbit $(\alpha)$ and the angle between the ecliptic and vie orbital plane ( $\beta$ ). For a circular orbit, $\alpha$ is directly proportional to time.

Observation of Figure 3-3 for very small $\beta$ angles indicates a potential problem. Theoretically, the vehicle must roll $180^{\circ}$ about $X_{v}$ in a very short period of time. If the monent of inertia of the vehicle about $X_{v} i ;$ appreciaile, extremely high changes of angular momentum will be required twice per orbit - once positive end then negative. The angular momentum swing about the $X$ axis of configuration 12 is listed in Table 3-9 as a function of the $\beta$ angle. The amplitude of the angular momentum is defined by the following:
$H_{X}=I_{X X} \dot{\Phi}_{M A X}$
where $\dot{\varphi}_{\text {MAX }}$ is obtained by taking the time derivative of (3-20):
$\dot{\phi}_{M A X}=+W_{O} / \tan \beta$
and $W_{0}=$ orbital rate for the $270 \mathrm{~N} . \mathrm{mi}$. orbit $=1.1085 \times 10^{-3}$ rad/sec.

Table 3-9 indicates the consequence of having a single axis articulation of the solar panels when the $\beta$ angle has a small magnitude: the requirement for extremely



FIMIRI. 3-3 VEHICLE ROLL ANGLE ( 1 ) AND SOLAR TANEL
ANGLE (5) FUR ONE COBFETE ORBIT AS A FINCTION OF THE ORBIT PLANE TO SU: ANGLE $1 \underset{\text { I }}{ }$ )

Table 3-9

ANGULAP. ROLL RATE
AND MOMENTUM REQUIREMENTS

- X local vertical orientation
- $I_{x x}=7.044512 \times 10^{7}$ Ft-Lb-Sec ${ }^{2}$ for configuration 12
- An equivalent CMG unit has an angular momentum of 2300 Ft -Lb-Sec
- Assumes sun line is perfectly normal to the solar panels for all $\beta$ angles

| $\pm \beta$ | $\oint_{\text {MAX }}$ | MAGNITUDE OF <br> MAX. ROLL RATE |  |
| :--- | :--- | :---: | :---: |
| (DEG) | (PAD/SEC) | (DEG/SEC) | EQUIVALENT <br> NUMBER OF |
| 0 | $\infty$ | $\infty$ | CMG UNITS |
| 1 | 0.0635 | 3.64 | $\infty$ |
| 10 | 0.00629 | 0.360 | 1950. |
| 20 | 0.00305 | 0.1745 | 192.7 |
| 30 | 0.00192 | 0.110 | 93.4 |
| 45 | 0.0011085 | 0.0635 | 58.8 |
| 51.79 | 0.0008726 | 0.050 | 34.0 |
| 60 | 0.000640 | 0.0367 | 29.4 |
| 70 | 0.000400 | 0.0229 | 19.6 |
| 80 | 0.000196 | 0.0112 | 12.35 |
| 90 | 0.0 | 0.0 | 6.0 |

high magnitudes of angular momentum about the $X$ axis. Solutions to this problem of small $S$ angles, which should be considered are one of the following:

1. Double axis articulation of the solar pantis.
or
2. Set a fixed $\phi= \pm 90$ degrecs with the $Z$ axis perpendicular to the orbit (see Figure 3-2) and with $\delta$ being conirolled by sun sensors to keep $Y_{s}$ aligned as close as possible to $X_{J}$ (rotating once per ort-L) for small $\beta$ angles.

The problem with l. is the complexity of the additional solar panel contrcl hardware. The disadvantage of 2. is the loss of some solar power: e.g., "o $86.6 \%$ of nominal for $\beta=30$ deg or $70.7 \%$ of nomial for $\beta=45$ deg. This power reduction can be ininimized by adding dedicated control or momentum exchange devices for the $X_{v}$ vehicle axis (reaction wheels) such that two axis pointing can be resumed for $B$ angles less than 30 degrees.
3.1.6 Summary

All long term angular momentum requirements are combined to determine:
o A total momentum envelope for prospertive momentum exchange devices
o Maximum momentum buildurs due to bias torque for sizing momentum desatu ition devices in Section 4 .

Angular momentum requirements for gravity gradients, aerodynamic, magnetic and radiation torques were determined in sections 3.1.1 through 3.1.4, respectively. These are combined on a vehicle-axis basis to determine maximum components of total angular momentum vectors.

A summary of cyclic angular momentum requirements are given in Table 3-10 for all twelve space construction base conifgurations. The recommended attitude orientation for each cinfiguration is given. Alternate, modified orientations are also listed for configurations 8 through 11 where $8 \mathrm{M}, 9 \mathrm{M}, 10 \mathrm{M}$ and liM are rotated slight? y about the YV axis (from the nominal XPOP attitude) until the XP axis (principal $X$ axis; is normal to the orbital plane. 12 M is an alternate to configuration 12 (XV local veriical) where the XP axis is always along the local vertical. Alphabetical symbols after numerical magnitudes identify the source of the angular L . mentur contribution:

A Aerodynamic torque
G Gravity gradient torque
M Magnetic torque
R Radiation torque

Maximum components along each of the ehicle's axes are labelled as $H_{x}, H_{y}$ and $H_{z}$. The magnetic angular momentum, which is computed as a direct -unction of the vehicle mass, is given as a spherical component $H_{x y z}$ since the ma netic moment of the vehicle has no precerred orientation.

Table 3-10
Summary of Angular Momentum Due to Long Term Cyclic Torques

- Max Total is for Period of High Solar Activity

(Continued)

Table 3-10 (Continued)

| Conrig. | ATTITIUE | ANGULAR MONENIUM |  |  |  | (FT-LB-SEC) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | MAX COMPONENS |  |  | $\mathrm{H}_{\mathrm{XYZ}}$ | TOTALS |  |
|  |  | $\mathrm{H}_{\mathrm{X}}$ | $\mathrm{H}_{\mathrm{y}}$ | $\mathrm{H}_{2}$ |  | MAX | NORMAL |
| 10 | XPCP | 484..G |  | $\begin{array}{r} 22900 . \mathrm{A} \\ 305 . \mathrm{R} \end{array}$ | $52 . \mathrm{M}$ | 53790. | 48524. |
| $\lim _{(I I)}$ | XPOP | 47860.G | 0 | $\begin{array}{r} 22900 . \mathrm{A} \\ 305 . \mathrm{R} \end{array}$ | 52.m | 53241. | 47914. |
| 11 | XPCP | 48450.G | 0 | $\begin{array}{r} \hline 23700 . \mathrm{A} \\ 310 . \mathrm{R} \end{array}$ | 53.M |  | 48505. |
| $\lim _{(I I)}$ | XPOP | 47910.G | 0 | $\begin{array}{r} 23700 . \mathrm{A} \\ 310 . \mathrm{R} \end{array}$ | 53.M | 53643. | 47965. |
| 12 | XLV | 0 <br> (IV) | 0 | $\begin{array}{r} \hline 23400 . \mathrm{A} \\ 1230 . \mathrm{K} \end{array}$ | no | 24630. <br> (IV) | $\begin{aligned} & 1328 . \\ & \text { (IV) } \end{aligned}$ |
| $\begin{aligned} & 12 \mathrm{M} \\ & (\mathrm{III}) \end{aligned}$ | XP-LV | 0 <br> (IV) | 0 | $\begin{array}{r} 23400 . \mathrm{A} \\ 1230 . \mathrm{F} \end{array}$ | no | 24630. <br> (IV) | $\begin{aligned} & 1328 . \\ & \text { (IV) } \end{aligned}$ |

( t ) a minor trace of angular momentum exists
(I) $\ell_{\mathrm{Y}} \cong 25^{\circ}$ to put the XP axis normal to the orbit plane
(II) $\emptyset_{\mathrm{Y}}<5^{\circ}$ to put the XP axis normal to the orbit plane
(III) $\emptyset_{\text {TOTAL }}<10^{\circ}$ to put the XP axis along the local vertical
(IV) This entry does NOT include an $H_{X}$ component required for me leuvering about the X axis.

TABLE 3-11
SUMMARY OF ANGULAR MOMFNIUM dUE TO LaNG TERM BIAE TMRqUES - max total is for period of high solar activity

| CONFIG. | ATTITUDE | ANGULAR MOMENIUM (FT-LB-SEC/ORBIT) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | MAX COMPONENTS |  |  |  | UTALS |  |
|  |  | ${ }^{\mathrm{H}}$ | $\mathrm{H}_{\mathrm{Y}}$ | $\mathrm{H}_{\mathrm{Z}}$ | $\mathrm{H}_{\mathrm{XYZ}}$ | MAX | NORMAL |
| 1 | XPOP | - |  | $\begin{aligned} & 200 . \mathrm{AB} \\ & 155 . \mathrm{R} \end{aligned}$ | 25.M | 380. | 181 |
| 2 | " | - |  | $\begin{aligned} & \text { 215.AB } \\ & 153 . \mathrm{R} \end{aligned}$ | $45 . \mathrm{M}$ | 413. | 199. |
| 3 | " | - |  | $\begin{aligned} & 18 . \mathrm{AB} \\ & 12 . \mathrm{R} \end{aligned}$ | $60 . \mathrm{M}$ | 90. | 72. |
| 4 | " | - |  | $\begin{gathered} 125 . \mathrm{AB} \\ 86 . \mathrm{P} \end{gathered}$ | 80.M | 291. | $16^{\prime} 7$. |
| 5 | " | - |  | $\begin{aligned} & \text { 25.AB } \\ & 17 . \mathrm{R} \end{aligned}$ | $100 . \mathrm{M}$ | 142. | 117. |
| 6 | " | - |  | $\begin{aligned} & 140 . \mathrm{AB} \\ & 100 . \mathrm{R} \end{aligned}$ | $145 . \mathrm{M}$ | 385. | 246. |
| 7 | " | - |  | $\begin{aligned} & 85 . \mathrm{AB} \\ & 124 . \mathrm{R} \end{aligned}$ | 150.M | 359. | 274. |
| 8 | " | ( t ) AB | 220000.G | $\begin{aligned} & \hline 415 . \mathrm{AB} \\ & 313 . \mathrm{R} \end{aligned}$ | 200.M | 220200. | 220200. |
| $\begin{aligned} & 8 \mathrm{M} \end{aligned}$ | " | (t) AB | 0 | 415. AB <br> $313 . \mathrm{R}$ | 200.M | 930. | 517. |
| 8A | " | 0 | 0 | 715. AB 535. R | 200.M | 1450. | 738. |
| 9 | " | - | 20650.G | $\begin{aligned} & 600 . \mathrm{AB} \\ & 453 . \mathrm{R} \end{aligned}$ | 260.M | 20937. | 20915. |
| 9M <br> (II) | " | - | 0 | $600 . \mathrm{AB}$ 453.R | 260.M | 1313. | 716. |

(Continued)

TABLE 3-11 (Continued)

| CONFIG. | ATTITUDE | ANGULAR MOMENIUM (FT-LB-SEC/ORBIT) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | MAX COMPONENTS |  |  |  | TOTALS |  |
|  |  | $\mathrm{H}_{\mathrm{X}}$ | $\mathrm{H}_{\mathrm{Y}}$ | $\mathrm{H}_{\mathrm{Z}}$ | $\mathrm{H}_{\mathrm{XYZ}}$ | MAX | NOPMAL |
| 10 | XPOP | - | $61520 . \mathrm{G}$ | $7290 . \mathrm{AB}$ | 315.M | 63073. | 62050. |
|  |  |  |  | 5114.R |  |  |  |
| 10 M | " | - | 0 | 7290.AB | 315.M | ?2719. | 5459. |
| (II) |  |  |  | $5114 . \mathrm{R}$ |  |  |  |
| 11 | " | - | 59490.G | $7540 . \mathrm{AB}$ | 340.M | 61195. | 60067. |
|  |  |  |  | 5279.R |  |  |  |
| 11M | " | - | 0 | $7540 . \mathrm{AB}$ | 340.M | 13159. | 5650. |
| (II) |  |  |  | 5279.R |  |  |  |
| 12 | XLV | - | 124900.G | 71680.G | 350.M | 179158. | 147191. |
|  |  |  |  | 43500.A |  |  |  |
|  |  |  |  | 7450.AB |  |  |  |
|  |  |  |  | $5324 . \mathrm{R}$ |  |  |  |
| 12M | XP-LV | - | 0 | $43500 . \mathrm{A}$ | 350.M | 56624. | 5886. |
| (III) |  |  |  | $7450 . \mathrm{AB}$ |  |  |  |
|  |  |  |  | 5324.R |  |  |  |

( $t$ ) a minor trace of angular momentum exists
(I) $\varphi_{Y} \xlongequal{\cong} 25^{\circ}$ to pui the XP axis normei to the orbit plane
(II) $\varnothing_{\mathrm{Y}}<5^{\circ}$ to put the XP axis normal to ${ }^{+h}$ ? orbit plane
(III) $\emptyset_{\text {TOTAI }}<10^{\circ}$ to put the XP axis along the local vertical
$A B$ caused by half-wave rectification of aerodynamic cyclic torques

Other disturbances which cannot and will not be considered at this time are:
a. Moving parts of equipment (such as cameras, manipulator arms)
b. Rotational wheel unbalances
c. Attitude control system noise from sensors, quantization, etc.

Locations of disturbances to be applied to the SCB simulations are listed in Table 3-12. All possible docking and/or crew disturbance force directions are noted on the table. Module locations and section numbers were defined in Section 2.
3.2.1 Crew Disturbances

Crew disturbance torques are basically caused by forces generated at a radius arm from the vehicle body center of mass. In vecter form,
$\underline{L}=\underline{R} \times \underline{F}+\underline{M}$
where
$\underline{L}=$ resultant torque disturbance
$\underline{R}=$ radius arm from the center of mass to the point of application of the crew disturbance force
$\underline{F}=$ crew disturbance force
$\underline{M}=$ any disturbance moment generated as a couple.

TABLE 3-12
DISTURBANCE LOCATIONS ON THE SCB

| MODULE | BODY <br> SECTION | DISTURBANCES |  | $\begin{aligned} & \text { FORCE } \\ & \text { AXES } \end{aligned}$ | $\begin{aligned} & \text { CONFIGURATIONS } \\ & \text { FOR DOCKING } \end{aligned}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | CREW | DOCKING |  | FROM | TO |
| DM1 | 1 | $\checkmark$ | $\checkmark$ | x | 1 | 1 |
|  |  | $\checkmark$ | $\checkmark$ | y | 1 | 5 |
|  |  | $\checkmark$ | $\checkmark$ | z | 1 | 3 |
| DM2 | 6 | $\checkmark$ | $\checkmark$ | x | 2 | 2 |
|  |  | $\checkmark$ | $\checkmark$ | y | 2 | 4 |
|  |  | $\checkmark$ | $\checkmark$ | 2 | 2 | 12 |
| DM3 | 7 | $\checkmark$ | $\checkmark$ | $\mathbf{x}$ | 8 | 10 |
|  |  | $\checkmark$ | $\checkmark$ | y | 8 | 12 |
|  |  | $\checkmark$ |  | z | - | - |
| DM4 | 10 | $\checkmark$ | $\checkmark$ | x | 8 | 12 |
|  |  | $\checkmark$ | $\checkmark$ | $y$ | 8 | 12 |
|  |  | $\checkmark$ | $\checkmark$ | z | 8 | 8 |
| HM3(at theend in the$-y$ direction) |  |  |  | x | (6)* | (12)* |
|  |  | $\checkmark$ |  | y | (6)* | (12)* |
|  |  | $\checkmark$ |  | $z$ | (6)* | (12)* |
|  |  |  |  |  |  |  |

*crew disturbances only

A time history of a "wall push off" crew disturbance force is shown in Figure 3-4; this was obtained from reference $3-12$. The force can be restricted as being along the vehicle $X, Y$ or $Z$ axis, and the resulting scalar equations are
$L_{X}=R_{Y} F_{Z}-R_{Z} F_{Y}+M_{X}$
$\mathrm{L}_{\mathrm{Y}}=\mathrm{R}_{\mathrm{Z}} \mathrm{F}_{\mathrm{X}}-\mathrm{R}_{\mathrm{X}} \mathrm{F}_{\mathrm{Z}}+\mathrm{M}_{\mathrm{Y}}$
$L_{Z}=R_{X} F_{Y}-R_{Y} F_{X}+M_{Z}$

Radius arm components ( $\mathrm{R}_{\mathrm{X}}, \mathrm{R}_{\mathrm{Y}}, \mathrm{R}_{\mathrm{Z}}$ ) were obtained frc: Section 2, and are listed in Tables 3-13 and 3-14. The conditions in Table 3-13 are for an ideally rigid SCB while Table 3-14 represents a flexible vehicle where modules are divided into bodies as in reference 3-13. Each body normally contains one or more modules. Table 3-14 also lists the body number, SCB configuration number, body mass and the moment of inertia about its center of mass. Each body moment of inertia was computed about its i-th axis as follows:
$J_{i i}=m\left[\left(K_{i}\right)^{2}+\left(r_{j}-c_{j}\right)^{2}+\left(r_{k}-c_{k}\right)^{2}\right]$
where
$m=$ the body mass
$K_{1}=$ radius of gyration about the $i-t h$ axis
$r_{j}, r_{k}=$ module location along $j-t h$ and $k-t h$ axes with respect to the origin of SCB axis definition


FIGURE 3-4 WALL PUSHOFF CREW DISTURBANCE


FIGURE 3-5 DOCKING DISTURBANCE

TABLE 3-13

## PHYSICAL CFARACTERISTICS OF SCB VEHICLE DISTURBANCE LOCATIONS

- RIGID BODY
$0 i=x, y, z \operatorname{AXES}$

| DISTURBANCE <br> LOCATION |  | VEHICLE CENTER OF MASS (IN) | $\begin{gathered} \mathrm{R}_{\mathrm{i}} \\ \text { RADIUS } \\ \text { ARM } \\ \text { (FT) } \\ \hline \end{gathered}$ | $\mathrm{gm}_{\mathrm{b}}$WEIGHT(LBS ) | $J_{\text {II }}$MOMENT OFINERTIA(SLUGS) | VEHICLE <br> CONFIG. <br> APPLICABLE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MODULE | POSITION <br> (IN) |  |  |  |  |  |
| DM1 | $\begin{aligned} & -377 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & -76.8 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & -25.0 \\ & 0 \\ & 0 \end{aligned}$ | 40,904 | $\begin{aligned} & 2.6620 \mathrm{E} 5 \\ & 5.3219 \mathrm{E} 5 \\ & 2.9685 \mathrm{E} 5 \end{aligned}$ | 1 |
| DM2 | $\begin{aligned} & 578 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{array}{r} 633.2 \\ 29.7 \\ -48.1 \end{array}$ | $\begin{aligned} & -4.60 \\ & -2.475 \\ & 4.0083 \end{aligned}$ | 588,637 | $\begin{aligned} & 7.0445 \mathrm{E} 7 \\ & 2.0090 \mathrm{E} 8 \\ & 2.0986 \mathrm{E} 8 \end{aligned}$ | 12 |
| DM3 | $\begin{aligned} & 1541 \\ & 0 \\ & 0 \end{aligned}$ | " | $\begin{aligned} & 75.65 \\ & -2.475 \\ & 4.0083 \end{aligned}$ | " | " | 12 |
| DM4 | $\begin{aligned} & 1541 \\ & 0 \\ & 250 \end{aligned}$ | " | $\begin{aligned} & 75.65 \\ & -2.475 \\ & 24.842 \end{aligned}$ | " | " | 12 |
| TM3 | $\begin{aligned} & -377 \\ & -514.2 \\ & 0 \end{aligned}$ | " | $\begin{array}{r} -84.183 \\ -45.325 \\ 4.0083 \end{array}$ | " | " | 12 |

TABLE 3-14
PHYSICAL CHARACTERISTICS OF D:STURBANCE LOCATIONS FOR SCB BODIES

- FLEXIBLE BODY

| DISTU | RBANCE | LOCATION | BODY CENTER OF MASS <br> (IN) | $R_{1}$ RADIUS ARM (FT) | $\mathrm{gm}_{b}$ WEIGHT <br> (LBS) | $J_{\text {Ii }}$MOMFNT OFINERTIAINERTIASLUG-FT $^{2}$ ) | BODY <br> CONFIG. <br> APPLICABLE |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MODULE | BODY | POSITION <br> (IN) |  |  |  |  | FROM | TO |
| DM1 | 1 | $\begin{aligned} & -377 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & -88.742 \\ & 0 \\ & 0 \end{aligned}$ | $\left\{\begin{array}{l} -24.011 \\ u \\ 0 \end{array}\right.$ | 39,202 | $\begin{aligned} & \hline 3.1021 \mathrm{E} 4 \\ & 2.6466 \mathrm{E} 5 \\ & 2.6466 \mathrm{E} 5 \end{aligned}$ | 1 | 1 |
| DM2 | 6 | $\begin{aligned} & 578 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 535.191 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 3.567 \\ & 0 \\ & 0 \end{aligned}$ | 60,472 | $\begin{aligned} & 3.3632 \mathrm{E} 5 \\ & 1.3981 \mathrm{E} 5 \\ & 4.2742 \mathrm{E} 5 \end{aligned}$ | 5 | 12 |
| DM3 | 7 | $\begin{aligned} & 1541 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 1150.995 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 32.5 \\ & 0 \\ & 0 \end{aligned}$ | 45,089 | $\begin{aligned} & 3.5866 E 4 \\ & 7.4545 E 5 \\ & \because \quad \because 73 E 5 \end{aligned}$ | 8 | 12 |
| DM4 | 10 | $\begin{aligned} & 1541 \\ & 0 \\ & 250 \end{aligned}$ | $\begin{aligned} & 1541 \\ & 0 \\ & 1145.65 \end{aligned}$ | $\left\{\begin{array}{l} 0 \\ 0 \\ -74.971 \end{array}\right.$ | 82,080 |  | 9 | 12 |
| HM3 | 1 | $\begin{aligned} & -377 \\ & -514.2 \\ & 0 \end{aligned}$ | $\begin{aligned} & -321.92 \\ & 0 \\ & 25.403 \end{aligned}$ | $\begin{aligned} & -4.59 \\ & -42.85 \\ & -2.1 \perp 7 \end{aligned}$ | 142,031 | $\begin{aligned} & 1.36 \subseteq 1 \mathrm{E} 6 \\ & 1.5339 \mathrm{E} 6 \\ & 2.1758 \mathrm{E} 6 \end{aligned}$ | 6 | 12 |

$c_{j}, c_{k}=$ locations of the center oi mass of the kody along the $j$-th and $k$-th axes with respect to the origin of the SCB axis definition

Also, $\quad c=\frac{\sum_{n=1}^{N}\left(m_{n} r_{n i}\right)}{m}$
and $m=\sum_{n=1}^{N} m_{n}$

$$
\text { where } \begin{aligned}
\mathrm{n}= & \text { module number } \\
\mathrm{N}= & \text { total number of modules forming the body of } \\
& \text { interest }
\end{aligned}
$$

### 3.2.2 Docking

Docking disturbances to SCB will be as an iritial condition o: angular rate, W(o). Equations for the solution of $W(0)$ are generated in reference 3-14 utilizing Figure 3-5. A generalized scalar equation to be simulated for each case follows:
$W_{x}(0)=\frac{R_{y} V_{z}-R_{z} V_{y}}{J_{x x^{\prime}} / m_{a}+R_{y}{ }^{2}+R_{z}{ }^{2}}$
$w_{y}(0)=\frac{R_{z} V_{x}-R_{x} V_{z}}{J_{y y} / m_{a}+R_{z}{ }^{2}+R_{x}^{2}}$
$W_{z}(0)=\frac{R_{x} V_{y}-R_{y} V_{x}}{J_{z z} / m_{a}+R_{x}{ }^{2}+R_{y}^{2}}$
where
$V_{Y}, V_{y}, V_{z}=$ inear relative velocity of the docking vehicle along the SCB $X, Y, Z$ axes
$m_{a}=$ mass of the docking vehicle
$J_{x x}, J_{y y}, J_{z z}=$ the moments of inertia of the space base about the vehicle or secilon of interest, about the center of mass of the vehicle nr its section of interest

Equation 3-29 assumes that the impait of docking is completely inelastic due to i:e operation of the docking latching mechanism. Also, the docking vehicle is assumed to be a noint mass (or particle) cnce it is docked to the space base. A more complete derivation of thes uations would rave included inertia dyadics for both bodies and the inertial translational and rotational velocities at the instant of impact. The resulting equations: however, would then be extremely complex. The docking condition would be assumed for a fully loaded Shuttle Orbiter at a relative velocity of $0.5 \mathrm{ft} / \mathrm{sec}$. The orbiter mass, $m_{a}$, will be assumed to be 7200 slugs (equivalent to a weight of approximately 23n, 000 lbs.). The magnitudes of $J_{i i}, R_{j}$ and $K_{k}$ can be found in Tabir., 3-13 or 3-14, dependent upon whethe: a rigid or flexible $S C B$ is being simulated. Based upon conditions shown in Table 3-12, only one component, Either $V_{j}$ or $V_{k}$, can exist during dockiag. This can further simplify equation (3-29) by eliminating, one of the terms in the numerator.

If translational docking disturbances on a body are of interest, the initial condition of a SCB linear velocity can be defined as:
$\underline{V}_{c}(0)=\left[\frac{m_{a}}{m_{a}+m_{b}}\right] \underline{V}$

Components of the $\underline{V}_{2}$ vector are scaled to $\underline{V}$ in a proportionaie manner as shown in (3-30)
where
$m_{b}=$ mass of the space base
$\underline{v}=\left[\begin{array}{lll}v_{x} & v_{y} & v_{z}\end{array}\right]^{T}$
3.3 MOMENTUM EXCHANGE ACTUATORS

On the basis of data presented in Sections 3.1.5 and 3.1.6, the number and size of momentum exchange actuators can now be determined. An ideal momentum exchange actuator for a vehicle and mission of this type would be a double-gimbal control moment gyro (DG CMG). Each CMG unit would have a spherical momentum envelope, with modifications previously recommended to remove all gimbal stops. Assuming the same type as used for Skylab, the angular momentum for each DG CMG is 2300 $\mathrm{ft}-\mathrm{lb}-\mathrm{sec}$. The number of DG CMG units required for each configuration is given in Table 3-15. The largest number of DG CMG units in the Table is 24 for configurations 10 and ll. All 24 of these CMG units wouid also

TABLE 3-15
NUMBER OF DGCMG UNITS REQUIRED FOR ANGULAR MOMENTUM ENVELOPE

- CMG H $=2300$ FT-LB-SEC EACH
- ASSUMES NO REDUNDANCY
- SPHERICAL CMG ENVELOPE

| CONFIG. |  | DGCMG UNITS |  |
| :--- | :---: | :---: | :---: |
|  | ATTITUDE | MAXIMUM | NORMAL |
| 1 | XPOP | $2 *$ | $2 *$ |
| 3 | $"$ | $2 *$ | $2 *$ |
| 3 | $"$ | $2 *$ | $2 *$ |
| 4 | $"$ | $2 *$ | $2 *$ |
| 5 | $"$ | $2 *$ | $2 *$ |
| 6 | $"$ | $2 *$ | $2 *$ |
| 7 | $"$ | $2 *$ | $2 *$ |
| 8 | $"$ | 12 | 11 |
| $8 M$ | XP-POP | 4 | 4 |
| $8 A$ | XPOP | 6 | 5 |
| 9 | $"$ | 18 | 18 |
| $9 M$ | XP-POP | 18 | 18 |
| 10 | XPOP | 24 | 22 |
| $10 M$ | XP-POP | 24 | 21 |
| 11 | XPOP | 24 | 22 |
| 11 m | XP-POP | 24 | 21 |
| 12 | XLV | $11 \#$ | $2 * \#$ |
| $12 M$ | XP-LV | $11 \#$ | $2 * \#$ |

[^2]be available for configuration 12, although only 11 units would be required for the worst case conditions.

### 3.3.1 ROLL AXIS MANEUVERING

The additional 13 units would be available for assistance in cycling the roll axis of the vehicle about the vertical axis for accurate pointing of solar panels throughout each orbit, if desirable.

Reference to Table 3-9, however, indicates that a total of 59 or 34 equivalent CMG units would ie required for vehicle roll about the local vertical with $\beta$ angles of 30 and 45 degrees, respectively. For $\beta=45$ degrees, the additional angular momentum about the $X$ axis can be in the form of 10 reaction wheels ( $2300 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$ ), 10 single gimbal (SG) CMG units or 10 additional DG CMG units. The reaction wheels (RW's) would extend the momentum envelope of the system to the equivalent of 34 CMG's in the $\pm X$ airection, while 24 actual CMG's would still be available for control about the $Y$ and Z axes.

If 10 single gimbal CMG units were used, needless momentum would be available for the $Y$ and $Z$ axes (beyond the 24 DG CMG units which are already redundant). The 10 SG CMG units would weigh more than the 10 RW 's because of the gimbals and gimbal servos. Also, additional software would be required for the RW steering control laws.

If 10 additional DG CMG units were added to the system, they would weigh more than the RW's or the SG CMG urits because of the gimballing and controls. The steering
control law software, however, is easily integrated into the software existing (reference 3-15) for the original 24 DG CMG units. The full spherical momentum envelope of 34 DG CMG units would then be available and no additional steering control laws would be required. On that basis, the addition of the 10 DG CMG units appears to be the most attractive approach.

The fixed roll angle approach (with the $Y$ vehicle axis IN the Orbital Plane and with the $Z$ axes NORMAL to the Orbital Plane) would be used for $\beta$ angles less than 45 degrees. For a $\beta$ angle just slightly less than 45 degrees, only $71 \%$ of the solar power would be available at the solar panels. For smaller $\beta$ angles, the efficiency would improve up to $100 \%$ when $\beta=0$. For $\beta$ angles larger than $\pm 45$ degrees, the roll about vertical maneuvering would be required and $100 \%$ of the solar panel electrical power would be available.
if the roll control transition is to take place at $\beta=30$ defrees, then the minimum solar power efficiency would be improved to $86.6 \%$; but 35 additional DG CMG units (or SG CMG's or RW's) would be required for configuration 12. Figure 3-6 summarizes the trade off between solar power efficiency and the number of additional DG CMG units as a function of the $\beta$ angle. The horizontal straight line is when the vehicle maneuvers in roll about the local vertical. The curved portion (actually a cosine $\beta$ function) is for when the roll angle is fixed and the $Z$, or solar drive, axis is normal to the orbital plane.


FIGURE 3-6 SOLAR POWER EFFICIENCY FOR X LOCAL VERTICAL ATTITUDE AS A FUNCTION OF $B$ ANGLE AND NUMBER OF ADDITIONAL CMG UNITS REQUIRED
3.3.2 ALTERNATE NON-ROLLING SOLAR POINTING APDROACH

An alternate approach would completely eliminate roll maneuvers around the local vertical for all $\beta$ angles -with a slight increase in the average solar power efficiency. For $\beta$ angles with magnitudes less than 36 degrees, the same technique as previously described would be used: the vehicle roll angle would be set at 90 degrees (relative to that shown in Figure 3-2) and the solar panels would be controlled to point to: ards the $X_{o}$ axis on the diagram. The efficiency would then be equal to $\cos \beta$.

For $\beta$ angles larger than 36.1 degrees, the vehicle roll angle would be set to 0 degrees ( $Y$ axis normal to the orbit plane) and the solar panel drive would attempt to point towards the sun (maximize $Y_{S} X_{I}$ ). This can be accomplished by using solar aspect sensors on the solar panels to set $X_{S} \bullet X_{I}=0$. Ordinarily the solar power efficiency would vary in a cyclic manner as a function of orbit position angle $\alpha$. The resulting instantaneous solar power efficiency would be
$\eta=Y_{S} \bullet X_{I}=\left[1-(\cos \beta \sin \alpha)^{2}\right]^{\frac{1}{2}}$
Also,
$\tan \delta=\frac{\cos \alpha}{\tan \beta}$
where $\delta=$ solar panel position angle.
An expression can also be generated for the average solar power efficiency as a function of the $\beta$ angle using (3-31):
$\bar{n}=\frac{2}{\pi} \int_{0}^{\pi / 2} \eta d \alpha$


The integral portion of (3-33) (tabular data was obtained in reference $3-16$ ) is an elliptic integral which results in curve $C$ of Figure 3-7. Curve $A$ is for the case when the solar panels point towards $X_{0}$ (when $\phi=90^{\circ}$ or the $Z$ axis of the vehicle is perpendicular to the orbit plane). A composite of curves $A$ and $C$ would then be utilized; they cross at $\beta=36.1^{\circ}$ where the average solar power efficiency is approximately $80.8 \%$. This is an apparent improvement over the method described in 3.3.1 since no continuous roll axis maneuvering or additional CMG units are required. This should be the preferred approach. The CMG units indicated in Table 3-15 would then apply.

| 3-1 | Kaczynski, R. F., Space Base Angular Momentum Requirements for Gravity Gradient Torques, MT 40,802, 24 October 1977 |
| :---: | :---: |
| 3-2 | Kaczynski, R. F., Space Base Angular Momentum Requirements for Aerodynamic Torques, MT 40,803, 17 November 1977 |
| 3-3 | Kaczynski, R. F., Space Base Angular Momentum Requirements for Magnetic Torques, MT 40,804, 22 November 1977 |
| 3-4 | Kaczynski, R. F., Space Base Angular Momentum Requirements for Radiation Torques, MT 40,805, February 1, 1978 |
| 3-5 | NASA SP-8024, Spacecraft Gravitational Torques, NASA Space Vehicle Design Criteria (Guidance and Control), May 1969 |
| 3-6 | NASA SP-8058, Spacecraft Aerodynamic Torques, Anon., January, 1971 |
| 3-7 | NASA SP-8021, Model of the Earth's Atmosphere, Anon., May, 1969 |
| 3-8 | NASA SP-8018, Spacecraft Magnetic Torques, Anon., March 1969. |
| 3-9 | NASA SP-8017, Magnetic Fields - Earth and Extraterrestial, Anon., March 1969 |
| 3-10 | NASA SP-8027, Spacecraft Raciation Torques, October 1969 |
| 3-11 | Kaczynski, R. F., Solar Panel Position and Vehicle Roll Orientation During X Local Vertical Mode, MT 40,806, February 1978 |



### 4.0 MONENTUM DESATURATION

4.1 DESATURATION REQUIREMENTS

Desaturation requirements are based upon the longterm bias torques determined in the preferred orientations ot saci 3CB configuration. The requirements for momentum deswinatio: are listed in Table 4-1. The worst case average torque for one orbital period is also tabuiated. Almost all of the disturbance torque is abcut the space construction base (SCB) $Z$ axis for all twelve configurations. All of these are summarized in reference 4-1.

Magnetic torquing, reaction control (RCS) and gravity gradient (GG) desaturation were evaluated for the XPOP orientations and also for the $X$ local vertical alignment for configuration 12 M . Characteristics of these approaches were independently determined in reference $4-2$. They will be reviewed in the following paragraphs and then compared at the end of this section.

MAGNETIC DESATURATION
A counteracting magnetic torque $\underline{L}_{m}$ is generated on the vehicle by $\underline{M}$, a torque coil system magnetic moment, interacting with the earth's maణnetic field $B$ according to the physical law given by:

$$
\begin{equation*}
\underline{L}_{\mathrm{m}}=\underline{M} \times \underline{B} \tag{4-1}
\end{equation*}
$$

where each vector in (4-1) can be put in vehicle coordinates. SI units for $L_{m}, M$ and $B$ are $N-m, A-m^{2}$ and tesla, respectively. The average $L_{m}$ torque vector per orbit should be equal and opposite to the average disturbance torque of the previous orbit, as measured from the momentum exchange control system.
TABLE 4-1
SCB REQUIREMENTS FOR MOMENTUM DESATURATION

| CONFIGURATION |  | ANGULAR MOMENTUM (FT-LB-SEC/ORBIT) |  | AVERAGE BIAS TORQUE <br> ( FT TLB) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| NO. | ATTITUDE | MAXIMUM | NORMAL | MAXIMUM | NORMAL |
| 1 | XPOP | 380 | 181 | . 0670 | . 0319 |
| 2 | " | 413 | 199 | . 0729 | . 0351 |
| 3 | " | 90 | 72 | . 0159 | . 0127 |
| 4 | " | 291 | 167 | . 0513 | . 0295 |
| E | " | 142 | 117 | . 0251 | . 0206 |
| 6 | " | 385 | 246 | . 0679 | . 0434 |
| 7 | " | 359 | 274 | . 0633 | . 0483 |
| 8M | XP-POP | 930 | 517 | . 164 | . 0912 |
| 9M | ' | 1313 | 716 | . 232 | . 126 |
| 10M | " | 12719 | 5459 | 2.24 | .963 |
| 11M | " | 13159 | 5650 | 2.32 | . 997 |
| 12M | XP-LV | 56624 | 5886 | 9.99 | 1.04 |

A basic orientation of rour magnetic torques relative to vehicle axes is given in Figure 4-1. If $\lambda$ is set at 35.26 degrees, each component of the magnetic momemt vector $\underline{m}=\left[\begin{array}{llll}m_{1} & m_{2} & m_{3} & m_{4}\end{array}\right]^{\top}$ has direction cosines of equal magnitude with the $X, Y$ and $Z$ axes. A block diagram for the typical implementation of a magnetic torquing system is shown in Figure 4-2. Both the minimum energy (ME) and cross product contról laws are described. The cross product law is easier to compl ehend and implement, but the ME law is expected to use less electrical energy and could be a candidate for the SBC application.

An explanation of some of the symbols follows:
$\underline{B}=$ predicted magnetic field of the earth at the instantaneous location of the SCB in orbit, in vehic ${ }^{2}$ e coordinates (tesla)
$\underline{B}_{a}=$ actual $B$ (tesla)
$\underline{B}_{m}=$ measured B (tesla)
$\underline{\underline{L}}_{\text {AVG }}=$ average bias torque (previous or pesently predicted orbit) in vehicle coordinates ( $\mathrm{A} \cdots \mathrm{m}$ )
$\underline{L}_{m}=$ generated magnetic torque in vehicle coordinates ( $N-m$ )
$\underline{m} \cdot \underline{m}_{c}=$ actual and commanded magnetic moments, respectively, in coil coordinates ( $\mathrm{A}-\mathrm{m}^{2}$ )
$\begin{aligned} \underline{M}, \underline{M}_{c}= & \text { actuai and commanded magnetic moments, respectively, in } \\ & \text { vehicle coordinates }\left(A-m^{2}\right)\end{aligned}$
$T=$ time period of $M E$ control law soiution (sec)
$\Delta H=$ angular momentum vector change (or commanded dump) over the period $T$ ( $\mathrm{N}-\mathrm{m}-\mathrm{sec}$ )


$\Leftrightarrow$

BASIC ORIENTATION OF MAGNETIC TORQUERS
FIGURE 4-1
듣

BLOCK DIAGRAM OF MAGNETIC TORQUING
FIGURE 4-2

Note that the diagram assumes $\underline{m}=\underline{m}_{c}$. The first two blocks on the diagram must be implemented in the computer, while the second two blocks are inherent to the individual orientations and the operation of the torquer coils.

Table 4-2 is a summary of the magnetic torquing system characteristics. An average earth's magnetic field flux magnitude of $0.1 \times 10^{-4}$ tesla is assumed to be available on either the vehicle $X$ or $Y$ axis. This is a fairly conservative estimate for all orbits.

From the block diagram we see that

$$
\begin{equation*}
L_{M Z}=0.577\left(m_{1}+m_{2}+m_{3}+m_{4}\right) B=2.3094 \mathrm{mB} \tag{4-2}
\end{equation*}
$$

gives the Z-axis magnetic torque if the directions of the magnetic moments are properly obtained from the control law. Utilizing the torque requirements from Table 4-1, the required magnetic moment per coil (m) was calculated. It was also recalculated for the case when one coil (as shown in Figure 4-1) has malfunctioned. A magnetic torquer size of $3300 \mathrm{~A}-\mathrm{m}^{2}$ was selected for configurations 1 through 7.

Each coil is estimated to be 84 inches long and 3.1 inches in diameter. The weighi of each magnetic torquer will be 90 pounds and will require 22.5 watts for a maximum magnetic moment.

The magnetic torquing system was tripled for configurations 8 M and 9 M , and multiplied by another tenfold for configurations l0M and llM. If magnetic torquing were to be used for configuration 12 M ( X local vertical) without any additional gravity gradient or RCS assistance, the system would have to be multiplied 130 -fold when compared to the original system for the earlier configurations, the reason for this being the large solar panel surfaces being located so far from the center of mass.

## MAGNETIC TORQUING CHARACTERISTICS

- COILS IN PYRAMID CONFIGURATION ABOUT THE X AXIS, $45^{\circ}$ BETWEEN
Y AND Z AXES
$0 \quad \lambda=35.26$ DEG
0 ASSUME AVERAGE EARTH FIELD $=0.1 \times 10^{-4}$ TESLA ON ANY ONE AXIS

TABIE 4-7

$$
L_{Z}=R F Y
$$

ROS CHARACTERISTICS

| CONFIG. | LZ AVG. <br> BIAS TORQUE (FT-LB) | THRUSTER LOCATIONS |  | COUPLE <br> ARM (R) <br> (FT) | AVG FORCE Fy (LBS) | $\begin{gathered} \text { W } \\ \text { PROPELLANT WEIGHT (LBS) } \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ${ }_{\text {MODULE }}^{+\mathrm{X}}$ | $\text { MODULE }{ }^{-\mathrm{X}}$ |  |  | $\begin{aligned} & \text { PER } \\ & \text { CONFIG. } \end{aligned}$ | $\begin{gathered} \text { ACCUMULATED } \\ \text { TOTAL } \end{gathered}$ |
| 1 | . 0670 | - | DM1 377'+5.4' | 30.4* | . 0022 | 77.3 | 77.3 |
| 2 | . 0729 | DM2 578'+5.4' | LM1 5'+6'+8.75' | 107.8 | . 000676 | 47.4 | 124.7 |
| 3 | . 0159 | SPM 952'+25.75' | LM1 5'+6'+8.75' | 159.3 | . 0000998 | 6.99 | 131.7 |
| 4 | . 0513 | SPM | LM1 " | " | . 000322 | 22.6 | 154.3 |
| 5 | . 0251 | SPM | LM1 " | " | . 000158 | 11.0 | 165.3 |
| 6 | . 0679 | SPM " | LM1 " | " | . 000426 | 29.9 | 195.2 |
| 7 | . 0633 | CCM 1366'+8.75' | LM1 " | 176.8 | . 000358 | 25.1 | 220.3 |
| 8M | . 164 | CCM " | LM1 " | : | . 000928 | 65.1 | 285.4 |
| 9M | . 232 | CCM " | LM1 " | " | . 00131 | 91.9 | 377.3 |
| 10M | 2.24 | CCM " | LM1 " | " | . 0127 | 890 | 1267.3 |
| 11M | 2.32 | CCM " | LM1 " | " | . 0131 | 921 | 2188.3 |
| 12M | 9.99 | PSP 1889" | LM1 " | 211.6 | . 0472 | 3310 | 5498.3 |

[^3]RCS Desaturation
An RCS desaturation system would be operated on demand, i.e. whenever the momentum envelope of the CMG system is approached or whenever the opportunity exists. RCS thruster locations are assumed to be available at the largest radius arms along the $X$-axis and to operate as a couple (for all except configuration 1). A specific impulse $I_{S p}$ was assumed to be 300 seconds. The time period $\Delta t$ for each configuration was assumed to be four months each, also the worst case average torque was assumed to exist over the complete $\Delta t$ period of operation. The propellant weights per configuration and the total accumulation were then computed. All of these characteristics were tabulated in Table 4-3. Although the propellant weights do not include tankage, valving, piping and thrusters, they appear to be very competitive with magnetic torque desaturation. The weight numbers are quite low considering that the fuel is consumed over a four year period.

Gravity Gradient Desaturation
Whenever the SCB is not in a precise pointing period during its mission, it can be tilted slightly from its nominal orientation to generate a gravity gradient torque which is equal and opposite to the cumulative bias effects of aerodynamic, radiation, magnetic and also gravity gradient disturbances. For example, in the XPOP mode a slight tilt about the $Y$ or $Z$ vehicle axes will generate desired gravity gradient bias torques about the $Y$ and $Z$ axes, respectively. Torques may also be generated about the $X$ axes through a combination of $Y$ and $Z$ axes tilts; this effect, however, will be much weaker because of the actual inertia properties of the SCB. The approximate (small angle) gravity gradient bias torque equations, which assume a circular orbit and neglect product of inertia terms, follows:

$$
L_{x}=K_{x} \operatorname{SIN} \theta \quad \operatorname{SIN} \psi
$$

$$
\begin{equation*}
L_{y}=K_{y} \operatorname{SIN} \theta \tag{4.3}
\end{equation*}
$$

$$
L_{z}=K_{z} \operatorname{SIN} \Psi
$$

where $K_{x}=3 K_{o}^{2}\left(I_{z z}-I_{y y}\right)$


$$
K_{y}=3 w_{0}^{2}\left(I_{x x}-I_{z z}\right) / 2
$$

$$
K_{z}=3 W_{o}^{2}\left(I_{y y}-I_{x x}\right) / 2
$$

$I_{x x}, I_{y y}, I_{z z}=$ moments of inertia about vehicle axes
$W_{0}=$ orbital rate (rad/sec)
$\theta, \Psi=$ small tilt angles about the vehicles $Y$ and $Z$ axes, respectively.

A similar relationship also exists for the $X$ local vertical attitude during configuration 12.

Ordinarily, the tilt angles will be constant over the whole orbit and will be updated every orbit or so. But when an inertial orientation is required for celestial viewing, there are some problems in using gravity gradient desaturation:
(a) Large angular momentum build-ups may require large tilt angles during occulted portions of the orbit.
(b) An additional momentum capability would be required for slewing through large angle maneuvers.
(c) Most of the disturbance bias torques will be due to gravity gradient and aerodynamic effects; if the aerodynamic bias torques change appreciably for large tilt angles, it is possible that an angular momentum buildup may not be bounded by simple gravity gradient control.
(d) More complex software.
For the reasons stated above, it is recommended that another desaturation scheme (magnetic) be available for SCB configurations requiring orientations other than XPOP or $X$ local vertical. Gravity gradient desaturation, however, does have some advantages for these preferred orientations:
(a) It is virtually weightless and requires no power (no additional hardware).
(b) Software for continuous tilting is fairly simple
(c) No contaminants are released in the immediate vicinity of the vehicle.

Summary
The three desaturation schemes which were discussed may be compared by listing some of the disadvantages of each as Iisted in Table 4-4. The magnetic torquing system appears to be the most flexible approach. For the last few configurations (l0M, liM, 12M), however, the magnetic system gets extremely heavy in weight. For configurations 10 M and llM RCS thrusters may be mounted on the CCM and LM1 modules. The RCS will then be the primary desaturation approach for 10M and llM, with some assistance from the magnetic torquing system. It would actually be recommended that the RCS system be installed prior to configuration $8 M$ or $9 M$ and be available as a backup or for an emergency desaturation condition.

No additional desaturation equipment would be required for configuration 12 M , since a "fixed" gravity gradient tilt angle from the local vertical can be used to counteract a long term angular momentum buildup. One additional complication with 12 M , however, is the continual cyclic rolling about the local vertical for $\beta$ angles greater than 30 or 40 degrees. The CMG angular momentum buildup should be separable from the cyclic momentum for controlling the roll angle about the local vertical: this buildup would be an input signal to the gravity gradient moment management control law.

A summary of recommendations for SCB momentum management is shown in Table 4-5. A magnetic torquing system can be used for configurations 1 through 9 M , with the RCS system used as a backup for 8 M and 9 M . The logistics of propellant fuel replenishment and thruster relocation for an RCS desaturation system is thus circumvented for the first seven configurations.

TABLE 4-5
RECOMMENDATIONS FOR MOMENTUM MANAGEMENT

| SCB CONFIGURATION | DESATURATION |  |
| :--- | :---: | :---: |
|  | BACKUP OR ASSIST |  |
| 8M AND 9M | MAGNETIC TORQUING | NONE |
| 10M AND 11M | MAGNETIC TORQUING | RCS BACKUP |
| 12M | RCS |  |

Rather than a tenfold increase of the magnetic torquers for configurations $10 M$ and $11 M$, the RCS system can become the primary desaturation system at that point. Progressing to configuration 12 M would ordinarily require a larger increase in propellant weight. But fortunately configuration 12 M is in an $X$ local vertical orientation. A fixed small tilt angle from local vertical can be utilized such that a fixed gravity gradient torque cancels the large $Z$ axis aerodynamic torque. The twelve magnetic torquers and the existing RCS thrusters can be used for backup and for short term assistance in desaturation.
4-1 Kaczynski, R. F., Bendix MT-40,807, Total Angular Momentum Requirements for the Space Construction Base, March 17, 1978.
4-2 Kaczynski, R.F., Bendix MT-40810, Angular Momentum Desaturation of the Space Construction Base, August, 1978.

## SECTION 5

### 5.0 CONIROL SYSTEM APPROACH

### 5.1. INTRODUCTION

This section is part of etudy of control system concepts for the Space Construction Base. This effort is directed to investigate control during buildup, i.e., wi:ile the Space Construction Base is being assembled in low earth orbit. Study emphasis is on coupling control and control coordination since these are identified as problem areas peculiar to this application. This section presents a clarification of anticipated design problems and control concepts.

Within the next 10 years, earth satelifes are expected to include a new breed of large structures constructed in space. Each one may eerve a wide range of functions from scientific experiments to manufacturing In the zero-g environment. Others may have special purposes such as collecting solar energy and either retransmitting it to earth via microwave or servicing other space systems. Many of these satellites will be constructed fromsections transported by the Space Shuttle.

These large atructures introduce new challenges to control system design. The changing physical structure during construction affects the optimum distribution of sensors, the control system structure, and control parameters. The large size and requirements for minimizing weight can bring structural modes within the control yetem bandwidth - resulting in atability problems and coupling effecte.


#### Abstract

The Space Construction Base provides a conceptual baseline for various system studies related to these large space structures. It is of "interwediate aize" with outer dimensions of 320 by 420 tt . ic is concelved to be constructed in a sequence of twelve configurations ove: a period of four years or longer.


The objective of the tudy describea in this $s \in$ i.ionis to investigate Space Conatruction Base control problems throughor buildup and during any dynanic teating while in low erth orbit (LEO). The control system must mintain overall stability, include vernier control for at least one element or module, and provide maneuvering capability.

The emphais in this work is on those control problems which are pecu'iar to vehicles such as the Space Construction Base. This includes eppendage and module atabilizing control in which the coupling between modules and appendages, chape of individual modules or appendages, and the damping of structural modes are controlled. This also includes the vehicle control coordinator wich must vary control parameters and select sensors according to configuration and performance changes. Special problems also include model uncertainty and reliability.

### 5.2 CONTHOL PROBLEMS AND AFPPROACH

Eventually, it is desired to define a control system concept which will stabilize the Space Construction Base attitude, in whole and in part, and provide vernier, maneuvering, and momentum management capability. Such a system must be designed in light of model uncertainty, adapt to conf: guration changes, function in the presence of strong intermodule interactions and low structural damping, and have a high degree of system integrity with respect to possible component failures.

The Space Construction Base concept introduces a special set of control problems. The control system must accomodate itself to changes in the structure during buildup. It must be relatively insensitive to uncertainties in the structural dynamics since they will not be known precisely. The structure must be regarded as being flexible due to its large size and due to the need to minimize its weight. It must be recognized that the Space Construction Base will be used for a wide variety of purposes.

The purpose of this section is to outline a control system concept for the Space Construction Base. Emphasis is given to those elements which are peculiar to this application. The categories of control and control requirewents are discussed in Section 5.3. This is followed in Section 5.4 by a description of the overall control system concept. Important problems special to the Space Construction Base are outlined in Section 5.5. Sections $\mathbf{~} .6$ and 5.7 outline approaches for two control functions of importance for large spacecraft.

### 5.3 CONTROL FUNCTIONS

As a convenience, the control of the Space Construction Base may be divided into several functional areas:
A. Appendage and module stabilizing control includes coupling control, shape control, and artificial damping of structural modes. Coupling control ranges from complete decoupling to artificial stiffening in which one module is slaved to another. These functions must be accomplished while the Space Shuttle is docking, station-keeping or maneuvering. This functional area is somewhat analogous to th- stability augmentation function of an aircraft.
B. Attitude control holds a given overall orientation of the spacecraft. This would be referenced to an inertial frame or local vertical. Typical accuracy requirements would be on the order of 0.5 deg .
C. Vernier control holds an instrument, element, or module to a precise attitude. Typical accuracy requirements are 1 to 10 arc-s.
D. Maneuvering control changes the overall orientation of the Space Construction Base such as required for docking or for minimizing gravity gradient torque after a module has been added.
E. Momentum desaturation is required with moment exchange devices such as reaction wheels (KNs) and control moment gyros (CMGs). Thus, secondary actuators are used along with CMGs and RWs.

The functional structure of the control system design reflects the philosophy and complexity of the control system. It must express the delegation of computer authority, a definition of control loops, and guidelines for sensor and actuator distribution. Further definition of the functional design would include control loop parameters such as gain factors, filter constants and sensor and actuator dynamic requirements (bandwidth, position and rate limits, etc.)

The delegation of computer authority is tied to the use of centralized or decentralized control. The viewpoints of hierarchical and multilevel control may be adapted to this application. Decentralization has
be ome more attractive for ingital control systems recently with the growth of microcomputer technology. Intervention from ground control should be an integrai part of the concept.

The extent of coupling among control loops is an important part of the functional design. Artificial stiffening is an attempt to force the space vehicle to act as a single rigic body, i.e., control action substitutes for a very hisavy rigid structure. Complete decoupling is an attempt to cancel interactions between the control loops. Partial decoupling limits the interactions to assume sufficient stability margins. Artificial stiffening between modules would be desirable during maneuvering so as to rotate the vehicle as a unft. Decoupling control, however, may be more desirable while holding a given attitude so as to rinimize the coupling of disturbances. Notch filters serve to decrease the interactions between control loops and the structural modes but make the design sensitive to model uncertainties.

Guidelines should be established for sensor and actuator distribution. These will establish the relationship of location selection to mode shapes, function of the given module, and center of gravity. The number of sensors and actuators on a given module also depends on these considerations. The possibility of including more sensor locations than actuators should also be considered since many sensors are of lighter weight and lower cost than the actuators. Also, optimum sensor locations may then be selected according to changes in structural modes.

The mechanization concept would include many hardware aciections. For example, there would be some consideration of using digital or analog computers at each level of control. Sensor choices may include different classes of gyros and accelerometers, as well as strain gages. Actuators may include CMGs, torquers/motors, and/or reaction jets. Possibly the earth's magnetic field combined with local electromagnets may be used for momentum management.

### 5.4 SYSTEM CONCEPT

Figure 5-1 illustrates a functional concept for the Space Cinstruction Base control system. It is intended to fulfill all of the categorieof control outlined in Section 5.3. Each block will be changed as the Space Construction Base is assembled.

The Vehicle Control Coordinator would change control parameters as the configuration changes. The selected parameters may be predetermined nominal values corresponding to each configuration, values based on sensed behavior of the system, and/or values remotely commanded by a ground station. It would also be capable of selecting or weighting sensor outputs based on estimated modal shapes. The coordinator may include an identifier for estimating the dynamics of the vehicle. The identifier may simulate an adjustable model whick is updated based on observations of the actuator commands and sensor outputs. Some of the coordinator functions may be performed in a ground computer. The vehicle control coordinator is discussed further in Section 5.7.

The Vehicle Attitude Reference Unit may be located in the Habitability Module or the Subsystems Module since these are included in all configurations. It would include gyros, a fixed reference syster such as a star tracker, and a computer (or computer segmant) for strapdown guidance computations.

The Vehicle Manuevering and Attitude Control unit seeks to maintain a desired overall veincle attitude or alew rate. Primary control will likely be achieved through use of the double gimbal control moment gyros (DGCMGs).

The primary actuators for momentum management are assumed to be electromagnetic. Thrusters should provide backup. A magnetometer is likely needed to determine ambient magnetic field so that electromagnetic requirements may be computed to achieve a given moment.

Vernier controls are separate functions. A separate set of sensors, control logic and CMGs is required. These would be iocalzed to vehicle elements such as the research pallet.

Figure 5-1 - Space Base Control Concept

The control concepts described in the above discussion are similar to those found on many existing spacecraft. The coordinator functions are probably more important and complicated than in many other space vahicles. However, the newest feature is the Appendage and Module Stabilizing Control (or just stabilizing control). This feature is discussed in Section 5.6 with supporting simulaifon and analysis resuits given in Section 6.

The Force and Torque Sensing and Processing Units provide primary inputs to the stabilizing controls. The applicable sensors are strain gages from which coupling torques and relative angles are computed. The coupling torques are at the interconnections between modules and between modules and appendages such as the solar pan 21 s , external tanks, and antema support structure. The strain gages will also be used to provide vibration modal data for the Vehicle Control Coordinator and Ground Control. The number of sensor locations may be limited by such considerations as computer capacity and calibration requirements. Alternate sensors such as optical devices may also be considered for stabilizing control.

The primary actuators for the coupling control function of the stabilizing controls are appendage to zue motors. Shape control and artificial damping may also be accomplished with torque motors. For larger appendages such as the large solar panels, CNGs may be used for actuation providing there is another type of actuator for momentum desaturation and for balancing large constant torques.

### 5.5 SPECIAL PROBLEM AREAS

Because of its large aize and its buildup in orbit, the Space Construction Base presents special control problems. These mast be considered in any trade studies and in design development.

One of the primary considerations is model uncertainty. It is not practical to conduct meaningful preflight dynamic tests of the entire atructure. In fact, the final configuration may be unknown when the first sertions are placed in orbit. Modes of multiple-connected

Table 5-1 - Control System Design Trades and Considerations

| Functional Elements | Design Feature Trades | Considerations |
| :---: | :---: | :---: |
| Vehicle Control Coordinator | Functional assignments to ground control or vehicle <br> which control parameters should be adjustable which sensors should be selectable | Space computer requirements <br> Response time <br> Flexibility in adepting to configuration and operational changes <br> Reliability <br> Design sensitivity to model uncertainties <br> Capability to influence dynamic performance Cost |
| Actuators | Application of rotary actuators versus CMGs to appendage and module stabili2ing <br> Actuators for desaturation of CMGs (passive devices versus mass expulsion thrusters) | Capability to improve dynamic behavior <br> Availability of appropriate actuators <br> Power requirements <br> Size and weight <br> Reliability <br> Cost <br> Desaturation requirements <br> Resupply requirements |
| Sensors | Strain gages versus optical devices for relative angle data | Slze and weight <br> Accuracy <br> Sensitivity to model uncertainties (including modal shapes) <br> Dynamic response <br> Linearity <br> Range <br> Reliability <br> Cost <br> Calibration requirements <br> Multiple usage capability <br> Power distribution requirements |
| Appendage and Module Stabilizing Controls | where to insert coupling controls where to insert shape controls where to insert artificial damping | Capability to improve dynamic behavior <br> Reliability <br> Cost <br> Actuator requirements <br> Power requirements <br> Sensor requirements <br> Sensitivity to model uncertainties |

large structures cannot be accurately predicted analytically. Also, the analytical models used in control system design are necessarily simplified. The control system must be designed to satisfy performance requiremente in spite of these uncertainties.

Another consideration is that the cuntrol configuration will change as modules are added. Control of a given module may require sensor data from other modules leading to greater complexity as others are added. Actuator requirements on a given module may depend on the number and size of other modules, as well as local weight and weight distribution. The control of a 8 . en module must adapt to disturbances propagated from other modules. As modules are added, new structural modes are added and others shifted. Fixed sensor and actuator locations on a given module may not be optimum for all configurations.

Even if the configuration of the Space Construction Base were constant, there would still be special control problems. Strong interaction among the modules may lead to a need for some degree of decoupling. Since a complex control system can be highly susceptible to component failures, the system integrity must allow satisfactory performance of many functions in spite of some loop failures. Control system computational requirements mast also be considered. There are restrictions on locating actuators. For example, the small solar panels will unlikely support the mass of control moment gyros (CMGs).

Table 5-1 is a sumary of gome control system design considerations for the Space Construction Base.

### 5.6 APPENDAGE AND MODULE STABILIZING CONTROLS

The controls under discussion in this section include coupling controls, shape control and artificial damping. They serve to stabilize the Space Construction Base by controlling either module interactions or individual modules directly.

Figure 5-2 - Concept for Main Body and Appendage Actuation


Figure 5-3 - Concept for Decoupling Control

Figure 5-4 - Concept for Artificial Stiffening
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Artificial stiffening control is illustrated in Pigure 5-4 In this case, the appendage attitude command is set to the main body angle. There is no decoupling and the contrul parameters will generally have different values than with decoupling co. rrol. The objective is to slave the appendage angle to that of the main body. This wouid be desirable during any maneuver.

Both the decoupling control and artificial stiffening inclide an appendage control loop with the paranters $K_{\theta 2}$ and $K_{\dot{\theta} 2}$. Th: s configuration has been found convenient fer the study of decoupling and azfificial stiffening controls, but it is not necessarily the best for che damping of structural modes. Therefore, alternate configurations such as that of Figure 5-5 should be investigated. The concept shown includes a bandpass filter to isolate the mode being damped and has a higher rain to be responsive to the controlled mode.

The use of coupling control will certainly be selective. That is, for a given appendage and axis of rotation, the coupling may be leit uncontrolled. For example, the couplings from the onlar wings to the main body about the Z -axis (ving torsion) will probably be uncont rolled $\left(\mathrm{K}_{\mathrm{Cl}}=0\right.$ in Figure 5-3. This is because a motion of a solar wing about this axis will have little effect on the main body due to the large difference in moments of inertia. However, coupling from the main body to each solar wing about the 2 -axis will probably be controlled ( $\mathrm{K}_{\mathrm{C} 2}>0$ ) since any disturbance on the main tody will otherwise propagate to the solar wing.

### 5.7 VEHICLE CONTROL COORDINATOR

Due to its large size and the buildup process, the Space Construction Ease control system uill require some means to adjust control parameters and select sensors. These functions are achieved through the Vehicle Control Coordinator vith some interaction with Ground Control.
11
$U$
11

Figure 5-6 - Basic Vehicle Coordinator Concept
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Tvo concepts for making these adjustments are discussed briefly in this section. These represent two extremes in the level of complexity of the spaceborne control system. The actual configuration say include features of each concept but will probably be closer to the simpler approach of Pigure 5-6.

Figure 5-6 illustrates a concept with a minimum level of on-board capability. All of the central parameter and sensor selections are determined on the ground through the mission support function. The ground simulation is updated based on performance data received from the spacecraft and is used for determining desirable control parameters and sensor locations. The central ccatrol unit functions primarily as memory so as to minimize radio comunication requirements. There is some capability for manual intervention by space personnel. Those variables which have errors characterized as stochastic are estimated with a Kalman Filter or Extended Kalman Pilter. Those which are characterized as deterministic are computed with an Observer.

Figure 5-7 shows a concept with extensive on-board capability. The control parameter and sensor selections are determined primarily from on-board computations in the Vehicle Control Coordinator. The ground simulation serves to interpret performance data transmitted from the spacecraft. Ground Control provides overall instructions such as maneuvering and docking commands. Ground Control may also provide a backup to space computations. The Control Configuration Controller, Identifier, on-board dynamic model simulation, and estimatcr-observer provide adaptive control capability. The identifier compares the oystem performance with the dynamic model and adjusts the model accordingly. The comparisons may be made using test signal inputs or be based on the response to normal disturbances.

### 5.8 DISTRIBUTION OF SENSORS AND ACTUATORS

A basic part of the control system design will be the selection of actuator and sensor types and locations. This will be based partly on the determination of torque requirements for countering disturbances such as gravity gradient and serodynamic drag.

Table 5-2 isets acne of the trades associated with eensor and actuator distribution. The extent to which performance such as stability and pointing accuracies can be improved over uncontrolled bchavior is of fundamental importance. Certain locations such as the mall solar wings are not feasible for relatively large and heavy actuators much as Cas and the accompanying momentum desaturation actuators. Structural modal shapes mut be considered so as to avoid etrong actustor interactions and large sensor errors.

Table 5-2 - Considerations for Sensor and Actuator Distribution

| Item Under Consideration | Alternatives | Considerations |
| :---: | :---: | :---: |
| 1. Actuator Locations | Modules on main body <br> On appendages <br> At appendage hinge joints <br> At module interconnections | Performance requirements <br> Effectiveness in obtaining desired monent or force <br> Size and weight <br> Structure modal shapes <br> Safety <br> Access for maintenance <br> Power distribution requirements <br> Momentum desaturation requirements |
| 2. Sensor Locations | Modules on main body <br> On appendages | Size and weight <br> Sensitivity to desired <br> measur ements <br> Structural modal shapes <br> Power distribution <br> requirements <br> Access for maintenance |

### 5.9 MULTIVARIABLE DESIGN ANAL.YSIS

Although the primary tool for contrci systen design is computer simulation, there are some analytical approaches that are useful in the design derivation. Most of the single-loop methods are well known and do not require review here.

Multivariable or mitiple-loop control, however, is an area of continuous research - warranting more discussion. Multivariable analytical approaches include:
A. Yaltilevel Control - This is a viewpoint of systems as consisting of layers of decision levels. An overall system is divided (or decomposed) into a hierarchy of goal-seeking subsystems or decision problems.
B. Linear Quadratic Regulator (LQR) - This approach, also known as Linear Optimal control, views the system as a whole with the performance specified in terms of a single index.
C. Multivariable Nyquist Array (MNA) - This is an extension of frequency response methods to multivariable control systems and includes the concept of partial decoupling.
D. Characteristic Loci - This is another extension of frequency response methods to multivariable control systems. It is analogous to the root locus technique and does not require partial decoupling as a separate step.
E. Other Algebraic Techiques - Pole/zero placement and matrix transfer functions may be analyzed from variety of alternate viewpoints wich have appeared recently in the iiterature.

Figure 5-8 shows a typical application of linear optimal control. The design procedure is conceptually straightforward using available computer programs. The gain matrix is often taken as a eteady-state constant matrix, but it must be changed as modules are added to apace


base. An estimation is required if the measurement noise and disturbances are modeled as random processes. An observer is applicable to deterministic systems which have some states that cannot be measured directly.

In practice, the design procedure is iterative. Firat, the choice of an approximate linear model must be made. Second, a performance index with desired weighting factors on each state and control variable must be selected. For stochastic representations, the statistics must be determined, although they are generally unknown. After a design has been computed, the result should be evaluated on a more exact, possible nonlinear simulation. Since that result is unlikely to satisfy the designer, the procedure must be repeated with different performance weighting or a different linear model.

Figure 5-9 shows a digital control representation of the overall space construction base control system - 1 inearized about some reference condition. The control parameters for the "digital controller" may be derived using the LQR method. The first step would be to derive a continuous model for esch configuration of the control actuators (e.g., CMG servo loops), the overall space base dynamics, and the sensors. Each model must be linearized and simplified for representation of perturbations about some reference point. Each model will have a separate set of control parameters, i.e., an LQR design.

Each continuous model must be converted to a discrete model. This may be accomplished once a sample rate has been selected. The state transition matrix is obtained by suming matrices obtained from a truncated exponential series expansion (of $e^{A T}$ where $A=$ continuous plant matrix and $T=$ sample period). For disturbances and noise, the covariance matrices are converted by dividing by the sample period.

The objective of the control system desigu is to minimize a performance criterion:

$$
J_{N}=E\left[\sum_{i=1}^{N}\left\{x^{T}(1) P(1) x(1)+u^{T}(1-1) G(1-1) u(1-1)\right\}\right]
$$

where

$$
\begin{aligned}
X(1)= & \text { column state vector at } i \text { 'th sample time (n components) } \\
u(i=1)= & \text { colum control vector at }(1-1) \text { st sample time } \\
& (x \text { components) } \\
P(i)= & n \times n \text { symmetric positive semi-definite matrix (plant } \\
& \text { state variable weightings) } \\
G(i)= & r \times r \text { symetric positive semi-definite matrix (control } \\
& \text { variable weightings) } \\
E(Y)= & \text { expected value of } Y
\end{aligned}
$$

In order to solve the optimal control problem, it is first necessary to select the performance weighting matrices, $F$ and $G$. A convenient way for doing this is to start with the identity matrices of state and control orders. Each diagonal element is normalized by dividing each by the square of the maximu expected value of the corresponding state, error, or control variable. These weighting matrices are normally diagonal matrices since any off-diagonal terms would lack physical meaning. The normalized veighting matrix for the state variables is multiplied by one constant and the weighting matrix for the control is multiplied by another constant. The ratio of these constants then determines the ratio of control activity to state varisble variation.

Once the solution is obtained for several sets of performance index parameters, it is necessary to test the resulting system design in a nonlinear simulation. The performance of the simulated system is compared as the performance index parameters are varied. Thus the optimal control approach reduces the problem from trial and error variation of control parameters to veriation of the ratio between control and state variable weighting. The linear model dimensions may also be varied for evaluation through simulation.

The Multivariable Nyquiat Array (NNA) method results in a syatem such as shown in Figure 5-10. The control would serve to provide eufficient decoupling between modules to provide a given stability eargin. This function is labeled "partial decoupling" and is derived to achieve a property called diagonal dominance. The actuator commands into the "Space Base dynamics" may each influence the orientaiion of mere than one module. On the other hand, the vector components into the "Partial Decoupling" each has primary influence on a single wodule. Thus, once partial decoupling is inserted, the "Individual Loop Controllers" may be each designed separately as independent control loops. This could be applicable to the analysis of stabilizing control for the Space Construction Base.

Thus, in the MNA analysis, the selection of control parameters is divided into two problems (see Figure 5-11). The first is the partial decoupling of otherwise strongly interacting loops. This is accomplished through the proper selection of the parameters, $\ell_{1 j}$. Once this is accomplished, each loop is analyzed individually to select the parameters, $f_{i f}$.

The control inputs to the plant, $u_{1}$ and $u_{2}$, each affect both outputs, $\theta_{1}$ and $\theta_{2}$. Partial decoupling through the proper selection of $\ell_{11}, \ell_{12}, \ell_{21}$, and $\ell_{22}$, weaken the $11 n k s$ between $u_{1}^{\prime}$ and $\theta_{2}$ and $u_{2}^{\prime}$ and $\theta_{1}$. That is, $u_{1}^{\prime}$ mainly affects $\theta_{1}$ and $u_{2}^{\prime}$ mainly affects $\theta_{2}$. The extent of decoupling defined in Figure 5-11 for the 2-100p case, is based on a theorem by Gershgorin.

Figure 5-10 - Stabilizing Control Wic.i Partial Decoupling

$\cdots\left(\begin{array}{ll}z_{11}(s) & b_{12}(s) \\ b_{21}(s) & \varepsilon_{22}(s)\end{array}\right)\left(\begin{array}{ll}a_{11} & b_{12} \\ i_{12} & b_{22}\end{array}\right)\left(\begin{array}{cc}t_{11} & 0 \\ 0 & b_{22}\end{array}\right)\binom{1_{11}}{0_{42}}$
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$$
\begin{aligned}
& \begin{array}{lll}
\left|a_{12}(s)\right|<\left|a_{11}(s)\right| & \quad a_{1}(s)|\cdot| a_{11}(s) \mid \\
\left|a_{21}(s)\right|=\left|a_{22}(s)\right| & \left|a_{12}(s)\right|=\left|a_{22}(s)\right|
\end{array} \\
& \text { (ROW DOMTNAYEE) } \\
& \text { (COLITEI DOMINAV:L) }
\end{aligned}
$$

Figure 5-11 - Separation of Decoupling Operation

## SECTION 6

### 6.0 DIGITAL SIMULATION

F $\because$ o modeling approaches have been adopted for this study. A simple one dimensional simula:ion is used for preliminary design development and initial prediction of performance. A more detailed, three dimensional n-body simulation has also been developed for futher evaluation of expected performance. Selected situations have been simulated on both programs and compared.

The purpose of this section is to describe the one dimensional model and some preliminary results frot its application.

### 6.1 DESCRIPTION OF ONE-DIMENSIONAL MODEIS

The n-body, one dimensional syster is illustrared in Figure 6-1.
It consists of wasses $\left(J_{1}, J_{2}, \ldots J_{f}\right)$ connected by massiess rods having spring constants $\left(k_{1}, k_{2}, \ldots k_{n-1}\right)$ and viscous damping $\left(a_{1}, a_{2}, \ldots a_{n-1}\right)$. Jorques are applied to the masses $\left(I_{1}, T_{2}, \ldots I_{n}\right)$, which are each a sux of disturbance and control torques. This model may be easily adapted to represent as many masses as desired.
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Figure 6-1 N Body, One Dimensional Model

The equations of motion are:

$$
\begin{align*}
J_{1} \ddot{\epsilon}_{1}= & -k_{1} \theta_{1}+k_{1} \theta_{2}-a_{1} \dot{\theta}_{1}+a_{1} \dot{\theta}_{2}+I_{1} \\
J_{2} \ddot{\epsilon}_{2}= & k_{1} \theta_{1}-\left(k_{1}+k_{2}\right) \theta_{2}+k_{2} \epsilon_{3}+a_{1} \dot{\theta}_{1}-\left(a_{1}+a_{2}\right) \dot{\epsilon}_{2} \\
& +a_{2} \dot{\epsilon}_{3}+I_{2}  \tag{6-1}\\
& \vdots \\
J_{n-1} \ddot{\epsilon}_{n-1} & =\dot{k}_{n-2} \epsilon_{n-2}-\left(k_{n-2}+k_{n-1}\right) \dot{\theta}_{n-1}+k_{n-1} \epsilon_{n} \\
& a_{n-2} \dot{\epsilon}_{n-2}-\left(a_{n-2}+a_{n-1}\right) \dot{\theta}_{n-1}+a_{n-1} \dot{\epsilon}_{n}+I_{n-1} \\
J_{n} \ddot{\epsilon}_{n} & =k_{n-1} \epsilon_{n-1}-k_{n-1} \epsilon_{n}+a_{n-1} \dot{\epsilon}_{n-1}-a_{n-1} \dot{\epsilon}_{n}+I_{n}
\end{align*}
$$

Fo: this study, a three body one dimensional model was extensively
used. With $n=3$ in equations (3-1):

$$
\begin{align*}
J_{1} \ddot{\epsilon}_{1} & =-k_{1} \epsilon_{1}+k_{1} \epsilon_{2}-a_{1} \dot{\epsilon}_{1}+a_{1} \dot{\theta}_{2}+I_{1} \\
J_{2} \ddot{\theta}_{2} & =k_{1} \theta_{1}-\left(K_{1}+K_{2}\right) \theta_{2}+k_{2} \theta_{3}+a_{1} \dot{\theta}_{1}-\left(a_{1}+a_{2}\right) \dot{\theta}_{2} \\
& +a_{2} \dot{\theta}_{3}+I_{2}  \tag{6-2}\\
J_{3} \ddot{\theta}_{3}= & K_{2} \theta_{2}-k_{2} \theta_{3}+a_{2} \dot{\theta}_{2}-a_{2} \dot{\theta}_{3}+I_{3}
\end{align*}
$$

A corresponding state variable representation is:

$$
\begin{align*}
& \epsilon_{1}=\dot{x}_{1}, \dot{x}_{1}= x_{2} \\
& \dot{x}_{2}=\left[I_{1}-a_{1}\left(x_{2}-x_{4}\right)-x_{1}\left(x_{1}-x_{3}\right)\right] / J_{1} \\
& \epsilon_{2}=\dot{x}_{3}, \dot{x}_{3}= x_{4} \\
& \dot{x}_{4}=\left[I_{2}+a_{1}\left(x_{2}-x_{4}\right)+x_{1}\left(x_{1}-x_{3}\right)-a_{2}\left(x_{4}-x_{6}\right)\right.  \tag{3-3}\\
&\left.-k_{2}\left(x_{3}-x_{5}\right)\right]!J_{2} \\
& E=\dot{x}_{5}=\dot{x}_{6} \\
& E=\dot{x}_{6}=\left[I_{3}+a_{2}\left(x_{4}-x_{6}\right)+k_{2}\left(x_{3}-x_{5}\right)\right] / J_{3}
\end{align*}
$$

In vector form, equations (3-3) may be expressed:

$$
\left[\begin{array}{l}
f_{1} \\
f_{2} \\
f_{3}
\end{array}\right]=\left[c_{i j}\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4} \\
x_{5} \\
x_{6}
\end{array}\right]\right.
$$

$$
\left[\begin{array}{l}
\dot{x}_{1} \\
\dot{x}_{2} \\
\dot{x}_{3} \\
\dot{x}_{4} \\
\dot{x}_{5} \\
\dot{x}_{6}
\end{array}\right]=\left[a_{i j}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4} \\
x_{5} \\
x_{6}
\end{array}\right]+\left[b_{i j}\right]\left[\begin{array}{l}
T_{1} \\
I_{2} \\
I_{3}
\end{array}\right]
$$

where

$$
A=\left[a_{i j}\right]=\left[\begin{array}{cccccc}
0 & 1 & 0 & 0 & 0 & 0 \\
-\frac{k_{1}}{J_{1}} & -\frac{a_{1}}{J_{1}} & \frac{k_{1}}{J_{1}} & \frac{a_{1}}{J_{1}} & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
\frac{k_{1}}{J_{2}} & \frac{a_{1}}{J_{2}} & \frac{-\left(k_{1}+k_{2}\right)}{J_{2}} & \frac{-\left(a_{1}+a_{2}\right)}{J_{2}} & \frac{k_{2}}{J_{2}} & \frac{a_{2}}{J_{2}} \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & \frac{k_{2}}{J_{3}} & \frac{a_{2}}{J_{3}} & -\frac{k_{2}}{J_{3}} & -\frac{a_{2}}{J_{3}}
\end{array}\right]
$$

and

$$
B=\left[b_{i j}\right\}=\left[\begin{array}{lll}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right] \quad C=\left[c_{i j}\right]=\left[\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0
\end{array}\right]
$$

The three body one dimensional model is illustrated in block diangram tori in Figure 6-2. This shows the open loop second order transfer function for each body as well as the dynamic coupling between bodies.

The above cortination of three representations of the one dimensional model provides the opportunity for analyzing the control system frow a variety of viewpoints. The state space representation, for example, way be used in the application of linear optimal control. A generalized control equation has been formulated, which in vector fort is:
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and

$$
\left[\begin{array}{l}
I_{1} \\
I_{2} \\
I_{3}
\end{array}\right]=\left[\begin{array}{l}
I_{2 c} \\
I_{2 c} \\
I_{3 c}
\end{array}\right]+\left[\begin{array}{l}
I_{2 d} \\
I_{2 d} \\
I_{3 d}
\end{array}\right]
$$

6-5


Figure 6-2-Three Body, One Dimensional Model
where
$T_{i d}=$ disturbance torque
$I_{i c}=$ control torque
$d_{i j}=r a t e$ feedback gain
REPRODUCIBILITY OF THE
$k_{i j}=$ position feedback gain
Depending on the control gains $k_{i j}, d_{i j}$ ) selected, a variety of conircl loop configurations may be realized.

Figure 6-3 illustrates the vibrational modes of the three dimensional model. Dynamic rotation about each of the three axes may be studied individually, using the one dimensional model. The two modal frecuencies associated with each axis were chosen to be representative of dynarics of Configuration $I$ of the Space Construction Base.

In order to relate the three dimensional model parameters the the one dimensional model, it is necessary to compute the effective moment of inertia of each body or appendage. These inertias are referred to the actuation point. The spring and damping constants were calculated by deriving expressions for the eigenvalues of la ${ }_{i j}$ ] of the one dimensional model, and equating these to the desired values.

One dimensional model parameters used to represent Configuration I are sumarized in Table 6-1.

A five body, one dimensional model has also been developed for this study. Figure 6-4 shows various applications of the one dimensional model. The three body one dimensional model has been used to represent each axis of the main body and one solar wing of Configuration $I$. The wing is divided into two bodies to represent two modal frequencies ( $6-4 a$ ). Four modal frequencies of the solar wing may be represented by using the five body version of the one dimensional model (6-4b). Also, the five body model may be used to represent the man body with both soler wings present (6-4c).

Fipure 6-3- Vibrational Modes


## TGRSIONAL MODEL



## AFPilCATIC:S



Figure 6-4 - Applications of the One Dimensional Model
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| Axes | $\begin{gathered} \text { Modes } \\ \text { (rndians/s) } \end{gathered}$ | Moments of Inertia (ft-1h-s ${ }^{2}$ ) | Sprime. Conestants (ri-lh/radian) | Viscois Damplne Const. <br> (ft-lih/radlan per s) |
| :---: | :---: | :---: | :---: | :---: |
| Torsional (2-Ax1s) | $\begin{aligned} & \omega_{1}=0.32 \\ & \omega_{2}=1.0 \end{aligned}$ | $\begin{aligned} & J_{1}=960550 \\ & J_{2}=757.25 \\ & J_{3}=757.25 \end{aligned}$ | $\begin{aligned} & x_{1}-655.72 \\ & x_{2}=89.519 \end{aligned}$ | $\begin{aligned} & \pi_{1}=3.5879 \\ & \pi_{2}=3.2039 \end{aligned}$ |
| $\underset{\left(X^{\prime}-A \times 1 s\right)}{\text { Norma } 1}$ | $\begin{aligned} & \omega_{1}=0.13 \\ & \omega_{2}=1.1 \end{aligned}$ | $\begin{aligned} & J_{1}=31045.0 \\ & J_{2}=17800.0 \\ & J_{3}=99500.0 \end{aligned}$ | $\begin{aligned} & k_{1}=19668.3 \\ & k_{2}=1841.4 \end{aligned}$ | $\begin{aligned} & \pi_{1}=36.216 \\ & n_{2}=155.00 \end{aligned}$ |
| $\begin{gathered} \text { Lateral } \\ \text { (Y'-Axis) } \end{gathered}$ | $\begin{aligned} & \omega_{1}=2.5 \\ & \omega_{2}=19.0 \end{aligned}$ | $\begin{aligned} & J_{1}=960550.0 \\ & J_{2}=18600.0 \\ & J_{3}=100400.0 \end{aligned}$ | $\begin{aligned} & K_{1}=5998410.0 \\ & K_{2}=702403.0 \end{aligned}$ | $\begin{aligned} & n_{1}=267.7730 \\ & n_{7}=3148.03 \end{aligned}$ |

Represente rotational motion about each of three axpa far one solar wing and main hody.

These one dimensional models may also be used to represent the large soiar panels of Configurations $X, X I$, and XII of the Space Construction Base. In this case, one or both of the solar pancls may be repremented, with che remainder of the structure lumped into the 'main body.'
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### 6.2 SOLAR WING DEOOULLING CONTROL STUDY USING THE ONE-DIMENSIONAL MODEL

During periods when the Space Construction Base (SCB) is being held at constant attitude, the decoupling control decreases the propagation of disturbances between the solar wings and main body. The thret body one dimensional model has been used for this portion of the study. Figure 6-5 illustrates the decoupling control consept. Momentum exchange devices in the main body of the SCB are represented by torque ${ }^{T}$ Cl. Torque motors located at the hinge point between the main body and solar wing are represented by torque $\mathrm{T}_{\text {C2 }}$. Actuators cannot be placed on the outer section of the solar wing irepresented by mass $J_{3}$ ), hence $T_{C 3}=0$, and has been omitted from the illustration. A constant attitude is held when ${ }_{1 C}$ and $\theta_{2 C}$ are constant. With $K_{C 1}=K_{C 2}=1.0$, complete decoupling of the bodies occurs; however, due to imperfect sensors and actuators, this may not be possible to do in practice.

The rate and position feedback gains ( $K_{\theta 1}^{0}, K_{\theta 2}^{0}, K_{\theta 1}, K_{62}$ ) were calculated assuming that the controlled body is completely decoupled from the rest of the structure. A control loop bandwidth of 0.3 radians/s and a damping of 0.7 wert chosen for this control. The gains were calculated from:

$$
\begin{align*}
& k_{61}=\omega_{n 1}{ }^{2} J_{1} \text { FT-LB/RADIAN } \\
& k_{\theta 1}=2 \sigma_{n 1} J_{1} F T-L B / R A D I A N / S \\
& k_{\theta 2}=\omega_{N 2}^{2} J_{2} F T-L B / R A D I A N  \tag{6-4}\\
& k_{02}=26 \omega_{n 2} J_{2} \text { FT-LB/RADIAN/S }
\end{align*}
$$

The resulting gains for the torsional, normsl, and lateral axis controls are summarized in Table 6-2.

- =- = =


TABLE 6-2 DECOUPLING CONTROL GAINS

| AXIS | $K_{\theta 1}$ | $K_{\dot{\theta} 1}$ | $K_{\theta 2}$ | $K_{\dot{\theta} \bar{\prime}}$ |
| :---: | :---: | :---: | :---: | :---: |
| TORSIONGL | 86449.5 | 403431. | 68.152. | 318.045 |
| NORMRL | 2794.05 | 13038.9 | 1602.0 | 7476.0 |
| LATERLL | 86449.5 | 403431. | 1674.0 | 7812.0 |

For comparison purposes, a performance index has been defined for each angle of the one dimensional model.

$$
\begin{equation*}
(P))_{j}=\frac{10}{\theta_{10}} \int_{0}^{T}\left|\theta_{j}\right| d t \tag{6-5}
\end{equation*}
$$

where
(PI) $=$ performance index for the $j$ 'th angle
${ }_{j}=$ value of the $j$ 'th angle, in radians
$T$ = duration of computer run, in seconds
${ }^{0}$ io $^{\text {: initial condition of a selected angle, in radians }}$

For this part of the study, perfect actuators and sensors are assumed. In further work, realistic models for these will be incorporated into the simulation. Disturbances are represented by an initial condition on one of the masses ( ${ }_{i}$ io in equatior, 6-5) for the decoupling study.


Figure 6-6 - Decoupling Performence, Torsional Axis of
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FICURE 6-7 DECOUPLINC PERPORMANCE, MORMAL AXIS OF SOLAR WING
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In the case of the torsional axis, $J_{1} \gg J_{2}$ and $J_{2} \gg J_{3}$, so that movements of $J_{2}$ have little effect on $J_{1}$. For this reason, it was decided that $J_{1}$ not be decoupled from $J_{2}\left(K_{C 1}=0\right)$. Decoupling of disturbances propagating from $J_{1}$ to $J_{2}$ is provided for, the amount of decoupling determined by gain $K_{C 2}$. A series of computer simulations were done, varying $K_{C 2}$ from 0 to 2.0, the results of which are shown in Figure 6-6.

Performance indices $\mathrm{PI}_{2}$ and $\mathrm{Pl}_{3}$ take on their largest value when $K_{C 2}=0$. This is the case where no decoupling torque in applied and the greatest disturbance transfer occurs.

The indices increase linearly with $K_{C 2}$. This range of gains represents the case where too much decoupling torque is provided. The indices decrease linearly until $K_{C 2}=1.0$, where $\mathrm{PI}_{2}=\mathrm{PI}_{3}=0$, corresponding to complete decoupling. As $K_{C 2}$ is increased from 1.0 to 2.0, the indices increase linearly with $K_{C 2}$. Thi; range of gains represents the case where too much decoupling torque i: provided.

A similar control was applied to the normal axis. Due to the fact that $J_{1}, J_{2}$, and $J_{3}$ are of comparable size, there is a strong coupling of disturbances between them. Therefore, it was decided to decouple $\mathrm{J}_{2}$ from $J_{1}$ as well as to decouple $J_{1}$ from $J_{2}$. A series of computer simulations were done, varying $K_{C 1}$ and $K_{C 2}$ over a range of 0 to 1.0. The results are shown in figure 6-7. Good performance is achieved for gains from 0.5 to 2.0 , indicating that complete decoupling is not necessary for this axis.

In the lateral axis, masses $J_{1}, J_{2}$, and $J_{3}$ are again of comparable size, $J_{3}$ being the largest. This presents a particularly difficult control problem, since $J_{3}$ cannot be controlled. Simulation of the $J_{1}$ and $J_{2}$ controis for the lateral axis were done, again varying $K_{C 1}$ and $K_{C 2}$ over a range of 0 to 1.0 , the results of which are shown in Figure 6-8. Variations in these control gains have little effect on $\mathrm{Pl}_{1}$ and $\mathrm{Pl}_{2}$. Index $\mathrm{PI}_{3}$ shows only slight changes up to the point where $K_{C 2}=1.0$, where it sharply increases. It is not understood at this time why this is so. The effect of the outer control loops (rate $\&$ position feedback) on the decoupling control has not been determined as yet, and this may explain this result. This work will be done in the future.

### 6.3 STUDIES WITH 3-DIMENSIONAL MODELS

A simulation is in the development process for representing each configuration of the Space Construction Base (Figure 6-9). It has been organized to 1 imit the maximum number of rigid bodies to 20 . Except for the Research Pallet, the bodies are assumed to be connected by hinges. Each hinge has three dimensional freedom in angular rotation. The Research Pallet has the added feature of being free to translate independently in three directions.

The digital computer simulation has been developed for configuration $I$ and it is in process of final verficiation. Each hinge point has been tested separately in the torsional, lateral and normal vibrational modes. Applying appropriate initial conditions allowed one to neglect the effect of all bodies except the two on either side of any hinge. The relative inertias of the two remianing bodies were forced to differ by several orders of magnitude so that one body could be deflected and allowed to oscillate about the other. Table 6-3 shows selected analytical results from one such oscillation along with the corresponding simulation results for a typical hinge check.

Since there exists a direct relationship between the one dimensional and three dimensional models in the torsional mode, comparisons were also made to check higher order oscillations in the latter model. A typical comparison is shown in Table 6-4.


Table 6-3-Typical Hinge Point Check

| Time <br> (Seconds) | Analytical Solution <br> (Radians) | Simulation Result <br> (Radians) |
| :---: | :---: | :---: |
| 0.00 | 0.0100000 | 0.0100000 |
| 0.15 | 0.0051247 | 0.0051246 |
| 0.30 | -0.0039420 | -0.0039420 |
| 0.45 | -0.0079993 | -0.0079993 |
| 0.60 | -0.0038890 | -0.0038890 |
| 0.75 | 0.0033448 | 0.0033449 |
| 0.90 | 0.0063922 | 0.0063921 |
| 1.05 | 0.0029400 | 0.0029399 |
| 1.20 | -0.0028254 | -0.0028255 |
| 1.35 | -0.0051025 | -0.0051025 |
| 1.50 | -0.0022131 | -0.0022129 |
| 1.65 | 0.0023772 | 0.0023773 |
| 1.80 | 0.0040688 | 0.0040688 |
| 1.95 | 0.0016578 | 0.0016577 |
| 2.10 | -0.0019929 | -0.0019930 |

Table 6-4 - Typical Comparison of Results Between the Three

| $\begin{gathered} \text { Time } \\ \text { (Seconds) } \end{gathered}$ | Relative Angle Between Bodies One and Two (Radians) |  | Relative Angle Between Bodies Two and Three (Radians) |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1-Dimensional | 3-Dimensional | 1-Dimensional | 3-Dimensional |
| 0.00 | 0.0100000 | 0.0100000 | 0.0000000 | 0.0000000 |
| 0.15 | 0.0036347 | 0.0036347 | 0.0037235 | 0.0037235 |
| 0.30 | -0.0037967 | -0.0037967 | 0.0038721 | 0.0038721 |
| 0.45 | -0.0049997 | -0.0049997 | 0.0001943 | 0.0001943 |
| 0.60 | -0.0016310 | -0.0016310 | -0.0026968 | -0.0026968 |
| 0.75 | 0.0016090 | 0.0016090 | -0.0027087 | -0.0027087 |
| 0.90 | 0.0021514 | 0.0021514 | -0.0009910 | -0.0009910 |
| 1.05 | 0.0007222 | 0.0007222 | 0.0003906 | 0.0003906 |
| 1.20 | -0.0006698 | -0.0006699 | 0.0005240 | 0.0005240 |
| 1.35 | -0.0009142 | -0.0009142 | -0.0001073 | -0.0001073 |
| 1.50 | -0.0003096 | -0.0003096 | -0.0006176 | -0.0006176 |
| 1.65 | 0.0002869 | 0.0002869 | -0.0006090 | -0.0006090 |
| 1.80 | 0.0003954 | 0.0003954 | -0.0002813 | -0.0002813 |
| 1.95 | 0.0001386 | 0.0001386 | -0.0000114 | -0.0000114 |
| 2.10 | -0.0001179 | -0.0001179 | 0.0000294 | 0.0000294 |

## SECTION 7

## 7.0 <br> APPLICATION OF MULTILEVEL CONTROL TECHNIQUES TO SPACE CONSTRUCTION BASE

INTRODUCTION
This section begins with a presentation of a state variable form of the sixty-six degree of freedom mathematical model, comprised of discrete rigid bodies, of the Space Construction Base described by Cornell (7-1)* of Bendix Research Laboratories in his memorandum of December 14, 1977. This state variable model was decomposed into a set of decoupled first order scalar differential equations to render it more amenable to the application of hierarchical multilevel control techniques.

In a prior memorandum by Chichester (7-2) of Bendix Guidance Systems Division, multilevel techniques were demonstrated by applying them to the optimal control of a single axis torsional model to which control had been applied previously by Porcelli (7-3) using another method. The overall multilevel approach was described in terms of the following sequence of steps.

1. Express mathematical model of plant, (system to be controlled), in state variable form.
2. Decompose mathematical model of plant into set of decoupled equations.
3. Construct performance index.
4. Form Hamiltonian.
5. DeveJop costate equations with associated coordination equations.
6. Develop control algorithm.
7. Construct subproblem hierarchy.
8. Discretize equations of each subproblem in the hierarchy.

* Thesse numbers refer to references listed at the end of Section 7.

This section summarizes the application of the first seven steps of this sequence, and an additional step, to the twelve configurations of the mathematical model of the Space Construction Base documented in the memorandum by Cornell (7-1). The additional step cited here is the incorporation of special necessary conditions for optimality in the costate and control equations due to the non-separability of the performance index required for multilevel local vertical attitude control of the Space Construction Base.
7.2.1 background

Figure 1 and Tables $7-1$ and $7-2$ are reproduced from Cornellis memorandum (7-1). Figure 7-1 presents a topological tree that shows how the rigid bodies comprising the mathematical model are connected. A single line represents a three degree of freedom spring hinge suspension while a double line represents a six degree of freedom suspension. Table 7-1 lists the number of rigid bodies associated with each configuration of the model. Table 7-2 lis's the numbers of degrees of freedom associated with each of the twelve configurations.

As indicated by Figure 7-2, the equations comprising the overall control problem in state variable form may be assembled into two related subproblem hierarchies, the translational hierarchy and the rotational hierarchy.

TABLE 7-1
CONFIGURATION NUMBER OF RIGID BODIES

| 1 | 5 |
| ---: | ---: |
| 2 | 6 |
| 3 | 7 |
| 4 | 8 |
| 5 | 8 |
| 6 | 8 |
| 7 | 8 |
| 8 | 10 |
| 9 | 10 |
| 10 | 19 |
| 11 | 20 |
| 12 | 20 |
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Figure 7-1. Topological Tree of Space Base Rigid Bodies

TABLE 7-2 - Degrees of Freedom

|  | Degrees of Freedom |  |  |
| :---: | :---: | :---: | :---: |
| Configuration | Translational | Fotational <br> Rotal |  |
| 1 | 3 | 15 |  |
| 2 | 3 | 18 | 18 |
| 3 | 3 | 21 | 21 |
| 4 | 6 | 24 | 24 |
| 5 | 6 | 24 | 30 |
| 6 | 6 | 24 | 30 |
| 7 | 6 | 24 | 30 |
| 8 | 6 | 30 | 30 |
| 9 | 6 | 30 | 36 |
| 10 | 6 | 57 | 36 |
| 11 | 6 | 60 | 63 |
| 12 | 6 | 60 | 66 |
|  |  |  | 66 |

7.2.2 Decomposed Translational State Equations

The decomposed translational equations for configurations 1
through 12 may be written in the form of equations (1)
through (12) with the aid of equations (13) through (43). It should be noted that the state variables, $R_{i x}, R_{i y}$ and $R_{i z}$, are scalar components along the Space Base axes of the translational displacement vector of the ith rigid jody of the body and the state variables $\mathrm{V}_{\mathrm{Tix}}, \mathrm{V}_{\mathrm{Tiy}}$ and $\mathrm{V}_{\mathrm{Tiz}}$ are the corresponding scaler components of the translational velocity vector where, in this instance, $i=1,8$.

| Translational |
| :--- | :--- | :--- |
| Subproblem |
| Hierarchy |

$$
\omega=\left(\omega_{1}, \omega_{2},---\omega_{20}\right)^{\mathrm{T}}
$$

Figure 7-2. Overall Control Problem Structure

## Decomposed Translational State Equations

## Scalar State Equations

$$
\begin{align*}
& \dot{\mathrm{R}}_{1 \mathrm{x}}=\hat{\mathrm{S}}_{\mathrm{Tlx}}  \tag{1}\\
& \dot{\mathrm{~V}}_{\mathrm{Tlx}}=\frac{\Sigma F_{\mathrm{x}}}{\Sigma \mathrm{M}}+\mathrm{S}_{\mathrm{Tl}} \tag{2}
\end{align*}
$$

$$
\begin{equation*}
\dot{\mathrm{R}}_{1 \mathrm{y}}=\hat{\mathrm{S}}_{\mathrm{Tly}} \tag{3}
\end{equation*}
$$

$$
\begin{equation*}
\dot{\mathrm{V}}_{\mathrm{Tly}}=\frac{\Sigma \mathrm{F}_{\mathrm{y}}}{\Sigma \mathrm{M}}+\mathrm{S}_{\mathrm{Tl} \mathrm{y}} \tag{4}
\end{equation*}
$$

$$
\begin{equation*}
\dot{\mathrm{R}}_{1 \mathrm{z}}=\hat{\mathrm{S}}_{\mathrm{Tlz}} \tag{5}
\end{equation*}
$$

$$
\dot{\mathrm{V}}_{\mathrm{Tl} \mathrm{z}}=\frac{\Sigma \mathrm{F}_{\mathrm{z}}}{\Sigma \mathrm{M}}+\mathrm{S}_{\mathrm{T} \mathrm{z}}
$$

$$
\begin{equation*}
\dot{R}_{8 x}=\hat{S}_{T 8 x} \tag{7}
\end{equation*}
$$

$$
\begin{equation*}
\dot{\mathrm{V}}_{\mathrm{T} 8 \mathrm{x}}=\frac{\mathrm{F}_{8 \mathrm{x}}}{\mathrm{~m}_{8}}+\mathrm{S}_{\mathrm{T} 8 \mathrm{x}} \tag{8}
\end{equation*}
$$

$$
\begin{equation*}
\dot{\mathrm{R}}_{8 \mathrm{y}}=\hat{\mathrm{S}}_{\mathrm{T} 8 \mathrm{y}} \tag{9}
\end{equation*}
$$

$$
\begin{equation*}
\dot{\mathrm{v}}_{\mathrm{T} 8 \mathrm{y}}=\frac{\mathrm{F}_{8 \mathrm{y}}}{\mathrm{~m}_{8}}+\mathrm{S}_{\mathrm{T} 8 \mathrm{y}} \tag{10}
\end{equation*}
$$

$$
\begin{equation*}
\dot{R}_{8 \mathrm{z}}=\hat{\mathrm{S}}_{\mathrm{T} 8 \mathrm{z}} \tag{11}
\end{equation*}
$$

$$
\begin{equation*}
\dot{\mathrm{v}}_{\mathrm{T} 8 \mathrm{z}}=\frac{\mathrm{F}_{8 \mathrm{z}}}{\mathrm{~m}_{8}}+\mathrm{S}_{\mathrm{T} 8 \mathrm{z}} \tag{12}
\end{equation*}
$$

where:

$$
\Sigma M=\quad \begin{align*}
& \quad \begin{array}{l}
n \\
i
\end{array} m_{i}  \tag{13}\\
& i
\end{align*}=1
$$

$$
\begin{align*}
\Sigma F_{x} & =\sum_{\substack{i=1 \\
i \neq 8}}^{n} F_{i x}  \tag{14}\\
\Sigma F_{y} & =\sum_{\substack{n=1 \\
i \neq 8 \\
i \neq 8}} \\
\sum F_{z} & =\sum_{\substack{i=1 \\
i \neq 8}}^{n} F_{i z}  \tag{15}\\
F_{i} & =\left(P_{i x}, \quad F_{i y}, \quad F_{i z}\right)^{T} \tag{16}
\end{align*}
$$

The upper limit of the summations in equations (13) through (17), $n$, varies between 5 and 20 according to the specific configuration of the space base being modeled as shown in Table 7-1. It also may be seen in Table 7-1, that for configurations 1,2 and 3 , the translational equations of rigid body 8 are omitted.

The following coordination equations are defined for each of the decomposed translational state equations.

$$
\begin{align*}
& \hat{S}_{\mathrm{T} 1 \mathrm{x}}=\mathrm{V}_{\mathrm{Tl} 1 \mathrm{x}}  \tag{18}\\
& \mathrm{~S}_{\mathrm{T} 1 \mathrm{x}}=\frac{-1}{\sum M}\left(\mathrm{~L}_{\mathrm{x}}+\mathrm{N}_{\mathrm{x}}\right)  \tag{19}\\
& \hat{\mathrm{S}}_{\mathrm{Tl} \mathrm{y}}=\mathrm{V}_{\mathrm{Tl} \mathrm{y}}  \tag{20}\\
& \mathrm{~S}_{\mathrm{Tly}}=\frac{-1}{\Sigma \mathrm{M}}\left(\mathrm{~L}_{\mathrm{y}}+\mathrm{N}_{\mathrm{y}}\right)  \tag{21}\\
& \hat{\mathrm{S}}_{\mathrm{T} 1 \mathrm{z}}=\mathrm{V}_{\mathrm{T} 1 \mathrm{z}}  \tag{22}\\
& \mathrm{~S}_{\mathrm{T} 1 \mathrm{z}}=\frac{-1}{\Sigma M}\left(\mathrm{~L}_{\mathrm{z}}+\mathrm{N}_{\mathrm{z}}\right)  \tag{23}\\
& \hat{S}_{\mathrm{T} 8 \mathrm{x}}=\mathrm{V}_{\mathrm{T} 8 \mathrm{x}} \tag{24}
\end{align*}
$$

$$
\begin{align*}
& S_{T 8 x}=\frac{S_{18 x}}{m_{8}}  \tag{25}\\
& \hat{S}_{\mathrm{T} 8 \mathrm{y}}=\mathrm{V}_{\mathrm{T} 8 \mathrm{y}}  \tag{26}\\
& \mathrm{~S}_{\mathrm{T} 8 \mathrm{y}}=\frac{\mathrm{S}_{18 \mathrm{y}}}{m_{8}}  \tag{27}\\
& \hat{S}_{\mathrm{T} 8 \mathrm{z}}=\mathrm{V}_{\mathrm{T} 8 \mathrm{z}}  \tag{28}\\
& \mathrm{~S}_{\mathrm{T} 8 \mathrm{z}}=\frac{S_{18 \mathrm{z}}}{m_{8}} \tag{29}
\end{align*}
$$

where:
$S_{18}=\left(S_{18 x}, S_{18 y}, S_{18 z}\right)^{T}$ is the vecter representing the suspension force exerted on body 1 by body 8.
$L_{A}=\left(L_{x}, L_{y}, L_{z}\right)^{T}$ is the aggregation of terms linear in $\dot{\omega}_{i}$ resulting from the summation of the translational equations of all of the rigid bodies of the model except body 8.
$N_{x}, N_{y}, N_{z}$ are components of terms along the space base axes each of which is quadratic in $\omega_{i x}, \omega_{i y}$ and $\omega_{i z}$.
where:

$$
\begin{align*}
& \dot{\omega}_{i}=\left(\dot{\omega}_{i x}, \quad \dot{\omega}_{i y}, \quad \dot{\omega}_{i z}\right) T  \tag{31}\\
& b_{T x i}=\left(b_{T x i x}, b_{T \_i y}, b_{T x i z}\right)^{T}  \tag{32}\\
& L_{y}=\sum_{\substack{i=1 \\
i \neq 8}}^{20} b_{T y i} \quad \dot{\omega}_{i}
\end{align*}
$$

where:

$$
\begin{aligned}
b_{T y i} & =\left(b_{T y i x}, b_{T y i y}, b_{T y i z}\right)^{T} \\
L_{z} & =\sum_{\substack{i=1 \\
i \neq 8}}^{20} b_{T z i} \dot{\mathrm{c}}_{i}
\end{aligned}
$$

where:

$$
\begin{align*}
& b_{T z i}=\left(b_{T z i x}, b_{T z i y}, b_{T z i z}\right)^{T}  \tag{36}\\
& N_{x}=\sum_{\substack{i=1 \\
i \neq 8}}^{20} \quad \omega_{i}^{T} A_{T x i} \omega_{i}  \tag{37}\\
& \omega_{i}=\left(\omega_{i x}, \omega_{i y} \omega_{i z}\right)^{T} \tag{38}
\end{align*}
$$

$$
A_{T x i}=\left[\begin{array}{lll}
0 & \frac{1}{2} a_{T x i x y} & \frac{1}{2} a_{T x i y z}  \tag{39}\\
\frac{1}{2} a_{T x i x y} & a_{T x i y y} & 0 \\
\frac{1}{2} a_{T x i x z} & 0 & a_{T: i z z}
\end{array}\right]
$$

$$
\begin{equation*}
N_{y}=\Sigma^{20} \quad \omega_{i}^{T} A_{T y i} \omega_{i} \tag{40}
\end{equation*}
$$

$$
i=1
$$

$$
i \neq 8
$$

$$
A_{T y i}=\left[\begin{array}{ccl}
a_{\text {Tyixx }} & \frac{1}{2} a_{\text {Tyixy }} & 0  \tag{41}\\
\frac{1}{2} a_{\text {ryixy }} & 0 & { }^{\frac{1}{2} a_{T y i y z}} \\
0 & \frac{1}{2} a_{\text {Tyiyz }} & a_{T y i z z}
\end{array}\right]
$$

$$
N_{z}=\sum_{\substack{i=1 \\ i \neq 8}}^{20} \omega_{i} T A_{T z i} \omega_{i}
$$

$$
\mathrm{A}_{\mathrm{Tzi}}=\left[\begin{array}{lll}
\mathrm{a}_{\mathrm{Tzixx}} & 0 & \frac{1}{2} a_{\mathrm{Tzixz}}  \tag{43}\\
0 & a_{\mathrm{Tziyy}} & \frac{1}{2} a_{\mathrm{Tziyz}} \\
\frac{1}{2} a_{\mathrm{Tzixz}} & \frac{1}{2} a_{\mathrm{Tziyz}} & 0
\end{array}\right]
$$

The subproblem hierarchy corresponding to the decomposed translationa: state equations, (1) through (12), and the translational state coordination equations,(19) through (29) is shown in Figures $7-3$ and $7-4$. It should be noted that this subproblem hierarchy corresponds to the decomposed model without the application of control.
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## Body i Coordination Equations



Figure 7-4. Body i Translational
Subproblem Hierarchy for $i=1,8$
7.2.3 Decomposed Rotational State Equations The decomposed rotational state equations for configurations (1) through (12) may be written in the form of equations (44) through (49) with the aid of rotational state coordination equations (50) through (55) and equations (58) through (66). Here it should be noted that the state variables $\phi_{i}, \theta_{i}$ and $\psi_{i}$ are the Euler angles of the ith rigid body with respect to the space lase coordinate axes and the state variables ${ }^{\omega} i_{1}, \omega_{i y}$, and $\omega_{i z}$ are the scaler components with respect to the space base axes of the angular rates of the ith rigid body where in this instance $i=1,2,---n$, the value of $n$ depending upon the particular configuration being modeled as shown in Table 7-1.

$$
\begin{align*}
& A_{i x, j}^{\prime}=\left[\begin{array}{ccc}
0 & \frac{1}{2} a_{i x, j x, j y} & \frac{1}{2} a_{i x, j x, j z} \\
\frac{1}{2} a_{i x, j x, j y} & a_{i x, j y, j y} & \frac{1}{2} a_{i x, j y, j z} \\
{ }_{i x, j x, j z} & \frac{1}{2} a_{i x, j y, j z} & a_{i x, j z, j z}
\end{array}\right]  \tag{61}\\
& A_{i y, j}^{\prime}=\left[\begin{array}{ccc}
a_{i y, j x, j x} & \frac{1}{2} a_{i y, j x, j y} & \frac{1}{2} a_{i y, j x, j z} \\
\frac{1}{2} a_{i y, j x, j y} & 0 & \frac{1}{2} a_{i y, j y, j z} \\
\frac{1}{2} a_{i y, j x, j z} & \frac{1}{2} a_{i y, j y, j z} & a_{i y, j z, j z}
\end{array}\right]  \tag{62}\\
& A_{i z, j}^{\prime}=\left[\begin{array}{lll}
a_{i z, j x, i x} & \frac{1}{2} a_{i z, j x, j y} & \frac{1}{2} a_{i z, j x, j z} \\
\frac{1}{2} a_{i z, j x, j y} & a_{i z, j y, j y} & \frac{1}{2} a_{i z, j y, j z} \\
\frac{1}{2} a_{i z, j x, j z} & \frac{1}{2} a_{i z, j y, j z} & 0
\end{array}\right]  \tag{63}\\
& \bar{A}_{i x, j}=\left[\begin{array}{lll}
\bar{a}_{i x, j x, j x} & \overline{\frac{1}{2}}^{2} \bar{a}_{i x, j x, j y} & \overline{\frac{1}{2}}^{2} \bar{a}_{i x, j x, j z} \\
\frac{\overline{3}}{2} \bar{a}_{i x, j x, j y} & \bar{a}_{i x, j y, j y} & \frac{\frac{1}{2} \bar{a}_{i x, j y, j z}}{\frac{1}{2} \bar{a}_{i x, j x, j z}} \\
& \frac{1}{2} \bar{a}_{i x, i y, i z} & \bar{a}_{i x, j z, j z}
\end{array}\right]  \tag{64}\\
& \bar{A}_{i y, j}=\left[\begin{array}{lll}
\bar{a}_{i y, j x, j x} & \overline{\frac{1}{2}}^{2} \bar{a}_{i y, j x, j y} & \frac{{ }_{2}^{2}}{} \bar{a}_{i y, j x, j z} \\
\frac{1}{2} \bar{a}_{i y, j x, j y} & \bar{a}_{i y, j y, j y} & \frac{1}{2} \bar{a}_{i y, j y, j z} \\
\frac{1}{2} a_{i y, j x, j z} & \frac{1}{2} \bar{a}_{i y, j y, j z} & \bar{a}_{i y, j z, j z}
\end{array}\right] \tag{65}
\end{align*}
$$

The subproblem hierarchy corresponding to the decomposed rotational state equations, (44) through (49) and the rotational state coordination equations, (50) through (66) is shown in Figures 7-5 and 7-6. As was the case with the subproblem hierarchies in Figures 7-3 and 7-4 for the translational equation, these hierarchies also correspond to the uncontrolled case.

Inspection of the state equations (45), (47) and (49) reveals that they are quadratic in the state variables $\omega_{i x}$, 'iy and $\omega_{i z}$. Since the traditional development of multilevel control techniques has been concentrated on the control of linear systems, this form of the state equations poses a special problem in such application. Pontryagin's maximum principle, upon which multilevel optimization is based, does not preclude the control of nonlinear systems and some recent papers by Hassan and Singh (7-4), (7-5), (7-6) and (7-7) describe some potentially useful approaches for effecting such control by multilevel techniques.


## Body i Coordination Equations



Figure 7-6.
Body i Rotational Subproblem Hierarchy for $\mathrm{i}=1,2, \cdots n$.

### 7.3 CONSTRUCTION OF PERFORMANCE INDEX

### 7.3.1 General Discussion

After the state equations for the uncontrolled system (plant) have been decomposed, i.e., decoupled, the next step in the application of hierarchical multilevel optimal control is the formulation of a performance index functional that provides a measure of the departure of the system's opeiation from the optimal condition. The most distinctive characteristic of a performance index utilized in the application of multilevel control techniques is that it must be either decomposed at the ontset in the same manner as the state equations of the plant or amenable to such decomposition.

The specific form of the performance index and the variables utilized in it depend upon the type of control to be effected and the reiative importance of such factors as the polarity of errors and minimization of the energy expended in effecting control in comparison with minimization of error. In the present section the formulation of a performance index for local vertical attitude stabilization involves only the rotational state variables c those rigid bodies of the mathematical model to which torque is applied.
7.3.2 Performance Index for Local Vertical Attitude Stabilization Since the performance index of this section pertains only to attitude control, it is not a function of any of the translational state variables. The following assumptions were utilized in constructing this performance index.

1) The differences (errors) between the actual and specified Euler angles of body $1, \phi_{1}-_{1}^{*}, \theta_{1}-\theta_{1}^{*}$ and $\psi_{1}-\psi_{1}^{*}$, respectively, are to be minimized. (The convention adopted hei, and later in this section is that $\mathrm{x}^{*}$ is the specified or optimal value of x .)
2) The differences between the actual and specified body rate components of body $1, \omega_{1 x}-\omega_{1 x} *, \omega_{1 y^{-}} \omega_{1 y}{ }^{*}$ and $\omega_{1 z}-\omega_{1 z}$ * are also to be minimized.
3) The Euler angle errors $\phi_{8}-\phi_{8}{ }^{*},{ }_{8}{ }_{8}-\theta_{8}{ }^{*}$ and $\psi_{8}-\psi_{8}{ }^{*}$, and bod! rate errors, $\omega_{8 x}-\omega_{8 x} *, \omega_{8 y^{-}} \omega_{8 y}{ }^{*}$ and ${ }^{\omega} 8 z^{-\omega} 8 z^{*}$, are similarly to be minimized if body 8 is present in the configuration being controlled.
4) The relative Euler angles and body rate components with respect to body 1 of the remaining bodies comprising the mathematical model are to be minimizel.
5) Departures from specified or optimal values of the state variables are equally important for either polarit, of the same magnitude.
6) Control is effected only by the application of torque to each of the rigid bodies of the model,
7) Control actuator torque is applied to each solar wing orly at its interface with the rest of the space base.
8) Control energy is proportional to the square of the torque applied to each rigid body of the model.
9) rach error term and each control energy term is multiplied by a constant coefficient, $W_{i, j}$, representing the rela ive significance of that term in the performance index.
10) The time interval over which tre performance index is to be optimized extends from $t_{o}$ to $t_{f}$.

The performance index resulting from the application of the above assumptions is the following:

$$
\begin{aligned}
& \left.+W_{1,7}\left(\psi_{1}-\psi_{1}^{*}\right)^{2}+W_{1,8}{ }^{\left(\omega_{1 z}\right.}{ }^{-\omega_{1}}{ }_{z}^{*}\right)^{2}+W_{1,9}{ }^{T}{ }^{2}{ }^{2} \\
& +\sum\left[w_{i, 1}\left(\phi_{i}-\phi_{1}\right)^{2}+W_{i, 2}\left(\omega_{i x}-\omega_{1 x}\right)^{2}+W_{i, 3} T_{a i x}^{2}\right. \\
& i=2,3,6,11 \quad+W_{i, 4}\left(\theta_{i}-\theta_{1}\right)^{2}+W_{i, 5}\left(\omega_{i y}{ }^{-\omega_{1 y}}\right)^{2}+W_{i, 6} T_{a i y}^{2} \\
& \left.+W_{i, 7}\left(\psi_{i}-\psi_{1}\right)^{2}+W_{i, 8}\left(\omega_{i z}{ }^{-\omega_{1 z}}\right)^{2}+W_{i, 9} T_{a i z}^{2}\right] \\
& +W_{7,1}\left(\phi_{7}-\phi_{6}\right)^{2}+W_{7,2}{ }^{\left(\omega_{7}\right.} 7 \mathrm{x}^{-\omega_{1}} \mathrm{x}^{2}+\mathrm{W}_{7,3} \mathrm{~T}_{\mathrm{a} 7 \mathrm{x}}^{2}
\end{aligned}
$$

$$
\begin{align*}
& \left.+W_{7,7}\left(\psi_{7}-\psi_{6}\right)^{2}+W_{7,8}{ }^{\left(\omega_{7 z}\right.}{ }^{-\omega_{6 z}}\right)^{2}+W_{7,9} T_{a 7 z}^{2} \\
& +W_{8, l}\left(\phi_{8}-\phi_{G}^{*}\right)^{2}+W_{8,2}\left(\omega_{8 x} \omega_{8 x}^{*}\right)^{2}+W_{8,3}{ }_{\mathrm{T}}{ }_{8 \mathrm{x}}^{2} \\
& \left.+W_{8,4}\left(\theta_{8}-\theta_{8}^{*}\right)^{2}+W_{8,5}{ }^{\left(\omega_{8 y}\right.}{ }^{-\omega_{8}}{ }_{8}^{*}\right)^{2}+W_{8,6} T_{a 8 y}^{2} \\
& +W_{8,7}\left(\psi_{8}-\psi_{3}^{*}\right)^{2}+W_{8,8}\left(\omega_{8 z^{-}}-\omega_{8 z}^{*}\right)^{2}+W_{8,9}{ }^{T}{ }_{a 8 z}^{2} \\
& \text { • } \\
& \left(W_{i, 1}\left(\phi_{i}-\phi_{11}\right)^{2}+W_{i, 2}\left(\omega_{i x} \omega_{11 x}\right)^{2}+W_{i, 3} T_{\mathrm{aix}}^{2}\right. \\
& \mathrm{i}=12,13 \\
& +W_{i, 4}\left(\theta_{i}-\theta_{11}\right)^{2}+W_{i, 5}\left(\omega_{i y}{ }^{-\omega_{11 y}}\right)^{2}+W_{i, 6} T_{a i y}^{2} \\
& \left.+W_{i, 7}\left(\psi_{i}-\psi_{11}\right)^{2+W_{i, 8}}\left(\omega_{i z}{ }^{-\omega_{11 z}}\right)^{2}+W_{i, 9}{ }^{\prime}{ }_{\mathrm{aiz}}^{2}\right] \tag{67}
\end{align*}
$$

. $+\sum_{i=9,10}$

$$
\begin{align*}
& {\left[w_{1,1}\left(\phi_{1}-\phi_{7}\right)^{2}+w_{i, 2}\left(\omega_{i x}-\omega_{7 x}\right)^{2}+w_{i, 3} T_{a i x}^{2}\right.}  \tag{67}\\
& +W_{i, 4}\left(\phi_{i}-\phi_{7}\right)^{2}+W_{i, 5}\left(\omega_{i y}{ }^{-\omega_{7 y}}\right)^{2}+W_{i, 6} T_{a i y}^{2} \\
& \left.\left.+w_{i, 7}\left(\psi_{i}-\psi_{7}\right)^{2}+w_{i, 8}\left(\omega_{i z}-w_{7 z}\right)^{2}+w_{i, 9} T_{a i z}^{2}\right]\right\} d t
\end{align*}
$$

A similar performance index could be constructed for inertially referenced optimal attitude control. It would differ from that shown in equation (67) in that $\phi_{1}^{*}=\theta_{1}^{*}=0$ and $\omega_{1 \mathrm{x}}^{*}=\omega_{1 \mathrm{y}}^{*}=\omega_{1 \mathrm{z}}^{*}=0$. Neither of these performance indexes is separable in tais form due to the generation of cross products of the state variables by the error terms. Hence, neither of them can be utilized directly in the application of multilevel control techniques. A paper by Singh and Hassan (7-7), however, presents an approach to multilevel optimization that utilizes non-separable performance index or cost functions that are transformed to quasi-separable forms. The corresponding form of the local vertical attitude control performance index of equation (67) is presented in equations (68) through (118).
 to $i \neq 4,5,14,15,16,17,18,19$
$\left.+u_{i z}\left(T{ }^{(T i z}-T_{a i z}^{*}\right)^{2}+\sum_{j=1}^{6} p_{i, j}\right]$
$\left.+G\left(\phi_{i}^{*}, \theta_{1}^{*}, \psi_{1}^{*}, \omega_{i x}^{*}, \omega_{i y}^{*}, \omega_{i z}^{*}\right)\right\} d t$
The terms and coefficients introduced in equation (68) are defined in equations (69) through (118)

$$
+\sum \quad\left(w_{i, 1} \phi_{7}^{*} \phi_{i}^{*}+w_{i, 2}{ }^{\omega} 7 x^{*}{ }_{i x}^{*}+w_{i, 4}{ }_{7}^{*} \theta_{i}^{*}\right.
$$

$$
i=9,10,20
$$

For $i=2,3,9.10,12,13,20$ :

$$
\begin{align*}
& \left.+W_{i, 5}{ }^{\omega_{7}}{ }_{7}^{*}{ }^{\omega}{ }^{*}{ }_{i y}+W_{i, 7} \psi_{7}^{*} \psi_{i}^{*}+W_{i}, \omega_{8}{ }^{\omega} 7 z^{*} \omega_{i z}^{*}\right) \\
& +\sum i W_{i, 1} \phi_{11}^{*} \phi_{i}^{*}+W_{i, 2}{ }^{\omega} 11 x^{*}{ }_{i x}^{*}+W_{i, 4}{ }^{\theta} 11^{*} \theta_{i}^{*} \\
& i=12,13 \\
& \left.\left.+W_{i, 5}{ }^{\omega} 11{ }^{*} \omega_{i y}^{*}+W_{i, 7}{ }^{*}{ }_{11} \psi_{i}^{*}+W_{i, 8}{ }^{\omega}{ }_{11 z} \omega_{i z}^{*}\right)\right]  \tag{69}\\
& p_{1,1}=W_{1,1}^{\prime} \phi_{1}{ }^{2}+W_{1,1}\left(\phi_{1}^{*}\right)^{2}  \tag{70}\\
& p_{1,2}=W_{1,2}^{\prime}{ }_{1 \mathrm{x}}{ }^{2}+W_{1,2}\left(\omega_{1 x}^{*}\right)+W_{1,3}{ }^{T}{ }_{1 x}{ }^{2}  \tag{71}\\
& P_{1,3}=W_{1,4}^{\prime} \theta_{1}^{2}+W_{1,4}\left(\theta_{1}^{*}\right)^{2}  \tag{72}\\
& p_{1,4}=W_{1,5}^{\prime} \omega_{1 y}^{2}+W_{3,5}\left(\omega_{1 y}^{*}\right)^{2}+W_{1,6} T_{1 y}^{2}  \tag{73}\\
& P_{1,5}=W_{1,7}^{\prime} \psi_{1}{ }^{2}+W_{1,7}\left(\psi_{1}{ }^{*}\right)^{2} . \tag{74}
\end{align*}
$$

$$
\begin{aligned}
& G\left(\phi_{1}^{*},,_{1}^{*}, \psi_{i}^{*}, \omega_{i x}^{*}, \omega_{1 \mathrm{i}}^{*}, \omega_{\mathrm{iz}}^{*}\right) \\
& =-2\left[\sum _ { i = 1 , 2 , 3 , 6 , 1 1 } \left(W_{i, 1}^{*} \phi_{1} \phi_{i}^{*}+W_{i, 2}{ }^{*}{ }_{1 x}{ }^{\omega}{ }_{i x}^{*}+W_{i, 4} \theta_{1}^{*} \theta_{i}^{*}\right.\right. \\
& \left.+W_{i, 5} \quad \omega_{1 y}^{*} \omega_{i y}^{*}+W_{i, 7} \psi_{1}^{*} \psi_{i}^{*}+W_{i, 8}{ }^{\omega}{ }_{1 z}^{*}{ }^{*}{ }_{i z}\right) \\
& +W_{7,1} \phi_{6}^{*} \phi_{7}^{*}+W_{7,2}{ }_{6}{ }_{6}^{*}{ }^{\omega}{ }_{7}{ }^{*}+W_{7}, 4{ }_{6}{ }_{6}^{*} \theta_{7}^{*}+W_{7}^{*}, 5^{\omega}{ }_{6}^{*}{ }^{*}{ }^{\omega}{ }_{7}^{*} y \\
& +W_{7,7} \psi_{6}^{*} \psi_{7}^{*}+W_{7,8} \omega_{6 z^{\omega}}^{*} 7 z^{*}+W_{8,1}\left(\phi_{8}^{*}\right)^{2}+W_{8,2}\left(\omega_{8 x}^{*}\right)^{2} \\
& +W_{8,4}\left(\theta_{8}^{*}\right)^{2}+W_{8,5}\left(\omega_{8 y}^{*}\right)^{2}+W_{8,7}\left(\psi_{8}^{*}\right)^{2}+W_{8,8}\left(\omega_{8 z}^{*}\right)^{2}
\end{aligned}
$$

$$
\begin{aligned}
& p_{i, 1}=W_{1,1} \phi_{i}^{2} \\
& p_{i, 2}=W_{i, 2} \omega_{i x}^{2}+W_{i, 3} T_{i x}^{2} \\
& p_{i, 3}=W_{i, 4} \theta_{i}^{2} \\
& p_{i, 4}=W_{i, 5^{\omega}}{ }_{i y}^{2}+W_{i, 6} T_{i y}^{2} \\
& p_{i, 5}=W_{i, 7} \psi_{i}^{2} \\
& p_{i, 6}=W_{i, 8} \omega_{i z}^{2}+W_{i, 9} T_{i z}^{2}
\end{aligned}
$$

For $1=6,7,11$ :

$$
\begin{equation*}
p_{i, 1}=W_{i, 1}^{\prime} \phi_{i}^{2} \tag{83}
\end{equation*}
$$

$$
\begin{equation*}
p_{i, 2}=W_{i, 2}^{\prime}{ }_{i \times:}^{2}+W_{i, 3} T_{i x}^{2} \tag{84}
\end{equation*}
$$

$$
\begin{equation*}
p_{i, 3}=w_{i, 4}^{\prime} \theta_{i}^{2} \tag{85}
\end{equation*}
$$

$$
\begin{equation*}
p_{i, 4}=W_{i, 5}^{1}{ }_{i y}^{2}+W_{i, 6} T_{i y}^{2} \tag{86}
\end{equation*}
$$

$$
\begin{equation*}
p_{i, 5}=W_{i, 7}^{\prime} \psi_{i}^{2} \tag{87}
\end{equation*}
$$

$$
\begin{equation*}
p_{i, 6}=W_{i, 8}^{\prime}{ }_{i z}^{2}+W_{i, 9}{ }_{i z}^{2} \tag{88}
\end{equation*}
$$

$$
\begin{equation*}
p_{8,1}=W_{8,1}\left[\phi_{8}{ }^{2}+\left(\phi_{8}^{*}\right)^{2}\right] \tag{89}
\end{equation*}
$$

$$
\begin{equation*}
p_{8,2}=w_{8,2}\left[\omega_{8 x}^{2}+\left(\omega_{8 x}\right)^{2}\right]+w_{8,3}{ }_{8 x}^{2} \tag{90}
\end{equation*}
$$

$$
\begin{equation*}
\mathrm{p}_{8,3}=\mathrm{W}_{8,4}\left[\theta_{8}{ }^{2}+\left(\theta_{8}^{*}\right)^{2}\right] \tag{91}
\end{equation*}
$$

$$
\begin{equation*}
\mathrm{p}_{8,4}=W_{8,5}\left[\omega_{8 \mathrm{y}}^{2}+\left(\omega_{8 y^{\prime}}^{*}\right)^{2}\right]+W_{8,6} \mathrm{~T}_{8 \mathrm{y}}^{2} \tag{92}
\end{equation*}
$$

$$
\begin{equation*}
p_{8,5}=W_{8,7}\left[\psi_{8}^{2}+\left(\psi_{8}^{*}\right)^{2}\right] \tag{93}
\end{equation*}
$$

$$
\begin{equation*}
\mathrm{p}_{8,6}=\mathrm{w}_{8,8}\left[\omega_{8 \mathrm{z}}^{2}+\left(\omega_{8 \mathrm{z}}^{*}\right)^{2}\right]+\mathrm{W}_{8,7} \mathrm{~T}_{8 \mathrm{z}}^{2} \tag{94}
\end{equation*}
$$

$$
\begin{aligned}
& w_{1,1}^{\prime}=w_{1,1}+w_{2,1}+w_{3,1}+w_{6,1}+w_{11,1} \\
& w_{1,2}^{\prime}=w_{1,2}+w_{2,2}+w_{3,2}+w_{6,2}+w_{11,2} \\
& w_{1,4}^{\prime}=w_{1,4}+w_{2,4}+w_{, 3,4}+w_{6,4}+w_{11,4} \\
& w_{1,5}^{\prime}=w_{1,5}+w_{2,5}+w_{3,5}+w_{6,5}+w_{11,5} \\
& w_{1,7}^{\prime}=w_{1,7}+w_{2,7}+w_{3,7}+w_{6,7}+w_{11,7} \\
& w_{1,8}^{\prime}=w_{1,8}+w_{2,8}+w_{3,8}+w_{6,8}+w_{71,8} \\
& w_{6,1}^{\prime}=w_{6,1}+w_{7,5} \\
& w_{6,2}^{\prime}=w_{6,2}+w_{7,2} \\
& w_{6,4}^{\prime}=w_{6,4}+w_{7,4} \\
& w_{6,5}^{\prime}=w_{6,5}+w_{7,5} \\
& w_{6,7}^{\prime}=w_{6,7}+w_{7,7} \\
& w_{6,8}^{\prime}=w_{6,8}+w_{7,8} \\
& w_{7,1}^{\prime}=w_{7,1}+w_{9,1}+w_{10,1}+w_{20,1} \\
& w_{7,2}^{\prime}=w_{7,2}+w_{9,2}+w_{10,2}+w_{20,2} \\
& w_{7,4}^{\prime}=w_{7,4}+w_{9,4}+w_{10,4}+w_{20,4} \\
& w_{7,5}^{\prime}=w_{7,5}+w_{9,5}+w_{10,5}+w_{20,5} \\
& w_{7,7}^{\prime}=w_{7,7}+w_{9,7}+w_{10,7}+w_{20,7}
\end{aligned}
$$

$$
\because \quad w_{7,8}^{\prime}=w_{7,8}+w_{9,8}+W_{10,8}+W_{20,8}
$$

$$
\begin{align*}
& w_{11,1}=w_{11,1}+w_{12,1}+w_{13,1}  \tag{13}\\
& w_{11,2}^{\prime}=w_{11,2}+w_{12,2}+w_{13,2}  \tag{114}\\
& w_{11,4}^{\prime}=w_{11,4}+w_{12,4}+w_{13,4}  \tag{115}\\
& w_{11,5}^{\prime}=w_{11,5}+w_{12,5}+W_{13,5}  \tag{116}\\
& w_{11,7}^{\prime}=w_{11,7}+w_{12,7}+w_{13,7} \\
& w_{11,8}^{\prime}=w_{11,8}+w_{12,8} \cdot w_{13,8} \tag{1}
\end{align*}
$$

## 7.4

FORMATION OF THE HAMILTONIAN

### 7.4.1 General Discussion

In order to utilize Portryagin's minimum principle in the application of optimal control to a plant, it is neeessary to construct the Hamiltonian of the plant from the plant's state equations. If the equations describing the plant are decomposed (decoupled), the Hamiltonian is cons:. acted from the terms of the performance index, the right hand side of the state equation and the coordination equation associated with each of the subplants defined by the particular decomposition used.
7.4.2 Hamiltonian Corresponding To Local Vertical Stabilization Control.

$$
\begin{aligned}
& 206 \\
& H=\sum \sum p_{i, j}+G\left(\phi_{i}^{*}, \theta_{i}^{*}, \psi_{i}^{*}, \omega_{i x}^{*}, \omega_{i y}^{*},{ }^{*}{ }_{i x}^{*}\right) \\
& \mathrm{i}=1 \quad \mathrm{j}=\mathrm{i} \\
& i \neq 4,5,14,15,16,17,18,19
\end{aligned}
$$

$$
\begin{aligned}
& i \neq 4,5,14,15,16,17,18,19 \\
& +\lambda_{i, 1} \hat{S}_{R i x}+\lambda_{i, 2}\left[2\left(a_{i x, i x, i x}{ }_{i x}\right)_{o}^{l}{ }_{o}{ }_{i x}\right. \\
& \left.+\frac{\left(I_{i}^{\prime}\right) 11}{\left|T_{i}^{\prime}\right|} \mathrm{T}_{\mathrm{aix}}+G_{R i x}\left(\mathrm{~T}_{\mathrm{eix}}, F_{i x}, S_{R i x}\right)\right] \\
& +\lambda_{i, 3} \hat{S}_{R i y}+\lambda_{i, 4}\left[2\left(a_{i y, i y, i y}{ }^{\omega}{ }_{i y}\right)_{C}{ }^{\prime} y\right.
\end{aligned}
$$

1 The subscript " 0 " denotes evaluation at a point of equilibrium.

$$
\begin{aligned}
& \left.+\frac{\left(I_{i}\right) 22}{\left|I_{i}^{\prime}\right|}{ }^{T_{\text {aiy }}}+G_{\text {Riy }}\left(T_{\text {eiy }}, F_{i y}, S_{\text {Riy }}\right)\right] \\
& +\lambda_{i, 5} \hat{S}_{\mathrm{Riz}}+\lambda_{i, 6}\left[2 \left(\mathrm{a}_{\mathrm{iz}, \mathrm{iz}, i z}{ }^{\left.\omega_{i z}\right)_{0} \omega_{i z}}\right.\right. \\
& \left.\left.+\frac{\left(I_{i}^{\prime}\right){ }_{33}}{\left|I_{i}^{\prime}\right|} T_{a i z}{ }^{+G_{R i z}}{ }^{\left(T T_{e i z}\right.}{ }^{F}{ }_{i z}, S_{R i z}\right)\right] \\
& +\rho_{i, 1}\left(\omega_{i x}+{ }_{i} \omega_{i z}-\hat{S}_{\text {Rix }}\right) \\
& +o_{i, 2}\left[\omega_{i}^{T} \mathbf{A}_{i x, i}^{\prime} \omega_{i}+\sum_{\substack{j=1 \\
j \neq i}}^{20}\left(\omega_{j} T_{i x} \bar{A}_{j} \omega_{j}+b_{i x, j} \dot{\omega}_{j}\right)\right. \\
& \left.+\frac{\left(I_{i}^{\prime}\right)_{21}}{\left|I_{i}^{\prime}\right|} T_{i y}+\frac{\left(I_{i}^{\prime}\right)_{31}}{\left|I_{i}^{\prime}\right|} T_{i z}+g_{R i x}-S_{R i x}\right] \\
& +c_{i, 3}\left(\omega_{i y}-\phi_{i} \omega_{i z}-\hat{S}_{R i y}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \text { jㅋi } \\
& \left.+\frac{\left(I_{i}^{\prime}\right)_{12}}{\left|T_{i}^{\prime}\right|} T_{i x}+\frac{\left(\mathrm{I}_{i}^{\prime}\right)_{32}}{\left|\bar{T}_{i}^{\prime}\right|} \mathrm{T}_{\mathrm{iz}}+\mathrm{g}_{\mathrm{Riy}}-\mathrm{S}_{\mathrm{Riy}}\right] \\
& +\rho_{i, 5}\left(\phi_{i}{ }^{\omega}{ }^{\prime} y^{+\omega_{i z}}-\hat{S}_{R i z}\right) \\
& +\rho_{i, 6}\left[\omega_{i}{ }^{T} A_{i z, i}^{\prime} \omega_{i}+\sum_{\substack{j=1 \\
j \neq i}}^{20}\left(\omega_{j}{ }^{T} \bar{A}_{i, y, j} \omega_{j}+b_{i y, j} \omega_{j}\right)\right. \\
& \left.+\frac{\left(I_{i}^{\prime}\right)_{13}}{\left|I_{j}^{\prime}\right|} T_{i x}+\frac{\left(I_{i}^{\prime}\right)_{23}}{\left|I_{i}^{\prime}\right|} r_{i y}+g_{R i z}-S_{R i z}\right]
\end{aligned}
$$

$+\beta_{i, 1}\left(\phi_{i}-\phi_{i}^{*}\right)+\beta_{i, 2}\left(\omega_{i x}-\omega_{i x}^{*}\right)+\beta_{i, 3}\left(\theta_{i}-\theta_{i}^{*}\right)$
$+\beta_{1,4}\left(\omega_{i y}-\omega_{i y}^{*}\right)+\beta_{i, 5}\left(\psi_{i}-\psi_{i}^{*}\right)+\beta_{i, 6}\left(\omega_{i z}-\omega_{i z}{ }^{*}\right)$
$+v_{i, 1}\left(T_{a i x}-T_{a i x}^{*}\right)+v_{i, 2}\left(T_{a i y}-T_{a i y}^{*}\right)+v_{i, 3}\left(T_{a i z}-T_{a i z}^{*}\right)$
where $\beta_{i, j}$ and $\nu_{i, j}, j=1,2, \ldots, 6$ are Lagrange multipliers introduced to ensure satisfaction of the following conditions:

$$
\begin{align*}
& \phi_{i}=\phi_{i}^{*}  \tag{120}\\
& \omega_{i x}=\omega_{* i x}^{*}  \tag{121}\\
& \theta_{i}=\theta_{i}^{*}  \tag{122}\\
& \omega_{i y}=\omega_{i y}^{*}  \tag{123}\\
& \psi_{i}=\psi_{i}  \tag{124}\\
& \omega_{i z}=\omega_{i z}^{*}  \tag{125}\\
& T_{i a x}=T_{i a x}^{*}  \tag{126}\\
& T_{i a y}=T_{i a y}^{*}  \tag{127}\\
& T_{i a z}=T_{i a z}^{*} \tag{128}
\end{align*}
$$

and $\lambda_{i, j}, j=1,2, \ldots, 6$ are the costate variables

The decoupled rotational state equations, (44) through (49), may be obtained from the following necessary conditions for optimality applied to the Hamiltonian.

$$
\begin{align*}
& \dot{\phi}_{i}=\frac{\partial H}{\partial \lambda_{i, 1}}  \tag{129}\\
& \dot{\omega}_{i x}=\frac{\partial H}{\partial \lambda}  \tag{130}\\
& i, 2 \\
& \dot{\theta}_{i}=\frac{\partial H}{\partial \lambda}  \tag{131}\\
& i, 3
\end{align*}
$$

$$
\begin{align*}
& \dot{\omega}_{i y}=\frac{\partial H}{\partial \lambda}  \tag{132}\\
& i, 4  \tag{133}\\
& \dot{\psi}_{i}=\frac{\partial H}{\partial \lambda}  \tag{134}\\
& i, 5
\end{align*}
$$

The rotational state coordination equations, (50) through (55), may be derived from the application of the following necessary optimality conditions to the Hamiltonian.

$$
\begin{equation*}
{\frac{\partial H}{\partial \rho_{i, j}}}_{i,}=0, \quad i=1,2, \ldots, 6 \tag{135}
\end{equation*}
$$

7.5 Development of Costate Equations The rotational costate equations, which are equal in number to the rotational state equations, may be obtained by application of the following necessary conditions for optimality
$\dot{\lambda}_{i, 1}=-\frac{\partial H}{\partial \phi_{i}}$
$\dot{\lambda}_{i, 2}=-\frac{\partial H}{\partial \omega_{i x}}$
$\dot{\lambda}_{i, 3}=\frac{-\partial H}{\partial \theta_{i}}$

$$
\begin{align*}
& \dot{\lambda}_{i, 4}=-\frac{\partial H}{\partial \omega_{i y}}  \tag{139}\\
& \dot{\lambda}_{i, 5}=-\frac{\partial H}{\partial \psi_{i}}  \tag{140}\\
& \dot{\lambda}_{i, 6}=-\frac{\partial H}{\partial \omega_{i z}} \tag{141}
\end{align*}
$$

From equations (70) through (94) and (119) the above listed ne essary optimality conditions yield the following:

For $i=1,6,7,11$ :

$$
\begin{equation*}
\dot{\lambda}_{i, 1}=-2 w_{i, 1}^{\prime} \phi_{i}+w_{i z} \rho_{i, 3}-\omega_{i y} \rho_{i, 5}-\beta_{i, 1} \tag{142}
\end{equation*}
$$

For $i=2,3,8,9,10,12,13,20$ :

$$
\begin{align*}
& \dot{\lambda}_{i, 1}=-2 w_{i, 1} \phi_{i}+\omega_{i z} \rho_{i, 3}-\omega_{i y} \rho_{i, 5}-\beta_{i, 1}  \tag{143}\\
& \lambda_{i, 1}\left(t_{f}\right)=0 \tag{144}
\end{align*}
$$

For $\mathrm{i}=1,6,7,11$ :

$$
\begin{align*}
& \dot{\lambda}_{i, 2}=-2 w_{i, 2}^{\prime} \omega_{i x}-2\left(a_{i x, i x, i x} \omega_{i x}\right)_{o} \lambda_{i, 2} \rho_{i, 1} \\
& -\left(a_{i x, i x, i y}{ }^{\omega}{ }_{i y}{ }^{+a_{i x}, i x, i z^{\omega}}{ }_{i z}\right)_{o} \rho_{i, 2} \\
& -\left(2 a_{i y, i x, i x}{ }^{\omega}{ }_{i x}{ }^{+a_{i y}}, i x, i y^{\omega}{ }_{i y}+a_{i y}, i x, i z^{\omega}{ }_{i z}\right)_{o} \rho_{i, 4} \\
& -\left(2 a_{i z, i x, i x} \omega_{i x}{ }^{+a_{i z, i x}, i y} \omega_{i y}+a_{i z, i x, i z} \omega_{i z}\right)_{o} \rho_{i, 6} \\
& { }^{-\beta_{i, 2}} \tag{145}
\end{align*}
$$

For $1=2,3,8,9,10,12,13,20$

$$
\begin{equation*}
\lambda_{i, 2}\left(t_{f}\right)=0 \tag{147}
\end{equation*}
$$

$$
\text { For } i=1,6,7,11:
$$

$$
\begin{equation*}
\dot{\lambda}_{i, 3}=-2 W_{i, 4}^{\prime} i_{i}-\omega_{i z} \rho_{i, 1}-\beta_{i, 3} \tag{148}
\end{equation*}
$$

For $i=2,3,8,9,10,12,13,20$

$$
\begin{align*}
& \dot{\lambda}_{i, 3}=-2 W_{i, 4} \theta_{i}-\omega_{i z} \rho_{i, 1}-\beta_{i, 3}  \tag{149}\\
& \lambda_{i, 3}\left(t_{f}\right)=0 \tag{150}
\end{align*}
$$

For $1=1,6,7,11$ :

$$
\begin{aligned}
& \left.\ddot{\lambda}_{i, 4}=-2 W_{i,}^{\prime} 5^{\omega} i y^{-2\left(a_{i y}, i y, i y^{\omega} i y\right.}\right)_{o}^{\lambda_{i, 4}} \\
& -\left(a_{i x, i x, i y^{\omega} i x^{+2 a_{i x, i y}}}, i y^{\omega} i y^{+a_{i x, i y}, i z^{\omega} i z}\right)_{o} \rho_{i, 2} \\
& -f_{i, 3}-\left(a_{i y, i x, i y^{\omega}}^{i x}+{ }_{i y}, i y, i z^{\omega} i z\right)_{o} \rho_{i, 4}
\end{aligned}
$$

$$
\begin{align*}
& \dot{\lambda}_{1,2}=-2 W_{i, 2}{ }^{\omega} x_{x}-2\left(a_{i x, i x, i x} \omega_{i x}\right)_{0} \lambda_{i, 2}-\rho_{i, 1} \\
& -\left(a_{i x, i x, i y^{\omega}}{ }_{i y^{+}} a_{x, i x, i z}{ }_{i z}\right)_{\circ} \rho_{i, 2} \\
& -\left(2 a_{i y, i x, i x}{ }^{\omega} x^{+a_{i y}, i x, i y^{\omega}}{ }_{i y}+a_{i y, i x, i z^{\omega}}{ }_{i z}\right)_{o} \rho_{i, 4} \\
& -\left(2 a_{i z, i x, i x}{ }^{\omega} x^{+a_{i z}}{ }_{i x}, i y^{\omega}{ }_{i y}{ }^{+a_{i z}, i x, i z^{\omega}}{ }_{i z}\right)_{o} f_{i, 6} \\
& -\beta_{i, 2} \tag{146}
\end{align*}
$$

$$
\begin{align*}
& -\phi_{i} \rho_{i, 5} \quad-\beta_{i, 4} \\
& -\left(a_{i z, i x, i y^{\omega}}^{i x}+2 a_{i z, i y, i y^{\omega}}^{i y}+a_{i z, i y, i z} w_{i z}\right)_{0}^{\rho} i, 6 \tag{151}
\end{align*}
$$

For $i=2,3,8,9,10,12,13,20$ :

$$
\begin{aligned}
& \left.\dot{\lambda}_{i, 4}=-2 W_{i, 5} \omega_{i y}{ }^{-2\left(a_{i y, i y}, i y\right.}{ }^{\omega_{i y}}\right)_{o} \lambda_{i, 4} \\
& -\left(a_{i x, i x, i y}{ }_{i x}+2 a_{i x, i y, i y}{ }^{\omega}{ }_{i y}+a_{i x, i y, i z}{ }^{\omega}{ }_{i z}\right)_{c}{ }^{\rho} i, 2
\end{aligned}
$$

$$
\begin{aligned}
& -\phi_{i} \rho_{i, 5}-\beta_{i, 4}
\end{aligned}
$$

$$
\begin{align*}
& \lambda_{i, 4}\left(t_{f}\right)=0 \tag{153}
\end{align*}
$$

For $1=1,6,7,11$ :

$$
\begin{equation*}
\dot{\lambda}_{i, 5}=-2 w_{i, 7}^{\prime} \psi_{i}-\beta_{i, 5} \tag{154}
\end{equation*}
$$

For $i=2,3,8,9,10,12,13,20$

$$
\begin{align*}
& \dot{\lambda}_{i, 5}=-2 W_{i, 7} \psi_{i}-B_{i, 5}  \tag{155}\\
& \lambda_{i, 5}\left(t_{f}\right)=0 \tag{156}
\end{align*}
$$

For $1=1,6,7,11$ :

$$
\begin{align*}
& \dot{\lambda}_{i, 6}=-2 W_{i, 8}^{\prime} \omega_{i z}-2\left(a_{i z, i z, i z}{ }_{i z}\right)_{o} \lambda_{i, 6}{ }^{-\theta_{i}} \rho_{i, 1} \\
& -\left(a_{i x, i x, i z^{\omega}} 1 x+a_{i x, i y, i z^{\omega}} i y^{+2 a_{i x, i z, i z}}{ }_{i z}\right)_{o} \rho_{i, 2} \\
& +\phi_{i}{ }_{i, 3} \\
& -\left(a_{i y, i x, i z^{\omega}}{ }_{i x}{ }^{+a_{i y}}, i y, i z^{\omega} y^{+2 a_{i y}}{ }_{i z, i z}{ }^{\omega}{ }_{i z}\right)_{o} \rho_{i, 4} \\
& -\rho_{i, 5}{ }^{-\beta}{ }_{i, 6} \\
& -\left(a_{i z, i x, i z}{ }_{i x}{ }^{+a_{i z, i y}, i z}{ }_{i y}\right)_{o}{ }_{i, 6} \tag{157}
\end{align*}
$$

For $i=2,3,8,9,10,12,13,20:$

$$
\begin{align*}
& \dot{\lambda}_{i, 6}=-2 W_{i, 8} \omega_{i z}-2\left(a_{i z, i z, i z}{ }_{i z}\right)_{o} \lambda_{i, 6} \theta_{i} f_{i, 1} \\
& -\left(a_{i x, i x, i z}{ }^{\omega} i x^{+a_{i x}, i y, i z^{\omega}}{ }_{i y}+2 a_{i x, i z, i z}{ }^{\omega} i z\right)_{c} \rho_{i, 2} \\
& +\phi_{i} \rho_{i, 3} \\
& -\left(a_{i y}, i x, i z^{\omega_{i x}}+a_{i y, i y, i z^{\omega}}{ }_{i y}+a_{i y, i z, i z^{\omega}}{ }_{i z}\right)_{o} \rho_{i, 4} \\
& -p_{i, 5}{ }^{-\beta_{i}, 6} \\
& -\left(a_{i z, i x, i z}{ }_{i x}{ }^{+a_{i z, i y}, i z}{ }^{\omega}{ }_{i v}\right)_{o} \rho_{i, 6} \\
& \lambda_{i, 6}\left(t_{f}\right)=0 \tag{159}
\end{align*}
$$

The rotational costate coordination equations, which are equal in number to the rotational state coordination equations, may be derived from the following necessary optimality conditions

$$
\begin{array}{lll}
\frac{\partial H}{\partial S_{R i x}}=0 & \rightarrow & \rho_{i, 1}=\lambda_{i, 1} \\
\frac{\partial H}{\partial S_{R i x}}=0 & \rightarrow & \rho_{i, 2}=\lambda_{i, 2} \\
\frac{\partial H}{\partial S_{R i y}}=0 & \rightarrow & \rho_{i, 3}=\lambda_{i, 3} \\
\frac{\partial H}{\partial S_{R i y}}+0 & \rightarrow & \rho_{i, 4}=\lambda_{i, 4} \\
\frac{\partial H}{\partial S_{R i z}}=0 & \rightarrow & \rho_{i, 5}=\lambda_{i, 5} \\
\frac{\partial H}{\partial S_{R i z}}=0 & \rightarrow & \rho_{i, 6}=\lambda_{i, 6} \tag{165}
\end{array}
$$

7.6 DEVELOPMENT OF CONTROL ALGORITHM

The optimal control equations resulting from a gra:lient approach to the local vertical attitude stabilization control problem yields the following equations:
$\left(T_{a i x}\right)_{r+1}=\left(T_{a i x}\right)_{r}-q_{i x}\left(\frac{\partial H}{\partial T_{a i x}}\right)_{r}$
$\left(T_{a i y}\right)_{r+1}=\left(T_{a i y}\right)_{r}-q_{i y}\left(\frac{\partial H}{\partial T_{a i y}}\right)_{r}$
$\left(T_{a i z}\right)_{r+1}=\left(T_{a i z}\right)-q_{i z}\left(\frac{\partial H}{\partial T_{a i z}}\right)_{r}$
where $r$ is the iteration index and $q_{i x}, q_{i y}$ and $q_{i z}$ are constants to be chusen on the basis of the rate of approach of the control system to ortimal operation.

$$
\begin{align*}
& \frac{\partial H}{\partial T_{a i x}}=2 W_{i, 3} T_{i x}+2 u_{i x}\left(T_{a i x}-T_{a i x}^{*}\right)+\frac{\left(I_{i}{ }^{\prime}\right)_{11}}{\left|I_{i}\right|^{1}} \lambda_{1,2} \\
& +\frac{\left(I_{i}{ }^{\prime}\right)_{12}}{\mid I_{i}{ }^{\prime} T} \rho_{i, 4}+\frac{\left(I_{i}{ }^{\prime}\right)_{13}}{\left|I_{i}{ }^{\prime}\right|} \rho_{i, 6}+\nu_{i, 1}  \tag{169}\\
& \frac{\partial H}{\partial T_{i a y}}=2 W_{i, 6_{i y}} T_{i y}+2 u_{i y}\left(T_{a i y}-T_{a i y}^{*}\right)+\frac{\left(I_{i}{ }^{\prime}\right)_{22}}{\left|I_{i}{ }^{\prime}\right|} \lambda_{i, 4} \\
& +\frac{\left(I_{i}{ }^{\prime}\right)_{21}}{\left|I_{i}{ }^{\prime}\right|} \rho_{i, 2}+\frac{\left(I_{i}{ }^{\prime}\right)_{23}}{\left|I_{i}{ }^{\prime}\right|} \rho_{i, 6}+v_{i, 2} \tag{170}
\end{align*}
$$

$$
\frac{\partial H}{\partial T_{i a z}}=2 W_{1,9} T_{i z}+2 u_{i z}\left(T_{a i z}-T_{a i z}^{*}\right)+\frac{\left(I_{1}\right)_{33}}{\mid T_{i} T} \lambda_{i, 6}
$$

$$
\begin{equation*}
+\frac{\left(I_{1}{ }^{\prime}\right)_{31}}{\left|I_{1}{ }^{\prime}\right|} \rho_{1,2}+\frac{\left(I_{i}{ }^{\prime}\right)_{32}}{\left|I_{1}^{\prime}\right|} \rho_{1,4}+v_{1,3} \tag{171}
\end{equation*}
$$

7.7 ADDITIONAL NECESSARY OPTIMALITY CONDITIONS

$$
\begin{align*}
& \frac{\partial H}{\partial \beta_{i, 1}}=0 \rightarrow \emptyset_{i}^{*}=\varphi_{i} \\
& \frac{\partial H}{\partial \beta_{i, 2}}=0 \rightarrow \omega_{i x}^{*}=\omega_{i x} \tag{173}
\end{align*}
$$

$$
\begin{equation*}
\frac{\partial H}{\partial \beta_{1,3}}=0 \rightarrow \theta_{i}^{*}=\theta_{i} \tag{174}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial H}{\partial \beta_{i, 4}}=0 \rightarrow \omega_{i y}^{*}=\omega_{i y} \tag{175}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial H}{\partial \beta_{i, 5}}=0 \rightarrow \psi_{i}^{*}=\psi_{i} \tag{176}
\end{equation*}
$$

$$
\frac{\partial H}{\partial B_{i, 6}}-0 \rightarrow \omega_{i z}^{*}=\omega_{i z}
$$

$$
\begin{equation*}
\frac{\partial H}{\partial V_{i, 1}}=0 \rightarrow T_{a i x}^{*}=T_{a i x} \tag{178}
\end{equation*}
$$

$$
\begin{align*}
& \frac{\partial \mathrm{H}}{\partial \nu_{i, 2}}=0+\mathrm{T}_{\mathrm{aiy}}^{*}=\mathrm{T}_{\mathrm{aiy}}  \tag{179}\\
& \frac{\partial H}{\partial \nu_{i, 3}}=0 \rightarrow \mathrm{~T}_{\mathrm{aiz}}^{*}=\mathrm{T}_{\mathrm{aiz}} \tag{180}
\end{align*}
$$

From $\quad \frac{\partial H}{\partial \emptyset_{i *}}=0$ :
For $1=1,8$

$$
\begin{equation*}
\beta_{i, 1}=2 W_{i, 1} \varphi_{i}^{*}+\frac{\partial G}{\partial \phi_{i}}{ }^{*} \tag{182}
\end{equation*}
$$

For $i=2,3,6,7,9,10,11,12,13,20$

$$
\begin{equation*}
\beta_{i, 1}=\frac{\partial G}{\partial \emptyset_{i}{ }^{*}} \tag{183}
\end{equation*}
$$

From $\frac{\partial H}{\partial \omega_{i x}^{*}}=0$ :
For $i=1,8$
$\beta_{i, 2}=2 W_{i, 2} \omega_{i x}^{*}+\frac{\partial G}{\partial \omega_{i x}^{*}}$
For $\mathrm{i}=2,3,6,7,9,10,11,12,13,20$
$B_{i, 2}=\frac{\partial G}{\partial \omega_{i x}^{*}}$
$\vdots \quad$ From $\frac{\partial H}{\partial \theta_{1}^{*}}=0:$

For $i=1,8$
$\beta_{i, 3}=2 W_{i, 4} \theta_{i}^{*}+\frac{\partial G}{\partial \theta_{i}^{*}}$
For $:=2,3,6,7,9,10,11,12,13,20$
$\beta_{i, 3}=\frac{\partial G}{\partial \theta_{i}^{*}}$
From $\frac{\partial H}{\partial \omega_{i y}^{*}}=0$ :
For $i=1,8$

$$
\begin{equation*}
\beta_{i, 4}=2 W_{i, 5} \omega_{i y}^{*}+\frac{\partial G}{\partial \omega_{i y}^{*}} \tag{191}
\end{equation*}
$$

For $i=2,3,6,7,9,10,11,12,13,20$
$B_{i, 4}=\frac{\partial G}{\partial \omega_{i y}^{*}}$
From $\frac{\partial H}{\partial \psi_{i}^{*}}=0$
For $i=1,8$
$\beta_{i, 5}=2 W_{i, 7} \psi_{i}^{*}+\frac{\partial G}{\partial \psi_{i}^{*}}$

For $1=2,3,6,7,9,10,11,12,13,20$

$$
\begin{align*}
& \beta_{i, 5}=\frac{\partial G}{\partial \psi_{i}^{*}}  \tag{195}\\
& \text { From } \frac{\partial H}{\partial \omega_{i z}^{*}}=0 \tag{196}
\end{align*}
$$

For $i=1,8$

$$
\begin{equation*}
\beta_{i, 6}=2 W_{i, 8} \omega_{i z}^{*}+\frac{\partial G}{\partial w_{i z}^{*}} \tag{197}
\end{equation*}
$$

For $i=2,3,6,7,9,10,11,12,13,20$

$$
\begin{equation*}
\beta_{i, 6}=\frac{\partial G}{\partial \omega_{i z}^{*}} \tag{198}
\end{equation*}
$$

From $\frac{\partial H}{\partial T_{\text {aix }}^{*}}=0$ :

$$
\begin{equation*}
2 u_{i x}\left(T_{a i x}^{*}-T_{a i x:}\right)+\frac{\left(I_{i}^{\prime}\right)_{12}}{\left|I_{i}^{\prime}\right|} \rho_{i, 4}+\frac{\left(I_{i}^{\prime}\right)_{13}}{\left|I_{i}^{\prime}\right|} \rho_{i, 6}=v_{i, 1} \tag{200}
\end{equation*}
$$

$$
\begin{equation*}
\text { From } \frac{\partial H}{\partial T_{\text {aiy }}^{*}}=0: \tag{201}
\end{equation*}
$$

$$
\begin{equation*}
2 u_{i y}\left(T_{a i y}^{*}{ }^{-T_{a i y}}\right)+\frac{\left(I_{i}^{\prime}\right)_{21}}{\left|I_{i}^{\prime}\right|} \rho_{i, 2}+\frac{\left(I_{i}^{\prime}\right)_{23}}{T I_{i}^{\prime} \mid} \rho_{i, 6}=v_{i, 2} \tag{202}
\end{equation*}
$$

From $\frac{\partial H}{\partial \mathrm{~T}_{\mathrm{aiz}}^{*}}=0$ :
$2 u_{i z}\left(T_{a i z}^{*}-T_{a i z}\right)+\frac{\left(I_{i}^{\prime}\right)_{31}}{\left|I_{i}^{\prime}\right|} \rho_{i, 2}+\frac{\left(I_{i}^{\prime}\right)_{32}}{\left|I_{i}^{\prime}\right|} \rho_{i, 4}=v_{i, 3}(204)$

$$
7-38
$$

### 7.8 CONSTRUCTION OF SUBPROBLEM HIERARCHIES

In order to effect optimal control using multilevel hierarchical techniques selected subsets of the equations presented thus far are assembled into subproblems which, in turn, are assembled into a hierarchical configuration similar in form to that depicted in Figure 7-5. The st:?problem hierarchy corresponding to optimal control of the system incorporates two additional classes of subproblems to be solved on the lower level, the costate subproblems and the control subproblems. The addition of the costate subproblems to the lower level of the hierarchy increases the number of coordination equations appearing in the coordination subproblem at the apex of the hierarchy because each of the costate variables has a corresponding costate coordination variable associated with it. To simplify subsequent discussion of this hierarchy all of the subproblems of a particular type will be regarded as being grouped into a single subproblem, that is, all state subproblems into a single state subproblem, all costate subproilems into a single costate subproblem and all control subproblems into a single control problem. Then each subproblem of a particular type will consist of all equations of that type with their associated boundary conditions.

In particular, for optimal local vertical attitude stabilization, the state subproblem consists of equations (44) tinrough (49) which are the decomposed rotational state equations of the Space Construction Base. The decomposed translational state equations, equations (1) through (12) also may be included in this subproblem although they are not essential for the feedback control quations in this case.

The costate subproblem for optimal local vertical attitude stabilization consists of equations (142) through 159) and the control subproblem consists of equations (169) through (171).

In addition to the coordination equations for the decomposed rotational state equations, equations (50) through (55) and the coordination equations for the decomposed translational stable equations, if they are included in the state subproblem, the coordination subproblem at the apex of the hierarchy also includes the costate coordination equations, equations (160) through (165) in order to effect optimal local vertical attitude control.

It should be noted that the costate equations, (142) through (159), incorporate the coordination variables, $\beta_{i, j}$, and the control equations, (169) through (171) incorporate the coordination variables $v_{i, 1}, v_{i, 2}$ and $v_{i, 3}$. The additional equations required to define these variables are provided by equations (69),(182) through (19 1 and equations (200), (202) and (204). These additional equations may be incorporated in the coordination subproblem at the apex of the subproblem hierarchy. This increases the overall dimension of the coordination subproblem to a considerable extent and also greatly increases the number of coordination variables to be transmitted between the subproblems of the hierarchy with control compared with the number required for the hierarchy without control. The resulting subproblem hierarchy for the controlled system is portrayed in Figure 7-7 in which the following relationships are utilized.


Subproblem Hierarchy For Multilevel Local Vertical Attitude Stabilization Control Without Translational Equations

FIGURE 7-7

$$
\begin{align*}
& X_{R}=\left(X_{R 1}, X_{R 2}, \ldots, X_{R 20}\right)^{T}  \tag{205}\\
& X_{R i}=\left(\emptyset_{i}, \omega_{i x}, \theta_{i}, \omega_{i y}, \psi_{i}, \omega_{i z}\right)^{T}  \tag{206}\\
& \hat{S}_{R}=\left(\hat{S}_{R 1}, \hat{S}_{R 2}, \ldots, \hat{S}_{R 20}\right)^{T}  \tag{207}\\
& \hat{S}_{R i}=\left(\hat{S}_{R_{i x}}, \hat{S}_{R_{i y}}, \hat{S}_{R_{i z}}\right)^{T}  \tag{208}\\
& S_{R}=\left(S_{R 1}, S_{R 2}, \ldots S_{R 20}\right)^{T}  \tag{209}\\
& S_{R_{i}}=\left(S_{R_{i x}}, S_{R_{i y}}, S_{R_{i z}}\right)^{T}  \tag{210}\\
& T_{a}=\left(T_{a 1}, T_{a 2}, \ldots T_{a 20}\right)^{T}  \tag{211}\\
& T_{a i}=\left(T_{a i x}, T_{a i y}, T_{a i z}\right)^{T}  \tag{212}\\
& \lambda=\left(\lambda_{1}, \lambda_{2}, \ldots \lambda_{20}\right)^{T}  \tag{213}\\
& \lambda_{i}=\left(\lambda_{i, 1}, \lambda_{i, 2}, \ldots, \lambda_{i, 6}\right)^{T}  \tag{214}\\
& \rho=\left(\rho_{1}, \rho_{2}, \cdots \rho_{20}\right)^{T}  \tag{215}\\
& \rho_{i}=\left(\rho_{i, 1}, \rho_{i, 2}, \ldots \rho_{i, 6}\right)^{T}  \tag{216}\\
& B=\left(R_{1}, \beta_{2}, \ldots \beta_{20}\right)^{T}  \tag{217}\\
& \beta_{i}=\left(\beta_{i, 1}, \beta_{i, 2}, \ldots \beta_{i, 6}\right)^{T}  \tag{218}\\
& v=\left(v_{1}, v_{2}, \ldots v_{20}\right)^{T}  \tag{219}\\
& v_{j}=\left(v_{i, 1}, v_{i, 2}, v_{i, 3}\right)^{T} \tag{220}
\end{align*}
$$

$$
\begin{array}{ll}
\hline \square & \\
\square & \\
\square & T_{e}=\left(T_{e 1}, T_{e 2}, \ldots T_{e 20}\right)^{T} \\
U & T_{1}=T_{\text {ai }}+T_{e i} \\
\square & T_{e i}=\left(T_{e i x}, T_{e i y}, T_{e i z}\right)^{T}
\end{array}
$$

It should be noted that $T_{e i}$ represents the external disturbance torque applied to the ith rigid body of the model and $\mathrm{T}_{\mathrm{ai}}$ represents the control actuator torque applied to the same body.

If the translational state equations, (1) through (12), are added to the state subproblem and the translational coordination equations, (19) through (30), are added to the coordination subproblem of the hierarchy of Figure 7-7, it zssumes the form shown in Figure 7-8. For this hierarchy, the following additional relationships are required.
$\mathrm{X}_{\mathrm{T}}=\left(\mathrm{X}_{\mathrm{T} 1}, \mathrm{X}_{\mathrm{T} 8}\right)^{\mathrm{T}}$
$X_{T i}=\left(R_{i x}, V_{T i x}, R_{i y}, V_{T i y}, R_{i z}, V_{T i z}\right)^{T} ; i=1,8$
$\hat{\mathrm{S}}_{\mathrm{T}}=\left(\hat{\mathrm{S}}_{\mathrm{T} 1}, \hat{\mathrm{~S}}_{\mathrm{T} 8}\right)^{\mathrm{T}}$
$\hat{S}_{T i}=\left(\hat{S}_{T i x}, \hat{S}_{T i y}, \hat{S}_{T i z}\right)^{T}$
$\mathrm{S}_{\mathrm{T}}=\left(\mathrm{S}_{\mathrm{T} 1}, \mathrm{~S}_{\mathrm{T} 8}\right)^{\mathrm{T}}$
$S_{T i}=\left(S_{T i x}, S_{T i y}, S_{T i z}\right)^{T}$


Subproblem Hierarchy for Multilevel
Local Vertical Attitude Stabilization
Control With Translational Equations

FIGURE 7-3

The coordination variables $\beta$ and $v$ and their corresponding equations may be eliminated from the subproblem hierarchy shown in Figures $7-7$ and $7-8$ by expressing each of them in terms of the remaining coordination variables. Each of the resulting modified subproblem hierarchies for the controlled system contains a coordination subproblem of substantially smaller dimension and requires transmission of many fewer coordination variables than do each of the original hierarchies. This approach to the reduction of the subproblem hierarchy consists of several steps.

1. Expansion of the partial derivatives of $G$ appearing in equations (182) through (198) defining $\beta_{i, j}$ by utilizing equation (69) which defines $G\left(\phi_{i}^{*}, \omega_{i x}^{*}, \theta_{i}^{*}, \omega_{i y}^{*}, \psi_{i}^{*}, \omega_{i z}^{*}\right)$.
2. Substitution of the results of Step 1 in equations (182) through (198).
3. Substitution of the results of step 2 in the costate equations (142) through (159).
4. Substitution of the equations defining $v_{i, j}$, (200), (202) and (204) into the control equations, (169) through (171).

The costate and control equations resulting from application of the steps listed above are presented in Appendix $C$.

Substitution of the equations of Appendix $C$ for the corresponding costate and control equations in the subproblems of the hierarchy depicted in Figure 7-8 leads to construction of the reduced subproblem hierarchy shown in Figure 7-9. The definitions of the variables given in equations (205) through (223), except for the variables that have been eliminated, also apply to the reduced hierarchy.

For the most general Space Construction Base configuration, 12, the range of the rigid body index, $i$, is given by: $i=1,2,3,6,7,8,9,10,11,12,13,20$. The range of $i$ is reduced correspondingly for the 11 other configurations. Table 7-3 lists the numbers of scalar state, costate, coordination and control equations to be solved for each configuration in order to effect multilevel local vertical stabilization attitude control utilizing the reduced subproblem hierarchy of Figure 7-9.

Inspection of the state equations, (1)-(12) and (44) through (49) and the costate equations of Appendix C, (C-1) through (C-48), reveals that they are ordinary first order differential equations. In general, initial conditions are known at the outset for the state variables, while final conditions are known for the costate variables. The remaining equations in the subproblem hierarchy, the state coordination equations, (19)(30) and (50) through (55), the noetote eoordination equations, (160) through (165) and the control equations, (C-49) chrough (C-51) are algebraic.


Reduced Subproblem Hierarchy for
Multilevel Local Vertical Attitude Stabilization Control With Translational
Equations

FIGURE 7-9

## TABLE 7-3

> Numbers of Scalar Equations To Be Solved For Local Vertical Attitude Stabilization Control

| CONFIGURATION | STATE | CO-STATE | COORDINATIUN | CONTROL | TOTAL |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 36 | 24 | 60 | 9 | 129 |
| 2 | 42 | 30 | 72 | 12 | 156 |
| 3 | 48 | 36 | 84 | 15 | 183 |
| 4 | 60 | 48 | 108 | 18 | 234 |
| 5 | 60 | 48 | 108 | 18 | 234 |
| 6 | 60 | 48 | 108 | 18 | 234 |
| 7 | 60 | 48 | 108 | 18 | 234 |
| 8 | 72 | 60 | 132 | 24 | 288 |
| 9 | 72 | 60 | 132 | 24 | 288 |
| 10 | 90 | 66 | 156 | 33 | 345 |
| 11 | 96 | 72 | 168 | 36 | 372 |
| 12 | 96 | 72 | 168 | 36 | 372 |

Due to decomposition, the coupling between the equations associated with the ith rigid body and those associated with the remaining rigid bodies in the mathematical model is suppressed. The state and costate equations associated with the ith body, however, constitute a two-point boundary value (TPBV) problem to be solved because the initial values are known for the state variables and the final values are known for the costate variable at the outset. Such a set of equations usually is discretized temporally to approximate each ordinary differential equation with a set of finite-difference equations that is more amenable to numerical solution on a digital computer. Once this step is taken, all of the equations in the subproblem hierarchy are then algubraic.
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Section 8.0


#### Abstract

8.0 Structural Analysis Task - A Method for Determining Overall Flexible Body Characteristics for a Series of Connected Substructures*


8.1 INTRODUCTION

This section summarizes two analytical methods by which a series of flexible bodies can be connected to each $c$ cher. Both of the techniques presel :od assume that the flexible body characteristics of the individual sub-bodies comprising the total structure are known in terms of their free-free modes, assuming a discrete coordinate formulation. The first technique assumes that a single connection point existr between two adjacent bodies thus formin: a topological tree configuration without any closed loops. This formulation does not require detailed modeling of the dynamics at the connection point and is particularly useful in modeling systems that have large relative angular degrees of freedom between adjacent sub-bodies (i.e., articulated antennas, etc.). The second technique allows multiple connection points between adjacent bodies and hence would also be applicable to a vehicle topological tree configuration having closed loops. In this formulation, detailed modeling of various connection points is required in order to specify the interface forces and torques between contiguous bodies at these points. Both modeling techniques are presented in terms of an illustrative
*Summarized from S. C. Rybak, "A Method For Determining Overal. Fiexible Eody Characteristics For A Series of Connected Substructures," AAS 78-104, March 10-13, 1978.
example of a structure composed of five sub-bodies. With proper parameter valuss the configuration used can represent vehicles that have already flown (i.e., Saturn, Skylab) for which the characteristics of the overall structure and the individual sub-bodies comprising the structure are known. These data can then be used to determine the fidelity with which each of the two techniques presented models the specific vehicles consi iered.

BACKGROUND
To meet the requirements of large orbiting space stations and solar power satellites, NASA is considering a generation of satellites that are many times larger than anything considered or flown to date. Attitude control of such large satellites presents a unique and challenging problem to the control engineer, no doubt requiring the development of new and novel control techniques to achieve overall satisfactory satellite control. However, before control system design can proceed, a model of the vehicle to be controlled must be generated in order to allow the formulation of satisfactory control techniques. It is virtually a certainty that for the size of satellite being considered for a space base or solar power station, structural flexibility and its interaction with the on-board control system will be a prime consideration in its design. Due to the vehicle size overall vibration testing of the total structure in order to obtain its flexibility characteristics is not feasible. Modeling the total vehicle using a normal modal-coordinate approach, although possible, has some serious drawbacks.
although the comments made about the truncation possibility of the technique presented below are plausible, at the present state of development, they are still conjectural and additional work is required to establish their validity.

Equations of motion assuming single and multiple connections between contiguous bodies are presented. Single connection points between bodies do nct require the modeling of individual connection points and hence the equations generated will apply equally to a series of connected rigid bodies or rigid bodies connected to flexible bodies. However, the system of equations is restricted to describing a topological tree configuration without any closed loops. The equations developed for multiple connection points between bodies will be applicable to topological tree configurations containing closed loops. However, in the manner in which they are formulated, they would not be applicable to the accommodation of two or more rigid bodies connected to each other within the connection chain.

Equations of motion for single and multiple connections between bodies are developed for a vehicle consisting of five substructures. With proper parameter values the structural configurations used could represent vehicles such as Saturn or Skylab for which detailed structural data are available. The analysis techniques presented can be applied to these data thus determining the degree of modeling fidelity achieved.

### 8.3 EQUATIONS OF MOTION FOR SINGLE CONNECTION POINT BETWEEN BODIES

Equations of motion were generated for Figure 8-1 shown below. The general procedure that was followed is described in tabular form and the resulting equations are identified. The detailed derivation and accompanying assumptions may be found in the complete paper described in the reference.

## Translational Equations of Motion

a) Generate equations describing the sum of forces on each body.
b) Solve for the constraint forces between bodies.

Angular Momentum of Flexible Body
a) Derive the expression for the total angular momentum of the configuration shown in Figure 8-1.

Rotational Equations of Motion
a) Derive the expressions for the rotational equations of motion using the rate of change of angular momentum expressions for each of the five bodies in the figure.
b) Solve for the constraint torques between bodies.
c) Substitute the constraint torque equation expressions in the rate of change of angular momentur: expression for body 2 and derive an overail rotational equation of motion for the vehicle system.
d) Express all terms of the overall rotational equation of motion in body 2 coordinates.

$$
\begin{align*}
\dot{\omega}_{4}^{\bullet}= & 2^{T}{ }_{4}^{\mathrm{T}}\left[\dot{\omega}_{2}+\ddot{\gamma}^{2}\left(r_{8}^{2}\right)+\tilde{\omega}_{2} \dot{\gamma}^{2}\left(r_{8}^{2}\right)\right]-\ddot{\gamma}^{4}\left(-r_{9}^{4}\right) \\
& -\left\{2^{T}{ }^{T}\left[\omega_{2}+\dot{\gamma}^{2}\left(r_{8}^{2}\right)\right]\right\} \dot{\gamma}^{4}\left(-r_{9}^{4}\right) \tag{8-7}
\end{align*}
$$

$$
\begin{align*}
\dot{\omega}_{5}= & 2^{T_{5}}\left[\dot{\omega}_{2}+\ddot{\gamma}^{2}\left(r_{6}^{2}\right)+\omega_{2} \dot{\gamma}^{2}\left(r_{6}^{2}\right)\right]-\ddot{\gamma}^{5}\left(-r_{7}^{5}\right) \\
& -\left\{2^{T}{ }^{T}\left[\omega_{2}+\dot{\gamma}^{2}\left(r_{6}^{2}\right)\right]\right\}^{n} \dot{\gamma}^{5}\left(-r_{7}^{5}\right) \tag{8-8}
\end{align*}
$$

b) Modal Equation Set

$$
\begin{align*}
& \phi_{1} e^{1 T N} F_{l e}+\phi_{l e} e^{1 R N} 1 e^{+\phi^{1 T N}\left(r_{1}^{1}\right) F_{c l 2}+\phi^{1 R N}\left(r_{1}^{1}\right) M_{c l 2}=} \\
& M_{N}^{1} \ddot{\mathrm{q}}_{\mathrm{N}}^{1}+C_{N}^{1} \dot{q}_{N}^{1}+K_{N}^{1} q_{N}^{1}  \tag{8-9}\\
& \phi_{2 \mathrm{e}}^{2 \mathrm{TN}} \mathrm{~F}_{2 \mathrm{e}}+\phi_{2 \mathrm{e}}^{2 \mathrm{RN}} \mathrm{~T}_{2 \mathrm{e}}-\phi^{2 \mathrm{TN}}\left(-\mathrm{r}_{2}^{2}\right) \mathrm{F}_{\mathrm{c} 12}+\phi^{2 \mathrm{TN}}\left(\mathrm{r}_{3}^{2}\right) \mathrm{F}_{\mathrm{c} 23} \\
& +\phi^{2 \mathrm{TN}}\left(\mathrm{r}_{8}^{2}\right) \mathrm{F}_{\mathrm{c} 24}+\dot{\psi}^{2 \mathrm{TN}}\left(\mathrm{r}_{6}^{2}\right) \mathrm{F}_{\mathrm{c} 25}-\phi^{2 \mathrm{RN}}\left(-\mathrm{r}_{2}^{2}\right) \mathrm{M}_{\mathrm{c} 12} \\
& +\phi^{2 R N}\left(r_{3}^{2}\right) M_{c 23}+\phi^{2 R N}\left(r_{8}^{2}\right) M_{c 24}+\phi^{2 R N}\left(s_{6}^{2}\right) M_{c 25}= \\
& M_{N}^{2} \dot{q}_{N}^{2}+c_{N}^{2} \dot{q}_{N}^{2}+K_{N}^{2} q_{N}^{2} \tag{8-10}
\end{align*}
$$

$$
\begin{align*}
& \mu^{j}\left(r_{k}^{j}\right)=\left[\phi^{j T N}\left(r_{k}^{j}\right)\right]^{T} q_{N}^{j}  \tag{8-14}\\
& \gamma^{j}\left(r_{k}^{j}\right)=\left[\phi^{j R N}\left(r_{k}^{j}\right)\right]^{T} q_{N}^{j} \tag{8-15}
\end{align*}
$$

$$
\begin{equation*}
\dot{\mu}^{j}\left(r_{k}^{j}\right)=\left[\phi^{j T N}\left(r_{k}^{j}\right)\right]^{T} \dot{q}_{N}^{j} \tag{8-16}
\end{equation*}
$$

$$
\begin{equation*}
\dot{\gamma}^{j}\left(r_{k}^{j}\right)=\left[\phi^{j R N}\left(r_{k}^{j}\right)\right]^{T} \dot{q}_{N}^{j} \tag{8-17}
\end{equation*}
$$

$$
\begin{align*}
& \phi_{3 e}^{3 T N_{F}}+\phi_{3 e}^{3 R N_{3 e}}-\phi^{3 T N}\left(-r_{4}^{3}\right) F_{c 23}-\phi^{3 R N}\left(-r_{4}^{3}\right) M_{c 23}= \\
& M_{N}^{3} \ddot{q}_{N}^{3}+C_{N}^{3 \cdot q_{N}^{3}}+K_{N}^{3} q_{N}^{3} \\
& \phi_{4 e 2}^{4 T N_{F}}+\phi_{4 \mathrm{e}}^{4 \mathrm{RN}} \mathrm{~T}_{4 \mathrm{e}}-\phi^{47 \mathrm{~N}}\left(-\mathrm{r}_{9}^{4}\right) \mathrm{F}_{\mathrm{c} 24}-\phi^{4 R N}\left(-\mathrm{r}_{9}^{4}\right) \mathrm{M}_{\mathrm{c} 24}= \\
& M_{N}^{4} \ddot{q}_{N}^{4}+C_{N}^{4} \dot{q}_{N}^{4}+K_{N}^{4} q_{N}^{4}  \tag{8-12}\\
& \phi_{5 \mathrm{e}}^{5 \mathrm{TN}_{\mathrm{F}_{5 e}}+\phi_{5 \mathrm{e}}^{5 R \mathrm{~T}_{5 e}}-\phi^{5 \mathrm{TN}}\left(-\mathrm{r}_{7}^{5}\right) \mathrm{F}_{\mathrm{c} 25}-\phi^{5 \mathrm{RN}}\left(-\mathrm{r}_{7}^{5}\right) \mathrm{M}_{\mathrm{c} 25}=} \\
& M_{N}^{5 \cdot q_{N}^{5}}+C_{N}^{5} \dot{q}_{N}^{5}+K_{N}^{5} q_{N}^{5}  \tag{8-13}\\
& \text { c) Transformation equation set: }
\end{align*}
$$

$$
\begin{align*}
& \ddot{\psi}^{j}\left(r_{k}^{j}\right)=\left[\phi^{j T N}\left(r_{k}^{j}\right)\right]^{T} \ddot{q}_{\mathbf{N}}^{j}  \tag{8-18}\\
& \ddot{\gamma}\left(r_{k}^{j}\right)=\left[\phi^{j R N}\left(r_{k}^{j}\right)\right]^{T} \ddot{q}_{N}^{j} \tag{8-19}
\end{align*}
$$

d) Overall rotational equation of motion:

$$
\sum_{j=1}^{5} 2^{T} T_{j e}+\sum_{j=1}^{5} 2_{j}\left(R_{j j}-\mu_{o}^{j}\right)^{n} F_{j e}
$$

$$
+\frac{1}{M_{T}}\left\{\left(D_{21}^{2}+{ }_{2} T_{1} D_{21}^{1}\right)^{\sim}\left[\left(\sum_{j=2}^{5} m_{j}\right) 2_{1} F_{1 e}-m_{1} \sum_{j=2}^{5} 2_{j}^{T} F_{j e}\right]\right.
$$

$$
+\left(D_{23}^{2}+{ }_{2} T_{3} D_{23}^{3}\right)^{n}\left[\left(\sum_{\substack{j=1 \\ j \neq 3}}^{5} m_{j}\right) 2^{T} F_{3 e}-m_{3} \sum_{\substack{j=1 \\ j \neq 3}}^{5} 2^{T} F_{j e}\right]
$$

$$
+\left(D_{24}^{2}+{ }_{2} T_{4} D_{24}^{4}\right)^{n}\left[\left(\sum_{\substack{j=1 \\ j \neq 4}}^{5} m_{j}\right) 2_{4} F_{4 e}-m_{4} \sum_{\substack{j=1 \\ j \neq 4}}^{5} 2^{T} F_{j e}\right]
$$

$$
+\left(D_{25}^{2}+2^{T} D_{25} D_{2}^{5}\right)^{n}\left[\left(\sum_{j=1}^{4} m_{j}\right) 2^{T_{5}} F_{5 e}-m_{5} \sum_{j=1}^{4} 2_{j} F_{j e}\right]=
$$

$$
\sum_{j=1}^{5} 2^{T}{ }_{j}\left\{J_{g^{\dot{\omega}}}^{j}+\sum_{k=1}^{n} J_{k}^{j *} \dot{\gamma}^{j}\left(r_{k}\right)+\tilde{\omega}_{j} J_{j} \omega_{j}+\tilde{\omega}_{j} \sum_{k=1}^{n} J_{k}^{j}{ }_{\dot{\gamma}}{ }^{j}\left(r_{k}\right)\right.
$$

$$
\begin{aligned}
& \left.+\sum_{k=1}^{n}\left[\tilde{\dot{\gamma}}^{j}\left(r_{k}\right) J_{k}^{j *}-J^{j *} \gamma^{j}\left(r_{k}\right)\right] \omega_{j}+\sum_{k=1}^{n} \tilde{\gamma}^{\jmath}\left(r_{k}\right) J_{k}^{j * \gamma^{j}}\left(r_{k}\right)\right\} \\
& +\frac{1}{M_{T}}\left\{m_{1}\left(\sum_{j=2}^{5} m_{j}\right)\left(D_{21}^{2}+{ }_{2} T_{1} D_{21}^{1}\right)-m_{1} m_{3}\left(D_{23}^{2}+{ }_{2} T_{3} D_{23}^{3}\right)\right. \\
& \left.-m_{1} m_{4}\left(D_{24}^{3}+{ }_{2} T_{4} D_{24}^{4}\right)-m_{1} m_{5}\left(D_{25}^{2}+{ }_{2} T_{5} D_{25}^{5}\right)\right\}^{n}\left\{D_{21}^{2}+\tilde{\omega}_{2} D_{21}^{2}\right. \\
& \left.+2 \tilde{\omega}_{2} \dot{D}_{21}^{2}+\tilde{\omega}_{2} \tilde{\omega}_{2} D_{21}^{2}+{ }_{2} T_{1}\left[\ddot{D}_{21}^{1}+\tilde{\omega}_{1} D_{21}^{1}+2 \tilde{\omega}_{1} \dot{D}_{21}^{1}+\tilde{\omega}_{1} \tilde{\omega}_{1} D_{21}^{1}\right]\right\} \\
& +\frac{m_{3}}{M_{T}}\left\{-m_{1}\left(D_{12}^{2}+{ }_{2} T_{1} D_{12}^{1}\right)+\left(\sum_{\substack{j=1 \\
j \neq 3}}^{5} m_{j}\right)\left(D_{23}^{2}+{ }_{2} T_{3} D_{23}^{3}\right)-m_{4}\left(D_{24}^{2}+{ }_{2} T_{4} D_{24}^{4}\right)\right. \\
& \left.-m_{5}\left(D_{25}^{2}+{ }_{2} T_{5} D_{25}^{5}\right)\right\}^{\sim}\left\{\ddot{D}_{23}^{2}+\tilde{\omega}_{2} D_{23}^{2}+\tilde{\omega}_{2} \omega_{3} D_{23}^{2}+2 \tilde{\omega}_{2} D_{23}^{2}\right. \\
& \left.+{ }_{2} T_{3}\left\{\ddot{D}_{23}^{2}+\tilde{\omega}_{3} D_{23}^{3}+2 \tilde{\omega}_{3} \dot{D}_{23}^{3}+\tilde{\omega}_{3} \tilde{\omega}_{3} D_{23}\right]\right\} \\
& +\frac{m_{4}}{M_{T}}\left\{-m_{1}\left(D_{21}^{2}+{ }_{2} T_{1} D_{21}^{1}\right)-m_{3}\left(D_{23}^{2}+{ }_{2} T_{3} D_{23}^{3}\right)+\left(\sum_{\substack{j=1 \\
j \neq 4}}^{5} m_{j}\right)\left(D_{24}^{2}+{ }_{2} T_{4} D_{24}^{4}\right)\right.
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{m_{5}}{M_{T}}\left\{-m: D_{21}^{2}+{ }_{2} T_{1} D_{21}^{1}\right)-m_{3}\left(D_{23}^{3}+{ }_{2} T_{3} D_{23}^{3}\right)-m_{4}\left(D_{24}^{2}+{ }_{2} T_{4} D_{24}^{4}\right) \\
& \left.+\left(\sum_{j=1}^{4} m_{j}\right)\left(D_{25}^{2}+{ }_{2} T_{5} D_{25}^{5}\right)\right\}^{n}\left\{\ddot{D}_{25}^{2}+\tilde{\omega}_{2} D_{25}^{2}+2 \omega_{2}^{n} \dot{D}_{25}^{2}+\tilde{\omega}_{2} \omega_{5} D_{25}^{2}\right. \\
& \left.+2^{T}\left[\ddot{D}_{25}^{2}+\tilde{\omega}_{5} D_{25}^{5}+2 \omega_{5}^{\sim} \dot{D}_{25}^{5}+\tilde{\omega}_{5}^{\sim} \omega_{5} D_{25}^{5}\right]\right\} \\
& +\sum_{j=1}^{5} 2^{T}\left[\sum _ { k = 1 } ^ { n } m _ { k } ^ { j } [ r _ { k } ^ { j } + \mu ^ { j } ( r _ { k } ) ] ^ { n } \left[\ddot{H}^{j}\left(r_{k}\right)+\tilde{\omega}_{j} \mu^{j}\left(r_{k}\right)+2 \tilde{\omega}_{j} \dot{\mu}^{j}\left(r_{k}\right)\right.\right.
\end{aligned}
$$

$$
\left.\left.-\tilde{\omega}_{j} \tilde{\omega}_{j} \mu^{j}\left(r_{k}\right)\right]+m_{k}^{j} \tilde{\sim}_{j}^{j}\left(r_{k}\right)\left[\tilde{\omega}_{j} r_{k}^{j}+\tilde{\omega}_{j} \tilde{\omega}_{j} r_{k}^{j}\right]\right\}
$$

$$
\begin{equation*}
\left.-m_{j} \tilde{\mu}_{o}^{j}\left(\ddot{\mu}_{0}^{j}+\tilde{\omega}_{j} \mu_{o}^{j}+2 \omega_{j} \dot{\mu}_{o}^{j}+\tilde{\omega}_{j} \tilde{\omega}_{j} \mu_{0}^{j}\right)\right] \tag{8-20}
\end{equation*}
$$

$$
\begin{equation*}
J_{k}^{j *}=j_{k}^{T} J_{k}^{j} j^{T}{ }_{k}^{T} \tag{8-21}
\end{equation*}
$$

$$
\begin{aligned}
& \left.+{ }_{2} \mathrm{~T}_{4}\left\{\ddot{D}_{24}^{4}+\tilde{\omega}_{4} D_{24}^{4}+2 \tilde{\omega}_{4} \dot{D}_{24}^{4}+\tilde{\omega}_{4} \tilde{\omega}_{4} D_{24}^{4}\right]\right\}
\end{aligned}
$$

e) Modal equations with substitutions for constraint forces and torques.

$$
\begin{align*}
& {\left[\phi_{j e}^{1 R N}-\phi^{1 R N}\left(r_{1}^{1}\right)\right] T_{1 e}+\left[\phi \frac{1 T e}{1 T N}-\phi^{1 R N}\left(r_{1}^{1}\right)\left(R_{11}-\mu_{0}^{1}\right)^{\eta}\right] F_{1 e}} \\
& +\frac{1}{M_{T}}\left[\phi^{1 T N}\left(r_{1}^{1}\right)+\phi^{1 R N}\left(r_{1}^{1}\right) D_{21}^{D_{1}}\right]\left[m_{1} \sum_{j=2}^{5} I_{j} F_{j e}-\left(\sum_{j=2}^{5} m_{j}\right) F_{1 e}\right]= \\
& M_{N}^{1 \cdot \dot{q}_{N}^{1}}+C_{N}^{1} \dot{q}_{N}^{1}+K_{N}^{1} q_{N}^{1}+\frac{1}{M_{T}}\left\{\phi^{1 T N}\left(r_{1}^{1}\right)+\phi^{1 R N}\left(r_{1}^{1}\right) \tilde{\sim}_{21}^{D_{1}}\right\} \\
& { }^{i}\left\{m_{1}\left[-\left(\sum_{j=2}^{5} m_{j}\right) \ddot{D}_{21}+m_{3} \ddot{D}_{23}+m_{4} \ddot{D}_{24}+m_{5} \ddot{D}_{25}\right]\right\} \\
& -\phi^{1 R N}\left(r_{1}^{1}\right)\left\{J_{1} \dot{\omega}_{1}+\sum_{k=1}^{n} J_{k}^{1 *} \ddot{\gamma}^{1}\left(r_{k}^{1}\right)+\sum_{k=1}^{n}\left[\dot{\gamma}^{1}\left(r_{k}^{1}\right) J_{k}^{1 *}-J_{k}^{1 * n}{ }_{\dot{\gamma}}\left(r_{k}^{1}\right)\right] \omega_{1}\right. \\
& +\sum_{k=1}^{n} \tilde{\dot{\gamma}}^{1}\left(r_{k}^{1}\right) J_{k}^{i *} \dot{\gamma}^{1}\left(r_{k}^{1}\right)+\tilde{\omega}_{1} J_{1} \omega_{1}+\tilde{\omega}_{1} \sum_{k=1}^{n} J_{1}{ }^{1 *} \dot{\gamma}^{1}\left(r_{k}^{1}\right) \\
& \left.+\left[\sum_{k=1}^{n} m_{k}^{1}\left\{\left[r_{k}^{1}+\mu^{1}\left(r_{k}^{1}\right)\right]^{\sim} \ddot{\mu}^{1}\left(r_{k}^{1}\right)+{\underset{\mu}{1}}_{1}\left(r_{k}^{1}\right) \ddot{r}_{k}^{1}\right\}-m_{1} \tilde{\mu}_{0}^{1} \ddot{\mu}_{0}^{1}\right]\right\} \tag{8-22}
\end{align*}
$$

$$
\phi_{2 e}^{2 T N_{F}}+\phi_{2 e}^{2 R N} T_{2 e}+\phi^{2 R N}\left(-r_{2}^{2}\right)_{2} T_{1}\left[T_{1 e}+\left(R_{11}-\mu_{0}^{1}\right)^{2} F_{1 e}\right]
$$

$$
+\phi^{2 R N}\left(r_{3}^{2}\right)_{2} T_{3}\left[T_{3 e}+\left(R_{33}-\mu_{0}^{3}\right)^{n} F_{3 e}\right]+\phi^{2 R N}\left(r_{8}^{2}\right)_{2} T_{4}\left[T_{4 e}+\left(R_{44}-\mu_{0}^{4}\right)^{\wedge} F_{4 e}\right]
$$

$$
M_{N}^{2} \ddot{q}_{N}^{2}+C_{N}^{2} \dot{q}_{N}^{2}+K_{N}^{2} q_{N}^{2}
$$

$$
\begin{aligned}
& +\phi^{2 R N}\left(r_{6}^{2}\right)_{2} T_{5}\left[T_{5 e}+\left(R_{55}-\mu_{o}^{5}\right)^{2} F_{5 e}\right] \\
& +\frac{1}{M_{T}}\left\{\left[-\phi^{2 R N}\left(-r_{2}^{2}\right)\left(2^{T} 1_{2} D_{21}^{1}\right)^{2}-\phi^{2 T N}\left(-r_{2}^{2}\right)\right]\left[m_{1} \sum_{j=2}^{5} 2^{T}{ }_{j} F_{j e}-\left(\sum_{j=2}^{5} m_{j}\right) 2^{\left.T_{1} F_{i e}\right]}\right]\right. \\
& +\left[\phi^{2 T N}\left(r_{3}^{2}\right)+\phi^{2 R N}\left(r_{3}^{2}\right)\left({ }_{2} T_{3} D_{23}^{3}\right)^{n}\right]\left[\left(\sum_{\substack{j=1 \\
j \neq 3}}^{5} m_{j}\right) 2^{T}{ }_{3} F_{3 e}-m_{3} \sum_{\substack{j=1 \\
j \neq 3}}^{5} 2^{T} F_{j e}\right]
\end{aligned}
$$

$$
+\left[\sum_{k=1}^{i} m_{k}^{3}\left\{\left[r_{k}^{3}+\mu^{3}\left(r_{k}^{3}\right)\right]^{n} \ddot{\mu}^{3}\left(r_{k}^{3}\right)+\mu^{3}\left(r_{k}^{3}\right)^{n} \dot{r}_{k}^{3}\right\}-m_{3} \ddot{\mu}_{0}^{3} \ddot{\mu}_{0}^{3}\right\}
$$

$$
\begin{aligned}
& \left.+\sum_{k=1}^{n}\left\{\left\{\tilde{\mathfrak{r}}^{3}\left(r_{k}^{3}\right) J_{k}^{3 *}-J_{k}^{3 *} \dot{\gamma}^{3}\left(r_{k}^{3}\right)\right]\right]_{\omega_{3}} \tilde{\gamma}^{3}\left(r_{k}^{3}\right) J_{k}^{3 *} \dot{\gamma}^{3}\left(r_{k}^{3}\right)\right\}
\end{aligned}
$$

$$
\begin{align*}
& -\frac{m_{1}}{M_{1}}\left[\phi^{2 R N}\left(-r_{2}^{2}\right)\left(2^{T} D_{21}^{1}\right)^{2}+\phi^{2 \mathrm{NN}}\left(-\mathrm{r}_{2}^{2}\right)\right]^{1}\left[-\left(\sum_{j=2}^{5} m_{j}\right) \ddot{D}_{21}+m_{3} \ddot{D}_{23}\right. \\
& \left.+m_{2} \ddot{D}_{24}+m_{5} \ddot{D}_{25}\right] \\
& +\frac{m_{3}}{M_{T}}\left[\phi^{2 \mathrm{NN}}\left(r_{3}^{2}\right)+\phi^{2 R N}\left(r_{3}^{2}\right)\left({ }_{2}{ }_{3} D_{23}^{3}\right)^{n}\right]^{i}\left[-m_{1} \dot{D}_{21}+\left(\begin{array}{c}
5 \\
\sum m_{j \neq 3} \\
j \\
j \neq 1 \\
m_{j}
\end{array}\right) \ddot{D}_{23}\right. \\
& \left.-m_{4} \ddot{D}_{24}-m_{5} \ddot{D}_{25}\right] \\
& +\frac{m_{4}}{M_{T}}\left[\phi^{2 T N}\left(r_{8}^{2}\right)+\phi^{2 R N}\left(r_{8}^{2}\right)\left(2_{2}^{T} D_{24}^{4}\right)^{2}\right]^{1}\left[-m_{1} \ddot{D}_{21}-m_{3} \ddot{D}_{23}\right. \\
& \left.+\binom{5}{\substack{j=1 \\
j \neq 4}} \ddot{D}_{j 2}-m_{5} \dot{D}_{25}\right] \\
& +\frac{m_{5}}{M_{T}}\left[\phi^{2 T N}\left(r_{6}^{2}\right)+\phi^{2 \mathrm{RN}}\left(\mathrm{r}_{6}^{2}\right) \quad\left(2^{m_{5}} \mathrm{D}_{25}^{5}\right)^{\eta}\left[-\mathrm{m}_{1} \ddot{\mathrm{D}}_{21}\right.\right. \\
& \left.-m_{3} \ddot{\nu}_{23}-m_{4} \ddot{D}_{24}+\left(\begin{array}{cc}
4 & m_{j} \\
j=1
\end{array}\right) \ddot{D}_{25}\right] \tag{8-23}
\end{align*}
$$

$$
\begin{align*}
& {\left[\phi_{3 e^{3 R N}}^{3}-\phi^{3 R N}\left(-r_{4}^{3}\right)\right] T_{3 e}+\left[\phi_{3 e}^{3 T N}-\phi^{3 R N}\left(-r_{4}^{3}\right)\left(R_{33}-\mu_{0}^{3}\right)^{2}\right] F_{3 e}} \\
& \left.-\frac{1}{M_{T}}\left[\phi^{3 T N}\left(-r_{4}^{3}\right)+\phi^{3 R N}\left(-r_{4}^{3}\right) \stackrel{\sim}{D}_{23}^{\sim}\right]\left(\sum_{\substack{ \\
j=1 \\
j \neq 3}}^{5} m_{j}\right) F_{3 e}-m_{3} \sum_{j=1}^{5} T_{j} F_{j e}\right]= \\
& M_{N}^{3} \ddot{q}_{N}^{3}+C_{N}^{3 \cdot q_{N}}+K_{N}^{3} q_{N}^{3} \\
& -\phi^{3 R N}\left(-r_{4}^{3}\right)\left\{J_{3} \dot{\omega}_{3}+\sum_{k=1}^{n} J_{k}^{3 * \cdot \dot{\gamma}^{3}}\left(r_{k}^{3}\right)+\sim_{3} J_{3} \omega_{3}+\omega_{3}^{\sim} \sum_{k=1}^{n} J_{k}^{3 *} \dot{\gamma}^{3}\left(r_{k}^{3}\right)\right. \\
& +\underset{k=1}{n}\left\{\left[\dot{\gamma}^{2}\left\{r_{k}^{3}\right) J_{k}^{3 *}-J_{k}^{3 * \sim_{\dot{\gamma}}^{3}}\left(r_{k}^{3}\right)\right] \omega_{3}+\tilde{f}^{3}\left(r_{k}^{3}\right) J_{1}^{3 *} \dot{\gamma}^{3}\left(r_{k}^{3}\right)\right\} \\
& \left.\left.+\sum_{k=1}^{i} m_{k}^{3}\left\{\left[r_{k}^{3}+\mu^{3}\left(r_{k}^{3}\right)\right]^{n} \ddot{\mu}^{3}\left(r_{k}^{3}\right)+\tilde{\mu}^{3}\left(r_{k}^{3}\right) \ddot{r}_{k}^{3}\right\}-m_{3} \quad \ddot{u}_{0}^{3} \ddot{\mu}_{0}^{3}\right\}\right\} \\
& +\frac{m_{3}}{M_{T}}\left[\phi^{3 T N}\left(-r_{4}^{3}\right)+\phi^{3 R N}\left(-r_{4}^{3}\right) \tilde{D}_{23}^{3}\right]^{i}\left[m_{i} \ddot{D}_{21}-\left(\begin{array}{cc}
5 \\
j & m_{j}
\end{array}\right) \ddot{D}_{23}\right. \\
& \left.+r_{4} \ddot{D}_{24}+m_{5} \ddot{D}_{25}\right] \tag{3-24}
\end{align*}
$$

$$
\begin{aligned}
& {\left[\phi_{4 e}^{4 R N}-\phi^{4 R N}\left(-r_{9}^{4}\right)\right] T_{4 e}+\left[\phi^{4 T N}-\phi^{4 R N}\left(-r_{9}^{4}\right)\left(R_{44}-\mu_{0}^{4}\right)^{n}\right] F_{4 e}}
\end{aligned}
$$

$$
\begin{align*}
& M_{N}^{4 \cdot \dot{q}_{N}^{4}}+C_{N}^{4} \dot{q}_{N}^{4}+K_{N}^{4} q_{N}^{4} \\
& -\phi^{4 \mathrm{TN}}\left(-r_{9}^{4}\right)\left\{J_{4} \dot{\omega}_{4}+\sum_{k=1}^{n} J_{k}^{4 * \cdot \ddot{\gamma}^{4}\left(r_{k}^{4}\right)+\tilde{\omega}_{4} J_{4} \omega_{4}+\stackrel{\sim}{\omega}_{4}^{\sum} \sum_{k=1}^{n} J_{k} 4^{*} \dot{\gamma}^{4}\left(r_{k}^{4}\right)}\right. \\
& +\sum_{k=1}^{n}\left\{\left[\tilde{\gamma}^{4}\left(r_{k}^{4}\right) J_{k}^{4 *}-J_{k}^{4 *} \dot{\gamma}^{4}\left(r_{k}^{4}\right)\right] \omega_{4}+\gamma^{4}\left(r_{k}^{4}\right) J_{k}^{4 *} \dot{\gamma}^{4}\left(r_{k}^{4}\right)\right\} \\
& \left.\left.+\underset{\sum_{k \rightarrow 1}}{\sum_{k}^{4}}\left\{\left[r_{k}^{4}+\mu^{4}\left(r_{k}^{4}\right)\right]^{n} \ddot{\mu}^{4}\left(r_{k}^{4}\right)+\tilde{\mu}^{4}\left(r_{k}^{4}\right) r_{k}^{4}\right\}-m_{4} \sim_{o}^{4} \ddot{\mu}_{o}^{4}\right]\right\} \\
& +\frac{m_{4}}{M_{T}}\left[\phi^{4 \mathrm{TN}}\left(-\mathrm{r}_{9}^{4}\right)+\phi^{4 \mathrm{RN}}\left(-\mathrm{r}_{9}^{4}\right) \tilde{\mathrm{D}}_{24}^{4}\right]^{\mathrm{i}}\left[\mathrm{~m}_{1} \dot{\mathrm{D}}_{21}+\mathrm{m}_{3} \dot{\mathrm{D}}_{23}\right. \\
& \left.-\left(\begin{array}{cc}
5 \\
j=1 & m_{j}
\end{array}\right) \ddot{D}_{24}+m_{5} \ddot{D}_{25}\right] \tag{8-25}
\end{align*}
$$



FIGUPP 8-2. TYPICAL CONNECTION POINT BETWEEN BODIES "j" AND "l"

The necessary set of equations is:
a. Rate of change of angular momentum for the system.

$$
\begin{align*}
& \dot{H}_{j}=J_{j} \dot{\omega}_{j}+\sum_{k=1}^{n} J_{k}^{j *} \ddot{\gamma}^{j}\left(r_{k}\right)+\left[\sum _ { k = 1 } ^ { n } \left\{\ddot{\sim}^{j}\left(r_{k}\right){ }_{j} T_{k} J_{k}^{j} j^{T} T_{k}^{T}\right.\right. \\
& \left.\left.-{ }_{j} T_{k} J_{k}^{j} j_{j}^{T}{ }_{k}^{T} \stackrel{\sim}{\dot{\gamma}}\left(r_{k}\right)\right\}\right] \omega_{j}+\omega_{j}\left[J_{j} \omega_{j}+\sum_{k=1}^{n} J_{j}^{j *} \dot{\gamma}\left(r_{k}\right)\right] \\
& +\sum_{k=1}^{n}\left[\stackrel{\eta}{\gamma}^{j}\left(r_{k}\right){ }_{j} T_{k} J_{k}^{j}{ }_{j} T_{k}^{T} \dot{\gamma}^{j}\left(r_{k}\right)\right]+\sum_{k=1}^{i}\left[m _ { k } ^ { j } \left\{\left[r_{k}^{j}+\mu^{j}\left(r_{k}\right)\right] \times \ddot{\mu}^{j}\left(r_{k}\right)\right.\right. \\
& \left.\left.+\mu^{j}\left(r_{k}\right) \times \ddot{r}_{k}^{j}\right\} \quad-m_{j} \mu_{o}^{j} \times \ddot{\mu}^{j}\right] \tag{8-27}
\end{align*}
$$

b. The transformation equations as defined in (8-14) through (8-19).
c. The interface force equation in " $j$ " rigid body coordinates.

$$
\begin{aligned}
& \left.F_{i(j l)}\right|_{j}=\left(\frac{1}{m_{i(j 1)}^{j}+m_{i(j 1)}^{1}}\right)\left\{-m_{i(j 1)}^{j} f_{i}^{j}\left(\mu_{; \dot{\mu}_{;}^{j}}^{j} \dot{\gamma}_{;}^{j}{ }_{\dot{\gamma}}^{j}\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.+\stackrel{\dot{\omega}}{j}^{\left.+2 \tilde{\omega}_{j} \cdot \dot{\gamma}_{i(j l)}+\stackrel{\sim}{\omega}_{j}^{\sim} \omega_{j}\right]}{ }_{j} T_{k\left(r_{i}\right)} \quad\left(\delta_{i(j l)}^{j}+\delta_{i(j l)}^{l}\right)\right\} \tag{8-28}
\end{align*}
$$

d. Interface torque equation in "j" rigid body coordinates.

$$
\begin{aligned}
& +\left(J_{i}^{j *}-J_{i}^{1 *}\right)\left(\dot{\omega}_{j}+\ddot{\gamma}_{i}^{j}(j 1)\right)+\tilde{\omega}_{j}\left(J_{i}^{j *}-J_{i}^{1 *}\right)\left(\omega_{j}+\dot{\gamma}_{i}^{j}(j 1)\right)
\end{aligned}
$$

$$
\begin{aligned}
& \left(\frac{1}{\left.m_{i(j 1)}^{j}+m_{i(j 1)}^{I}\right)}\right)\left[T_{k}\left(r_{i}\right)\left(\delta_{i(j 1)}^{j}-\delta_{i(j 1)}^{1}\right)\right]^{2}
\end{aligned}
$$

$$
\begin{align*}
& \left.\left.j_{j} T_{k\left(r_{i}\right)} \quad\left(\delta_{i(j 1)}^{j}+\delta_{i(j 1)}^{1}\right)\right]\right\} \tag{8-29}
\end{align*}
$$

where:

$$
\begin{equation*}
\omega=\omega_{j}+\dot{\gamma}_{i(j 1)}^{j} \tag{8-30}
\end{equation*}
$$

## e. System rotational equations of motion.

$$
\begin{align*}
& T_{1 e}+\left(R_{11}-\mu_{o}^{1}\right)^{\sim} F_{1 e}+\sum_{i=1}^{k}\left\{\left(r_{i(12)}^{1}-\mu_{o}^{1}+\mu_{i(12)}^{1}+\delta_{i(12)}^{1}\right) F_{i(12)} l_{1}+\left.M_{i(12)}\right|_{1}\right\} \\
& =\frac{{ }^{\mathrm{i}} \mathrm{dH}_{1}}{\mathrm{dt}}  \tag{8-31}\\
& T_{\left.2 e^{+(~} R_{22}-\mu_{o}^{2}\right)^{2} F_{2 e}-\sum_{i=1}^{k}\left\{\left.\left(r_{i(12)}^{2}-\mu_{o}^{2}+\mu_{i(12)}^{2}+\delta_{i(12)}^{2}\right)_{2}^{2} T_{1} F_{i(12)}\right|_{1}, ~\right.}^{1} \\
& \left.+{ }_{2} T_{1} M_{1(12)} \dot{l}_{1}\right\}+\sum_{i=1}^{k}\left\{\left.\left(r_{i(23)}^{2}-\mu_{0}^{2}+\mu_{i(23)}^{2}+\delta_{i(23)}\right)^{2} F_{i(23)}\right|_{2}+\left.M_{i(23)}\right|_{2}\right\} \\
& +\sum_{i=1}^{k}\left\{\left.\left(r_{i(24)}^{2}-\mu_{o}^{2}+\mu_{i(24)}+\delta_{i(24)}^{2}\right)^{2} F_{i(24)}\right|_{2}+\left.M_{i(24)}\right|_{2}\right\} \\
& +\sum_{i=1}^{k}\left\{\left.\left(r_{i(25)}^{2}-\mu_{o}^{2}+\mu_{i(25)}^{2}+\delta_{i(25)}^{2}\right)^{2} F_{i(25)}\right|_{2}+\left.M_{i(25)}\right|_{2}\right\}=\frac{i_{d H_{2}}}{d t} \tag{8-32}
\end{align*}
$$

$$
\begin{equation*}
\left.-5^{T_{2}} M_{i(25)} l_{2}\right\}=\frac{i_{d_{5}}}{d t} \tag{8-35}
\end{equation*}
$$

f. System modal equations.

$$
\begin{align*}
\varphi_{1 \mathrm{e}}^{1 \mathrm{RN}} & \mathrm{~T}_{1 e^{+}}+\emptyset_{1 \mathrm{e}}^{1 \mathrm{TN}} \mathrm{~F}_{1 e^{+}}+\sum_{\mathrm{i}=1}^{\mathrm{k}}\left\{\phi^{1 \mathrm{TN}}\left(\left.\mathrm{r}_{\mathrm{i}(12)}^{1} \mathrm{~F}_{\mathrm{i}(12)}\right|_{1}+\left.\emptyset^{1 \mathrm{RN}}\left(\mathrm{r}_{\mathrm{i}(12)}^{1}\right) \mathrm{M}_{\mathrm{i}(12)}\right|_{1}\right\}\right. \\
= & M_{N}^{1} \ddot{\mathrm{q}}_{\mathrm{N}}^{1}+\mathrm{C}_{\mathrm{N}}^{1} \dot{\mathrm{q}}_{\mathrm{N}}^{1}+\mathrm{K}_{\mathrm{N}}^{1} \mathrm{q}_{\mathrm{N}}^{1} \tag{8-36}
\end{align*}
$$

$$
\begin{align*}
& \mathrm{T}_{3 \mathrm{e}}+\left(\mathrm{R}_{33}-\mu_{\mathrm{o}}^{3}\right)^{\sim} \mathrm{F}_{3 \mathrm{e}}-\sum_{i=1}^{\mathrm{k}}\left\{\left(\mathrm{r}_{\mathrm{i}(23)}^{3}-\mu_{\mathrm{o}}^{3}+\mu_{i(23)}^{3}\right)^{2} \mathrm{~T}_{2} \mathrm{~F}_{\mathrm{i}(23)} /_{2}\right. \\
& \left.+{ }_{3} \mathrm{~T}_{2} \mathrm{M}_{\mathrm{i}(23)} \mathrm{l}_{2}\right\}=\frac{\mathrm{i}_{\mathrm{dH}_{3}}}{\mathrm{dt}} \\
& T_{4}+\left(R_{44}-\mu_{0}^{4}\right)^{n} F_{4 e}-\sum_{i=1}^{k}\left\{\left.\left(r_{i(24)}^{4}-\mu_{o}^{4}+\mu_{i(24)}^{4}-r_{i(24)}^{4}\right)^{2} T_{2} F_{i(24)}\right|_{2}\right. \\
& \left.+\left.{ }_{4} \mathrm{~T}_{2} \mathrm{M}_{\mathrm{i}(24)}\right|_{2}\right\}=\frac{\mathrm{i}_{\mathrm{dH}}^{4}}{} \tag{8-34}
\end{align*}
$$

$$
\begin{align*}
& \varphi_{2 e}^{2 R N} T_{2 e}+\varphi_{2 e}^{2 T N} F_{2 e^{-}} \sum_{i=1}^{k}\left\{\emptyset^{2 T N}\left(r_{i(12)}^{2}\right)_{2} T_{1} F_{i(12)}\left|I_{2}+T_{1} M_{i(12)}\right| 1\right\} \\
& +\sum_{i=1}^{k}\left\{\left.\phi^{2 T N}\left(r_{i(23)}^{2}\right) F_{i(23)}\right|_{2}+\left.\varphi^{2 R N}\left(r_{i(23)}^{2}\right) M_{i(23)}\right|_{2}\right\} \\
& +\sum_{i=1}^{k}\left\{\left.\phi^{2 \mathrm{TN}}\left(r_{i(24)}^{2}\right) \mathrm{F}_{i(24)}\right|_{2}+\left.\phi^{2 R N}\left(r_{i(24)}^{2}\right) \mathrm{M}_{i(24)}\right|_{2}\right\} \\
& +\sum_{i=1}^{k}\left\{\phi^{2 T N}\left(\left.r_{i(25)}^{2} F_{i(25)}\right|_{2}+\emptyset^{2 R N}\left(r_{i(25)}^{2}\right) M_{i(25)} l_{2}\right\}=\right. \\
& M_{N}^{2} \ddot{q}_{N}^{2}+C_{N}^{2} \dot{q}_{N}^{2}+K_{N}^{2} q_{N}^{2} \\
& \varphi_{3 \mathrm{e}}^{3 R N} \mathrm{~T}_{3 \mathrm{e}}+\varphi_{3 \mathrm{e}}^{3 \mathrm{TN}} \mathrm{~F}_{3 \mathrm{e}}-\sum_{i=1}^{k}\left\{\left.\emptyset^{3 \mathrm{TN}}\left(\mathrm{r}_{\mathrm{i}(23)}^{3}\right)_{3} \mathrm{~T}_{2} \mathrm{~F}_{\mathrm{i}(23)}\right|_{2}\right. \\
& \left.+\emptyset^{3 R N}\left(r_{i(23)}^{3}\right)_{3} T_{2} M_{i(23)} l_{2}\right\}=M_{N}^{3} \ddot{q}_{N}^{3}+C_{N}^{3} \dot{q}_{N}^{3}+K_{N}^{3} q_{N}^{3} \tag{8-38}
\end{align*}
$$

$$
\varphi_{5 e}^{5 R N} T_{5 e}+\varphi_{5 e}^{5 T N} F_{5 e}-{\underset{i=1}{k}\left\{\varphi^{5 T N}\left(r_{i(25)}^{5}\right) 5^{T} T_{2} F_{i(25)} l_{2}\right\}}^{2}
$$

$$
\left.+\varphi^{5 T N}\left(r_{i(25)}^{5}\right){ }_{5}{ }^{T} M_{i} M_{i(25)} l_{2}\right\}=M_{N}^{5}{\dot{a_{N}}}_{N_{N}^{5}+C_{N}^{5}} \dot{q}_{N}^{5}+K_{N}^{5} q_{N}^{5}
$$

(8-40)

| 8.5 | NOMENCLATURE |
| :---: | :---: |
| $\rho^{j}$ | ```= Vector from inertial point to instantaneous center (C.M.) of body j j - 1,2,...5``` |
| $\rho_{0}$ | $=$ Vector from inertial point to instantaneous C.M. of vehicle system |
| $\mathrm{R}_{\mathrm{j}}$ | $=$ Vector from center of mass of total vehicle system to the instantaneous C.M. of body $j \mathrm{j}=1,2, \ldots 5$ |
| $\mathrm{r}_{1}^{1}$ | $=$ Vector from rigid body C.M. of body 1 to C.M. of the connection subelement between bodies 1 and 2 contained in body 1 when it is in an undeformed state |
| $\mathrm{r}_{2}^{2}$ | $=$ Vector from the C.M. of the connection subelement <br> between bodies 1 and 2 contained in body 2 to the C.M. of body 2 when it is in an undeformed state |
| $\mathrm{r}_{3}^{2}$ | $=$ Vector from the C.M. of body 2 to the C.M. of the connection subelement between bodies 2 and 3 contained in body 2 when in an undeformed state |
| $\mathrm{r}_{4}^{3}$ | $=$ Vector from the C.M. of the connection subelement between bodies 2 and 3 contained in body 3 to the C.M. of body 3 when it is in an undeformed state |
| $\mathrm{r}_{6}^{2}$ | $=$ Vector from the C.M. of body 2 to the connection subelement between bodies 2 and 5 contained in body 2 when it, is in an undeformed state |
| $\mathrm{r}_{7}^{5}$ | $\Rightarrow$ ector from the C.M. of the connection subelement between bodies 2 and 5 contained in body 5 to the C.M. of body 5 when it is in undeformed state |

$=$ Vector from the C.M. of body 2 to the C.M. of the connection subelement between bodies 2 and 4 contained in body 2 when it is in an undeformed state
$r_{9}^{4} \quad=\quad$ Vector from the $C . M$. of the connection subelement between bodies 2 and 4 contained in body 4 to the C.M. of body 4 when it is in its undeformed state
$\mu^{j}\left(r_{k}\right)=$ Linear deformation of body " $j$ " at the $r_{k}$ location in body " j " referenced to the C.M. of body " j " when in an undeformed state
$\mu_{o}^{j} \quad=\quad$ Vector from the C.M. of body $j$ when in an undeformed state to the instantaneous C.M. of body " j "
$\delta_{j 1}^{j} \quad=\quad$ Vector from the C.M. of the connection subelement between bodies " $j$ " and " 1 " contained in body " $j$ " to the actual connec.ion point between the two bodies
$\dot{\gamma}^{j}\left(r_{k}\right)=$ Angular rate due to deformation of body " $j$ " at location $r_{k}$
This rate is expressed in rigid body coordinates of body "j"
$\mathrm{m}_{\mathrm{j}} \quad=$ Mass of body j
$m_{k}^{j} \quad=$ Mass of $k^{\text {th }}$ subelement of body $j$
$j^{\mathrm{T}} \mathrm{k}=$ Transformation from the $k^{\text {th }}$ subelement coordinates to rigid body coordinates (i.e., when body $j$ is undeformed) of body $j$

| ${ }_{j} \mathrm{~T}_{1}$ | $=$ Transformation from rigid body coordinates of body "l" to rigid body coordinates of body "j" |
| :---: | :---: |
| $F_{j e}$ | = External force applied to body "j" |
| Tje | = External torque applied to body " j " |
| $\phi_{\left(r_{k}\right)}^{j R N}$ | $\begin{aligned} = & \text { Nx3 matrix of rotational modal gains of body "j"at } \\ & \text { location } r_{k} \end{aligned}$ |
| $\phi_{\phi\left(r_{k}\right)}^{j T N}$ | $=$ Nx3 matrix of translational modal gains of body "j" at location $r_{k}$ |
| $\underset{M_{N}^{j}}{j}$ | $=\mathrm{NxN}$ diagonal mass matrix for body "j" |
| $\mathrm{C}_{\mathrm{N}}^{\mathrm{j}}$ | = NxN diagonal damping matrix for body "j" |
| $K_{N}^{J}$ | $=$ NxN diagonal stiffness matrix for body "j" |
| $\mathrm{q}_{\mathrm{N}}^{\mathrm{j}}$ | $=N^{\text {th }}$ modal coordinate for body " j " |
| $M_{c j l}$ | $=$ Constraint torque between bodies " j " and " 1 " |
| $\mathrm{F}_{\mathrm{cjl}}$ | $=$ Constraint force between bodies " j " and " 1 " |
| $\mathrm{D}_{2 j}$ | ```= Distance from the instantaneous C.M. of body 2 to the instantaneous C.M. of body "j"``` |
| $\omega_{k}$ | $=$ Inertial rate of subelement k |
| $\delta_{k}^{j}$ | ```= Vector from C.M. of subelement "k" to differential mass located in subelement k``` |

$$
\begin{aligned}
\rho_{i(j 1)}^{j}= & \text { Distance from inertial point to the } C . M . \text { of the } \\
& \text { connection subelement at the } i \text { th connection point } \\
& \text { between bodies " } j \text { " and " } 1 \text { " contained in body " } j \text { " }
\end{aligned}
$$

$\rho_{i(j l)}^{1}=$ Distance from inertial point to the C.M. of the connection subelement at the $i^{\text {th }}$ connection point between bodies " j " and " l " contained in body " l "

Distance from C.M. of the connection subelement contrained in body " $j$ " at the $i^{\text {th }}$ connection point between bodies " $j$ " and " 1 " tc the actual point of connection between the two bodies
$\delta_{i(j l)}^{l}=$ Distance from C.M. of the connection subelement contrained in body " 1 " at the $i{ }^{\text {th }}$ connection point between bodies " $j$ " and " $l$ " to the actual point of connection between the two bodies
$R_{i(j l)}^{j}=$ Distance from the composite C.M. of the connection subelements contained in bodies " $j$ " and " $l$ " at the $i{ }^{\text {th }}$ connection point to the C.M. of the connection subelement contained in body " $j$ "
$R_{i(j l)}^{1}=$ Distance from the composite C.M. of the connection subelements contained in bodies " $j$ " and " 1 " at the $i^{\text {th }}$ connection point to the C.M. of the connection subelement contained in body " 1 "
$\mu_{i(j l)}^{j}=$ Linear motion of the C.M. of the connection subelement contained in body " $j$ " at the $i{ }^{\text {th }}$ connection point between bodies " $j$ " and " $l$ " due to structural deformation

$$
\begin{aligned}
& \begin{aligned}
\mu_{1(j 1)}^{1}= & \text { Linear motion of the C.M. of the connection subelement } \\
& \text { contained in body " } 1 \text { " at the } 1 \text { th connection point } \\
& \text { between bodies " } j \text { " and " } 1 \text { " due to structural deformation }
\end{aligned} \\
& r_{i(j l)}^{j}=\text { Angular rotation of the connection subelement contained } \\
& \text { in body " } j \text { " at the } i^{\text {th }} \text { connection point between bodies } \\
& \text { " } \mathrm{J} \text { " and " } 1 \text { " due to structural deformation } \\
& \gamma_{i(j 1)}^{\frac{1}{2}}=\text { Angular rotation of the connection subelement contained } \\
& \text { in body " } 1 \text { " at the } i{ }^{\text {th }} \text { connection point between bodies } \\
& \text { " } \mathrm{J} \text { " and " } \mathrm{l} \text { " due to structural deformation } \\
& r_{i(j 1)}^{j}=\text { Location of the C.M. of the connection subelement } \\
& \text { contained in body " } j \text { " at the } i^{\text {th }} \text { connection point } \\
& \text { between bodies " } j \text { " and "l" with respect to the rigid } \\
& \text { body C.M. of body " } j \text { " }
\end{aligned}
$$

## SECTION 9

9.0 CONCLUSIONS AND RECOMMENDATIONS
9.1 INTRODUCTION

A brief summary of conclusions and rerommendations are condensed in the following paragraphs.

### 9.2 MISSION PROFILE

A mission profile, defining module locations and mass properties, was supplied in the RFQ. Operational requirements of the Space Construction Base were nonexistent in this data package and certain assumptions were made regarding its operation and performance requirements. These many requirements are tabulated in section 2 and were used as a baseline fcr subsequent studies described in sections 3 through 8.

### 9.3 ACTUATOR SIZING

Skylab-type double-ginbal control moment gyro (DG CMG) units are recommended as the primary actuators. When using minimum angular momentum orientations in each configuration, the maximum number of DG CMG's is 24 (see Table 3-12). This is true when the alternate "non-rolling" approach is used for solar pointing the panels during the $X$ local vertical orientation of configuration 12. Figure 3-7 indicates that the minimum average solar power efficiency would be $80.8 \%$, when $\beta=$ 36.1 degrees.

### 9.4 MOMENTUM DESATURATION

A momentum management approach is recommended which utilizes magnetic torquing as the primary desaturation system for configurations 1 through $9 M$, with an RCS system available for backup desaturation during configurations 8 M and 9 M (see Table 4-5).

In configurations 10 M and 11 M , the RCS system will take over as the primary desaturation system, and the magnetic torquing system previously available will be usable for assistance. This prevents the addition of extremely heavy supplementary magnetic torquing coils.

For the local vertical oriented configuration 12M, a fixed tilt gravity gradient desaturation approach eliminates the addition of heavier desaturation equipment. The RCS and magnetic torquing systems used during configurations 10 M and 11 M will then be available for assistance and backup desaturation at this point in the mission.
9.5 CONTROL SYSTEM APPROACH

Review of control system requirements has pinpointed certain features which will require special attention during the remainder of the study. These include:
(1) low sensitivity to model uncertainty; (2) adaptability to configuration changes; (3) int $\in$ rmodule statabjlity; and (4) high system integrity with respect to component failures. The functions of: (1) control coordination and (2) intermodule and appendage control require special attention due to their uniqueness in this application.

Study conclusions relative to concept studies are:

1. Much of the control system for the Space Construction Base will consist of elements similar to other satellites. However, there are two parts which are quite different: module and appendage stability control and the vehicle control coordinator.
2. Coupling control should include two modes: artificial stiffening for use during a maneuver and decoupling for use in stabilizing a given attitude.
3. Coupling control should be used selectively based on the payoff in performance improvement and the impact on actuator requirements.
4. Rotary torquers may be used for coupling control actuators - including locations where CMGs may not be used.
5. Artificial damping of structural modes may be difficult to achieve, considering model uncertainty. If this feature is required, it may be necessary to include adaptive notch or bandpass filters in the design in order to achieve significant damping over the range of structural dynamics.
6. Redundant sensors will be required due to the shifting cf structural modes during buildup.
7. A vehicle control coordinator will be required to select sensors and adjust control parameters as the nonfiguration changes.

The recommendations are: (1) continuation of this study should place emphasis on the vehicle control coordinator and the appendage and module stabilizing control with particular attention to minimizing sensitivity to modeling errors, and (2) there should be a separate effort to evaluate simple sensors such as strain gages and optical devices for measuring relative angles and angle rates.
9.6 DIGITAL SIMULATION

Two models are being simulated on a digital computer. One is a three dimensional representation of Configuration 1 of the Space Construction Base. The other is a much simpler one dimensional model. Although a hybrid coordinate model may be useful with uncontrolled flexible appendages, it would not be appropriate for coupling control studies. The selected models are satisfactory for the present work.
9.7 MULTILEVEL CONTROL
9.7.1 Results

1. The 12 configurations of the Space Construction Base mathematical model developed by Bendix Research Laboratories have been recast into decomposed state variable forms each of which consists of a set of decoupled scalar first order ordinary differential equations and a set of algebraic equations.
2. The decomposed state variable form of the mathematical model representing each of the configurations of the Space Construction Base without control is comprised of two sets of equations: translational equations and rotational equations.
3. The requirement that each of the state variables be either observable or reconstructed should be investigated with respect to its effect on required computer capacity.
4. Should the required computer capacity be excessive, a new set of models for the 12 configurations of the Space Construction Base may have to be developed. One of the more promising approaches appears to involve the combination of hybrid coordinates with multilevel control techniques.
5. The multilevel control algorithms developed for the decomposed state variable model of the Space Construction Base should be transformed in such a way that they may be applied to the discrete rigid body simulation model at Bendix Research Laboratories.
6. Expansion of the elements of the quadratic coefficient matrices appearing in the coordination equations involves large numbers of terms. More efficient algebraic methods for such expansions need to be developed.
9.8 STRUCTURAL ANALYSIS OF FLEXIBLE BODY CHARACTERISTICS The flexible body characteristics for a series of interconnected bodies have been modelled in a free-free modal form that permits large angular rotations between contiguous bodies to accommodate large deflections during deployment and operations. The technique applied provides a basis for generation of a more efficient computer program with a higher degree of fidelity than those
presently being used. The unique feature of this technique is that the overall characteristics of a large space vehicle may be determined by combining the measured (or derived) characteristics of the smaller modules of which it is comprised. The method developed also should allow truncation of substructure modes before assembly of the total vehicle model.

Recommendations concerning the developed mathematical model using the above technique are the following:
a. Investigate the validity of truncation of modes.
b. Establish criteria by which satisfactory truncations can be accomplished.
c. Validate the model by applying it to a known space vehicle such as Skylab or Saturn.
d. Continue to develop the model in such a way that the application to any $N$-body spacecraft will be simple and modular.
e. Develop a general computer program for the model.

$$
\text { gs. }_{5} 9-5, \ldots
$$
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#### Abstract

This memorandum presents a sixty-six degree of freedom mathematical model of the space base incorporating all twelve buildup configurations. A computer simulation of this model is being developed for use in designing and evaluating feasible space base control systems.


### 1.0 INTRODUCTION

### 1.1 Background

This memorandum is written under the Bendix Research Laboratories (BRL) tactical program, "Space Base Support," Project 7648, Work Order Number 7318, Simulation Model Development. The memorandum documents the effort accomplished to date in ceveloping a mathematical model of the space base. A computer simulation will be defined from this mathematical model to aid in the development and evaluation of feasible space base control systems.

### 1.2 Objectives

The objective of the Simulation Model Development effort is to define the equations for a digital computer simulation. The model may be used to examine the stabilization and control of the buildup and assembly phase. A specific objective is to structure the model so as to allow, by appropriate parameter inputs, any of the twelve interim vehicle configurations to be studied. The model must be capable of distributing sensors and actuators about the space base and of including short-term external disturbances such as those caused
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by docking. Vehicle flexibility must also be incorporated in the model. For purposes of studying vernier control system one module must be loosely coupled via a six degree of freedom suspension to the remainder of the space base.

### 1.3 Scope

This memorandum derives the equations of motion of the twelve space base configurations. It is assumed that each configuration consists of a series of rigid bodies connected by a spring hinge suspension. The flexibility of the solar wings are included by this method.

Each Space Base configuration is defined in terms of the number of rigid bodies assumed, the modules contained in each rigid body, and the location of the spring hinges.

The suspension equations are defined and provisions are made for external forces and torques on each body. Actuator forces and torques on each body are a'so provided but the cuntrol system equations are not included as they are yet to be developed.
2.0 NOTATION

The notation used in this memorandum is defined below.

| Symbol | Definition |
| :---: | :---: |
| ${ }^{\text {ij }}$ | Elements on the left side of the equations of motion matrix. |
| $b_{i}$ | Elements on the right side of the equations of motion matrix. |
| $\mathrm{C}_{\text {Sij }}$ | Spring damping coefficient of the suspension torque vector of body $j$ on body $i$. |
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## Definition

Actuator force vector on body 1 .
External force vector on body $i$
$F_{i}=F_{a i}+F_{e i}$
Time derivative of the angular momentum vector of body 1 .

Inertia tensor of body $i$.
Moments of inertia of body i.
Products of inertia of body 1.

Moments of inertia of the space base modules.
Spring stiffness coefficient of the suspension torque vector of body $i$ on body $j$.

Components of spring stiffness coefficient.
Quantity in the equations of motion that is
a function of only $m_{i}, R_{i j}$, and $\dot{山}_{i}$.
Mass of body i.
Mass of a space base module.
Total mass of space base.

Quantity in the equation of motion that is a function of only $m_{i}, R_{i j}$ and $w_{i}$.
Hinge point 1.
Coordinates of the $j^{\text {th }}$ hinge point with respect to the space base coordinate system.
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Definition

Position vector from the center of mass of body $i$ to the point of application of the actuator force.

Position vector from the center of mass of body i to the point of application of the external force.

Linear acceleration vector of body $i$ with respect to inertial space.

Position vector of hinge point $j$ with respect to the center of mass of body $i$.

Components of the $R_{i j}$ position vector in the body i coordinate system.

Suspension force vector of body $j$ on body $i$.
Actuator torque vector on body $i$.
External torque vector on body $i$.
Moments resulting from the external and actuator forces and moments.

Suspension torque vector of body $j$ on body $i$. Torque motor input.

Coordinate transformation from body ito body $j$.
Components of the position vector of the composite center of mass of body 1 measured with respect to the space base coordinate system.
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Symbol.
$x_{M}{ }^{4} y_{M} \cdot{ }^{2}$
$a_{i j}$
${ }^{B}{ }_{i j}$
$\Delta \omega_{i j}$
${ }^{\Delta \omega_{i j x}}{ }^{\Delta \omega_{i j y}}, \Delta \omega_{i j z}$
$\Delta \phi_{i j}, \Delta \theta_{i j}, \Delta \psi_{i j}$
$\dot{\Delta \phi_{i j}}, \dot{\Delta \theta_{i j}}, \dot{\Delta} \psi_{i j}$
$\phi_{1}, \theta_{1}, \psi_{i}$
$\dot{\phi}_{i}, \dot{\theta}_{i}, \dot{\psi}_{i}$
$\omega_{i}$
$\dot{\omega}_{i}$
$\omega_{i x}, \omega_{i y},{ }^{\omega}{ }_{i z}$
$\dot{\omega}_{i x}, \dot{\omega}_{i y}, \dot{\omega}_{i z}$

## Definition

Components of the position vector of the center of mass a space base module measured with respect to the space base coordinate system.
$\dot{\omega}_{i} \times R_{i j}$
$\omega_{i} \times\left(\omega_{i} \times R_{i j}\right)$
Angular velocity vector of body $f$ measured with respect to body 1.

Components of the vector $\Delta \omega_{i f}$ in the body $j$ coordinate system.

Euler angles of body $j$ measured with respect to body $i$.

Euler angle rates of body $f$ with respect to body i.

Euler angles of body 1 measured with respect to inertial space.

Euler angle rates of body $i$ measured with respect to inertial space.

Angular rate vector of body 1 .
Angular acceleration vector of body i.
Components of vector $\omega_{i}$ in body $i$ coordinates.
Components of vector $\dot{\omega}_{i}$ in body $i$ coordinates.
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Symbol
BFM1

CCM

DMi
ETi

HMi

KW'A

KWB

Kl.S

LMi

MPi

MSM

Pi

PSP

SMi

SPM

SWA

SWB

TAI

## Definition

Letrer No.
$\square$

Beam Fabrication Module 1.
Construction Control Module 1 .
Docking Module i.
External Tank 1.
Habitability Module i.
150 KW Solar Wing A
150 KW Solar Wing B.
150 KW Subsystem.
Logistics Module 1.
Manipulator i.
Mission Support Module.
Pallet i .
Public Service Plate.
Subsystem Module 1.

Space Processing Module.
Solar Wing A.
Solar Wing B.

Turre:t dssembly 1.
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### 3.0 DERIVATTON OF EQUATIONS

### 3.1 General

The Space Base is assumed to be divided up in a group of rigid bodies connected by spring hinge suspensions. It is assembled, starting with the baseline Configuration 1 , by adding on additiunal modules. As other modules are added, a tocal of twelve configurations are defined. This section defines for each configuration the number of rigid bodies assumed in model derivation, the modules comprising each rigid body, and the location of the spring hinges.

The degrees of freedom are also defined in this section along with derivation of the equations of motion. Coordinate transformations relating vector components to the various body coordinate systems are defined. Euler anglt rate and suspension equations are also presented.

A block diagram of the overall mathematical model is shown in Figure 1.

### 3.2 Description of the Configurations

The Space Base buildup consists of series of twelve configurations. Each configuration is divided up into a group of rigid bodies. Table 1 iists the nurier of rigit bodies assumed for each configuration.

Each rigid body is a collection of modules or part of a module. For example, solar wing $A$ is divided into two rigid bodies. Table 2 defines the breakdown of the rigid bodies and modules for each configuration.
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Table 1

Configuration Number of Rigid Bodies
$1 \quad 5$
26
$3 \quad 7$
48
$5 \quad 8$
$6 \quad 8$
$7 \quad 8$
$8 \quad 10$
$9 \quad 10$
1019
1120
1220
rigure 2 presents a topological tree that shows how the rigid bodies are connected. A single line drawn between bodies indicates a three degree of freedom spring hinge suspension. A double line indicates a six degree of freedom suspension.

Figure 3 shows a sketch of the space base and locates all of the spring hinges.

### 3.3 Degrees of Freedom

As shown in Figure 2, a three degree of freedom hinge is assumed between each body except bodies 1 and 8 . These two bodies are assumed to be connected by a six degree of freedom suspension. As a result, the total degrees of freedom for each configuratior are defined as shown in Table 3.

$$
\begin{aligned}
& \text { REPRODUCIBRMIT OF THL } \\
& \text { ORIGNAL PAGF } 1 \text { ROOZ }
\end{aligned}
$$

Table 2 - Breakdown of Space Base Modules and Bodles

| Configuretion | Rigit Badies |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 264 | 365 | 6 | 7 | B | 9 | 10 | 11 | 12,14 16,18 | 13.15 17.19 | 20 |
| 1 | SM1 <br> TA1 <br> HM1 <br> DH1 | SWA | SWT | --- | --- | --- | -- | --- | --- | $\ldots$ | --- | --- |
| 2 | $\begin{aligned} & \text { Same } \\ & \text { +LM1 } \end{aligned}$ | Same | Same | $\begin{aligned} & \text { MSM } \\ & \text { DM2 } \end{aligned}$ | --- | --* | --- | --- | --- | --- | -- | - |
| 3 | Same | Same | Same | Same | SPM | --- | - | - | -- | --- | -~- | --- |
| 2 | $\begin{aligned} & \text { Same } \\ & \text { +PI } \end{aligned}$ | Same | Same | Same | Same | P2 | --- | --- | --- | --- | - | -- |
| 5 | Same | Same | Same | Same +L.M2 L.M3 | Same | Same | --- | --- | - | --- | --- | -- |
| 6 | Same +SM2 SH3 HM2 HM3 | Same | Same | Same | Same | Same | --- | -- | --- | --- | --- | --- |
| 7 | Same | Some | Same | Same | $\begin{aligned} & \text { Same } \\ & \text { +CCM } \end{aligned}$ | Same | - | --- | --- | - | --- | - |
| 8 | Same | Same | Same | Same | $\begin{aligned} & \text { Same } \\ & \text { +DM3 } \end{aligned}$ | Same | DMS <br> TA] <br> MT2 <br> FTI | DM4 TA2 MPI | --- | --- | --- | --- |
| 9 | Same | Same | Same | Same | Seme | Same | $\begin{aligned} & \text { Same } \\ & \text { +BFM! } \end{aligned}$ | $\begin{aligned} & \text { Same } \\ & \text { +F.T2 } \end{aligned}$ | --- | --- | --- | --- |
| 10 | Same | Same | Same | Same | Same | Same | Same +AFM2 | Same | KWS | KWA | KWh | --- |
| 11 | Same | Same | Same | Same | Same | Same | Same | Same | Same | Same | Same | I.M4 |
| 12 | Same | Same | Same | Snme | Snme | $\bullet$ ame | Same <br> ( $\mathrm{RFM}^{\prime}$. <br> In diff <br> mosition) | Same | Same | Same | Samp | $\begin{aligned} & \text { Same } \\ & -1, M 4 \\ & +F S E \end{aligned}$ |
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Table 3 - Degrees of Freer:

| Configuration | Degrees of Freedom |  |  |
| :---: | :---: | :---: | :---: |
|  | Translational | Rotational | Total |
| 1 | 3 | 15 | 18 |
| 2 | 3 | 18 | 21 |
| 3 | 3 | 21 | 24 |
| 4 | 6 | 24 | 30 |
| 5 | 6 | 24 | 30 |
| 6 | 6 | 24 | 30 |
| 7 | 6 | 24 | 30 |
| 8 | 6 | 30 | 36 |
| 9 | 6 | 30 | 36 |
| 10 | 6 | 57 | 63 |
| 11 | 6 | 60 | 66 |
| 12 | 6 | 60 | 66 |

### 3.4 Equations of Motion

### 3.4.1 Translational Equations

The translational equations of motion for each rigid body is derived by equating the mass $m_{i}$ times the linear acceleration vector $\ddot{R}_{i}$ to the rum of the force vectors (suspension forces $S_{i j}$ and external $F_{e i}$ anu actuator $F_{a i}$ forces; $F_{i}=F_{e i}+F_{a i}$ ) acting on the body. Herce,

$$
\begin{align*}
& m_{1} \ddot{R}_{1}=-S_{12}-S_{13}-S_{16}-S_{18}-S_{1,11}+F_{1}  \tag{1}\\
& m_{2} \ddot{R}_{2}=S_{12}-S_{24}+F_{2} \tag{2}
\end{align*}
$$
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$$
\begin{align*}
& m_{18} \ddot{R}_{18}=S_{16,18}+F_{18}  \tag{18}\\
& m_{19} \ddot{R}_{19}=S_{17,19}+F_{19}  \tag{19}\\
& m_{20} \ddot{R}_{20}=S_{7,20}+F_{20} \tag{20}
\end{align*}
$$

The linear acceleration of body $2\left(\ddot{R}_{2}\right)$ can be expressed in terms of the linear acceleration of body $1\left(R_{1}\right)$ and the angular accelerations of body $1\left(\dot{\omega}_{1}\right)$ and body $2\left(\dot{\omega}_{2}\right)$, i.e.,

$$
\begin{equation*}
\ddot{R}_{2}=\ddot{R}_{1}+\dot{\omega}_{1} \times R_{12}-\dot{\omega}_{2} \times R_{22}+\omega_{1} \times\left(\omega_{1} \times R_{12}\right)-\omega_{2} \times\left(\omega_{2} \times R_{22}\right) \tag{21}
\end{equation*}
$$

where $R_{i j}$ is the vector from the center of mass of body $i$ to the $j^{\text {th }}$ hinge point. The linear acceleration of the other bodies can be expressed in the same manner.

Summing equations (1) through (20) excluding (8) and substituting equations like (2!yields an expression for $R_{1}$, i.e.,

$$
\begin{equation*}
\ddot{R}_{1}=\frac{1}{\Sigma M}\left[\Sigma F-S_{18}-N-L\right]- \tag{22}
\end{equation*}
$$

where

$$
\begin{align*}
& \Sigma M=\sum_{i=1}^{20} m_{i}-m_{8}  \tag{23}\\
& \Sigma F=\sum_{i=1}^{20} F_{i}-F_{8} \tag{24}
\end{align*}
$$
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and

$$
\begin{equation*}
\beta_{i j}=\omega_{j} \times\left(\omega_{i} \times R_{i j}\right) \tag{26}
\end{equation*}
$$

Then $L$ and $N$ are functions of $m_{i}, \alpha_{i j}$, and $\beta_{i j}$, i.e.,

$$
\begin{align*}
& L=f\left(m_{i}, \alpha_{i j}\right)  \tag{27}\\
& N=f\left(m_{i}, \beta_{i j}\right) \tag{28}
\end{align*}
$$

As a result, the linear acceleration $\ddot{\mathrm{R}}_{1}$ can be written in terms of $m_{i}, R_{i j}, F_{e i}, F_{a i}, S_{18}, \dot{\omega}_{i}$, and $\omega_{i}$. The quantities $m_{i}$ and $R_{i j}$ are given constants, $F_{e i}$ is a given external input, $F_{a i}$ is control system output, $\mathrm{S}_{18}$ is a suspension force output, $\omega_{i}$ is the integral of $\dot{\omega}_{i}$, and finally $\dot{\omega}_{i}$ is determined in the following section which derives the rotational equations of motion.

The suspension forces $S_{i j}$ are needed for the rotational equations of motion. They are given by

$$
\begin{equation*}
S_{i j}=f\left(m_{i}, F_{i}, \alpha_{i j}, B_{i j}\right) \tag{29}
\end{equation*}
$$

The linear acceleration of body 8 is given $v$

$$
\begin{equation*}
\ddot{R}_{8}=\frac{1}{m_{8}}\left[S_{1 R}+F_{8}\right] \tag{30}
\end{equation*}
$$
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### 3.4.2 Rotational Equations

The rotational equations of motion for each rigid body is derived by equating the rate of change of angular momentum to the sum of the moment vectors acting on each body. The rate of change of angular momentum $\dot{h}_{i}$ is defined by

$$
\begin{equation*}
\dot{h}_{i}=I_{i} \dot{\omega}_{i}+\omega_{2} x I_{i} \omega_{i} \tag{31}
\end{equation*}
$$

where $I_{i}$ is the inertia tensor

$$
I_{i}=\left(\begin{array}{ccc}
I_{X i} & -I_{X Y i} & -I_{X Z i}  \tag{32}\\
-I_{X Y i} & I_{Y i} & -I_{Y Z i} \\
-I_{X Z i} & -I_{Y Z i} & I_{Z i}
\end{array}\right)
$$

Then for each body

$$
\begin{align*}
\dot{h}_{1} & =-R_{12} \times S_{12}-R_{13} \times S_{13}-R_{1,11} \times S_{1,11}-R_{16} \times S_{16} \\
& -R_{18} \times S_{18}-T_{S 12}-T_{S 13}-T_{S 16}-T_{S 1,11}-T_{S 18}+T_{1}  \tag{33}\\
\dot{h}_{2} & =R_{22} \times S_{12}-R_{24} \times S_{24}+T_{S 12}-T_{S 24}+T_{2}  \tag{34}\\
\dot{h}_{3} & =R_{33} \times S_{13}-R_{35} \times S_{35}+T_{S 13}-T_{S 35}+T_{3}  \tag{35}\\
\dot{h}_{4} & =R_{44} \times S_{24}+T_{S 24}+T_{4}  \tag{36}\\
\dot{h}_{5} & =R_{55} \times S_{35}+T_{S 35}+T_{5} \tag{37}
\end{align*}
$$
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$$
\begin{align*}
\dot{h}_{6} & =R_{66} \times S_{16}-R_{67} \times S_{67}+T_{S 16}-T_{S 67}+T_{6}  \tag{38}\\
\dot{h}_{7} & =R_{77} \times S_{67}-R_{79} \times S_{79}-R_{7,10} \times S_{7,10}-R_{7,20} \times S_{7,20} \\
& +T_{S 67}-T_{S 79}-T_{S 7,10}-T_{S 7,20}+T_{7}  \tag{39}\\
\dot{h}_{8} & =R_{88} \times S_{18}+T_{S 18}+T_{8}  \tag{40}\\
\dot{h}_{9} & =R_{99} \times S_{79}+T_{S 79}+T_{9}  \tag{41}\\
\dot{h}_{10} & =R_{10,10} \times S_{7,10}+T_{S 7,10}+T_{10}  \tag{42}\\
\dot{h}_{11}= & R_{11,11} \times S_{1,11}-R_{11,12} \times S_{11,12}-R_{11,13} \times S_{11,13} \\
& +T_{S 1,11}-T_{S 11,12}-T_{S 11,13}+T_{11}  \tag{43}\\
\dot{h}_{12} & =R_{12,12} \times S_{11,12}-R_{12,14} \times S_{12,14}+T_{S 11,12} \\
& -T_{S 12,14}+T_{12}  \tag{44}\\
\dot{h}_{13} & =R_{13,13} \times S_{11,13}-R_{13,15} \times S_{13,15}+T_{S 11,13} \\
& -T_{S 13,15}+T_{13}  \tag{45}\\
\dot{h}_{14} & =R_{14,14} \times S_{12,14}-R_{14,16} \times S_{14,16}+T_{S 12,14} \\
& -T_{S 14,16}+T_{14} \tag{46}
\end{align*}
$$
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$$
\begin{align*}
\text { Page } \begin{aligned}
& 19 \\
& \dot{h}_{15}=R_{15,15} \times S_{13,15}-R_{15,17} \times S_{15,17}+T_{S 13,15} \\
&-T_{S 15,17}+T_{15} \\
& \dot{h}_{16}=R_{16,16} \times S_{14,16}-R_{16,18} \times S_{16,18}+T_{S 14,16} \\
&-T_{S 16,18}+T_{16} \\
&-T_{S 17,19}+T_{17} \\
& \dot{h}_{17}=R_{17,17} \times S_{15,17}-R_{17,19} \times S_{17,19}+T_{S 15,17} \\
& \dot{h}_{18}=R_{18,18} \times S_{16,18}+T_{S 16,18}+T_{18} \\
& \dot{h}_{19}=R_{19,19} \times S_{17,19}+T_{S 17,19}+T_{19} \\
& \dot{h}_{20}=R_{20,20} \times S_{7,20}+T_{S 7,20}+T_{20}
\end{aligned} \\
\end{align*}
$$

where $T_{i}$ are moments resulting from the exteral and actuator forces and moments, i.e.,

$$
\begin{equation*}
T_{i}=R_{e i} \times F_{e i}+R_{a i} \times F_{a i}+T_{a i}+T_{e i} \tag{53}
\end{equation*}
$$

and where $T_{\text {Sij }}$ is the spring hinge torque vector of body $j$ on body $i$.
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These equations can be manipulated into a scalar matrix of the following form:
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where the elements $a_{i j}$ are functions of $m_{i}, R_{i j}, I_{X_{i 1}}, I_{Y i}, I_{Z i}$, $I_{X Y 1}, I_{X Z I}, I_{Y Z i}, \phi_{1}, \theta_{i}$, and $\psi_{i}$. The quantities $\phi_{1}, \theta_{i}$, and $\psi_{i}$ are the Euler angles of body $i$.

The eiements $b_{i}$ are functions of the same
quantities as $a_{i j}$ along with $F_{e i}, F_{a 1}, T_{e i}, T_{a 1}, S_{18}, \omega_{i}, T_{S i j}$, $R_{a i}$, and $R_{e i}$.

Inverting the matrix provides the solution for the components of angular-acceleration ( $\dot{\omega}_{i x}, \dot{\omega}_{i y}, \dot{\omega}_{i z}$ ) for all the bodies except body 8 . The equation for the angular acceleration of body 8 is given by

$$
\begin{equation*}
I_{8} \dot{\omega}_{8}=F_{88} \times S_{18}+T_{S 18}+T_{8}-\omega_{8} \times I_{8} \omega_{8} \tag{55}
\end{equation*}
$$

### 3.5 Transformation of Coordinates

In order to expand the vector equations of motion, derived in the previous section, into scaler equations all the vectors in en equation must be expressed in a common coordinate system. As a result, provisions must be made to transform vector components from one body coordinate system to another. This is accomplished using the notation

$$
\left[\begin{array}{c}
\text { Vector }  \tag{56}\\
\text { Components } \\
\text { in dcdy } j \\
\text { Coordinates }
\end{array}\right]=\mathrm{g}_{1}\left[\begin{array}{c}
\text { Vector } \\
\text { Components } \\
\text { in Body } 1 \\
\text { Ccordinates }
\end{array}\right]
$$


 angle transformations. Hence, they are defined by
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$$
\begin{equation*}
j^{T}{ }_{i}=\left(\Delta \phi_{1 j}\right)\left(\Delta \theta_{1 j}\right)\left(\Delta \psi_{1 j}\right) \tag{57}
\end{equation*}
$$

where

$$
\begin{align*}
& \left(\Delta \phi_{i j}\right)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & i \phi_{i j} \\
0 & -\Delta \phi_{i j} & 1
\end{array}\right)  \tag{58}\\
& \left(\Delta \theta_{i j}\right)=\left(\begin{array}{ccc}
1 & 0 & -\Delta \theta_{i j} \\
0 & 1 & 0 \\
\Delta \theta_{i j} & 0 & 1
\end{array}\right)  \tag{59}\\
& \left(\Delta \psi_{i j}\right)=\left(\begin{array}{ccc}
1 & \Delta \psi_{i j} & 0 \\
-\Delta \psi_{i j} & 1 & 0 \\
0 & 0 & 1
\end{array}\right) \tag{60}
\end{align*}
$$

and where $\Delta \psi_{i j}, \Delta \theta_{1 j}$, and $\Delta \phi_{1 j}$ are the Euler angles of body $j$ wich respect to body 1 . Expanding

$$
j i_{i} *\left(\begin{array}{ccc}
1 & \Delta \psi_{i j} & -\Delta \theta_{i j}  \tag{jl}\\
-\Delta \psi_{i j} & 1 & \Delta \phi_{i j} \\
\Delta \theta_{i j} & -\Delta \theta_{i} & 1
\end{array}\right)
$$
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For bodies having a large angle articulation a different transformation is required. Hence the transformations $2^{T}{ }_{1}, 3^{T}{ }^{T}, 12^{T}{ }_{11}$ and $13^{\mathrm{T}} 11$ are defined by

$$
j^{T}=\left(\begin{array}{cc}
\cos \Delta \psi_{i j} & \sin \Delta \psi_{i j}  \tag{62}\\
-\sin \Delta \psi_{i j} & \cos \Delta \psi_{i j} \\
1 \theta_{i j} \cos \Delta \psi_{i j}+\Delta \phi_{i j} \sin \Delta \psi_{i j} & \Delta \theta_{i j} \sin \Delta \psi_{i j}-\Delta \phi_{i j} \cos \Delta \psi_{i j}
\end{array}\right.
$$

All other transformations car. be derived from those defined above.

### 3.6 Euler Angle Rate Equatiuns

re Euler angle rates $\left(\dot{\psi}_{i j}, \dot{\Delta \theta}_{i j}, \dot{\Delta \phi_{1 j}}\right)$ are $\because$ elated to the body anfulay rates $\Delta \omega_{i j}$ by the vector equation

$$
\begin{equation*}
\Delta \omega_{i j}=\left(\Delta \phi_{i j}\right)\left(\Delta \theta_{i j}\right) \Delta \dot{\psi}_{i j}+\left(\Delta \phi_{i j}\right) \dot{\Delta \theta_{i j}}+\dot{\Delta \phi_{i j}} \tag{63}
\end{equation*}
$$

Expanding into scalars

$$
\begin{align*}
{\left[\begin{array}{c}
\Delta \omega_{i j x} \\
\Delta \omega_{i j y} \\
\Delta \omega_{i j z}
\end{array}\right] } & =\left(\begin{array}{ccc}
1 & 0 & -\Delta \theta_{i j} \\
0 & 1 & \Delta \phi_{i j} \\
\Delta \theta_{i j} & -\Delta \phi_{i j} & 1
\end{array}\right)\left[\begin{array}{c}
0 \\
\rho \\
\Delta \psi_{i j}
\end{array}\right] \\
& +\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & \Delta \phi_{i j} \\
0 & -\Delta \phi_{i j} & 1
\end{array}\right)\left[\begin{array}{c}
0 \\
\Delta \theta_{i j} \\
0
\end{array}\right]+\left[\begin{array}{c}
\dot{\Delta \phi_{i j}} \\
0 \\
0
\end{array}\right] \tag{64}
\end{align*}
$$
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Solving for the Euler angle rates yield

$$
\begin{align*}
& \dot{\Delta \phi}_{i j}=\Delta \omega_{i j x}+\Delta \theta_{i j} \Delta \omega_{i j z}  \tag{65}\\
& \dot{\Delta \theta_{i j}}=\Delta \omega_{i j y}-\Delta \phi_{i j} \Delta \omega_{i j z}  \tag{66}\\
& \dot{\Delta i}_{i j}=\Delta \phi_{i j} \Delta \omega_{i j y}+\Delta \omega_{i j z} \tag{67}
\end{align*}
$$

where

$$
\begin{equation*}
\Delta \omega_{i j}=\omega_{j}-T_{i} \omega_{i} \tag{68}
\end{equation*}
$$

For body 1

$$
\begin{align*}
& \dot{\phi}_{1}=\omega_{1 x}+\theta_{1} \omega_{1 z}  \tag{69}\\
& \dot{\theta}_{1}=\omega_{1 y}-\phi_{1} \omega_{1 z}  \tag{70}\\
& \dot{\psi}_{1}=\phi_{1} \omega_{1 y}+\omega_{1 z} \tag{71}
\end{align*}
$$

### 3.7 Suspension Equations

The suspension torques $T_{S i j}$ generated by each of the spring hinges are assumed to be linear functions of the Euler angles ( $\Delta \psi_{i j}$, $\left.\Delta \theta_{i j}, \Delta \phi_{i j}\right)$ and the rates $\left(\Delta \omega_{i j x}, \Delta \omega_{i j y}, \Delta \omega_{i j z}\right), i . e .$,

$$
\begin{equation*}
T_{S i j x}=K_{S i j x} \Delta \phi_{i j}+C_{S i j x} \Delta \omega_{i j x} \tag{72}
\end{equation*}
$$

$$
\begin{align*}
& T_{S i j y}=K_{S i j y} \Delta \theta_{i j}+C_{S i j y} \Delta \omega_{i j y}  \tag{73}\\
& T_{S i j z}=K_{S i j z} \Delta \psi_{i j}+C_{S i j z} \Delta \omega_{i j z} \tag{74}
\end{align*}
$$

where $K_{S i j}$ and $C_{S i j}$ are the spring and damping co.istants.
For the bodies that have large articulation angles about the $z$ axis, the suspension corque is given by a torque motor, i.e.,

$$
\begin{equation*}
T_{S i j z}=T_{S i j m} \tag{75}
\end{equation*}
$$

where $T_{\text {Sijm }}$ is a torque motor input.
3.8 Equations for Computing the Composite

### 3.8.1 Composite Masses

The composite masses of the rigid bodies are computed simply by summing the masses $m_{M}$ of the modules comprising the rigid body, i.e.,

$$
\begin{equation*}
m_{i}=\Sigma m_{M} \tag{76}
\end{equation*}
$$

### 3.8.2 Inertja Tensor

The elements of the inertia tensor are computed as follows:

$$
\begin{align*}
& I_{X i}=\Sigma I_{X M}+\sum m_{M}\left[\left(y_{M}-y_{i}\right)^{2}+\left(z_{M}-z_{i}\right)^{2}\right]  \tag{77}\\
& I_{Y_{1}}=\Sigma I_{Y M}+\sum m_{M}\left[\left(x_{M}-x_{i}\right)^{2}+\left(z_{M}-z_{i}\right)^{2}\right] \tag{78}
\end{align*}
$$

$$
\begin{align*}
I_{Z i}=\Sigma I_{Z M} & +\sum m_{M}\left[\left(x_{M}-x_{i}\right)^{2}+\left(y_{M}-y_{i}\right)^{2}\right]  \tag{79}\\
I_{X Y i} & =\sum m_{M}\left(x_{M}-x_{i}\right)\left(y_{M}-y_{i}\right)  \tag{80}\\
I_{X Z i} & =\sum m_{M}\left(x_{m}-x_{i}\right)\left(z_{M}-z_{i}\right)  \tag{81}\\
I_{Y Z i} & =\sum m_{M}\left(y_{M}-y_{i}\right)\left(z_{M}-z_{i}\right) \tag{82}
\end{align*}
$$

where $X_{M}, y_{M}, z_{M}$ are the coordinates of the center of mass of module $M$ measured in the space base coordinate system and $x_{i}, y_{i}, z_{i}$ are the coordinates of the composite center of mass of body 1 measured in the space base coordinates.

### 3.8.3 Hinge Points

The hinge point components $R_{i j x}, R_{i j y}, R_{i j z}$ locate the hinge points $P_{j}$ with respect to the center of mass $m_{i}$ of the composite rigid body. The components are computed by

$$
\begin{align*}
& R_{i j x}=P_{j x}-x_{i}  \tag{83}\\
& R_{i j y}=P_{j y}-y_{i}  \tag{84}\\
& R_{i j z}=P_{j z}-z_{i} \tag{85}
\end{align*}
$$

### 3.8.4 Composite Center of Mass

The location of the composite center of inass of each body must be computed. The components $x_{i}, y_{i}, z_{i}$ are c~nputed by:
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$$
\begin{align*}
& x_{i}=\frac{1}{m_{i}} \sum m_{M} x_{M}  \tag{86}\\
& y_{i}=\frac{1}{m_{i}} \sum m_{M} y_{M}  \tag{87}\\
& z_{i}=\frac{1}{m_{i}} \sum m_{M} z_{M} \tag{88}
\end{align*}
$$
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## SUMMARY

This interim report describes some preliminary results concerning the application of the Multivariable Nyquist Array method to the design of an attitude control system for a flexible space vehicle. The system used in the study is the lightiy damped, three body model developed by Porcelli. With the exception of the open locp model description, the parameters resulting from the MNA design were obtained independent of the Porcelli control configuration. For design comparative purposes, an alternate single loop elimination design was made using root locus and Bode methods.

An initial application of the MNA program to the full order model of the space vehicle suggests a decoupling of the control objectives. This result was confirmed by a CSMP study of the open loop dynamics as well as by physical considerations. Using this result, a reduced order model was developed for the design of the control units for the flexible appendages. Application of the MNA program to the reduced order model clearly indicates a need for phase lead compensation in each control loop. A CSMP simulation Of the full order model with the Jecoupled control system design demonstrates the utility of the $M N A$ design metrod for flexible space vehicle systems.

## Section 1. INTRODUCTION


#### Abstract

A recent paper oy Porcelli [1] details a multi-loop attitude control system design for a flexible space vehicle using a three body model representation. Using the con =pt of mode separability, Porcelli shows that when some of the lightly damped closed loop dynamic modes are contained within the control system bandwidth, sustained oscillations may occur in the flexible appendages during cransient operations. To improve the dynamic response, a pair of auxiliary control loops are established to increase the structural damping by active means.

Since the main control loop is designed in accordance with the attitude control specifications, the auxiliary control loops may be designed independently. The design approach proposed by Porcelli initially ignores the flexible connections between the vehicle bodies. Each auxiliary loop design is then based upon the rigid body dynamics of the component body to which it is directly related. Recognizing the conservative aspects of this design approach, the auxidiary loop bandwidth is progressively decreased until an acceptable design is obtained. For the examples in [1], auxiliary loop bandwidths one decade below the bandwidth of the main control loop proved satisfactory.

The Porcelii method is useful when all dynemir modes attributed to the Elexible appendages are either within or exterior to the control bandwidth. The examples in [1] demonstrate both cases. Situations may arise, however, where some of the modes associated with the appendages are within the rain control bandwidth while other modes are exterior. is this situation, the design ajproach may not be quite as clear as in the former cases. Here it may be desira. le to have an appendage control unit which utilizes sensor


## information from each body simultaneously. This is particularly true if

 Physical considerations limit the position and number of appendage control units. Further considerations regarding $N$-body models may prove to be untractable using the Porcelli method. This would certainly be the case, for example, if the structural modes were highly interactive. Here the flexibie members could not be ignored in favor of a rigid body analysia and design, as required by the Porcelli method.As an alternative to the Porcelli method, a Multivariable Nyquist Array (MNA) design was initiated for the three body models in [1]. One distinctive feature of the MNA method is the utilization of the complete system model at each stage of the design procedure. Any simplifying ass:mptions in the model order or system characteristics, if any, are based exclusively on physical considerations. Thus, in terms of the satellite model, all flexible appendage modes are retained and accounted for.

The next section develops the mathematical model for the three body system. Section 3 briefly reviews the open loop dynamic conditions from a root locus viewpoint and outlines an alternative classical control design procedure by successive loop reductions. The CSMP runs using the Porcelli control configuration are also presented and compared with the alternate designs. Section 4 describes the MNA design for the lightly damped case.

## Section 2. MATHEMATICAL MCDEL

The system model for the flexible space vehicle is presented in Figure 1 Where all system components represented are considered tu be ideal elements.


Figure 1: Full Order Model for Attitude Control
The system inputs are represented by torque drivers $\mathcal{T}_{8}(t), \tau_{9}(t)$, and $\tau_{10}(t)$ with $\theta_{1}(t), \theta_{2}(t)$, and $\theta_{3}(t)$ selected as the measurable set of system outputs. Using the systems graph approach, figure 2, the following set of circuit and cutset equations are obtained:


Figure 2: System Graph

Circuit Equations

$$
\begin{aligned}
& \dot{\varphi}_{8}+\dot{\varphi}_{1}=0 \\
& \dot{\varphi}_{9}+\dot{\varphi}_{2}=0 \\
& \dot{\varphi}_{10}+\dot{\varphi}_{3}=0 \\
& \dot{\varphi}_{4}+\dot{\varphi}_{2}-\dot{\varphi}_{1}=0 \\
& \dot{\varphi}_{5}+\dot{\varphi}_{3}-\dot{\varphi}_{2}=0 \\
& \dot{\varphi}_{6}+\dot{\varphi}_{2}-\dot{\varphi}_{1}=0 \\
& \dot{\varphi}_{7}+\dot{\varphi}_{3}-\dot{\varphi}_{2}=0
\end{aligned}
$$

Cutset Equations

$$
\begin{aligned}
& T_{1}+T_{4}+T_{6}-T_{8}=0 \\
& T_{2}+T_{5}+T_{7}-T_{9}-T_{4}-T_{6}=0 \\
& T_{3}-T_{5}-T_{7}-T_{10}=0
\end{aligned}
$$

The component equations corresponding to Figure 1 are:

$$
\begin{array}{ll}
J_{i} \frac{d \theta_{i}}{d t}=T_{i} & i=1,2,3 \\
\frac{d T_{i}}{d t}=K_{i} \dot{\theta}_{i} & i=4,5 \\
T_{i}=B_{i} \dot{\theta}_{i} & i=6, ? \\
T_{i}-\text { drivers } & i=8,9,10 \tag{5}
\end{array}
$$

Selecting the state variables as $\dot{\theta}_{1}, \dot{\theta}_{2}, \dot{\theta}_{3}, T_{4}, T_{5}$ and $\theta_{1}$, the following state equations are obtained

$$
\begin{align*}
\frac{d \dot{\theta}_{1}}{d t}=\frac{T_{1}}{J_{1}} & =\frac{1}{J_{1}}\left[T_{B}-T_{4}-T_{6}\right]=\frac{1}{J_{1}}\left[T_{6}-T_{4}-B_{6}\left(\dot{\varphi}_{1}-\dot{\varphi}_{2}\right)\right] \\
\frac{d \dot{\varphi_{2}}}{d t}=\frac{T_{2}}{J_{2}} & =\frac{1}{J_{2}}\left[T_{9}+T_{4}+T_{0}-T_{5}-T_{7}\right] \\
& =\frac{1}{J_{2}}\left[T_{9}+T_{4}-T_{5}+B_{6}\left(\dot{\theta}_{1}-\dot{\varphi}_{2}\right)-B_{7}\left(\dot{\theta}_{2}-\dot{\theta}_{3}\right)\right]  \tag{6}\\
\frac{d \dot{\theta}_{3}}{d t}=\frac{T_{3}}{J_{3}} & =\frac{1}{J_{3}}\left[T_{10}+T_{5}+T_{7}\right]=\frac{1}{J_{3}}\left[T_{10}+T_{5}+B_{7}\left(\dot{\theta}_{2}-\dot{\theta}_{3}\right)\right]
\end{align*}
$$

$$
\begin{aligned}
& \frac{d t_{4}}{d t}=k_{4}\left(\dot{\theta}_{1}-\dot{\theta}_{2}\right) \\
& \frac{d T_{5}}{d t}=k_{5}\left(\dot{\theta}_{2}-\dot{\theta}_{3}\right) \\
& \frac{d \theta_{1}}{d t}=\dot{\theta}_{1}
\end{aligned}
$$

with output equations

$$
\begin{align*}
& \theta_{1}=\theta_{1} \\
& \theta_{2}=\theta_{1}-\frac{\tau_{4}}{X_{4}}  \tag{7}\\
& \theta_{3}=\theta_{1}-\frac{T_{4}}{X_{4}}-\frac{\tau_{5}}{X_{5}}
\end{align*}
$$

In vector form the above equations become

$$
\begin{align*}
\dot{x} & =A x+B u  \tag{8}\\
y & =C x \tag{9}
\end{align*}
$$

where

$$
A=\left[\begin{array}{cccccc}
-\frac{B_{6}}{J_{1}} & \frac{B_{6}}{J_{1}} & 0 & -\frac{1}{J_{1}} & 0 & 0 \\
\frac{B_{6}}{J_{2}} & -\left(\frac{B_{5}+B_{7}}{J_{2}}\right) & \frac{B_{7}}{J_{2}} & \frac{1}{J} & -\frac{1}{J_{2}} & \\
0 & \frac{B_{7}}{J_{3}} & -\frac{B_{7}}{J_{3}} & 0 & \frac{1}{J_{3}} & 0 \\
K_{4} & -K_{4} & 0 & 0 & 0 & 0 \\
0 & K_{5} & -K_{5} & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

$$
B=\left[\begin{array}{ccc}
\frac{1}{J_{1}} & 0 & 0  \tag{12}\\
0 & \frac{1}{J_{2}} & 0 \\
0 & 0 & \frac{1}{J_{3}} \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

$$
c=\left[\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 1  \tag{12}\\
0 & 0 & 0 & \frac{1}{x_{4}} & 0 & 1 \\
0 & 0 & 0 & -\frac{1}{x_{4}} & -\frac{1}{x_{5}} & 1
\end{array}\right]
$$

and

$$
x=\left[\begin{array}{c}
\dot{\theta}_{2}  \tag{13}\\
\dot{\theta}_{2} \\
\dot{\theta}_{3} \\
\tau_{4} \\
\tau_{5} \\
\theta_{1}
\end{array}\right]
$$



From [1] the model parameters for the lightly damped case ara

$$
\begin{array}{ll}
J_{1}=1 & J_{2}=.5 \\
X_{4}=X_{5}=.0001  \tag{14}\\
I_{5}=B_{7}=.0001
\end{array}
$$

Using the $Q$ - $R$ algorithm, the eigenvalues of the open loop system are obtained as:

$$
\begin{aligned}
& \lambda_{1}=0 \\
& \lambda_{2}=0 \\
& \lambda_{3} \cdot \lambda_{4}=-.0001 \pm j .01414 \\
& \lambda_{5}, \lambda_{6}=-.00035+j .0265
\end{aligned}
$$

The periods of the ligt.tiy damped modes are, respectively,

$$
\begin{array}{ll}
\omega_{1}=.01414 & T_{1}=444.36 \mathrm{secs} \\
\omega_{2}=.0265 & T_{2}=240.46 \mathrm{secs} \tag{16}
\end{array}
$$

In the next section, the results of porcelli are compared wth an alternate syrthesis approach using single loop elimination.

For the state variable equations of Section 2 , the open loop transfer functions of Afs 2ndix A were obtained from the application of Danielevsky's method [2]. It is interesting to examine the transfer fanction relating the anguiar displacement of mass $J_{1}$ with the input to mass 1 in closer detail. This transfer function is repeated here as

$$
\begin{equation*}
\frac{\bar{x}_{1}(s)}{T_{8}(s)}=G_{11}(s)=\frac{s^{4}+.0008 s^{3}+.0008 s^{2}+.16 E-6 S+.8 E-7}{s^{2}\left(s^{4}+.0009 s^{3}+.0009 s^{2}+.28 E-6 s+.14 E-6\right)} \tag{17}
\end{equation*}
$$

The poles and zeros of $G_{11}(s)$ are obtained as

Zeros Poles

$$
\begin{array}{cc}
z_{1} \cdot z_{2}=-.0000586 \pm j .01082 & p_{1} \cdot p_{2}=-.0001 \pm j .01414 \\
z_{3} \cdot z_{4}=-.00034 \pm j .0261 & p_{3} \cdot p_{4}=-.00035 \pm j .0265 \\
& p_{5}=0.0 \\
\cdot & p_{6}=0.0
\end{array}
$$

With this pole-zero arrangement it is apparent that the complex zeros virtually cancel the complex poles and the transfer function could be reasonably approximated by

$$
\begin{equation*}
\frac{e_{1}(s)}{T_{8}(s)}=G_{11}(s)=\frac{1}{s^{2}} \tag{19}
\end{equation*}
$$

Figure 3 contains a sketch of the root locus for the uncompensated system. Figure 4 provides the Nyquist diagram for the full order model. The large loops in Figure 4 are due to the resonant frequencies associated with the appendages. Note that these $N$ quist loops do not effect the stability issue for the overall system.


Figure 3: Root Locus for full Order. Model


Figure 4: Nyquist Diagram for Uncompensated Full Order model

Clearly to stabilize the system for high gain and to obtain the closed loop dynamic response desired, it is necessary to inject phase lead compensation. For all practical design purposes the control design from the terminals $\left(\theta_{1}, T_{8}\right)$ can proceed using the approxima:ion in (19). Following standard phase lead design procedures, a Bode plot of

$$
\begin{equation*}
G(s)=\frac{1}{s^{2}} \tag{20}
\end{equation*}
$$

is made and appears in Figure 5 a.

The phase iead compensator has the form

$$
\begin{equation*}
G_{c}(s)=\alpha\left(\frac{1+T S}{1+\alpha T S}\right) \tag{21}
\end{equation*}
$$

Selecting $\alpha=.1$ to inject a large amount of phase lead at the gain crossover point

$$
\begin{equation*}
\sin \phi_{\mathrm{m}}=\frac{1-\alpha}{1+\alpha} \quad \text { or } \quad \phi_{\mathrm{m}}=54.9^{\circ} \tag{22}
\end{equation*}
$$

Since the magnitude curve is also adjusted when the phase is modified, the new crossover frequency is obtained from the $-20 \log _{10}(1 / \sqrt{a})$ point on the magnitude curve, i.e.,

$$
\begin{align*}
& -20 \log _{10}(1 / \sqrt{\alpha})=-10 \mathrm{db}  \tag{23}\\
& \omega_{m}=1.779 \tag{24}
\end{align*}
$$

The zero and pole location for the compensator are obtained from

$$
\begin{align*}
& \frac{1}{T}=\sqrt{x} \omega_{\mathrm{m}}=.562  \tag{25}\\
& \frac{1}{\alpha T}=5.62 \tag{26}
\end{align*}
$$

Thus

$$
\begin{equation*}
G_{c}(s)=1\left[\frac{1+1.7795}{1+.17795}\right] \tag{27}
\end{equation*}
$$

or
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$$
\begin{equation*}
G_{c}(s)=\frac{s+.562}{s+5.62} \tag{28}
\end{equation*}
$$

The compensated system is indicated in Figures 5a and 5b. Figure 6 . contains the Nyquist diagram for the compensated $G(s)$ in (17).


Figure 6: Compensated Nyquist Diagram

For time domain analysis, the compensator of (28) is represented by

$$
\dot{x}_{7}=-5.62 x_{7}-5.058 \theta_{1}(t)
$$

$$
\begin{equation*}
\tau_{8}(t)=x_{7}(t)+\theta_{1}(t) \tag{30}
\end{equation*}
$$

A CSMP run using the state equations in (8) and (9) with the main control unit developed above provided a 0.1 settling time, $T_{s}$, for the vehicle of

$$
\begin{equation*}
T_{s}=3.9 \quad \text { seconds } \tag{31}
\end{equation*}
$$

With no control on the appendages slowly damped oscillations remained significant at $t=5000$ seconds. Using Porcelli's compensator for the main control unit the 0.1 settling time is

$$
\begin{equation*}
T_{s}=10.9 \text { seconds } \tag{32}
\end{equation*}
$$

with similar oscillations occurring in the appendages. In each case, an initial offset of . 02 radians was assumed for all vehicle bodies.

Based upon the above analysis, it can be concluded that the main control unit for the satellite is only concerned with the dynamics of the large mass. This is further supported by the CSMP runs wherein the angular displacements associated with the appendage masses at $t=3.9$ seconds remain within 1.3 s and . OI: of their initial offset', respectively (Appendix $C$ ). Thus for the design of the appendage control units, it can be $s$ summed that the main body has been returned to the equilibrium point (the origin).

Ignoring the main body is equivalently reflected in Figure 7.


Figure 7: Reduced order model

Following a development similar to the full order model (FOM) the state equations for the reduced order model (ROM) are obtained as

$$
\begin{align*}
& \dot{x}=A x+B u  \tag{33}\\
& y=C x \tag{34}
\end{align*}
$$

where
Matrix Form: $\dot{x}=A x+B u \quad y=C x$

and

$$
x(t)\left[\begin{array}{l}
\dot{\theta}_{2} \\
\dot{\theta}_{3} \\
\tau_{4} \\
\tau_{5}
\end{array}\right]
$$



The transfer functions for the reduced order model appear in Appendix B. An examination of the transfer function relating $\theta_{2}(t) \mathcal{T}_{9}(t)$ with $T_{10}(t)=0$ reveals the pole-zero configuration

Zeros
Poles
$z_{1} \cdot z_{2}=-.0002 \pm .019998$
$p_{1}, p_{2}=-.0000586 \pm j .010824$

$$
\begin{equation*}
P_{3} \cdot P_{4}=-.0003414 \pm j .02613 \tag{39}
\end{equation*}
$$

as indicated in Figure 8 with the Bode for the ROM in Figure 9.


Figure 8: Root Locus for Reduced Order Model

For this model, pole-zero canceliations may once again be assumed with the result

$$
\begin{equation*}
\frac{\theta_{2}(s)}{\psi_{9}(s)}=\frac{k}{s^{2}+1.172\left(10^{-4}\right) s+1.1716\left(10^{-4}\right)} \tag{40}
\end{equation*}
$$

With a one percent steady state error specification

$$
\begin{equation*}
\lim _{s \rightarrow 0} \frac{1}{1+G(s)}=.01 \tag{41}
\end{equation*}
$$

from which the open loop gain is obtained as

$$
\begin{equation*}
K=1.16\left(10^{-2}\right) \tag{42}
\end{equation*}
$$

Based upon the transfer relationship in (10) it would appear that a bridged-T-compensator would be significantly more effective than the simple lead compensator used by Porcelli. For the coefficients in (4w, the bridged-T-compensator has the form

$$
\begin{equation*}
G_{c}(s)=\frac{s^{2}+1.172\left(10^{-4}\right) s+1.172\left(10^{-4}\right)}{S(S+.9888)} \tag{43}
\end{equation*}
$$
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whtch yields the open loop transfer function

$$
\begin{equation*}
G_{C}(s) G(s)=\frac{X}{S(S+.9888)} \tag{44}
\end{equation*}
$$

The gain $X$ in (44) could be chosen in correspondence with a steady state error specification to a ramp input or to obtain a desired set of clo : loop poles with specified damping characteristics. To modify the dynamic characteristics further, a lead-lag network could be cascaded with the bridged-T network.

At this point in the design, a new state model would be developed for the space vehicle with both control loops closed. Using Danielevski's method, the system transfer function from $\theta_{3}(s) / T_{10}(s)$ could be obtained. The feedback design could then be completed in a manner similar to the design procedures above. $\operatorname{CSMP}$ runs could then be used to evaluate the dynamic response and adjust the appropriate compensator to correspond to the practical requirements of the vehicie.

From an examination of the transfer function for $\theta_{3}(s) / T_{10}(s)$ in Appendix $B$, it is clear that the analysis above would apply directly to the design of the feedback control for the third body. Experience suggests, however, that feedback control designs obtained for each : op independently may have a deleterious effect on the dynamic behavior when all loops are closed simultaneously. This condition is due primarily to the effects of system interaction among the control loops which were not incorporated into the above designs. To obtain a measure of the interaction levels for the control lesigns proposed above as well as those due to Porcelli, Davison's Interaction Index'[3] could be used.

The concerns cited above for control system designs obtained by ignoring the interaction effects are relieved when the Multivariable Nyquist Array
method is employed since interaction levels are used i: the design procedure. The next sections present a preliminary design for the flexible space vehicle using the man design method.

## Section 4. MULTIVARIABLE NYQUIST ARRAY METHOD

The fundamental objective of the MNA design method is to decrease crosscoupled system interaction to such an extent that the closed loop system design reduces to a set of independent single loop design problems. Although simply stated, the actual reduction procedure proposed by kosenbrock [4] and implemented by Munro [5] requires a high degree of designer intervention and is fundamentally a trial and error process.

In figure $10, G(s)$ is an mam transfer matrix representing the coupling of m inputs and m outputs.


Figure 10: Musivariable System Configuration

The pret- and post-compensator aratrices $K$ ind $L$, respectively, are each of dimension mam. The feedback gain matrix, $F$, is assumed to be diagonal and of similar dimensions. Clearly, if

$$
\begin{equation*}
Q(S)=L G(s) K \tag{45}
\end{equation*}
$$

is diagonal, loop closure may proceed on an : individual loop basis with a guarantee of zero icop interaction. It is this premise upon which the MNA design philosophy is based. The adherence to strict diagonalization is relaxed, however, w' th the substitution and exploitation of the concept of diagonal dominant matrices.

## Definition

A matrix $Z(s)$ is diagonal dominant if either or both of the following conditions are present for all s:
a. $\sum_{j=1}^{m}\left|z_{i j}(s)\right| /\left|z_{i i}(s)\right| \leq \theta_{i}<1$ for all $i=1,2, \ldots, m$
b. $\sum_{\substack{j=1 \\ j \neq i}}^{m}\left|z_{j i}(s)\right| /\left|z_{i j}(s)\right| \leq \theta_{i}<1$ for all $i=1,2, \ldots, m$

Equation (46) defines row dominance while (47) defines the column dominance condition where $\theta_{1}$ is the level of dominance obtained for the ith diagonal element.

Before the design process can proceed further, $Q(s)$ for the DNA method or $Q^{-1}(s)$ in the INA method must be made dominant by manipulation of the elements of the compensator matrices. Once dominance is achieved the design process is completed using single loop theory to select the diagonal elements of $F$. This selection process is enhanced through application of the Gershgorin and the Ostrowski theorems for dominant matrices.

The Gershgorin theorem [4] states that the eigenvalues of a matrix (either $Q(s)$ or $\left.Q^{-1}(s)\right)$ are located in the union of the bands centered about the diagonal eiements with widths determined by the sum of the moduli of the off diagonal elements by row or by column. Using the envelope procedure developed by crossley [6] and considering each control loop separately, a graphical display of open loop system interaction results. Figures 11 and 12 indicate a typical display for an INA and DNA design formats respectively. The feedback gain selection for control loop i is then made in correspondence with the generalized Nyquist criterion and the stability theorems of Rosenbrock [4].

The Ostrowski theorem may be used to further shrink the Gershgorin bands, thereby reducing the area of uncertainty in each loop. This set of bands is frequently referred to as a set of "fuzzy" Nyquist plots (or i.lverse Nyquist plots for the INA). Using the innermost band as a conservative estimate of the Nyquist contour in each loop, the design proceeds on a single loop basis. Feedback gain selection must be made exterior to the Gershgorin (Ostrowski) band. Thus, phase margin, gain margin and dynamic compensation may be used to evaluate and/or improve the loop design with a guarantee of low interaction from the closure of the remaining loops.

Diagonal dominance for the Direct Nyquist Array method requires the selection of pre- and post-compensator matrix parameters so that (46) is satisfied when (45) represents the open loop transfer matrix. For the Inverse Nyquist Array method $Q^{-1}(s)$ is used and the parameters of $K^{-1}$ and $L^{-1}$ must be selected.

An efficient and reliable method for the evaluation of the matrix coefficients is described in [7]. The dominance algorithm uses a conjugate direction function minimization algorithm to adjust the parameter set until a performance index composed of the dominance definitions in (46) and (47) is minimized. For the INA method in a row dominance mode, the optimization problem can be separated into three independent optimization efforts; one for each row. Here the performance index by row is

$$
\begin{equation*}
J_{i}\left(x_{i j}\right)=\operatorname{Max}_{w} \sum_{\substack{j=1 \\ i \neq j}}^{m}\left|\hat{q}_{i j}(s)\right| /\left|\hat{q}_{i j}(s)\right| \quad i=1,2, \ldots, m \tag{48}
\end{equation*}
$$

where $\hat{q}_{i j}(s)$ is an element of $Q^{-1}(s)$. For each $i$, the ith row of $X^{-1}$ is adjusted until $J_{i}\left(X_{i j}\right)$ is minimized. In practice, the ratio in (48) is computed for each discrete frequency point in the range of interest. This
array is then scanned to identify the maximum ratio. Adjusting the elements of row $i$ in $x^{-1}$ yields a set of final dominance levels

$$
\begin{equation*}
\theta_{i}=\operatorname{Min}_{K_{i j}} J_{i}\left(K_{i j}\right) \tag{49}
\end{equation*}
$$

If the dominance levels in (49) are less than unity, diagonal dominance has been achieved. In the event that some of the dominance levels are greater than one, the designer may initiate a dominance sharing search or restart the program using new starting values for the unspecified compensator parameters.

The concept of dominance sharing is detailed in $[8]$. It is fundamentally a rescaling of the compensator matrices to the extent that low dominance levels may be intentionally increased to a point where the previous non-dominant levels may be shifted to a range of acceptability. This procedure has been automated in the latest version of the dominance algorithm and is initiated by the designer after the final set of dominance levels have been evaluated.

Once a set of coefficients have been determined for dominance of the open loop transfer matrix, each control loop may be treatec independently using single-input single-output control theory. The dominance algorithm briefly outlined above shifts the burden of establishing the dominance condition from the designer to an automated procedure. Thus designer intervention is only required during the actual design process and is no longer needed to establish the requisite dominance condition. Experience with the algorithm suggests that dominance may often be obtained within severad CPU minutes or less depending upon the characteristics of $G(s)$.

The Multivariable Nyquist Array method described in Section 4 was applied to the full order model of the space vehicle. Based upon an evaluation of these results, the reduced order model was used subsequent to the design of a control unit for the large mass. Although the design described herein is of a preliminary evaluation for space vehicles, the results clearly demonstrate the utility of the MNA method to flexible vehicle control system design.

Using the transfer matrix of Appendix $A$ as the frequency domain representative for the full order satellite model, a DNA design run was initiated. For this DNA design the postcon.pensator matrix was prespecified as the identity matrix with the precompensator matrix to be selected in accordance with the algorithm in [7]. Figure 11 indicates the closed loop diagram for the satellite with

$$
\begin{equation*}
Q(s)=L G(s) K \tag{50}
\end{equation*}
$$

representing the open loop transfer matrix.


Figure 11: Closed Loop satellite Control Design

Direct application of the DNA method to the FOM without regard to the simplifying conditions described in Section 3 produced a non-dominant condition for $Q(s)$ in (50). Using a frequency range of

$$
.005 \leq \omega \leq .03
$$

for dominance evaluations, it is evident from the computer printout that dominance for each column of $Q(s)$ is lost in the frequency range near the resonant frequencies associated with the flexible appendages. Since this design effort is using the DNA colunn objective, loss of dominance is not particularly significant providing that feedback gains could be selected external to the corresponding Gershgorin bands. This condition, however, is non-existent for loop 1 as the Nyquist band is coincident with the negative real axis. This condition immediately relates the dominating influence of the two open loop poles of $Q(s)$ at the origin (i.e. pnase angle of $180^{\circ}$ ). Thus a confirmation of the single loop analysis from Section 3 is obtained directly from the DNA diagram for column 1 of $Q(s)$ (see Figure 4 ). With a Nyquist diagram of this form, phase lead compensation is required to provide ar adequat: : phase margin for the main control loop.

Using the phase compensator designed in Section 3, the angular displacement of mass $J_{1}$, is returned to the equilibrium point (origin) before any significant motion of the appendages takes place. Hence the model configuration can be m'رdified to the reduced order model previously developed.

Apf' 'cation of the MNA program to the ROM over the frequency interval

$$
\begin{equation*}
0 \leq \omega \leq .03 \text { radians } \tag{51}
\end{equation*}
$$

vields a dominant condition for each column of the ROM transfer matrix $Q(s)$. Herp the matrix $G(s)$ in Appendix $B$ provides the frequency domain description when mass $J_{1}$ is clamped.

The dominance producing compensators are

$$
\begin{align*}
& K=\left[\begin{array}{cc}
1.0034 & -.94747 \\
-.70949 & .66997
\end{array}\right]  \tag{52}\\
& L=\left[\begin{array}{cc}
1.7174 & 0 \\
0 & 1.2128
\end{array}\right] \tag{53}
\end{align*}
$$

Figures 12 and 13 display the direct Nyquist diagrams for columns one and two respectively. The envelope of the Gershgorin bands are indicated in each figure.

Since the feedback gains must be selected exterior to the Gershgorin bands, it is clear from the DNA diagrams that some form of phase lead compensation is required. This form of compensation will effectively swing the DNA bands down and away from the negative real axis, thus providing an improved phase and gain margin design. This procedure will then allow for an increase in the system gain space for each control loop.

Alternatively, a bridged-T compensator could be used in each control loop to eliminate the lightly damped modes, in favor of two poles on the negative real axis. The system gain could then be selected to correspond to the desired degree of damping in each loop.

Following either compensator design procedure identified above, an effective closed loop design for the appendage control units would be obtained. For purposes of illustration, each control loop was configured with a phase lead compensator of the form

$$
\begin{equation*}
G_{C}(s)=\alpha \frac{T S+1}{\alpha T S+1} \tag{54}
\end{equation*}
$$

with $\alpha=.1$ and $T=30$. A CSMP $r u n$ for the ROM indicates that with an initial angular off-set of .02 radians for each mass, the system was returned to their respective equilibrium points within 250 seconds as indicated in

$\bullet$


Appendix D. Faster responses could be obtained by adjusting the polezero positions in (54) or by an increase in compensator gains.

In contrast to the porcelli control units where $\mathcal{T}_{9}(t)$ and $\mathcal{T}_{10}(t)$ are only functions of $\theta_{2}(t)$ and $\theta_{3}(t)$, respectively, the MNA control configuration is of the form

$$
\begin{align*}
& T_{9}(t)=c_{1} \theta_{2}(t)+c_{2} \theta_{3}(t)  \tag{55}\\
& T_{10}(t)=c_{3} \theta_{2}(t)+c_{4} \theta_{3}(t) \tag{56}
\end{align*}
$$

The main control unit, however, is in correspondence with the Porcelli model, i.e.,

$$
\begin{equation*}
T_{8}(t)=c_{5} \theta_{1}(t) \tag{57}
\end{equation*}
$$

where $C_{1}$ through $C_{5}$ are constants determined from $K, L$ and $F(s)$.

In view of the above preliminary results using the MNA design philosophy, the following comments are in order:

1. The MNA design method is an effective design tool for flexible space vehicles.
2. The MNA method applied without consideration of the physical properties of the system, identifies the need for system decomposition.
3. FO.: highly interactive systems of the ROM form, the MNA method clearly demonstrates the need for a desjgn which incorporates the interaction into the control configuration rather than ignoring its presence.
4. As a frequency domain technique for multivariable systems, the MNA method identifies the need for compensation in the proper control loops and also indicates the form of compensation required,
5. The MNA design is readily adapted to higher order models and could be easily applied to more sophisticated satellite design configurations.

This $1 s$ not necessarily true of the Porcelli method of design.

It was the intent of this report to demonstrate the feasibility "of the multivariable Nyquist array design method to the attitude control design of flexible space vehicles. Using a three body model for the vehicle with coefficients specified in the Porcelli paper, three design approaches were considered:

1. Standard single loop elimination design by classical procedures.
2. MNA design for the full order model.
3. MNA design for the reduced order model.

In each case, the design configuration independently confirm the results of Porcelli.

The first method conforms more directly to the standard compensator design approach identified in the traditional control texts. It is this design approach which is most likely to be used in the MNA compensator design. From the single loop elimination design in Section 3, it is readily apparent that this approach compares favorably with the porcelli method. The root locus for the $F O M G_{11}(s)$ transfer function clearly delineates the control problem and bandwidth considerations which must be taken into account in the design of the main control unit. An additional feature of this single loop approach lies in the recognition of subsystem interactions associated with the appendage control design as well as the utilization of bridged-T compensation. This form of compensation does not appear in Porcelli's paper.

The second design approach ignored any previous information pertaining to the pole-zero locations in the FOM. Although system dominance was not obtained in the MNA form, subsequent analysis reveaied the problem to be associated with the rigid body dynamics. This condition presented itself
in the Nyquist diagram as a $180^{\circ}$ phase for all frequencies not associated with the resonant frequencies of the appendages. Analysis of the remaining MNA diagrams clearly indicates the need for lead compensation.

To simplify the design for the appendage control units, the first mass was assumed to be at the equilibrium point. This assumption is easily justified from the time domain analysis via CSMP. An MNA design for the ROM was made with results supportive of the FOM run. Lead rompensation is clearly required for the control unit design.
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## APYENDIX A

Transfer Matrix for Full Order Model

$$
\begin{aligned}
& G_{11}(s)=\left(S^{4}+.0008 S^{3}+.0008 S^{2}+.16 E-6 S+.8 E-7\right) / \Delta \\
& G_{12}(s)=\left(.0002 s^{3}+.0002 s^{2}+.16 E-6 S+.8 E-7\right) / \Delta \\
& G_{13}(s)=\left(.8 E-7 S^{2}+.16 E-6 S+.8 E-7\right) / \Delta \\
& G_{21}(s)=\left(.4 E-6 S^{4}+.0002 s^{3}+.0002 S^{2}+.16 E-6 S+.8 E-7\right) / \Delta \\
& G_{22}(s)=\left(2 S^{4}+.001 s^{3}+.001 s^{2}+.16 E-6 S+.8 E-7\right) / \Delta \\
& G_{23}(s)=\left(.0008 S^{3}+.0008 s^{2}+.16 E-6 S+.8 E-7\right) / \Delta \\
& G_{31}(s)=\left(.4 E-6 S^{4}+.32 E-9 S^{3}+.8032 E-7 S^{2}+.16 E-6 S+.8 E-7\right) / \Delta \\
& G_{32}(s)=\left(.0008 S^{3}+0008 S^{2}+.16 E-6 S+.8 E-7\right) / \Delta \\
& G_{33}(s)=\left(4 S^{4}+.002 S^{3}+.002 s^{2}+.16 E-6 S+.8 E-7\right) / \Delta \\
& \Delta=s^{6}+.0009 S^{5}+.0009 S^{4}+.28 E-6 S^{3}+.14 E-6 S^{2}
\end{aligned}
$$

## APPENDIX B

Transfer Matrix for Reduced Order Model

$$
\begin{aligned}
& G_{11}(s)=\left(2 s^{2}+.0008 s+.0008\right) / \Delta \\
& G_{12}(s)=(.0008 s+.0008) / \Delta \\
& G_{21}(s)=G_{12}(s) \\
& G_{22}(s)=\left(4 s^{2}+.0016 s+.0016\right) / \Delta \\
& \Delta=s^{4}+.0008 s^{3}+.0008 s^{2}+.16\left(10^{-1} s+.8\left(10^{-7}\right)\right.
\end{aligned}
$$

## APPENDIX C

Full order model under main loop control using compensator developed in Section 3.

$$
T_{9}(t)=T_{10}(t)=0.0
$$

# Theta 1 Time Response 

$0 \leq t \leq 20$
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Theta 2 Time Response


Theta 3 Time Response
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Tau 8 Time Response

```
0\leqt\leq20
```
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Theta 2 Time Response
$1530 \leq t \leq 3000$
$N$




Theta 3 Time Response
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## APPENDIX D

Full Order Model with Control Units
$T_{8}(t) \quad$ from Section 3
$T_{9}(t), T_{10}(t)$ from MNA design

Notation:
$\boldsymbol{s} \omega \phi= \begin{cases}1 & \tau_{8}(t) \quad \text { activated } \\ 0 & \tau_{8}(t)=0\end{cases}$
$s \omega l=\left\{\begin{array}{lll}1 & T_{9}(t) & \text { activated } \\ 0 & T_{9}(t)= & 0\end{array}\right.$
$s u 2= \begin{cases}1 & T_{10}(t) \\ 0 & T_{10}(t)=0\end{cases}$
$F=\left[\begin{array}{cc}100 & 0 \\ 0 & 100\end{array}\right]$
mNA Design
$0 \leq t \leq 1500$


仙





Theta 2 Time Response
$\pm \omega 0=s \omega 1=8 \omega 2=1$

MNA Design
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Theta 3 Time Response
$\pm \omega 0=81=52=1$
$0 \leq t \leq 1500$
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Theta 1 Time Response


Theta 1 Time Response

```
1530\leqt\leq3000
swo = 0
swl=1
sw? = l
```

Theta 2 Time Response

$$
\begin{aligned}
& 0 \leq t \leq 1500 \\
& s \omega 0=0 \\
& s \omega 1=1 \\
& s \omega 2=1
\end{aligned}
$$


据




$1110111: 1111010$

## 
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## Appendix C

Costate and Control Equations For Modified Subproblem Hierarchy With Local Vertical Attitude Stabilization Control

$$
\begin{aligned}
& \dot{\lambda}_{1,1}=2 \sum_{i=1,2,3,6,11} W_{i, 1}\left(\phi_{i}^{*}-\phi\right)+\omega_{1 z} \rho_{1,3}-\omega_{1 y} \rho_{1,5}(c-1) \\
& \begin{array}{l}
\text { REPRODUCIBRITTY OF } \\
\text { ORIGT'A. } \\
\text { RAM }
\end{array} \\
& \text { For } i=2,3 \\
& \dot{\lambda}_{i, 1}=2 W_{i, 1}\left(\phi_{i}^{*}-\phi_{i}\right)+\omega_{i z} \rho_{i, 3}-\omega_{i y} \rho_{i, 5} \\
& \dot{\lambda}_{6,1}=2\left[W_{6,1}\left(\phi_{1}^{*}-\phi_{6}\right)+W_{2,1}\left(\phi_{7}^{*}-\phi_{6}\right)\right]+\omega_{G Z} \rho_{6,3} \\
& -\omega_{6 y} \rho_{6,5} \\
& \dot{\lambda}_{7,1}=2\left[W_{7,1}\left(\phi_{6}^{*}-\phi_{7}\right)+\sum_{i=9,10,20} W_{i, 1}\left(\phi_{i}^{*}-\phi_{7}\right)\right] \\
& +\omega_{72} \rho_{73}-\omega_{74} \rho_{75} \\
& \dot{\lambda}_{8,1}=2 W_{8,1}\left(\phi_{8}^{*}-\phi_{8}\right)+\omega_{8 z} \rho_{8,3}-\omega_{8 y} \rho_{8,5} \quad(c-5) \\
& \text { For } i=9,10,20 \\
& \dot{\lambda}_{i, 1}=2 W_{i, 1}\left(\phi_{7}^{*}-\phi_{i}\right)+\omega_{i z} \rho_{i, 3}-\omega_{i y} \rho_{i, 5}(c-6)
\end{aligned}
$$

$$
\begin{align*}
\dot{\lambda}_{11,1} & =2\left[W_{11,1}\left(\phi_{1}^{*}-\phi_{11}\right)+W_{12,1}\left(\phi_{12}^{*}-\phi_{11}\right)+W_{13,1}\left(\phi_{13}^{*}-\phi_{11}\right)\right] \\
& +\omega_{11 z} \rho_{11,3}-\omega_{11 y} \rho_{11,5} \tag{c-7}
\end{align*}
$$

For $i=12,13$

$$
\begin{aligned}
\dot{\lambda}_{i, 1} & =2 \omega_{i, 1}\left(\phi_{11}^{*}-\phi_{i}\right)+\omega_{i z} \rho_{i, 3}-\omega_{i y} \rho_{i, 5}(c-8) \\
\dot{\lambda}_{1,2}= & 2 \sum_{i=1,2,3,6,11} w_{i, 2}\left(\omega_{i x}^{*}-\omega_{1 x}\right)-2\left(a_{1 x, 1 x, 1 x} \omega_{1 x}\right)_{0} \lambda_{i, 2} \\
& -\rho_{1,1}-\left(a_{1 x, 1 x, 1 y} \omega_{1 y}+a_{1 x, 1 x, 1 z} \omega_{1 z}\right)_{0} \rho_{1,2} \\
& -\left(a_{1 y, 1 x, 1 x} \omega_{1 x}+a_{1 y, 1 x, 1 y} \omega_{1 y}+a_{1 y, 1 x, 1 z} \omega_{1 z}\right)_{0} \rho_{1,4} \\
& -\left(2 a_{1 z, 1 x, 1 x} \omega_{1 x}+a_{1 z, 1 x, 1 y} \omega_{1 y}+a_{1 z, 1 x, 1 z} \omega_{1 z}\right)_{0} \rho_{1,6}
\end{aligned}
$$

For $i=2,3$

$$
\begin{aligned}
& \dot{\lambda}_{i, 2}=2 W_{i, 2}\left(w_{i x}^{*}-\omega_{i x}\right)-2\left(a_{i x, i x, i x} w_{i x}\right)_{0} \lambda_{i, 2}-P_{i, 1} \\
& -\left(a_{i x, i x, i y} \omega_{i y}+a_{i x, i x, i z} \omega_{i z}\right)_{c} P_{i, z} \\
& -\left(2 a_{i y, i x, i x} \omega_{i x}+a_{i y, i x, i y} \omega_{i y}+a_{i y, i x, i z} \omega_{1 z}\right)_{0} P_{i, 4} \\
& -\left(2 a_{i z, i x, i x} \omega_{i x}+a_{i z, i x, i y} \omega_{i y}+a_{i z, i x, i z} \omega_{i z}\right)_{0} P_{i, 6} \\
& (c-10) \\
& \dot{\lambda}_{G, 2}=2\left[W_{G, 2}\left(\omega_{1 x}^{*}-\omega_{G x}\right)+W_{7,2}\left(\omega_{7 x}^{*}-\omega_{G x}\right)\right] \\
& -2\left(a_{6 \times, 6 \times, 6 \times} \omega_{6 \times}\right)_{0} \lambda_{G, 2}-P_{6,1} \\
& -\left(a_{6 x, 6 x, 6 y} \omega_{6 y}+a_{6 x, 6 x, 6 z} \omega_{6 z}\right)_{0} P_{6, z} \\
& -\left(2 a_{6 y, 6 x, 6 x} w_{6 x}+a_{6 y, 6 x, 6 y} w_{6 y}+a_{6 y, 6 x, 6 z} \omega_{6 z}\right)_{0} P_{6,4} \\
& -\left(2 a_{62,6 x, 6 x} \omega_{6 x}+a_{6 z, 6 x, 6 y} \omega_{6 y}+a_{62,6 x, 6 z} \omega_{6 z}\right)_{0} P_{6,6} \\
& (c-11)
\end{aligned}
$$

$$
\begin{aligned}
& \dot{\lambda}_{7,2}= 2\left[w_{7,2}\left(\omega_{6 x}^{*}-\omega_{7 x}\right)+\sum_{i=9,10,20} w_{i, 2}\left(\omega_{i x}^{*}-\omega_{7 x}\right)\right] \\
&-2\left(a_{7 x, 7 x, 7 x} \omega_{7 x}\right)_{0} \lambda_{7,2}-\rho_{7,1} \\
&-\left(a_{7 x, 7 x, 7 y} \omega_{7 y}+a_{7 x, 7 x, 7 z} \omega_{7 z}\right)_{0} \rho_{7,2} \\
&-\left(2 a_{7 y, 7 x, 7 x} \omega_{7 x}+a_{7 y, 7 x, 7_{y}} \omega_{7 y}+\eta_{7 y, 7 x, 7 z} \omega_{7 z}\right)_{0} \rho_{7,4} \\
&-\left(2 a_{7 z, 7 x, 7 x} \omega_{7 x}+a_{7 z, 7 x, 7 y} \omega_{7 y}+a_{7 z, 7 x, 7 z} \omega_{7 z}\right)_{0} \rho_{76} \\
& \lambda_{8,2}= 2 W_{8,2}\left(\omega_{8 x}^{*}-\omega_{8 x}\right)-2\left(a_{8 x, 8 x, 8 x} \omega_{8 x}\right)_{0} \lambda_{8,2}-P_{8,1} \\
&-\left(a_{8 x, 8 x, 8 y} \omega_{8 y}+a_{8 x, 8 x, 8 z} \omega_{8 z}\right)_{0} P_{8,2} \\
&-\left(2 a_{8 y, 8 x, 8 x} \omega_{8 x}+a_{8 y, 8 x, 8 y} \omega_{8 y}+a_{8 y, 8 x, 8 z} \omega_{8 z}\right)_{0} / /_{8,4} \\
&-\left(2 a_{8 z, 8 x, 8 x} \omega_{8 x}+a_{8 z, 8 x, 8 y} \omega_{8 y}+a_{8 z, 8 x, 8 z} \omega_{8 z}\right)_{0} P_{8,6} \\
&(C-13)
\end{aligned}
$$

$$
\text { For } i=9,10,20
$$

$$
\begin{aligned}
& \dot{\lambda}_{i, 2}=2 W_{i, 2}\left(\omega_{7 x}^{*}-\omega_{i x}\right)-2\left(a_{i x, i x, i x} \omega_{i x}\right)_{0} \lambda_{i, 2}-P_{i, 1} \\
& -\left(a_{i x, i x, i y} \omega_{i y}+a_{i x, i x, i z} \omega_{i z}\right)_{0} P_{i, z} \\
& -\left(2 a_{i y, i x, i x} \omega_{i x}+a_{i y, i x, i y} \omega_{i y}+a_{i y, i x, i z} \omega_{i z}\right)_{0} P_{i, y} \\
& -\left(2 a_{i z, i x, i x} \omega_{i x}+a_{i z, i x, i y} \omega_{i y}+a_{i z, i x, i z} \omega_{i z}\right)_{0} P_{i, 6} \\
& \text { (c-14) } \\
& \dot{\lambda}_{11,2}=2\left[W_{11,2}\left(\omega_{1 x}^{*}-\omega_{11 x}\right)+W_{12,2}\left(\omega_{12 x}^{*}-\omega_{1, x}\right)+W_{13,2}\left(\omega_{13 x}^{*}-\omega_{11 x}\right)\right] \\
& -2\left(a_{11 x, 11 x, 11 x} \omega_{11 x}\right)_{0} \lambda_{11,2}-P_{11,1} \\
& -\left(a_{11 x, 11 x, \|_{y}} w_{11 y}+a_{11 x, 11 x, 11 z} w_{1: z}\right)_{0} P_{11,2} \\
& -\left(2 a_{11 y, 11 x, 11 x} \omega_{11 x}+a_{11 y, 11 x, \|_{y} \omega_{11 y}}+a_{\left\|_{y}, 11 x,\right\| z} \omega_{11 z}\right)_{0} P_{11,4} \\
& -\left(2 a_{11 z, 11 x, 11 x} \omega_{11 x}+a_{11 z, 11 x, 11 y} \omega_{11 y}+a_{11 z, 11 x, \| z} \omega_{11 z}\right)_{0} P_{11,6} \\
& \text { (C-15) }
\end{aligned}
$$

$$
\begin{aligned}
& \text { For } i=12,13 \\
& \begin{aligned}
& \lambda_{i, 2}=2 W_{i, 2}\left(\omega_{11 x}^{*}-\omega_{i x}\right)-2\left(a_{i x, i x, i x} \omega_{i x}\right)_{0} \lambda_{i, z} \\
&-\rho_{i, 1}-\left(a_{i x, i x, i y} \omega_{i y}+a_{i x, i x, i z} \omega_{i z}\right)_{0} P_{i, z} \\
&-\left(2 a_{i y, i x, i x} \omega_{i x}+a_{i y, i x, i y} \omega_{i y}+a_{i y, i x, i z} \omega_{i z}\right)_{0} \rho_{i, 4} \\
&-\left(2 a_{i z, i x, i x} \omega_{i x}+a_{i z, i x, i y} \omega_{i y}+a_{i z, i x, i z} \omega_{i z}\right)_{0} \rho_{i, 6} \\
& \quad(c-16) \\
& \dot{\lambda}_{1,3}=2 \sum_{i=1,2,3,6,11} W_{i, 3}\left(\theta_{i}^{*}-\theta_{1}\right)-\omega_{1 z} P_{1,1} \quad(c-17)
\end{aligned}
\end{aligned}
$$

For $i=2,3$

$$
\begin{aligned}
& \dot{\lambda}_{i, 3}=2 W_{1,4}\left(\theta_{1}^{*}-\theta_{i}\right)-\omega_{i z} \rho_{i, 1}(c-18) \\
& \dot{\lambda}_{6,3}=2\left[W_{6,4}\left(\epsilon_{1}^{*}-\epsilon_{6}\right)+W_{7,4}\left(\epsilon_{7}^{*}-\theta_{6}\right)\right]-\omega_{6,3} \rho_{6,1} \\
& (c-19)
\end{aligned}
$$

$$
\begin{aligned}
& \dot{\lambda}_{\geqslant, 3}=2\left[W_{7,4}\left(\theta_{6}^{*}-\theta_{7}\right)+\sum_{i=9,10,20} W_{i, 4}\left(\theta_{i}^{*}-\theta_{7}\right)\right]-c_{7,3} \rho_{7,1} \\
& \text { (c-20) } \\
& \dot{\lambda}_{8,3}=2 W_{8,4}\left(\theta_{8}^{*}-\theta_{8}\right)-\omega_{82} \rho_{8,1} \\
& \text { (c-21) } \\
& \text { For } i=9,10,20 \\
& \text { REPRODUCBRITHY OF THE } \\
& \text { Mirnid pMAT 'S PMOR } \\
& \dot{\lambda}_{i, 3}=2 W_{i, 4}\left(\theta_{7}^{*}-\theta_{i}\right)-\omega_{i z} \rho_{i,} \quad(c-22) \\
& \dot{\lambda}_{11,3}=2\left[W_{11,4}\left(\theta_{1}^{*}-\epsilon_{11}\right)+W_{12,4}\left(\theta_{12}^{*}-\theta_{11}\right)+W_{13,4}\left(\theta_{13}^{*}-\epsilon_{11}\right)\right] \\
& -\omega_{112} \rho_{11,1} \\
& \text { (c-23) } \\
& \text { For } i=12,13 \\
& \dot{\lambda}_{i, 3}=2 W_{i, 4}\left(\theta_{1,}^{*}-\theta_{i}\right)-\omega_{i z} P_{i, 1} \quad(c-24)
\end{aligned}
$$

$$
\begin{aligned}
\dot{\lambda}_{1,4}= & 2 \sum_{i=1,2,3,6,11} W_{i, 5}\left(\omega_{i, y}^{*}-\omega_{1, y}\right)-2\left(a_{1 y, 1 y, 1 y} \omega_{1 y}\right)_{0} \lambda_{1,4} \\
& -\left(a_{1 x, 1 x, 1 y} \omega_{1 x}+2 a_{1 x, 1 y, 1 y} \omega_{1, y}+a_{1 x, 1 y, 1 z} \omega_{1 z}\right)_{0} P_{1,2} \\
& -P_{1,3}-\left(a_{1 y, 1 x, 1 y} \omega_{1 x}+a_{1 y, 1 y, 1 z} \omega_{1 z}\right)_{0} P_{1,4}-\varnothing_{1,} P_{1,5} \\
& -\left(a_{1 z, 1 x, 1 y} \omega_{1 x}+2 a_{1 z, 1 y, 1 y} \omega_{1 y}+a_{1 z, 1 y, 1 z} \omega_{1 z}\right)_{0 / 1,6} \\
& (C-25)
\end{aligned}
$$

Fer $i=2,3$

$$
\begin{aligned}
& \dot{\lambda}_{i, 4}=2 W_{i, 5}\left(\omega_{i y}^{*}-\omega_{i y}\right)-2\left(a_{i y, i y, i y} \omega_{i y}\right)_{0} \lambda_{i, 4} \\
& - \\
& -\left(a_{i x, i x, i y} \omega_{i x}+2 a_{i x, i y, i y} \omega_{i y}+a_{i x, i y, i z} \omega_{i z}\right)_{0} P_{i, z} \\
& -P_{i, 3}-\left(a_{i y, i x, i y} \omega_{i x}+a_{i y, i y, i z} \omega_{i z}\right)_{0} /_{i, y}-\phi_{i} /_{i, 5} \\
& -\left(a_{i z, i x, i y} \omega_{i x}+2 a_{i z, i y, i y} \omega_{i y}+a_{i z, i y, i z} \omega_{i z}\right)_{i} P_{i, 6} \\
&
\end{aligned}
$$

$x_{x}$

$$
\begin{aligned}
& \dot{\lambda}_{6,4}=2\left[W_{6,5}\left(\omega_{1 y}^{*}-\omega_{6_{y}}\right)+W_{7,5}\left(\omega_{7 y}^{x}-\omega_{6 y}\right)\right] \\
& -2\left(a_{6 y, b_{y}, b_{y}} \omega_{6 y}\right)_{0} \lambda_{6,4} \\
& -\left(a_{6 x, 6 x, G_{y}} \omega_{G_{x}}+2 a_{6 x, 6 y, G_{y}} \omega_{G_{y}}+a_{6 x, 6 y, 6 z} \omega_{G z}\right)_{0} p_{6,2}
\end{aligned}
$$

$$
\begin{aligned}
& (C-27) \\
& \dot{\lambda}_{7,4}=2\left[W_{7,5}\left(\omega_{6 y}^{*}-\omega_{7 y}\right)+\sum_{i=9,10,20} W_{i, 5}\left(\omega_{i y}^{*}-\omega_{7 y}\right)\right] \\
& \left.-2 u_{7 y, i_{v}, 7_{y}} \omega_{7_{y}}\right)_{0} \lambda_{7,4} \\
& -\left(a_{7 x, 7 x, 7 y} \omega_{7 x}+2 a_{7 x, 7 y, 7 y} \omega_{7 y}+a_{7 x, 7_{y}, 7 z} \omega_{7 z}\right)_{01 l_{2,2}} \\
& -17,3-\left(a_{7 y}, 7 x, 7 y w_{7 x}+a_{7 y}, 7 y, 7 z \omega_{7 z}\right)_{0} / 7,4 \\
& -\phi_{C} P_{3,5} \\
& \left.-a_{7 z, 7 x, 7 y} \omega_{7 x}+2 a_{7 z, 7 y, 7 y} \omega_{7 y}+a_{7 z, 7 y, 7 z} \omega_{7 E}\right)_{0!\geqslant 6} \\
& (c-28)
\end{aligned}
$$

$$
\begin{aligned}
& \dot{\lambda}_{8,4}=2 W_{8,5}\left(\omega_{8 y}^{*}-\omega_{8 y}\right)-2\left(a_{8 y, 8 y, 8 y} \omega_{8 y}\right)_{\sim} \lambda_{8,4} \\
& -\left(a_{8 x, \varepsilon x, 8 y} w_{8 x}+2 a_{8 x, 8 y, x y} \omega_{8 y}+a_{8 x, 8 y, \delta z} \omega_{z z}\right)_{v!\dot{\varepsilon}=}
\end{aligned}
$$

$$
\begin{aligned}
& -\left(a_{8 z, 8 x, 8 y} \omega_{8 x}+2 a_{8 z, 8 y, 8 y} \omega_{8 y}+a_{z z, 84,8 z} \omega_{8 z}\right)_{0} 1_{8,6} \\
& \text { (C-20) } \\
& \begin{aligned}
\operatorname{cor} i & =9,10,20
\end{aligned} \\
& \lambda_{i, 4}^{*}=2 W_{i, 5}\left(\omega_{7 y}^{*}-\omega_{i y}\right)-2\left(a_{i y, i y, y y} \omega_{i y}\right)_{i,} \lambda_{i, y} \\
& -\left(a_{i x, i x, i y} \omega_{i x}+2 a_{i x, i_{y, i y}} w_{i y}+a_{i x, y y, z} w_{i z} \vdots!\right. \\
& -i_{i, 3}-\left(a_{i y, x, i y} \omega_{i x}+a_{i y, 4 y, i z} \omega_{i z}\right)_{0} i_{i, 4}-4_{i, 1,5} \\
& { }^{-}\left(a_{i z, i x, y y} \omega_{i x}+2 a_{i z, i y, 1 y} \omega_{i y}+u_{i z, i y, i z} u_{i z}!_{i} i_{i, 0}\right. \\
& \text { (́C-3く! }
\end{aligned}
$$

$$
\begin{aligned}
& \dot{\lambda}_{11,4}=2\left[W_{1,5}\left(\omega_{14}^{*}-\omega_{11 y}\right)+W_{12,5}\left(\omega_{12 y}^{*}-\omega_{11 y}\right)+W_{13,5}\left(\omega_{1, y}^{*}-\omega_{11, y}\right)\right] \\
& -2\left(a_{11 y},\left\|_{y},\right\|_{y} \omega_{11 y}\right)_{0} \lambda_{11,4} \\
& -\left(a_{11 x},\left\|_{x},\right\|_{y} \omega_{\| x}+2 a_{\|x,\|_{y}, \|_{y}} \omega_{\| y}+a_{\|x,\| v, \| z} w_{\| z} J_{0} T_{11},\right. \\
& -\rho_{11,3}-\left(a_{114,11 x, 11 y} \omega_{11 x}+a_{11 y, 11 y, 11 z} \omega_{11 z}\right)_{0} P_{11,4} \\
& -\phi_{11} P_{11,5} \\
& -\left(a_{\|z,\| x, \| y} u_{11 x}+2 a_{\|z,\| y, \| y} \omega_{\| y}+a_{\|z,\| y, \| z} \omega_{\| z}\right)_{0} \rho_{11,6} \\
& \text { For i=12,13 } \\
& \lambda_{i, 4}^{\prime}=2 \omega_{i, 5}^{i}\left(\omega_{1,4}^{*}-\omega_{i y}\right)-2\left(a_{i y, i y, y y} \omega_{i y}\right)_{0} \lambda_{i, 4} \\
& -\left(a_{i x, i x, i y} \omega_{i x}+2 a_{i x, i y, i y} \omega_{i y}-a_{i x, i y, i z} \omega_{i z}\right)_{0} \int_{i, z} \\
& -\beta_{i, 3}-\left(a_{i y, i x, i y} \omega_{i x}+a_{i y, i y, i z} \omega_{i z}\right)_{0} \eta_{i, 4} \\
& -\Phi_{i!}^{10} \\
& \text { (c-32) } \\
& { }^{-}\left(a_{i z, i x, i y} \omega_{i x}+2 a_{i z, i y, i y} \omega_{i y}+u_{i z, i y} i_{z} \dot{a}_{i z} j_{i j} V_{i, 6}\right.
\end{aligned}
$$

$$
\begin{align*}
& \dot{\lambda}_{1,5}=2 \sum_{i=1,2,3,6,11} W_{i, 7}\left(\psi_{i}^{*}-\psi_{1}\right) \\
& F_{\text {or }}=2,3 \\
& \dot{\lambda}_{i, 5}=2 W_{i, 7}\left(\psi_{1}^{*}-\psi_{i}\right) \\
& \dot{\lambda}_{6,5}=2\left[W_{6,7}\left(\psi_{1}^{*}-\psi_{6}\right)+W_{7,7}\left(\psi_{7}^{*}-\psi_{6}\right)\right] \\
& \dot{\lambda}_{7,5}=2\left[W_{7,7}\left(\psi_{6}^{*}-\psi_{7}\right)+\sum_{i=9,10,20} W_{i, 7}\left(\psi_{i}^{*}-\psi_{7}\right)\right] \\
& (c-36) \\
& \dot{\lambda}_{8,5}=2 W_{8,7}\left(\psi_{8}^{*}-\psi_{8}\right)
\end{align*}
$$

$$
\begin{align*}
& F_{0, i}=9,10,20 \\
& \dot{\lambda}_{i, 5}=2 W_{i, 7}\left(\psi_{1}^{*}-\psi_{i}\right) \quad(c-38) \\
& \dot{\lambda}_{11,5}=2\left[W_{1,7}\left(\psi_{1}^{*}-\psi_{i}\right)+W_{12,1}\left(\psi_{12}^{*}-\psi_{i}\right)+W_{13,7}\left(\psi_{1,3}^{*}-\psi_{i}\right)\right] \\
& \operatorname{For}_{i}=12,13 \\
& \dot{\lambda}_{i, 5}=2 W_{i, 7}\left(\psi_{11}^{*}-\psi_{i}\right) \quad(c-39) \tag{c-39}
\end{align*}
$$

$$
\begin{align*}
\dot{\lambda}_{1,6} & =2 \sum_{i=1,2,3,6,11} \omega_{i, 8}\left(\omega_{i z}^{*}-\omega_{1 z}\right)-2\left(a_{1 z, 1 z, 1 z} \omega_{1 z}\right)_{0} \lambda_{1,6}-\theta_{1 / 1,1} \\
& -\left(a_{1 x, 1 x, 1 z} \omega_{1 x}+a_{1 x, 1 y, 1 z} \omega_{1 y}+2 a_{1 x, 1 z, 1 z} \omega_{1 z}\right)_{0} P_{1,2}+\phi_{1} \rho_{1 ;} \\
& -\left(a_{1 y, 1 x, 1 z} \omega_{1 x}+a_{1 y, 1 y, 1 z} \omega_{1, y}+2 a_{1 y, 1 z, 1 z} \omega_{1 z}\right)_{0} l_{i, 4}^{\prime}-1,1,5 \\
& -\left(a_{1 z, 1 x, 1 z} \omega_{1 x}+a_{1 z, 1 y, 1 z} \omega_{14}\right)_{0}, 1,6 \tag{c-41}
\end{align*}
$$

$$
\begin{aligned}
\text { For } i & =2,3 \\
\dot{\lambda}_{i, c} & =2 w_{i, 8}\left(\omega_{, z}^{*}-\omega_{i z}\right)-2\left(a_{i z, i z, i z} \omega_{i z}\right)_{0} \lambda_{i, i}-\theta_{i / 1} \mu_{i, 1} \\
& -\left(a_{i x, i x, i z} \omega_{i x}+a_{i x, i y, i z} \omega_{i y}+2 a_{i x, i z, i z} \omega_{i z}\right)_{0}!_{i, 2} \\
& +\phi_{i} \lambda_{i, 3}-\left(a_{i y, i x, i z} \omega_{i x}+a_{i y, i y, i z} \omega_{i y}+2 a_{i y, i z, i z} \omega_{i z, i}\right) l_{i, 4} \\
& -\rho_{i, 5}-\left(a_{i z, i x, i z} \omega_{i x}+a_{i z, i y, i z} \omega_{i y}\right)_{0} \rho_{i, 6}
\end{aligned}
$$

$$
(c-42)
$$

$$
\begin{aligned}
& \dot{\lambda}_{6,6}=2\left[W_{6,8}\left(\omega_{1 z}^{*}-\omega_{G z}\right)+W_{7,8}\left(\omega_{7 z}^{*}-\omega_{G Z}\right)\right] \\
& -2\left(a_{G Z, G Z, G Z} \omega_{G z}\right)_{0} \lambda_{G, G}-\theta_{G} /_{G, 1} \\
& -\left(i_{6 x, 6 x, 6 z} \omega_{6 x}+a_{6 x, 6 y, 6 z} \omega_{6 y}+2 a_{6 x, 6 Z, 6 z} u_{6 z}\right)_{0} P_{6,2}
\end{aligned}
$$

$$
\begin{aligned}
& -1)_{6,5}-\left(a_{62,6 x, 6 z} \omega_{6 x}+a_{6 z, 6 y, 6 z} \omega_{G y}\right)_{0,6} \quad(C-43) \\
& \dot{\lambda}_{\geqslant, 6}=2\left[W_{7,8}\left(\omega_{6 z}^{*}-\omega_{7 z}\right)+\sum_{i=9,1,20} W_{i, 8}\left(\omega_{i z}^{*}-\omega_{7 z}\right)\right] \\
& -2\left(a_{7 z, 7 z, 7 \geq} \omega_{7 z}\right)_{0} \lambda_{2,6}-\theta_{712}, l_{1} \\
& -\left(a_{7 x, 7 x, 7 z} \omega_{7 x}+a_{7 x, 7 y, 7 z} \omega_{7 y}+2 a_{7 x, 7 z, 7 z} \omega_{7 z}\right)_{0} \eta_{\lambda, 2} \\
& +\phi_{7} P_{\geqslant, 3}-\left(a_{1 y}, 7_{x}, 7 z=\omega_{1 x}+a_{y_{y}, 7_{y, 7 z}} \omega_{\gamma_{y}}+2 a_{7 y, 7 z, 7_{z}} \omega_{1 z}\right)_{0} / i_{1,4} \\
& -\eta_{7,5}-\left(a_{7 z, 2 x, 7 z} \omega_{7 x}+a_{7 z, 7 y, 7 z} \omega_{7 y}\right)_{0} / \eta_{0}(C-44)
\end{aligned}
$$

$$
\begin{aligned}
& \dot{\lambda}_{8,6}=2 W_{8,8}\left(u_{8 z}^{*}-u_{8 z}\right)-2\left(a_{8 z, 8 z, 8 z} \omega_{8 z}\right)_{0} \lambda_{\varepsilon, 6}-\theta_{8 / \varepsilon, 1} \\
& -\left(a_{8 x, 8 x, 8 z} \omega_{8 x}+a_{8 x, 8 y, 8 z} \omega_{8 y}+2 a_{8 x, 8 z, 8 z} \omega_{8 z}\right)_{0} /_{8,2} \\
& +\phi_{8 / 8,3}-\left(a_{8 y, 8 x, 8 z} \omega_{8 x}+a_{8 y, 8 y, 8 z} \omega_{8 y}+2 a_{8 y, 8 z, 8 z} \omega_{8 z}\right)_{0 / 8,4} \\
& -)_{8,5}-\left(a_{8 z, 8 x, 8 z} \omega_{8 x}+a_{8 z, 8 y, 8 z} \omega_{8 y} \prime_{8,6}\right. \\
& \text { (c.45) } \\
& i_{i}^{\prime} \therefore \therefore \text { 7, } 16,20 \\
& \dot{\lambda}_{i, 6}=\dot{i} W_{i, z}\left(w_{i z}^{*}-w_{i z}\right)-2\left(a_{i z, i z, i z} \omega_{i z}\right)_{0} \lambda_{i, 6}-\epsilon_{i}^{\prime \prime} 1_{1,1} \\
& -\left(i, i_{i x, i z} u_{i x}+a_{i x, i y, i z} \dot{u}_{i y}+2 a_{i x, i z, i z} u_{i z}\right)_{u!}!_{i, z} \\
& +\dot{y}_{i} i_{i}^{\prime},-\left(a_{i y, a x, z} \omega_{i x}+a_{i y, i y, i z} \omega_{i y}+2 a_{i y, i z, i z} \omega_{i z}!_{0!}\right)_{i, 1} \\
& \cdots_{i, s}\left(a_{i z, i x, y z} \omega_{i x}+a_{i z, \text {,y,iz}} \omega_{e y}!_{0} j_{i, 6}\right. \\
& (c-46)
\end{aligned}
$$

$$
\begin{aligned}
& \dot{\lambda}_{11,6}=2\left[W_{1,8}\left(\omega_{1, z}^{x}-\omega_{11 z}\right)+W_{12,8}\left(\omega_{1,2 z}^{x}-\omega_{11 z}\right)+W_{1,8,8}\left(\omega_{1, z}^{x}-\omega_{1, z}\right]\right. \\
& -2\left(a_{112,11 z, \| z} \omega_{11 z}\right)_{0} \lambda_{11,6}-\theta_{11} P_{11,1} \\
& -\left(a_{11 x,\|x,\| z} \omega_{11 x}+a_{11 x,\|y,\| z} \omega_{11 y}+2 a_{\|x,\| z, \| z} \omega_{11 z}\right)_{0} \beta_{1,2} \\
& +\phi_{11}!11,3 \\
& \left.-i_{\|, y!: x, 1: z} \omega_{\| z}+a_{\|y,\| y, \| z} w_{\| y}+2 a_{\|y,\| z, \| z} w_{\| z}\right\}_{0}: j_{1,4} \\
& -\rho_{11,5}-\left(a_{11 z, 11 x, 11 z} \omega_{11 x}+a_{11 z, 11 y, \| z} \omega_{11 y}\right)_{0, i l(1, \epsilon}
\end{aligned}
$$

$$
(C-4)
$$

$$
\begin{aligned}
& \operatorname{For} \times 12,13 \\
& \dot{\lambda}_{1,6}=2 W_{i, 8}\left(\omega_{1, z}^{*}-\omega_{i z}\right)-2\left(a_{i z, i z, i z} \omega_{i z}\right)_{0} \lambda_{i}-\theta_{i, i j} \\
& -\left(a_{i x, i x, i z} \omega_{i x}+a_{i x, i y, i z} \omega_{i y}+2 a_{i x, \ldots z, \ldots t} w_{i z} j_{i, z}\right.
\end{aligned}
$$
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$$
\begin{aligned}
& \left.-\hat{u}_{\ldots, y, i x, i z} \omega_{i x}+a_{i y, 1 y, i z} a_{i y}+2 a_{i y, i c, i z}\right)_{i, i, y} \\
& \left.-)_{i, s}-i_{i z, i x, i z} \omega_{i x}+a_{i z, i y, i z} \omega_{i y}\right)_{o,} h_{i, 6}(c, y y) \\
& c-16
\end{aligned}
$$

Substitution of equation (200) in equation (109)
$\therefore$ eliminates the term, $\nu_{i, 1}$, from equation (169).
Eguntion (/c9) may then be written in the to llouing form.

$$
\begin{align*}
\frac{\partial H}{\partial T_{a i x}} & =2 W_{i, 3} T_{i x}+\frac{\left.\left(I_{i}^{\prime}\right)_{11} \lambda_{i, 2}+\frac{2\left(I_{i}^{\prime}\right)_{12}}{\left|I_{i}^{\prime}\right|} I_{i, 4}^{\prime} \right\rvert\,}{} \\
& +\frac{2\left(I_{i}^{\prime}\right)_{13}}{\left|I_{i}^{\prime}\right|} \tag{c-4a}
\end{align*}
$$

Sininarly, equation (20z) may be sabytilatiod mio equation ( 1 ? 0 ) to ontan the tollowng
$\frac{\partial \mid i}{i T_{a, y}}=2 W_{i, 0} T_{i y}+\frac{\left(I_{i}^{\prime}\right)_{22}}{\left|I_{i}^{\prime}\right|} \lambda_{i, 4}+\frac{2\left(I_{i}^{\prime}\right)_{21}}{\left|I_{i}^{\prime}\right|} \eta_{i, 2}$

$$
+\frac{2\left(I_{i}^{\prime}\right)_{2 ;}}{\left|I_{i}^{\prime}\right|}, i, c
$$
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$$
\begin{aligned}
& \text { Substitution of equation }(204) \text { in (171) yields. } \\
& \begin{aligned}
\frac{\partial H}{\partial T_{a i z}} & =2 W_{i, 9} T_{i z}+\frac{\left(I_{i}^{\prime}\right)}{\left|I_{i}^{\prime}\right|} \lambda_{i, 6}+2 \frac{\left(I_{i}^{\prime}\right)_{31}}{\left|I_{i}^{\prime}\right|} P_{i, 2} \\
& +\frac{2\left(I_{i}^{\prime}\right)_{32}}{\left|I_{i}^{\prime}\right|} P_{i, 4}
\end{aligned} \quad \text { (c-s,) }
\end{aligned}
$$
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[^2]:    *MINIMUM REQUIRED FOR CONTROL OF VEHICLE
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[^3]:    *Thruster at - $X$ end only, C.M. is at -76.8 in. for Configuration 1.

[^4]:    Figure 7-3. Translational Su'problem Hierarchy Without Control
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