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ABSTRACT

A rocket-borne experiment using energy spectrometers that allows particle
identification by the use of multiple solid-state detectors is described.
The instrumentation provides information regarding the energy spestrum,
pitch-angle distribution, and the type of energetic particles present in the
ionosphere.

Particle identification is accomplished by considering the different
loss mechanisms, and tlie effects on various types of particles, for solid-
state detectors with gold and aluminum surfaces of several thicknesses. The
ratios of measured energies for the various detectors are compared against
known relationships during ground-based analysis in order to obtain particle
identification,

Pitch-angle information is obtained by using detectors with small
geometrical factors mounted with several look angles. Particle flux is
recorded as a function of rocket azimuth angle. By considering the rocket
azimuth, the rocket precession, and the location of the detectors on the
rocket, the pitch angle of the incident particles is derived.

The detectors, charge preamplifiers, and pulse shaping (filtering)
electronics are described in detail. Specifically, the detector loss
mechanisms used in particle identification, the requirements of the low-
noise preamplifier and the conflicting requirements of opfimal noise filtering

and signal pulse shaping for the pulse-shaping electronics are discussed.
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1. INTRODUCTION

This report describes the development and first results of a rocket-
borne expewriment tn identify and obtain the flux and energy spectrum of
energetic partic... in the upper atmosphere. A group of energetic
particle spectrometers (EPS's) is used; each has a solid-state detector.
The identification of the type of particle is based on the comparison of
flux measured with detectors having surface metal layers of different
thicknesses of aluminum and gold. The pitch-angle distribution is obtained
by mounting the detectors with different orientatiuns and by processing
this data with respect to the azimuth of the spinning rocket. The system
was built for use on payloads launched in the Joint American-Soviet
Particle Intercalibration (JASPIC) Program.

The JASPIC Program involved four American rockets (three Nike Apaches
and one Nike Tomahawk) and five Soviet MR12 rockets. Experiments provided
by several groups including the University of Illinois, Cornell University,
the University of Texas, Aerospace Corporation, and the Soviets were used in
near-simultaneous launches to provide data that will help in the interpre-
tation of the large variability in particle measurements made, in the past,
at different times and different places.

The instruments flown by the University of Illinois on the JASPIC
Program on Nike Apache 14.543 in June 1978 and on Nike Apache 14.542 in
September 1978 were designed to provide detailed energy spectrum and
pitch-angle information. These data are to be compared with the model of
the nighttime ionosphere presented in Voss and Smith [1977] and with other
measurements.

A general description of the array of energetic particle spectrometers
“is given in Chapter 2. The subsequent sections of this report concern
the details of design and construction of the instrument.

Chapter 3 describes the solid-state detectors used in the instrument.
The theory of operation and the physical and electrical properties are
discussed. The method used for particle identification is described.

The problem of noise and the signal processing to minimize the effects
of noise are discussed in Chapter 4. A theoretical approach is used,
producing general results. The actual electronics and the reasons for the

specific design are discussed in Chapter 5.




The calibraticn of the instrument is outlined in Chapter 6. Some
preliminary flight data are presented in Chapter 7.

A summary of the work performed and suggestions for future work are
contained in Chapter 8.




2. GENERAL DESCRIPTION OF THE SYSTEM
2.1 BEnergetic Particle Spectrometers

An Energetic Particle Spectrometer (EPS) is required to provide
information regarding the energy of a particle that enters the detector.
This information can be obtaired in analog or digital form. With the
addition of vounting electronics one obtains information regarding the
particle flux in terms of the number of occurrences of a particle (counts)
that fall within a given energy range (channel). The greater the number
of channels, the better the energy resolution. There must, however, be a
statistically significant counting rate in, at least, some of the channels.

The type of output used depends upon the application of the EPS. For
the rocket-borne application we are interested in measuring relatively low
energy particles (10 keV to 100 keV) which produce ionization in the &
region of the ionosphere. In this application we are primarily interested
in energetic electrons and ions such as hydrogen, helium, or oxygen. 1In
addition to particle energy, particle identification and pitch angle “™he
angle between the velocity vector of the particle and the local magnetic
field) are of interest.

In the present application the number of particles that fall within a
given range of energy is more important than the actual energy of amn
individual particle. For this realization the configuration shown in
Figure 2.1 is used. The detector is followed by a preamplifier and a
pulse shaper. The pulse shaper refers to the filter that modifies the
signal pulse and reduces the noise inherent in the system. The output of
the shaper is a pulse whose amplitude is proportional to the energy of
the incident particle. The detector, preamplifier, and pulse shaper will
be referred to as the linear section of the system. The term linear is
used because linear systems analysis techniques are applicable. For the
evaluation of different detectors or different electronics the signal is
observed at this point.

The remainder of the EPS is the counting electronics. This will be
referred to as the non-linear section hecause the techniques used to
analyze linear systems cannot be used on this portion of the EPS. This
portion of the circuit includes a pulse-height analyzer. The level of
the analog pulse is checked and the counter that corresponds to the band of

energies that includes the measured energy is incremented.
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? 2.2 The Detector
The detector's function is to produce an electrical signal that is
related to the energy of an incident energetic particle, The surface-barrier
solid-state detector produces a charge that is proportional to the incident
particle energy. In addition, the detector is rugged, easily mounted, small,
‘ requires relatively low bias voltages, and has good resolution, For the
i above reasons this type of detector has been chosen for rocket-borne EPS
; applications [Voss and Smith, 1974].
| The operation of the solid-state detector is analogous to the operation
: of an ionization chamber. An energetic particle will ionize the gas in an
ionization chamber; the number of ions will be proportional to the energy
of the particle. An electric field will collect the charge (ions) and this
charge pulse can be amplified and filtered.
When an energetic particle enters a solid-state detector, it produces

free carriers. The number of carriers is proportional to the energy of the

} particle. The electric field, caused by the reverse bias applied to the
surface barrier detector, will rapidly collect the free charges generated in
the depletion layer. This results in a charge pulse of short duratiom

(typically 1 ns).
The surface of the solid-state detector is coated with metal (aluminum
,? or gold) to reduce the sensitivity to light and to provide electrical

: contact. Particles that enter the detector must pass through the metal

| layer; interaction results in the loss of some of the particle's energy.

3 Since this energy loss occurs outside the depletion region of the detector,

i the charge that is collected may be less than would be produced in the
absence of the layer. (Only carriers that are produced in the depletion

region of the detector are collected.) Because the atomic interactions
depend upon the mass of the incident particle and the type and thickness of
the metal, the same type of particles incur different losses in different
detectors. By comparing the ratios of measured energies for the same type of

particles from detectors with different surface metal layers, the incident

particle type can be identified.
2.3 The Preamplifier
The preamplifier is a high-gain low-noise amplifier, High gain is

required so that the noise injected to the system is confined to the

detector and the first stage. Once the signal has been amplified to a




reasonable level, the noise introduced in later stages will be too small
to affect the system performance. Similarly, low noise is required to
minimize the noise that does affect the system performance.

In addition to gain and noise, the input impedance and the stability
(variations with temperature, supply voltage, etc.) must be considered.
The solid-state detector produces a current pulse whose duration is
independent of the energy of the incident particle. It will be shown in
Chapter 3 that the detector is primarily capacitive, and that the value of
the capacitance will vary with the temperature of the detector and the
applied bias. The current pulse corresponds to a charge which is
proportional to the energy of the incident particle and produces a voltage
across the input capacitance of the preamplifier/detector combination.
Since the detector capacitance is variable, it is desirable that the
preamplifier be insensitive to the variations due to the detector. This
could be accomplished by adding a large capacitor in parallel with the
detector. However, as will be shown in Chapter 5, a charge-amplifier
configuration will produce the desired result, without the reduction in
signal voltage level that would occur if a large capacitor was placed
across the detector. A high input impedance is desired so that the charge
from the detector appears across the input capacitance, and is not
dissipated in the shunt resistance across the detector.

To satisfy the requirements of high input impedance and low noise, a
junction field effect transistor (JFET) is used for the preamplifier. The
circuit is discussed in detail in Chapter 5.

2.4 Signal Processing in the Presence of Noise

Signal processing, which here involves pulse shaping (filtering), is
required for two reasons: (1) the peak of the signal pulse is to be
detected by a pulse-height analyzer; and (2) filtering can be performed to
improve the signal-to-noise ratio of the system.

Without any pulse shaping the charge preamplifier output will resemble
a staircase waveform: each charge pulse will increase the voltage across
the effective input capacitance by an amount proportional to the incident
particle energy. Since we are interested in the charge produced by an
individual pulse, which corresponds to the energy of that particle, rather
than the total charge accumulated, this output pulse shape is not very

desirable.




By passing the preamplifier output through a high-pass filter we can
eliminate the dc component of the signal and observe pulses centered about
zerc volts. By adding a low-pass filter, making the total filter a
band-pass configuration, the length of the output pulse can be chosen so
that two pulses occurring at almost the same time will not overlap.

Restrictions must also be placed on the pulse shape because of the
limitations of the pulse-height analyzer. To insure proper operation the
rise time of the pulse and the sharpness of the peak are limited.

The spectral density of the noise in the system is not flat. By
varyinyg the pulse-shaping (filter) characteristics the noise performance
of the system can be changed. By using techniques developed for communica-
tion systems the best possible noise performance can be determined.

The points listed above along with restrictions due to the electronic
circuitry are considered in Chapter 5. The design of the electronics
(preamplifier and shaping amplifier) for the instrument flown is also
discussed there.

2.5 Data Collection
The data collection system of an EPS usually consists of a pulse-

height analyzer. The actual configuration will vary depending upon the

specific application; variable elements include the method of data collection,

how the data is sorted, and the method of storage.

Because of the many possible realizations of the data collection
system, a general description will not be presented here. The next section
contains a description of the system used in the JASPIC payloads.

2.6 Instrumentation for Nike Apaches 14.542 and 14.543

The arrangement of the energetic particle experiments in the payloads
for the JASPIC Program are shown graphically in Figure 2.2. The
Electrostatic Analyzer (ESA) is another instrument used to measure energetic
particles. It is included to measure particle energies in the range of 1 to
10 keV, too small to be measured by a solid-state detector. The ESA uses a
programmed (stepped) electric field to select the particle energies to be
detected (as compared to the EPS which looks at all particle energies
simultaneously). This instrument is described in detail in Pozzi et al.
[1979].

The EPS consists of six solid-state detectors with their associated

preamplifiers, three analog switches, four pulse-shaping amplifiers, four
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The payload also contains probe and propagation
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pulse-height analyzers, a multiplexer, A/D converter, and a microprocessor
data-manipulation system. A block diagram of the EPS experiment is shown

in Figure 2.3. To allow comparison of results and to provide redundancy in
case of a failure of the microprocessor two additional systems were included:
the analog signal from a multiplexer and the pulse-counting circuits,

The pulse-counting circuits, used in previous flights, are shown in
Figure 2.3. This unit contains six threshold detectors (comparators), each
followed by a counter. For the present flights only one threshold was
assigned to shapers 1 through 3; shaper 4 had three thresholds assigned to it.
The microprocessor while using one telemetry channel provides much more infor-
mation than the six channels required by the counting electronics.

Six detectors were included to provide detailed pitch-angle information
and to allow particle identification., Because of limitation in the data-
manipulation system and space considerations, only four channels could be
handled. Three channels are switched to different detectors at apogee in
order to obtain information from the other detectors. Statistics for the
detectors are listed in Table 2,1.

The detectors are mounted at specific look angles: 45°, 90° and 135°,
referred to the rocket spin axis. The microprocessor tabulates particle
counts hased on energy level (pulse height) and rocket azimuth. Using infor-
mation from the spin magnetometer the look angle of each detector relative to
the magnetic field can be determined at each instant. This allows the flux
to be determined as a function of the pitch angle of the particles.

The different surface materials of the solid-state detectors result in
different responses from the various detectors for a given particle type.
When the ratios of energy levels measured on the different detectors are
compared for a given particle, the particle type can be identified. A
magnet is mounted on one detector to prevent electrons from being detected;
this provides an additional check for particle identification.

The block diagram of the pulse-height analyzer is shown in Figure 2.4.

A sequential programmer (counter) selects the detector channel that is to
be measured. This is accomplished by an analog multiplexer; the desired
pulse-height detector is routed to the A/D. The other analog multiplexer

resets the pulse-height detector after a measurement is taken. Consider




Po313TWSURI] 918 BIBP IYJ

‘wa3SAS A1jawelel3 Syl JO STOUUBYD POIBITPUT 9Yl UO

x918wor3dads a1d131Rd d130810Ue JO WeIBRTIP YOOTg ¢ 7 SINBTY

8iH2 <

i HIZATUNY
1H9I3H H3AdNY dWY3Hd 74
1 N
o ST v 3sInd INIDVHS
TINYS
HOLIMS
33904V
HINWYHIOU
0 IVILNINO3S HAZAITNY
JILviS
T -0M12313
HIZATYNY TIT
— L1HOI3H H3AAITdNY HILIMS
3snd INIGVHS 90TVNY
“ _.I dWY3Hd ne
1
. N ,
v/a HOSSIOOUIOUNN odid 5 asv he—i !
S 08-Z e "
e !
‘_;. T - S dWV3Hd ae
N L
* ¥3XIWINN | | Juazane AI_‘I
NS HIETdNY
AHOWIW H3LINOLINOVW 907Ny | Lt 1HOI3H HOLImS
357nd OINIdVHS 90UNY
H _' dNv3Ed ne
8 HJ m €+ 5d3 _ [
6 3 $FTasl—] _
srua € TFsa— ——1  s5NO¥L23713 :
ftHY & (k] — ONELNNOD 1
2w $7saz | _ dwv3gd at
2112 €8S e
HIZLIYNY
L1 1Ho3M H3dAY HOLIMS
3snd INIGVHS 90TUNY |
_f dWY3IHd nl
A

e e o o T ot e e

SHOLI3LIF3LVLS-0IT0S

i

e s, S,




UOTIBUTWIIIA(Q
SSeW UO] pue JIMD

XNT4 paialiedsydeg
xnyj paieirdrosad

49M) ‘UOTIBITITIUSPI
319131ed d139319ug J04

»43IMD
joudel woolg uo0IIIITY

UOTIBITFTIUGP]
3[2T1XR4 dt3adxaug
S1032932(F uOoTINTOoSdYy YITH

SIUUWOT

St

ST

ST

ST

$1031293
a15uy
Y311d

A

(A

11

cl

Zt

sTauuey)
A3x2ug

§Z< 0I< 06 1v-0v S0°0 an v sdd
(s1) sz< 01< SST () Tv-oF S0°0 a ¢ sdd
(s1) sz« 01< St (ny) 1v-0v S0°0 1 € sd3
. §S< A £3 05 1V-001 S0°0 nZ sdi
SI< 0SI< 06 ny-g¢ S0°0 a1 sdd
Si< 01< 06 ny-of S0°0 n 1 sdi
SU03l10X4 SUuOIIIITY
(*2A9Y) (3ap) xx{z-uwd ) (3015 ;w2) suoTIRUZTSS(Q
aduey sTXy urdg AR JI032E]
A312ug woxy ?9dBIING Te2TI33W039
a18uy Y0017 juoxd

JU2ISSp SO1BOTPUT (I PUE JUSDSE SIIBITPUT I +
ATuo ¢pS 1 ayordy 9NIN IOF S9SOYIUDIB] x
SIYSTI¥ ISTTIed YItm uvosTIedwo) «

*sjuaWTIAdXe X0317938p 931BIS-PIIOS STOULTTI JO AITSISATUN

1°C 214el

S




12

DR et At

“l6L61 ¢ *7v 32 Bunaq]
1azdAreue 3ydroy-osynd oyl jo ueaSetp Joo1q oYL 'z oIndiyg

YIZATYNY TVNOIS

Hd313NOL3NOVIN

HI1IWOLINOVIA

H3AXIAILINW
O0TVYNV

AAAMNA

40103130
1HOI3H
-3571Nnd

—_-— e

40133130

40103130
1HOI3H
~357Nd

N ——

¥010313d

. J  L1inoun
HOSSIV0HdOUIIN 04 4 — 35vaLN
AG-
HOSS3J0UdOHIIN WONA HIWWVHOOHd
TUNSIS X209 ™ WIIN3ND3S
(s7052) {sTog)
LINDYID AMINIWIT3L OL~=—f H/S
_llinllllxnlliJm
LNdNi ~ | R H3HITdNY
av o _.o.ﬁl HILUIANI dWY 901 _ HMILYIANI NOLLY 108!
L

AINIWAYLSNE  TwNid
NI d30N73ONI LON

HIXITLILNN
907TVNY

401203134
1HOI3H
-357nd

f-——————————————

40133133

ANAA

40103134
1HO[3H
-357nd

T ———

¥0103130

A




e R T

13

the time required to cycié through all four channels vo be T, then each
pulse-height detector holds the peak level of the largest pulse that occurred
during an interval of length 377" In this case T = 200 pus. For the next
T/4 interval the pulse-height deiector is reset in preparation for the next
sampling interval., The measurement times are staggered for each of the
detectors.

The data saliple is routed through two data collection paths. The
analog level goes through a sample and hold, and then to a telemetry circuit;
this provides an analog output with very good resolution, The other branch
includes the A/D converter and microprocessor, Figure 2,5, The sample and
hold provides higher amplitude resolution than the microprocessor, but provides
data at 1/5 the rate.

The microprocessor stores the digitized data sample (5 bits), a code
from the sequential programmer that identifies the detector (2 bits), and
the magnetometer signal (4 bits), which provides azimuth information. The
microprocessor then sorts the data according to azimuth, detector number, and
increments the counter (5 bits) corresponding to the appropriate energy level.

The azimuth of the rocket is measured by the magnetometer and digitized
to provide sixteen sectors., When the microprocessor outputs data, it trans-
mits data in sixteen blocks corresponding to the sixteen azimuth sectors.
Each of these blocks of data is preceded by a pulse identifying the sector.
Then energy spectrum for each of the four channels is transmitted. Figure
2.6 shows the output corresponding to sector 15. The first few channels of
the detercors show a large number of counts, this is due to the noise of the
preamplifier and detector. The energy spectrum will display up to 32 counts
for sixteen energy bins, each bin corresponding to a certain range of energy.
The time scale in the plot corresponds to energy level since the count rates
for each energy level are output sequentially.

The first-in first-out (FIFO) memory is included to act as a data buffer;
this prevents data from being lost wiiile the microprocessor performs sorting
operations and transmits data back to the ground.

The deck containing the linear electronics (detectors, preamps, and
shaping amplifiers) is shown in Figure 2.7, The deck containing the non-
linear electronics (pulse-height detectors, analog multiplexer, sample and

hold, and microprocessor system) is shown in Figure 2.8,
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Figure 2.6 A typical block of data obtained from the micro-
processor for one azimuth sector (sector 15).




Tigure 2.7 The linear electronics deck. The detectors are mounted in
the black Structures on the right and left sides of the
deck. The six Preamplifiers are mounted in tyo groups of
three. The four shaping amplifiers zan pe Seen in the lower
right-hand corner. The deck is six inches in width,




Figure 2.8 The non-linear electronics deck. The lower card contains
the pulse-height analyzer. 1he remaining cards are
associated with the microprocessor.
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The pulse-height analyzer is discussed in Leung et al. [1979]; the data-

manipulation system is described in detail in Davis et al. [1979].
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3. SURFACE-BARRIER DETECTORS
3.1 Introductior

Many devices are used in rocket-borne applications to detect energetic
particles: solid-state detectors, scintillators, and gaseous ionization
detectors are some of the simpler types available. More complex instruments
are needed for energies below about 10 keV. These include a group using
magnetic or electrical deflection for energy discrimination (the analyzer).
This is followed by a detector which uses electron muitiplication, whether
with discrete dynodes or without (e.g., the channeltron). A description of
these detectors is found in O0'Kelley [1962].

The solid-state detector is well suited for rocket experiments because
it is small, rugged, has high resolving power and operates with relatively
low voltages. An incident particle travels through the semiconductor
crystal releasing its energy by interactions forming electron-hole pairs.
The voltage applied across the detector produces an electric field which
sweeps out the carriers produced by the energetic particle, resulting in a
short current pulse. The energy lost during electron-hole pair formation
is about 3.5 eV for silicon; this is an order of magnitude smaller than for a
gas, providing better sensitivity.

From this description of the operation of a solid-state detector it
would seem that a homogeneous silicon crystal could be used as a detector;
however, there are practical difficulties with this approach. The direct
current through the detector must be limited because the fluctuations in the
current, due to its formation from discrete electrons, appear as noise
superimposed on the desired signal. At room temperature the resistivity of
intrinsic silicon is too low for it to be useful as a detector. A crystal
which has been prepared using lithium drift techniques (to compensate for
the impurities that remain, even after careful processing) will have
resistivity high enough to be useful if cocled to low temperatures (70-80°K) .
Because of the costs involved these are not used unless a large sensitive
volume is required [Deme, 1971].

The use of a reverse-biased diode allows a high bias voltage, resulting
in a high electric field, while keeping a low reverse leakage current for
improved noise performance. The surface-barrier diode, using a metal-
semiconductor junction, is easier to construct than a diffused diode because

cf the elimination of the diffusion process.
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The properties of surface-barrier detectors are discussed below and
results that will be used later will be developed in detail. Consult
Bertolini and Coche [196§] for an advanced analysis of solid-state detectors.
It should be noted that diffused diodes have much in common with the surface-
barrier diodes and many of the results below are applicable to diffused
detectors.

A typical solid-state detector is shown in Figure 3.1. This is the
type used in the energetic particle spectrometers used in Nike Apaches 14.542
and 14,543,

3.2 FElectrical Characteristics

The surface-barrier diode, sometimes called a Schottky barrier diode,
uses a metal layer deposited onto an n-type, or p-type silicon crystal.

The doping of the silicon depends upon the metal used; one type of doping
will result in ohmic contacts and the other will result in diode properties
[Hunter, 1962]. A diode is formed by using gold with n-type silicon; or
aluminum with p-type silicon. A depletion layer forms in the silicon at the
barrier, as shown in Figure 3.2. Schottky's theory for metal-semiconductor
junctions neglects the surface effects of the semiconductor, which must be
considered in order to match observed results. However, a model developed
with Schottky's theory can provide information on expected variations and
various results are summarized below. The detector is used with a reverse

bias on the junction. This ensures rapid removal of the electron-hole pairs

- from the depletion layer. The bias (typically 100 V) is not, however, large

enough to cause avalanche multiplication (breakdown). A detailed development
of metal-semiconductor interfaces can be found in Carroll [1974] and
Milnes and Feucht [1972].

3.2.1 Leakage current. The properties of the junction for 2 metal-
semiconductor diode are described in terms of the work function of the metal
and the electron affinity of the semiconductor. The current through the

diode follows the p-n junction I-V characteristic
I= Is[exp(qV/kT)-l] 3.1)

where
V 1is the applied voltage
T 1is the temperature

Ig is the reverse saturation current




Figure 3.1

The Ortec ruggedized surface-barrier detector. The sensitive
area is 50 mm<4, the depletion depth is 100 um. The detector
operates with a reverse bias of 120 V and has a noise width
of 6 keV at 25 °C.
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Figure 3.2 Illustration of surface barrier diode. The width of the
surface metal is indicated by W. The depletion layer width
(sensitive depth) is indicated by d and is on the order of 100 um.
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The value of kT is 0.026 eV at room temperature. With the large reverse bias
encountered with solid-state detectors the reverse current is approximated
as Ig.

The leakage current provides some insight into the temperature dependence.

The leakage current density is given by

4n
J =
0] h3

qn* K°1% exp(-4,/KT) (3.2)
where

¢B is the barrier height

m* is the effective electron mass
Because of the exponential term the leakage current is very sensitive to
temperature.

3.2.2 Depletion region. The width of the depletion region with thks
reverse bias applied is important for several reasons. The incident particle
must lose all its energy within the depletion region in order to yield valid
energy information. The range of energetic particles in silicon and germanium
for given energies has been investigated and is available from many sources
[for example, Deme, 1971]. With this knowledge we can determine the minimum
bias required to measure a certain enefgy, or determine the maximum measurable
energy for a detector with a specified maximum bias. The width of the deple-
tion layer is also important in determining the junction capacitance, which is
approximated by a parallel-plate capacitor. The maximum field strength
allowed in silicon (to avoid avalanche breakdown) is related to the deplestion
layer width and the applied bias. The depletion layer thickness for a reverse

bias voltage V is given by
d = [ZEeOup(V4Vb)]1/2 (3.3)

where
p 1is the resistivity of the doped semiconductor
u is the electron mobility of the doped semiconductor
v, is the contact potential
e is the relative dielectric constant of the material
€, is the permittivity of free space
Using the formula for a parallel plate capacitor the junction capacitance

for a detector with surface area A is
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¢, = dee [2ee o (747, )17/ (3.4)

3.2.3 Dead zone. There is a layer on the surface of a semiconductor
detector where energy lost by the incident particle will not contribute to
the measured energy. This is the dead zone. For surface-barrier diodes the
dead-zone thickness is roughly equal to that of the metal layer,

The amount of energy lost in the dead zone depends upon the distance a
particle must travel before it reaches the depletion region. Particles with
a large angle of incidence (measured relative to the normal) travel a greater
distance through the dead zone and lose more energy than particles entering
normal to the detector. The thickness of the dead zone can be determined by
measuring the energy losses for different angles of incidence. The dead zone
introduces a limit on the energy resolution and some uncertainty in measured
energy because of variation in angle of incidence.

The presence of the dead zone can be used to aid in determining the type
of charged particle present if more than one detector is used. This is a
feature of the experiment prepared for the payloads of Nike Apaches 14,542
and 14.543. The energy lost per unit distance traveled varies with the
particle mass, charge and energy according to the following formula:

2
%g-« ZEM (1n % + constant] (3.5)

where E is the kinetic energy of the charged particle, x is the distance
measured along the particle track, Z is the charge of the particle, M is the
mass of the particle. Rates of energy loss are plotted for electrons, pro-
tons and alpha particles in Figure 3.3; this plot is for silicon, not a metal
surface layer, but it illustrates the dependence upon particle mass and
energy. If a detector is used with a very thin dead zone, then very little
energy is lost in the dead zone for any particle, If a detector with a thick
dead zone is used, then the resulting output would be similar to that of the
detector with the thin dead zone if electrons are present, but much smaller
if heavy particles such as protons or oxygen ions are involved, By including
two detectors, one with a thick metal layer and one with a thin metal layer,
in the same experimental package, it is possible to determine whether elec-
trons or heavier particles are being measured,

As an example of how two different detectors aid in particle type

determination, we will consider Figures 3.4 and 3.5. These are plots of
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pulse-height data obtained from a 256 channel pulse-height analyzer. The
instrument is placed in a vacuum chamber and exposed to hydrogen ions (H in
this case, due to practical considerations) from an accelerator, or gamma

rays from an Am241

radioactive source. The radioactive source produces a
60 keV line that is used for intercalibration of the different detectors.
The differences in the thickness of the dead layers will not affect the .
level of the signal pulse caused by the radioactive source. The pulse-
height: analyzer (PHA) channel corresponds to output voltage or particle
energy; there is a linear relation between all these quantities. The number
of counts is the number of times a particle of energy corresponding to a
specific PHA channel was detected. The plot can be viewed as a relative
probability density, with relative probability on the y-axis, and energy on
the x-axis.

The data from the 40 ug cm'2 Au detector are shown in Figure 3.4. The
pulses due to the 100 keV H™ particles are much greater in magnitude than

the 60 keV pulses due to the Am241

2

; little attenuation is expected in the
dead layer for a 40 ug cm - Au detector. Figure 3.5 shows the response of

a 100 ug cm"2 Al detector for the same inputs. Here the dead layer produces
a significant attenuation of the heavy H ions. If the particles had been
electrons rather than H ions, the response of the 100 ug cm.2 Al would have
been very similar to the response of the 40 ug cm-2 Au detector; the dead
layer produces very little attenuation for electrons.

It will be shown in more detail in Section 3.4 that, by considering the
magnitude of the difference in response of the two detectors, particle
identification can be made.

3.2.4 Channeling. Silicon detectors are fpyrmed from single crystals of

silicon and have a regular lattice structure. If an incident particle

travels along the crystal parallel to planes of high symmetry {e.g., [111] and

[110]), less energy is lost per unit distance (df/dx) than for particles
along paths not parallel to planes of symmetry. This is very important for
detectors used in dE/dx applications where the dE/dx information is used to
identify particle type, but of no concern if the total particle energy is
absorbed, as in the present application.

3.2.5 Pulse shape. The output pulse of a detector is determined by
the charge collection time and series resistance and capacitance of the

detector circuit during the pulse rise, and the time constant of the input

I A P T
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circuit of the associated electronics during the pulse fall. The charge
collection time is theoretically limited by the deceleration time of the
incident particle; however, the depletion layer thickness, electric field
strength, and carrier mobility are also important. High bias voltage and

low resistivity material (to obtain the highest field strength) are necessary
for a "ast rise time. The plasma effect causes an increase in the pulse rise
time; for a short time the electron-hole pairs tend to balance the effect
of the applied electric field, the duration of this effect is called the
plasma time. The net result is a lengthening of the rise time.

3.2.6 Recombination. As they are being swept out of the depletion
region some of the electron-hole pairs may recombine, reducing the amplitude
of the charge pulse. The probability of recombination can be reduced by
increasing the bias voltage, thus reducing the collection time. A potentially
more serious effect is trapping of charge carriers due to lattice defects
or impurities. These tend to be non-uniform effects and the resulting
charge pulse may be dependent on the path taken by the particle. The result !
of trapping can be a multiple-peaked signal resulting from a monoenergetic |
stream of particles. |

Lattice defects caused by high energy particles are referred to as |
radiation damage. As a detector is used the lattice defects caused by
radiation damage become more pronounced. The resolution decreases and becomes
voltage dependent. With the short exposure and relatively low energy
particles in rocket-borne applications the radiation damage is small.

Surface-barrier detectors generally have lower levels of impurities than |
diffused detectors because the higher temperatures required during diffusion

increase the mobility of impurities present during fabrication. This results
in a higher resolution for barrier detectors due to fewer trapping centers.
3.2.7 Model. The electrical model for a reverse-biased detector is

shown in Figure 3.6. The various elements will be described here and those

important to the system noise performance will be discussed in greater
detail in a later section.
The depletion region is modeled as a capacitance, Cp’ with a shunt

resistance, R . As with most dicdes the resistance E_ is large. The leakage

current is included as IL; its value is primarily dependent on temperature

and remains relatively constant once steady-state conditions are achieved.

The current pulse introduced by a charged particlz is indicated by ip(t).
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Outside the depletion region the silicon presents a series resistance,
Ry shunted by a capacitance Cs. It would be more appropriate to treat this
region as a distributed network rather than a lumped impedance; however, this
representation is sufficient for a first-order model. The contact point is
represented by complex impedance Z. This can influence the shape of the
pulse and is very important at low temperatures. The coax connectors and
connecting cable introduce some shunt capacitance, indicated by e

The leakage current and depletion layer capacitance were discussed
earlier. The parameters for the zone outside the depletion layer can be
calculated with the equations shown below.

_ D=L _ PEE, _ A
Ry = p[ A ] Cs = R, = € |D-L (3.6)
where p is the semiconductor resistivity, D is the total thickness of the

silicon, L is the depletion layer thickness, and A4 is the cross-sectional
area.

3.3 Detector Mounting
3.3.1 Collimator. The detector mount and the collimator are an integral
assembly. The collimator is used to limit and define the angular response of

the detector. By reducing the detector's view angle one is able to measure

the direction of arrival of the incident particles and problems relating to
different distances traveled in the dead layer for various angles of incidence
are reduced.

Since particle flux is the quantity of interest, we define the
geometrical factor of the detector (including the collimator) to relate the

observed count rate to the incident particle flux. That is
G = N/® (3.7)

where ¢ is the geometrical factor, N is the detector count rate per second,
and ¢ is the number of particles per square centimeter per second per
steradian. In the derivation of geometrical factor we will assume that the
incident flux is isotropic over the solid angle for which the detector is
sensitive.

The collimator consists of a face plate with a circular hole parallel
with the plane of the (circular) sensitive area of the detector. A cut-away
view of a collimator is shown in Figure 3.7. The geometrical factor is a

function of ¢, r, and R and is related to the effective area, 4, by

[T
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Figure 3.7 Cutaway view of collimator/detector mount.
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0 _. 0
G = Idﬁ . 4R = IdA cosfdR = AI crit cosodn + I max A(6) cosbdo
0=0 dcrit
(3.8)

where we have split the integral into two regions: when 6 < 6 because i

crit’
r < R the entire surface area of the detector will be illuminated, as shown

in Figure 3.8. In this case the illuminated area of the detector, the

effective area, is constant (4 = nrz) and can be removed from the integral.

o L i e e o

When ecrit <6 < emax’ only a portion of the detector is illuminated, as
illustrated in Figure 3.9. In this case the effective area is a function
of 6 and must be included in the integral. The calculation of the area
A(6) is rather involved when considered in general and may require the use of
numerical techniques for evaluation. For a specific problem simplifications
may be made that would allow direct evaluation.

The geometrical factors for the detectors flown on the JASPIC instrument
and for detectors flown on previous flights were found numerically. The

JASPIC detectors have a geometrical factor of 0.05 cm2 ster; some of the

detectors flown on previous flights had geometrical factors of 0.68 cm2 ster.
The quantity 4 cos6 is plotted for both of the detectors mentioned above in
Figure 3.10. It should be noted that the angular response of the JASPIC

detectors can be modeled as being triangular. ;

T

The angular response of the detector and collimator assembly can also
be found experimentally by plotting the count rate as a function of the angle
of incidence for a monoenergetic beam of constant particle flux. One
definition of angular response is the angle at which the count rate is half
of the maximum rate (full width at half maximum).

3.3.2 Envirvonmental considerations. Solid-state detectors are well
suited for rocket-bornsz use; however, there are several items that must be
considered to insure satisfactory operation.

Radiation damage (Section 3.2.6) can cause trapping centers to form
which decreases the energy resolution and can lead to multiple peaking for
a monoenergetic input. It is unlikely that any significant radiation damage
would occur during a rocket flight since year-long satellite programs through
radiation belts show only minor performance degradation. The effects of
radiation damage should be kept in mind during laboratory measurements since

the detector could inadvertently be exposed to very high energy particles.
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Figure 3.8 Illustration of illumination of detector for 6 = ecrit'
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During the flight the detectors are in a vacuum; prior to the flight,
however, care must be taken to keep the detectors in  dry environment.
Moisture and ionizable impurities can cause an increase in the detector
leakage current, thus an increase in noise. Contaminants can also react
with the surface metal or silicon producing harmful effects. Figure 3.11
illustrates the effect of the atmosphere on detector noise performance.

If the detector is exposed to a contaminant or is unused for an extended
period of time, the bias voltage should slowly be increased allowing any
contaminants to drift out of the depletion region. Because of the harmful
effects of moisture, if a detector is cooled while operating in an
atmosphere (e.g., in the laboratory or on the launch pad) precautions must
be taken to prevent condensation on the detector. Also mercury diffusion
vacuum pumps should be avoided because the mercury vapor reacts with the
gold used in some of the detectors.

Mechanically the detectors are rugged enough for normal handling and
launch. They are insensitive to pressure changes and reasonable temperature
variation. If it is to be cooled to low temperatures, a special detector
should be used so that the thermal coefficient of expansion is the same for
the mount and the silicon, otherwise cracking may result.

Exposure to light will usually cause the detector to saturate. If
the light consists of wavelengths (<1.12 nm) with photon energy greater than
the band-gap of silicon (1.11 eV), it may excite carriers and contribute
to the leakage current. Thin layer surface-barrier detectors are the most
sensitive; for example, 40 ug cm—2 gold detectors must either be covered to
keep light from reaching the detector, or used in darkness.

3.4 Particle Identification using Multiple Detectors

The detector dead zone and its application in particle’ identification
was discussed qualitatively in Section 3.2.3. The use of a detector array
will be quantitatively discussed in this section. Although a magnet can be
used to reject electrons below a certain energy, as was done on one of the
JASPIC detectors, this will not provide any additional information about
the particle type. Identification using the dead zone will be discussed
here. : .

3.4.1 Theoretical calceulations. The specific energy loss, dE/dz, of
energetic particles in a material depends upon the type of particle, the

energy of the particle, and the material in question. The effect of the

-
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first two variables in silicon was presented in Figure 3,3, That is, the
amount of energy that a particle will lose while traveling through the dead
zone depends upon its mass and energy; in fact, the rate of energy loss
changes as the particle'travels through the dead zone and loses energy.

Specific energy loss, also called stopping power, has been measured for
many particles and substances, Measurements and extrapolations from measure-
ments are presented in Northeliffe and Schilling [1970}. The dE/dx values
of interest are plotted in Figure 3.12. We see that the shape of the d&/dx
curves, as well as the magnitude, vary with the type of material,

A functional representation was obtained for each of the curves in
Figure 3.12 by using a fourth-order least-squares fit: we denote this function
by F(E). This function is different for each combination of particle and

material, The specific energy loss is related to F(E) as follows:
E . r@ (3.9)

We would like to find the energy of 'a particle leaving the dead zone
(the energy that would be measured by the detector) as a function of the
surface material, particle type, and incident particle energy. To obtain

this resu}t, equation (3.9) is integrated:

JEf l g5 =
— dE = = (3.10)
g, F@) JO.

The function F(E) is fourth-order polynomial whose coefficients are
known. This has been numerically integrated for various values of F, with
E
f

preted as giving the distance x (vertical axis) that a particle of incident

= 0; the results are given in Figure 3.13. These curves can be inter-

energy E (horizontal axis) will travel before all of its energy is lost.
The points marked are the result of the numerical integration. The
curves that are superimposed represent a least-squares fit. At this point
we have ‘
1w
JE. F,—(-E,-)—dE = G(Ef) - G(E’i) =X (:3.11)
7
where G(E) is the polynomial obtained from the least-squares fit to the curves
of Figure 3,13. By rearranging equation (3.1)) we obtain a relationship for

- - e
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the energy of the particie as it leaves the dead zone, Ef (final energy),

given the incident energy, Ei’ and the thickness of the dead zone, x:

G(E,) =z + G(E,) (3.12)

Since G(E) is a second-order polynomial, we can solve for Ef using the
quadratic equation. Plots can then be made describing the energy of a
particle of a given incident eiergy at any point within the dead zone.
Figures 3.14 and 3,15 are two plots of this type. Lines have been drawn
indicating the thickness of the dead zone. Note that the dead zone thickness
is actually a surface density; since this is how the surface material of the
detector is specified it is convenient to work with this form of thickness

or distance.

It should be noted that the loss mechanisms are non-linesr. An incident
oxygen particle with an energy of 150 keV will lose about 65 keV of energy;
that is, it would be measured as an 85 keV particle. But for the same
detector, an oxygen particle with 75 keV of energy would lose 50 keV
in the dead zone; it would be measured as a 20 keV particle.

Since we are interested in particle identification by comparing the
ratios of outputs from various types of detectors for a given unknown particle,
the above data is in a form that is difficult to use. For a given input
energy, the ratios of output energy of a given particle-detector surface
material versus the actual particle energy can be plotted. This is shown
for several different .i#. )ctor-particle combinations in Figure 3.16. The Au
detector referred to as a reference has a surface layer of 40 ug cm'z.

In this plot the energy on the horizontal scale is the actual particle
energy; for better accuracy the curves should be modified slightly so that
the horizontal scale represents the energy that would be measured by a

40 ug cn”? Au detector. The 40 ug cm™? Au detector has very small dead zone
losses; from Figure 3.15 we see that a 75 keV energetic proton would only
lose 4 keV in the dead layer, as compared with 25 keV for a 40 ug cm-2 Al
detector and 60 keV for a 100 ug cm“2 Al detector.

The next section describes the identification of an unknown particle
using Figure 3.16; measurements taken during the instrument calibration are
used.

3.4.2 Experimental example. The EPS was calibrated at Goddard Space
Flight Center in Maryland. At this time the performance of the detectors

arasi .Q
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Figure 3.16 Ratios of fluxes recorded by detectors having different

metallic surface layers. For electrons the ratio is
unity (no attenuation).
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and the electronics was checked. A 256-channel pulse-height analyzer, a very
low pressure vacuum chamber and a particle accelerator were available.

Some of the measurements taken included electrons and hydrogen ions (H in
this case) at various energies.

Figures 3.17 through 3.20 contain enough information to calibrate the
particle accelerator and to compare the ratio of energies obtained from the
EPS for H ions from 100 ug cm™? Al detectors and 40 ug em™? Au detectors.
The data will now be described and then the particle identification will be
performed.

The data plots, Figures 3.17 through 3.20, were made using information
obtained from a pulse-height analyzer. The horizontal scale represents
energy level, or the pulse height. The vertical scale represents the number
of pulses that occurred with the energy level represented at that point on
the horizontal axis. Because of the noise in the system, the monoenergetic
particle flux produced a spread of measured energies. The actual particle
energy is the energy corresponding to the center of the spread. The plots
shown here show several different monoenergetic fluxes on one graph. The
line on the left of the plot for measurements using particles or the Ortec
signal generator denotes the noise of the EPS. The Am241 radioactive
source emits low energy particles and produces high count rates at low
energies; this causes the line described above to shift to the right and
is simply an indication of a high count rate.

The Am241

to calibrate the EPS. Because the pulse-height analyzer channel zexro does

radioactive source produces 60 keV gamma rays that are used

not necessarily correspond to 0 V, some additional information is required
to use the PHA data; this is provided by an Ortec test generator. For a
more detailed description-of EPS calibration see Chapter 6.

Lnfortunately, test generator data were not available for detector 2 up.

" For this reason the information contained in Figures 3.17 and 3.18 is used

to calibrate the accelerator., The Am241 source determines the channel that
corresponds to 60 keV. The Ortec test generator provided information on
the energy difference between channels (x channels per 20 keV),
Figure 3.17.

Using this information we go to Figure 3.18 to calibrate the accelerator.
Two accelerator scales are used (denoted high and low accelerator scales).

The energy displayed on the accelerator instruments differs from the actual

o
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; energy by a constant. Since the number of channels between the 60 keV peaks
; for the high and low accelerator scales and the Am241 peak can be obtained
from the graph, and the energy per channel is known, the accelerator
instruments can be found. In this case we find that the high accelerator
scale reads 1.3 keV higher than the actual particle energy, and the low
accelerator scale reads 3.67 keV lower than the actual particle energy.

It has been assumed that the H ions lose 2 keV in the 40 ug cm‘2 Au
detector dead zone. The Ortec test generator was used to prove peaks at

20 keV intervals, rather than using the H peaks since the loss in the dead
layer varies with particle energy.

b Figure 3.19 is used to calibrate the PHA for detector 2 up. Because
different electronics are used, the channel corresponding to 60 kev and

the energy per channel will differ from the previous measurements. Here we
use the Am241
and 80 keV peaks to determine the energy per channel. There is virtually

radioactive source to find the 60 keV channel, and the 60 keV

, no loss of energy for electrons in the dead zone, so in this case we can
use this information. We have now calibrated the PHA channel numbers in

& terms of energy.

r The information in Figure 3.20 will be treated as experimental data

' obtained from measurements of an unknown particle. From our calibration of
{ the accelerator we know that the two peaks actually correspond to 88.7 keV
L and 98.7 keV H ions. From the calibration of the PHA for detector 2 up we
3 find that these two peaks correspond to 40.5 keV and 53.6 keV particles

(scale calibrated with electrons) for the 100 ug cm-2 Al detector. The
same unknown particles were measured with a 40 ug cm-2 Au detector,
Figure 3.18, and found to be around 90 and 100 keV (actually, the 90 keV

energy was not measured for detector 1 down). Since the curves in Figure
3.21 were drawn with energy corresponding to the actual particle energy g
rather than the energy measured on a 40 ug cm-2 Au detector, we will use 3
the actual particle energies when determining the ratio of measured

energies between the detectors; the curves could be re-calculated so that

the energy scale does correspond to the energy measured with a 40 ug c:m"2 |

detector.*

*For electrons and gamma rays the difference effects of the dead zone are
negligible. But for heavier particles the energy measured by a 40 ug em™2 Au
detector and the actual energy will differ slightly (a few of keV) because of

losses in the dead zone.

e A TR, s b e B TR,
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Figure 3.21 Ratios of fluxes recorded by 100 ug c:m—2
aluminum detectors to those recorded by
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experimental measurements are recorded "
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For the 88.7 keV particle we have a ratio of Al-100/Au-40 of 0.45, the

98.7 keV ratio is 0.54. These two points are plotted on the graph in

Figure 3.21; this figure contains the appropriate curves from Figure 3.16.
We see that the experimental data fall near the curve corresponding to
hydrogen; the unknown energetic particles have been correctly identified.

The slight discrepancy between the experimental results and the theoretical

prediction is being studied. It should be noted that drift in the accelerator

voltage and the limited resolution of the voltmeter on the accelerator are

responsible for some measurement errors.
This example has shown how several detectors can be used to identify
The procedure required to use the calibration data

the energetic particles.
When working with a

was outlined here in order to describe the process.
calibrated instrument the particle energy (on a scale calibrated for
electrons) would be obtained directly, and the ratio of measurements for

various detectors could immediately be taken.
When several different types of energetic particles are present, the

analysis becomes more involved. By using additional detectors (e.g., 40 ug

c:m"2 Al and a detector with a broom magnet) the various particles can be

identified.




54

4, NOISE AND SIGNAL PROCESSING
4.1 Introduction

The energy resolution and the minimum measurable energy of the
energetic particle svpectrometers are limited by noise generated within the
instruments. In the system described here the effect of noise is minimized
in two ways. First, by considering the ultimate sources of noise in the
system, the generated roise can be made as small as possible. Second, the
signal can be processed by filtering (i.e., pulse-shaping) to give further
reduction in the effect of noise.

The important sources of noise are the detector and the first stage
of amplification. The different types of noise, their sources, and ‘
techniques used to maximize system performance will be discussed in this
chapter. The implementation of noise reduction in electronic circuitry
will be presented in the next chapter.

One can derive mathematically the linear filtering system that will
provide the optimum performance in the presence of noise. Unfortunately
the problem is complicated: in addition to a high signal-to-noise ratio we
require causality, we desire relatively simple circuitry, and we must place
some constraints on the output pulse shape. The signal processing circuit
{the filter) is followed by a pulse-height analyzer which presents
limitations regarding the input signal rise time and the duration of the
pulse peak that it is to latch on to. Problems will also arise if another
input occurs while there is still a non-zero output due to the previous
input; this effect, called pile-up, is very important and will be discussed
later. Voltages and currents derived from a random process are, in this
text, understood to be rms values.

4,2 Types of Noise

4,2.1 Thermal noise. Thermal noise (Johnson noise) is caused by the
random thermal motions of charge carriers within a conductor: a change in
direction of travel corresponds to a change in the velocity component in
the direction of current flow. This is a white noise process, that is, the
power spectral density of the noise is constant over all frequencies.
Actually, the power spectral density decays at a very high frequency (as one
would expect, since a white process would possess infinite energy). Such

approximations are typical, and allow straightforward analysis without
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detracting from the usefulness of the solution. The spectral density of the
square of the voltage is found to be*
S,2 = 2KIR (4.1)

where Xk is Boltzmann's constant 1,38 % 1028 J/°K; T is the temperature of the

conductor; and R is the resistance of the conductor,

Any material resistance that is a property of bulk material is a source
of thermal noise. For example: eddy current losses in an inductor will
contribute to thermal noise, but the radiation resistance (not the loss
resistance) of an antenna will not introduce thermal noise. The resistors
used in constructing a circuit and the distributed resistance within a
semiconductor (e.g., Rb and Rs in Figure 3.6) are thermal noise sources.

The effect of the noise generated by a given component in a circuit
depends on its relation to the rest of the circuit. To determine the
effects of a noisy resistance it can be replaced by a noiseless resistor
and a voltage or current source, Figure 4,1, Conventional circuit analysis
techniques can then be used to determine the noise component at any other
part of the circuit. Since the noise powers from different noise sources
are independent, they add; therefore, when summing noise voltages it is
often easier to work with mean square values (e.g., vtz = vlz ...+ vnz)
The main point here is that associated circuit components affect the noise
levels; the shunt capacitance in the detector, Cp (Figure 3.6) is large
enough to reduce the contribution of the thermal noise of Rp to the level of
secondary effect. Similarly, Rs and Cs are small enough to be negliglble
and the primary factor determining noise will be Cp and IE (these are not

thermal effects and will be discussed later).

*The rms noise voltage for band-limited thermal noise is Vppg = Y4KTRB = o
where B is the bandwidth and o is the standard deviation. Since we are
dealing with a zero mean process

02 = R(0), the auto-correlation function at t = 0.
R(t) = %F I S (w) eIt dw, evaluating at t > 0.

2 * 2
U ms [ S2rdf = Zj 2kTR df = 4KkTRB.
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R (noisele
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Eyp = VAK TRAS 1,,=VAKTAIR

Figure 4.1 Representation of a noisy resistance by a noiseless
resistor with a noise source. Special symbols are
used for noise sources in order to distinguish them

from conventional sources. The voltage and current
levels indicated are rms values,
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4,2.2 Shot noiee. Shot noise results from fluctuations in the number
of charge carriers, as compared with fluctuations in the veloéity of the
carriers which produces thermal noise. Shot noise is associcted with tubes,
transistors, and diodes.

In particular, consider a reverse-biased junction, as in a solid-state
detector, In this case the effects of trapping and recombination are usually
negligible and the charge carriers are assumed to be generated independently,
The noise is essentially shot noise, given by

1
where I1 is the reverse leakage current and e is the electronic charge. The
form of equation (4.2) is typical of the spectral density of the square of
the current for shot noise, We see that shot noise is a white noise process.
4,2.3 Flicker noise. Flicker noise is a noise source observed in
tubes, transistors, diodes, thin films and other components. The magnitude

of the noise component is variable between different samples of the same

device. The origin or flicker noise has not been completely explained; |
however, improved surface treatment in the manufacturing of devices has
reduced the noise., The power spectrum of flicker noise approximates a

1/f characteristic.

4,2.4 Ezxcess noise. Excess ncise is a term often applied to the noise
present in resistors, When a direct current is applied, this noise is ob-
served in‘addition to thermal noise. This noise is most pronounced in
carbon-composition resistors, Wire-wound resistors and metal-film resistors
have less excess noise. Also, the use of a higher power resistor (e.g., 1/2
or 1/4 W instead of 1/8 W) results in less excess noise [Allen Bradley,
personal communication]. In order to reduce excess noise, metal-film
resistors should be used in critical parts of a circuit. Excess noise has
a power spectral density that varies as 1/f.

4.2.5 Practical considerations. During the discussion of the four
types of noise some of the consequences of noise were mentioned; methods of
reducing this noise at the source will now be considered.

Two methods of reducing thermal noise are available; one is to lower
the temperature of the noise sources, the other is to reduce the bandwidth

of the system. System bandwidth is determined by the filtering used and
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will be discussed later. Lowering the temperature actually produces
additional benefits. For the detector and the first transistor (FET) it
will reduce the leakage currents, thereby reducing the shot noise.
Unfortunately, at least in the case of thermal noise, the temperature must
be lowered substantially in order to obtain‘a significant improvement in
noise performance. If a device is normally operated at a room temperature
of 20°C (293°K), the thermal noise power would only be reduced by a factor
of two by cooling the device to -126°C (146°K).

Careful selection of components will also result in improved noise
performance. Low-noise transistors approach ideal components; sorting a
batch of low-noise parts would be advantageous, though it would be
expensive. The noise performance of transistors is dependent on the source
resistance, collector or drain currents and frequency of operation
[Motcehenbacher and Fitchen, 1973]; the circuit design should reflect this.
The use of metal-film resistors to reduce excess noise has been noted.
Quality capacitors and inductors have low resistive components and contribute
less noise thén lower quality components (e{g., mylar capacitors and NPO
ceramic versus bypass ceramic capacitors).

Although interference and unwanted feedback are not noise in the
sense used above, careful shielding, de-coupling, and attention to ground
loops will result in improved performance.

4.3 Signal Processing

There are several different approaches to analyzing the effects of
noise on a system's performance; the development that follows will parallel
the analysis presented by Nicholson [1974]. Altefnative treatments have
been given by Motchenbacher and Fitchen [1973] and Goulding [1972].

After describing the figures of merit that will be used for evaluating
various filtering (pulse-shaping) schemes, the optimal filter will be
derived and practical filters will be discussed. The results derived will
differ from Nicholson's by a constant which is due to differences in the
definition of power (actually: voltage squared) spectral density, and in
the Fourier-transform relationship between power spectral density, S

x
the auto-correlation function, Rx' For general discussions of stochastic

, and

processes and communications theory see Papoulis [1965] and Taub and Schilling
[1971], respectively.
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4.3.1 System resolution. The various noise mechanisms outlined in
Section 4.2 will here be treated as zero-mean stationary random processes
with Gaussian distributions. The noise sources will be considered as
independent additive random processes.

Consider the system shown in Figure 4.2; a signal pulse and additive
noise are illustrated. The relative probability density shown in Figure 4.2
is analogous to the information cbtained from a pulse-height analyzer. The
noise affects the level of the pulse at the output of the system. If several
pulses of amplitude o were measured at v, and plotted as the number of
occurrences of a given voltage as a function of the voltage, the plot would
lock similar to the relative probability distribution shown for vo(to).
Since the amplitude of the noise is usually small, noise measurements will
be ¢iustered around o; however, there will be infrequent noise pulses of
large magnitude causing vo(to) to be quite different from o, possibly even
negative. ’

The peak of the relative probability density becomes wider when more
noise is present. This phenomenon is of particular significance in the
measuretent of energetic particles. It is often desired to measure two
energy levels that are almost the same. The spreading effect of the noise
will cause the two pulses to overlap.

A figure of merit describing the resolution of the system is the full
width at half maximum (FAHM)., The FWIM is defined as the width of “he
interval (centered at the mean) where the relative probability fails to
halve its maximum value, as indicated in Figure 4.2,

For a Gaussia.. distribution, the probability density is given by

1 -(v-vo)z/zcy2
Pv @) = e (4.3)

° vam 02

To find the two voltages that occur with probability 1/2, let

1
P ) = (1/2) P. (v.) = 1/2
v 0 0
o 0 é“ 02
so that
w=v o @m0 a0 (4.4)
o i o = fwhm R
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The standard deviation, o, is the rms noise voltage, v, The general
result for a Gaussian process is

- 1/2 - e
vfwhm = 2(2 In 2) v, o= 2.36 v, 4.5)

n

If the energy level corresponding to the voltage Y ewhm is known, the FWHM
can be quoted in terms of electron volts (eV).

The rms noise voltage can be measured in the laboratory, but some
precautions must be taken. Many ac voltmeters are averaging meters with
scales calibrated such that the meter will indicate the rms value of a
sinusoidal input. Since noise is not sinusoidal, a different correction
factor must be used. For Gaussian noise the average value is 0.798 of the
rms value (it is 0.636 for a sine wave). To obhtain the correct value from
an average-responding meter, the reading must be multiplied by 1.11.

Another problem results from the random nature of noise. Most averaging
meters limit the peak signal. This can result in an erroneous noise
measurement. The crest or peak factor of a signal is defined as the ratio
of the peak value to the rms value of the wave form. A peak value cannot be
assigned to a noise signal. The crest factor for Gaussian noise is greater
than 3 about 1% of the time, and is greater than 4 less than 0.01% of the
time. As a protection mechanism many averaging meters saturate on over-
range readings corresponding to a crest factor in the range of 1.4 to 2.
For accurate readings an instrument with a high crest factor must be used.
Alternatively readings may be taken below half scale as this effectively
doubles the crest factor. Whenever possible a true rms meter should be
used for these measurements.,

4.3.2 Equivalent notse charge. For many systems a signal-to-noise
ratio is used as a figure of merit. As discussed in the Section 4.3.1, the
figure of merit should give an indication of the resolution of the system
as well as describing the minimum detectable signal. The FWHM is a useful
specification, but it is not convenient for analysis. Accordingly, we
will now define a figure of merit that specifies the output noise level
(after processing) in terms of the amount of charge required at the input of
the system in order to obtain the same output level. This is termed the
equivalent noise charge (ENC) which is related to other figures of merit:
if a particle of energy E produces a charge @ on the detector and gives a

voltage, 7, at the output we can write
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Q@ v v © 2.36
For a silicon detector E/Q has a value of 3.5 eV per carrier (for germanium

it is 2.9 eV):

v v /2.36 E
ENC _ “m _ “fwhm _ _fwhm (4.6)

_ 19
Egun = 530 x 107 ENC 4.7)

4.3.3 Preamplifier noise model. In a well-designed preamplifier, the
noise performance is usually determined by the quality of the first stage.

It will be assumed here that all the significant noise sources of the system
are present in the first stage; the remaining stages provide additional
amplification and filtering but no additional noise.

The noise model of the preamplifier is given in Figure 4.3. For reasons
to be discussed in the next chapter, the preamplifier is a charge amplifier
rather than a voltage amplifier. Detector, transistor [FET], and circuit
shunt capacitances are collected in Ces similarly the shunt resistances are
combined as Rt' The feedback network consists of a capacitor and a resistor.
The transistor noise sources have been reflected to the input. The "power'
spectral densities are actually squared-voltage or squared-current spectral
densities; they will both be referred to as power spectral densities, using
subscripts to distinguish the two. The noise sources in the model are

identified as follows:

(a) Sv 2 = %{2321 Noise arising from majority carriers
1 Im in the channel; allows modeling as a
Johnson noise source across source
drain, Reflected to the input.
A
(b) Sv 2 =‘§§ The flicker noise of the FET. The con-
f stant Af is determined experimentally.
kTwZC 2
(c) Si 2 = 3 Fluctuations in the channel currents

2 29m are coupled through the gate source
capacitance and are modeled by 7,.

il
M~
©

Shot noise arising from the gate
g leakage current, I . (A reyersed
biased junction).

@) 5; 2
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(e) Si 2 = Ile Shot noise arising from the detectors
4 reverse leakage current.
) Si 2 = %@2 Johnson noise of the shunt resistances,
5 t modeled by Rt’
2kT .
(g) S. 2 = 5— Johnson noise of the feedback
T R .
6 f resistor, Rf'

The noise sources in the model are identified as follows: assuming that
A is much greater than 1, that Zf is much greater than Zt’ and that the
amplifier has a relatively low output impedance (i.e., it is not loaded by
Zf)’ the model can be reduced to the circuit of Figure 4.4. In Chapter 5
these assumptions will he shown to be valid, in addition, Zf and Zt will be
shown to be capacitative. By taking Zt = 1/(2wat) and Zf = 1/(2waf) we
find the Thevenin equivalent circuit given in Figure 4.5 (which eliminates
isig and just considers noise). Referencing the noise to the input has
resulted in a power spectral density that has components that remain constant
with frequency (called A noise), vary as 1/w2 (the B noise), and vary as
1/w (the C noise). Notice that the A-noise component is due to variations
in the channel current, the B noise is due to thermal and leakage effects,
and the'C noise is the flicker noise component.

4.3.4 The optimal filter. The optimal filter for the system is
determined, in principle, by applying the techniques used in analyzing
communicatior systems. It can be shown that, in general, the optimal linear
filter will have an impulse response that is the mirror image of the signal
at the input of the system when dealing with white noise. If the noise is
not white, the signal and noise can be processed by a pre-whitening filter
that produces white noise at its output; the optimal filter is then designed
using the modified signal pulse shape.

It will be assumed that the flicker noise (C noise) makes a negligible
contribution to the input noise. By selecting transistors with low flicker
noise this approximation becomes reasonable. We then have the noise spectral

density (see Figure 4.5)

s = a2 + b2/m2 = a2(1 + wcz/mz) (4.8)
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Figure 4.4 Equivalent noise model of the preamp.
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A
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Figure 4.5 Thevenin equivalent noise model.
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where wc(= b/a) is called the noise corner frequency, i.e., the frequency at
which the A-noise component is equal in magnitude to the B-noise component.
The noise corner time, Ty is l/wc. The pre-whitening filter and the modi-
fied signals are shown in Figure 4.6. The input is modeled as a step function
because a charge pulse across the input capacitance will produce a voltage
step (‘Zeff is capacitive, denoted Ceff)' The output of the pre-whitening
filter can be found using Laplace transform techniques. The noise power

spectral density is modified according to

S s = 0G0 |? s, (4.9)

as developed in texts on stochastic processes.

The impulse response of the optimal filter, which follows the pre-
whitening filter, is shown in Figure 4.7. The impulse response of the optimal
filter is the mirror image of the signal at the output of the pre-whitening
filter. The signal pulse at the output of the optimal filter is cusp shaped,
as shown in Figure 4.8. Since the optimal filter is non-causal, it is not of
practical use; however, by comparing the noise performance of realizable
filters with that of the optimal filter we can determine if attempts to
improve performance are justified.

Since the noise has zero mean (the mean is still zero after filtering),
the auto-correlation function, Rbno(r), evaluated at T = 0 is the variance
of this process, ngo' Therefore, the rms noise voltage at the output of

the optimal filter is given by

VB 0) M1 rs ()dw]l/z
1 =0 = 0 = [ — [
no Voo Yo L2n o Yo
(4.10)

Vo = aVTc/Z

Then from equation (4.6)
Qvno
ENC = = Céj?JZab (4.11)

This is the equivalent noise charge for the optimal filter, which has a
cusp-shaped output signal pulse.

The optimal linear filter was derived; it has been shown [Bertolacecini
et al., 1966] that this is also the optimal pulse shape for non-linear, time

variant systems,
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Figure 4.6 The pre-whitening filter.
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Figure 4.8 The optimal filter.
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4.3.5 Non-optimal filters. Theoretically, the performance of any
linear filter can be calculated using the methods outlined above, Diffi-
culties occur in evaluating the integral in equation (4.10).

It has been shown [Bertolaceini et al., 1969] that the optimum pulse
shape with the added restraint of finite duration is also cusp-shaped. A
triangular pulse is often considered as an approximation to the finite cusp.
The sharp peak of the cusp or the triangle is undesirable for use in pulse-
heighit detection, and not often used.

The CR-RC filter is of particular interest. Nicholson [1974], has

shown that
2
2 bt 2
) 2 = a + 1 + L In(2) (4.12)
n 220+ 2(2+1) 2 m
1 AT-1
where
A= 12/11
Ty = high-pass filter time constant
T, = low-pass filter time constant
The output signal pulse has a maximum value of
S8,V a-n |
Vnax = Ci A (4.13)

and the equivalent noise charge is given by

2 .2 2\ 1/2
a bt o’
4t 4 2

where T = T, = TZ; A =1 is the optimum case. Notice that Tt does not affect

ENC = e Ceff

the flicker noise component; the available trade-off occurs between the A
a/b.

The noise performance of several filter types is listed in Figure 4.9,

noise and the B noise. The minimum ENC occurs for T = Tc

together with the corresponding signal pulse shapes. The selection of the
non-optimal filter that is to be used in the system deals with trade-offs
in hardware and noise performance, therefore the selection will be saved for

Chapter 5.
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Equivalent noise
charge relative to
the optimal filter,
Filter Conditions

(true integration)

_//\ 1.0
Time to peak = Z%
CR+RC a
T — h=ly=% 1.36
T
CR.(RC)® ! 4
T— H*Th*7nyp 1.215
2T
CR: (RC) ! a
/ra'n\——- Tl = Tz = 77—5" 1016
Semi-Gaussian (for a true Gaussian
ENCrelative = 1.120)
(CR)2.RC L Las
3-4T| \ Tl = Tz = V3 Z- '
067,
(R (r0)? .
137,
DL*RC Td = 1.036T2 $.096
_/I\__
T . a
d Tz =1.29 3
(L) 2.Re T,aT
d 2
_-/"F\\\ﬁfi__.__. a 1.37
Td Tz = 2:2 E *
2 . Q
(DL)YZ+RC 7,= /3 &
/[\Td ggTd d b 1.075

Figure 4.9 Noise performance of various filters [from data
compiled by Herbst, 1970],
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5. LINEAR ELECTRONIC CIRCUITS
5.1 Introduction
The linear portion of the energetic particle spectrometer is described

in this chapter. The principal elements are the preamplifier, the switching
circuit, and the shaping filter. Problems and the resulting trade-offs are
discussed and the actual circuits used on the JASPIC program are analyzed.
Because of the limited development time, the circuits used are modified
versions of those in the Nucleometrics, Inc., Model 101 charge-sensitive
amplifier.

? 5.2 The Charge Preamplifier

i 5.2.1 Funetion of the charge preamplifier. The detector was described
in detail in Chapter 3. The detector model was given in Figure 3.6. This

)

the detector impedance then becomes the parallel combination of R_, Cp,
and Cw’ At the frequencies of interest the detector will be primarily

i
{
% model can be simplified by considering Rs’ ¢, and 7 as secondary effects;
|

capacitive and Rp can be omitted. It was noted that Cp is dependent upon

f the detector temperature and bias voltage.

E The simplified detector model is presented in Figure 5.1 together with
a voltage sensitive amplifier which is represented by an input ihpedance

!é Z. and a voltage gain Av. A charge pulse from the detector will produce

N
a voltage, vin’ across the effective input capacitance, Ceff (the combined

w
performance of this system, we must consider Ceff' A high resistive

effect of Cp, ¢, and Zin) described by vin = Qin/ceff' To evaluate the

component for Zeff is desired to prevent the effective input capacitance

1
i
§
3
4
)
f

from being discharged during the measurement interval. This means that
Zeff is essentially capacitative, and Ceﬁf = CP + Cw + Cin’ where Cin is the

capacitative portion of Zi We see that for a voltage-sensitive configuration

-
Vi = Qin/(cp+cw+0in)' If U, is made small to increase the signal level,

the variations in C_, the detector capacitance, will cause fluctuations in

- the gain of the preamplifier (gain is measured in terms of the output voltage

: ; produced by the quantity of charge corresponding to one electron volt at

the input). Conversely, if Cin is made large in order to minimize the
effect of the variations in Cp’ the input signal level is substantially
reduced.

It should be noted that very low-level signals are present at this

point, and that signal level cannot be indiscriminately traded for gain
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stability. To create a carrier in the detector requires 3.5 eV of energy

(for silicon). A 50 keV energetic particle will produce about 1.43 x 104

carriers. With each carrier providing 1.6 x 10-19 C of charge, only
2.3 x 10'15 C of charge is available from the detector*. This corresponds
to an input signal of 2.3 mV/pF. Considering Ceff to be of the order of
250 pF we obtain 9 uV as the signal into the voltage-sensitive amplifier.

By using a charge-sensitive preamplifier it is possible to achieve good
gain stability with a small loss in input sensitivity. Figure 5.2 shows
f4j the general feedback amplifier, and (b) the charge-sensitive configuration,
which is a special case. For the reasons cited when considering the
voltage-sensitive amplifier we can neglect E_ and the resistive part of

in
input and be combined with'Zin. If‘Zf is resistive the voltage-sensitive

Z. . In general, the feedback impedance, Zf’ can be reflected into the

configuration, discussed earlier, is obtained. If, however, Zf is
capacitive, as represented in Figure 5.2(b) the relations given below

are obtained

1
n - {jw[C’in+(l+A)Gf]} (5.1)
Copp = Ogy + (1+AIC (5.2)
| Q
Yo = ©; +Cf)+A P (5.3)
If Avgf >> C + Cf’ then UO = QS/Cf.

The effectlve input capacitance, Ceff’ can be much larger than the
detector capacitance if a high gain amplifier is available. This will have
the effect of eliminating any effect of variation in the detector
capacitance. Also, with a large gain, Av’ the output voltage is related to
the input charge by 1/Cf' By using a charge-sensitive configuration a
larye effective input capacitance has been obtained together with a stable

gain relationship.

*For comparison purposes, a typical Ep,pn for the JASPIC EPS was 1.3 keV for
the electronics alone, and 7.5 keV with a detector connected (the increased
capacitance on the input increases the n01se) Using the results of Chapter
4, this corresponds to an ENC of 2.5 x 10~ 17°¢ and 1.4 x 10-16 , .
respectlvcly ‘

T T VT
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When the effective input capacitance is required for noise performance
calculations, one determines the effective input capacitance without
considering the effects of feedback. It is for this reason that Cf+ct
appears in the equations of Figure 4.5 when the noise analysis is performed.
Since Cf is usually quite small compared to Cy» there is little increase
in noise.

It is clear from the above analysis that a charge-sensitive configuration
is desirable. The preamplifier should have a high input impedance and high
gain. An amplifier designed with these properties will match the assumptions
made in Chapter 4 regarding noise performance, allowing a straightforward
analysis of performance. The actual design of the charge preamplifier will
be considered in the next section.

5.2.2 Circuit description. The charge preamplifier circuit is given
in Figure 5.3; a photograph of the preamplifier is shown in Figure 5.4. The
input transistor, a 2N6451 JFET, is designed for low-noise preamplifier
applications. Because of its specialized nature the data sheet is
reproduced in Table 5.1.

A functional description of the circuit follows. The JFET Qz is a
common-source amplifier having a high input impedance that will not disturb
the charge on the input capacitance. The load of Q2 is a common-base

amplifier @ and QS together form a cascode amplifier. Transistor Ql

35 9
acts as a constant-current source and provides bias current for 4y and QB'

The output is taken from the emitter follower @ Zener diode D, is

47 1

included for biasing and diode D, is a field-effect current-regulator diode.

, 2
D2 provides a constant bias currént and presents a very high ac impedance.

A detector-bias filter circuit is formed by C., C,, R,, and R

12 722 "1 2°
03 and R3 are associated with the test input. Power supply decoupling is
provided by Rg,

RlO’ 04, and Cg. The dc supplies are filtered by feedthrough
11° 012, and C
included on the schematic.

capacitors C Typical dc operating point voltages are

13°
The midband small signal model of the charge preamplifier is given in
Figure 5.5. A voltage divider is formed by Cf and Cin; this is a voltage-
feedback current-error configuration. The internal capacitances of the
transistors, except for Yis of 4y, are vonsidered negligible. The various
bypass capacitors are considered to be short circuits. The input impedance

of QZ is primarily capacitive, and is included in Cin with 03, detector
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Figure 5.3 Schematic of charge preamplifier.
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Figure 5.4 The charge preamplifier used in the JASPIC program.

OF f,‘ff”;ﬂ B
On ., AGE
L THn ’S
Ty

79




Table 5.1

applications, especially hydrophones, IR sensors, and particle detectors.

*absolute maximum ratings at 25°C free-sir temperature (unless otherwise noted)

80

Specifications for Texas Instruments N-channel silicon junction Field-Effect

Transistor types 2N6451 through. 2N6454. Designed for low-noise preamplifier

2N6451 2N6452
2N6453 2N6454
Drain-Gate VOltMBE. . v v v v v v v v o v s s s bt e e e e e e e e e e e, 20V 25V
Reverse Gate-Source VOIt&8Z& . , o v 4 4 v 4 o s v s v o s 4 o s 0 v o o u b v e s e s =20V 25V
Continuous Forward Gate CUFTENt o v v v 4 v 4 o v 4 s 4 o o 4 o s s o o o o s s o v o o =10 MA —n
Continuous Device Dissipation at (or below) 25°C Free-Air Temperature (See Note 1), , , +— 360 mN —
Storage Temperature RANGE . , 4 o v v v 4 v v v v b s e e v v e s h s s e e s e e 0 . s =65°C to 200°C
Lead Temperature 1/16 inch from case for 10 seconds o . o ¢« + + v v o o 4o 4 s ¢ o & o o += 300°C —
NOTE 1: Derate linearly to 175°C free-air temperature at the rate of 2.4 mW/°C.
*JEDEC registered data,
*electrical characteristics at 25°C free-air temperature (unless otherwise noted)
]
PARAMETER TEST CONDITIONS T T T T T
v Gate-Source IG = 1 yA, VDS =0 -20 =25 -20 =25 v
(BR)GSS Breakdown Voltage
VGS = ~10V, VDs =0 -0.1 -0,1 "
VGS = -15V, VDs =0 -0.5 -0.5
Vo = =10V
IGSS Gate Reverse Current vGS .o ! -0,2 -0.2
DS o
Vo eTe v Ta " 125°C A
6s -1 -1
Vpg = ©
Gate-Source
vﬁS(off) Cutoff Voltage VDS =10V, ID = 0.5 nA | -0.5 -3.5} -0.5 -3.5| ~0.75 -5 | -0,75 -5 v
Zero-Gate-Voltage Ve =10V Ve = 0
I N DS ! GS 4 S 20 5 20 15 50 15 50 mA
DSS Drain Current Sce Note 2
Small-Signal Vps =10V, Ip =5 m, 15 30 15 30
Common-Source f =1 kHz
‘yfsl Forward Transfer VDS 2 10V, ID = 15 mA, mho
Admittance £ =1 kiz See Note 3 20 40 20 40
Vie=10V, I =5pma,
Small~Signal e D 50 50
19,5l Common-Source R T R T s G pmho
Output Admittance DS ' D ' 100 100
£ =1 kHz, See Note 3
VDS =10V, ID = 5 mk, -
Common-Source £=1 Mz 25 25
[ Short-Circuit — — pF
158 Input Capacitance Vps = 10V, Iy = 15 mA, 25 25
f =1 Miz, See Note 3
Common-Source Vps =10V, Ip =5 mA, 5 5
c Short-Circuit f =1 Mz, F
rss Reverse Transfer Vpg = 10V, L= 15 mA, P
Capacitance £=1Miz, See Note 3 § 5
*operating characteristics at 25°C frec-air temperature
T 2N6a5T 2NGA52Z 2NE353 ZNGA54
PARAMETER TEST CONDITIONS MIN MAX | MIN MAX | MIN MAX | MIN MAX UNIT
Common-Source Vie = 10V I, =5m .
F DS ' D ' 1.5 2.5 1.5 2.5 dB
Spot Noise Figure Rg = 10 kR, £ =10 Mz
Vpg = 10V, Iy =SmA, 5 10 5 10
Equivalent Input f =10 Hz —
Vi Noise Voltage V.=10V, 1.5 m, nv/ Az
ps D 3 8 3 8
f =1 KkHe

*IEDEC registered data

+The fourth lead (case) is connecred to the source for all measurcments,
2, This parameter must be mensured using pulse techniques.

NOTES:

tw = 300 ps, duty cycle < 2%.

3. To obtain repeatable resuits, this parameter must be measured with bias conditions applied for less than

five seconds.

.
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capacitance, and stray shunt capacitances.

At 1 MHz the susceptance of Gf is about 3% of the conductance present
at the output; it will be assumed that this added capacitance does not
affect the phase relationships at that point in the circuit. With this
assumption, Cin and Cf will divide vo while maintaining the phase at v,

The small signal models used for feedback calculations are shown in
Figure 5.6.

The parameters used for the active devices are summarized in Table 5.2.
These values represent the information that is available for the appropriate
operating conditions. It should be noted that Yob and Yo for QS represent
upper bounds; no information was available regarding how close these
parameters come to the upper bound.

The input impedance of the shaper will be shown later to be much less
than 5 k@ so that R

L
resistance) (i.e., ng).

in the equivalent circuits is taken as 5 k@ (pure

The output portion of the small signal model will be considered first,

QE and Q4. The relationship between ieS and v, is given below:

v
9 - 1
(5.4)

Simplification of this expression is difficult to justify. If Yob3 is

assumed to be 10 uS (recall that we only have a bound on Yop3e not a typical
value) and use the typical values for the other parameters, we find that

v
o . __1
2.3 (1+10)

(megohm)

and we simplify equation (5.4) so that

v
1 (5.5)

Ye3  Yob3

If we consider Yopz = 1 uS, we find
Yo 1
Le3

(megohm)

N

N =

L s o Ll o o e ' e fenio eegemoSes iy
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DEVICE

Ql 2N4416

Q2 2N6451

QS 2N4957

Q, 2N4044

D2 1IN5288

Table 5.2

Active device parameters,

PARAMETER

Yig = 0.1 - 4 2.5 mS max

|y08| = 0,05 mS max

ny8| = 4.5 mS min, 7.5 mS max
IGSS = ~0,1 nA max

IDSS = 5 mA min, 15 mA max
C'iss = 25 pF max

crae = 5 pF max

lyfel = 15 mS min, 30 mS max
lyoel = 50 uS max

Ipgs = 5 mA min, 20 mA max
IGSS = -0,1 nA

hFE = 20 min 4OTYP

9ip = 56 MSpyp

gfb = -58 mSTXP

Yop < 0:05 mSpyp

yrb < 0,005 mSTYP

HFE = 225 min

Cobo = 0.8 pF max

IbEO = 0.1 nA

Noise = 2 dB max

f} = 200 MHz

hfb = 250 TYP

hie = 9,6 kQ TYP

B =4:2 % 1074 TYP

hoe =12 uS TYP

Field-effect current regulator diode
Regulator current:

.39 mA nom, 0.351 mA min, 0.429 mA max
Minimum dynamic impedance:

4,10 M@
Minimum knee impedance:

1.00 MQ
Maximum limiting voltage

1.05 V

CONDITIC:
V98=0V,f'=100 Miz
Vga=0V,f=1kHz
VgB=OV,f=1kHz

° = - =
TA=250, VGS' 20V, VDS 0
VGS=OV' Vpg = 15V
VDS=10V,ID=5mA,f=lez
Vps VIOV,ID=5mA,f=1hﬂiz
VDS=10V,ID=SmA,f=1kHz
VDS=10V,ID=SmA,f=1kHz
VDS=10V,VGS=OV

° S - =
TA=25C,VG = 10V,VDS ov
Ic=2mA, VCE.=IOV
VCB=10V,IC=2mA,f=4SMHz
VCB=10V,IC=2mA,f=45MHz
VCB=10V,IC=2mA,f=45MHz
VCB=10V,IC=2mA,f=45hﬂiz
IcalmA, VCE=SV
IC=1mA
Ic'l“‘A'V,n =5V
Tp=bmh Vop =3V
I,=1mA, VCE=SV
I, =1m, LCE—SV
VT = 25 V
Vp = 25V
Vp = 6.0V
IL=0.81 (regulating current)
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we see that we cannot simplify equation (5.4) wien Yob3 becomes small. In
this case we may only make one assumption, (hfe4+1)/hie4 »> yg, &nd obtain
(
% (Bpgq * D/, 5.6)
oz YrWops * Voo * ¥g) + Yopsl (g + 1)/Ry 0]

To continue the circuit description equation (5.5) is used because of its
simpler form. The only place that 1/yob3 occurs is in the.vo/ies relation,
so we must use equation (5,6) rather than equation (5.5) in the following

analysis when the magnitude of Yob3 is in doubt.
The relation between vgsZ and 1,3 1S given by

_y.
e3 = P 23 7 Y Yre2 Ygs2 (5.7
Yib3 Yos1 * Yos2 5 g

2

Since Yos1 and Yoga >~ Yips» We have

Ye3 © Yre2 Vgs2 (5.8)

Combining equations (5.8) and (5.5) we obtain the open-loop voltage gain

v ~Y
R (5.9)
gs2  Yob3
The open-loop charge gain, AQ’ is found by considering vgs = Qi/cin’ so that
4 -0 fs2

0
@ Q@ Yopz ln
Up to this point we have not considered the effects of feedback. Having
obtained the open-loop gain, and noting that the open-loop input capacitance
is Cin’ we apply the feedback relations to find the voltage gain, charge

gain, and input capacitance with feedback CAvf’ AQf’ Cefyg.

A :.{1-3.)_._ A =.‘f§_
vf  1-T Qf 1-T eff
Where T is the loop gain, vo/vé, modeled in Figure 5.6(a).
The only difference between Figures 5.§(a) and 5.6(b) is the capacitive

divider on the input of 5.6(a). We find directly that

T

Cf+cin

C_op = Cpp(1-T) (5.11)

 eaman®
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and
~Y ¢
4, = fs2 ‘&“#g } (5.12)
Yob3 |7 inJ
i = H = = g i = - z
Using yfb 30 uS; 02n 250 pF, and Y.p3 1uS we find that T 30 (here
equation (5.6) was used rather than equation (5.5)). With this value of
loop gain 1-T can be approximate’ by -T. Inserting equation (5,12) into
the feedback relationships (5.11) we find
~C. Y
~ ~ =l ~ Yfel
4,3 A, a5~ ; and C_,, & Co= AL 5.13
vf Cf ’ Qf Cf ' eff yob_’; f v ( )

Note that the relaticnships of equations (5.13) are the same as the
relationships of equations (5.1), (5.2), and (5.3).

If worst-case values are considered for Yob3? ysz, hie4’ and Cin’
the loop gain can become rather small due to the large attenuation of the
feedback signal by the voltage divider formed by Cf and Uin' This will be
considered again in Chapter 8,

Up to this point R4 has been ignored; since it only seems to degrade
the preamplifier performance as described, its presence must be explained.
The ideal charge preamplifier would produce a staircase output waveform; the
size of the steps would correspond to the energy of the incident particle
that produced the step. A practical amplifier, with finite supply voltages,
would eventually be driven into saturation. To prevent this a resistor is
included across the feedback capacitor to discharge the accumulated voltage.

The time constant of CfRf should be large compared to the time constants
associated with the pulse-shaping electronics, 1, in order to prevent degra-
dation of the filtered (shaped) signal. In this circuit CfRf = 500 ps while
T is between 0.5 and 2 yus.

The time constant Of‘Qf?f must be small ehough to insure that saturation
will not occur during periods of high count rates. More sophisticated methods
of dischargirg Cf have been developed but because of their complexity they

are not well suited for rocket-borne applications and they will not be
considered here.
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5.2.3 The test input. To fully calibrate the system requires a vacuum
chamber, a calibrated particle accelerator, and a detector. This test setup
is inconvenient for bench work. The EPS is checked with a particle accelerator
before launch to ensure proper operation; but much information can be
obtained with a pulse gene¢rator before this time. A test input is provided
in the preamplifier that allows calibration and testing using a pulse
generator rather than a particle flux incident on a detector.

The components associated with the test input are CS and RS' The
model of the test input is given in Figure 5.7; Ceﬁf is the effective input
capacitance of the amplifier, discussed in Section 5.2.1. The pulse
generator used is an Ortec Model 448 pulse generator. This pulse generator
will provide a pulse with a very short rise time, 20 ns, and a long decay
time constant, 1000 us; the pulse height can be wvaried between 0.0000 V and
10.0000 V. Built-in attenuators and a normalization control can be used to
calibrat~ the pulse generator scale in terms of simulated particle energy.

The pulse generator has an output impedance of 100 @, Resistor RS is
included to terminate the cable connecting the pulse generator and the
preamplifier. The capacitor 03 and the effective input capacitance (CeffJ
form a voltage divider that attenuates the test signal, v » This

gen
attenuation is described in equation (5.14)

c

v = 3 v« LDPF (5.14)

gs2 03+Ceff gen Ceff gen

For a typical preamplifier this corresponds to an attenuation of about 5000.

A test pulse with a short rise time is required to simulate the charge
pulse of a detector. Ideally the generator would produce a staircase
waveform to simulate the increasing voltage across Ceff due to periodic
charge pulses; CZ and Geff form a voltage divider and vgs should follow
ﬂgen' In reality, there is a shunt resistance across Ceff which will
discharge Ceff even if vgen was held constant. The decay time constant of
the pulse generator should be longer than the decay time constant of the
preamplifier (Rfﬁf = 0.5 ms) in ord¢; to simulate a charge pulse. Photographs
of the test signal, vben’ and the resulting preamplifier output, vo’ are
shown in Figure 5.8.

The entire EPS can be tested using the test input: signal shape,

linearity, and gain can be measured using the simulated input. If Ceff is
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accurately known, the pulse generator output voltage can be adjusted to
correspond to a given energy level. However, a more accurate and convenient
method is available: a detector is connected to the preamplifier and a
suitable vradioactive source is used to provide a calibrated signal.

An X-ray source can be used with the detector on the bench and no vacuum
chamber is required. This also has the advantage of allowing gold detectors
to be covered to prevent light from saturating the detectors; the X-rays will
pass through the covering. X-rays are not affected by the detector dead
zone; however, the majority of X-rays will pass through the detector without
transferring energy to an electron and thus not be measured. It is necessary
to use an X-ray source with a flux substantially greater than the desjred
measurement rate. An Am241 source provides an accurate 60 keV line and has

a long half-life. Unfortunately, Am241 sources are difficult to obtain.

A Cd109 source will provide 22 keV X-rays and 88 keV gamma rays. Another

useful source is 0057 which provides 122 keV and 136 keV gamma rays.

To calibrate the pulse generator, the pulse amplitude due to the
radioactive source and the corresponding energy is noted. Then the pulse
generator dial is set to the energy level measured and the attenuators
and normalization control are adjusted until the pulse height matches the
pulse height obtained from the radioactive source. Since electrons encounter
little attenuation in the dead zone, the pulser is calibrated in terms of
energetic electrons.

In addition to convenience the use of the pulser has another advantage.
The higher the shunt capacitance on the preamplifier input the higher the
noise on the output. By removing the detector one obtains improved
resolution for system tests.

5.2.4 Measurement of preamplifier parameters. The model of the charge
preamplifier presented in Section 5.2.2 gave a general indication of the
operation of the preamplifier. Many of the parameters of the resulting
equations are, however, transistor parameters which tend to be quite variable
from unit to unit. To confirm that the preamplifier operates as expected,
some measurements were taken on a typical unit.

The low signal levels and the requirement of dynamic measurement
present problems. The primary parameters of interest are Av and Ceff’ To
measure these parameters a special test box was built; this box will now

be described, then the measurements will be discussed.
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The schematic of the test boi and its relation to the preamplifier
input circuit is shown in Figure 5.9. The test box is connected between the
preamplifier input and the pulse generator output. The operation is similar
to the test circuit that is internal to the preamplifier; however, the series
capacitance of the test box is composed of two equal capacitors in series.
The test box is well shielded because of the low signal levels; and it
provides two test points to allow measurement of Vge

To measure Ceff’ we make use of the fact that capacitors in series all

have the same charge. Therefore,

U pp ™ V% = Vgs Cesf (5.15)
Using the relationship for a capacitative divider
' Cpl2
“g0 = |GTT v O p | (5.16)
we find
c =c[ 1_] (5.17)
eff & 5;753 2

?he measurement points on the test box allow us to determine Vg and
vl; Ct is known, so Ceﬁf can be calculated. Once Ceﬁf is calculated, it
can be used in equation (5.16) to determine vgs; if the output voltage is
also measured, Av can be determined.

The voltage Vg will change as Ceff discharges through Rf (time
constant given by Ceff RfJ; this requires a dynamic measurement. Vg and
)

1
shunt capacitance is required to prevent interaction with the test box.

can be measured with an oscilloscope, A high input impedance and low

This implies that C, should be large; however, to provide attenuation and
obtain a large sample voltage a small Cy is desirable.

A Tektronix 7A18 plug-in with a P6011 x1 probe was used to measure
V. and vl' This results in an impedance of 1 MQ shunted by approximately
32 pF at the test point. To swamp out the effects of the oscilloscope
probe, Cx was chosen as 510 pF; unfortunately this requires operation of the
preamplifier with unusually high input levels in order to obtain a
measurable sample voltage, Vg Fortunately, the gain measurements indicate

linear operation of the preamplifier even at the high input levels.
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After the test box was constructed, several tests were made using known
capacitances across the output, With Ctl = CtZ’ v, was larger than expected.
To correct this, several different capacitors were tried across Ctl to
reduce vy to the expected level; the results obtained with two of these
capacitors are tabulated in Table 5.3. Since the cxpected value of Ceff
is on the order of 5000 pF, the 68 pF shunt capacitor (across th) was
chosen because of the more accurate results obtained when a short was used in
place of Ceff' Larger values of known capacitance were not used because of
connection problems. The voltage measurements are only sccurate to about
#150 uV because of the minimum scale of 5 mV/cm. It should also be noted
that high frequency oscillations were present (2 mV p-p at 100 MHz);
since these were observed when the oscilloscope was measuring vy whether
the pulse generator or the preamplifier was connected or not, it is assumed
the oscillation was internal to the oscilloscope. By using the 20 MHz
band-limiting filter that is built into the oscilloscope the oscillations
were eliminated.

The data taken on the charge preamplifier is summarized in Table 5.4.
The measurc; nts with a pulser setting of 100 and 200 were discarded because
of the high percentage error in the measurements. The measurement with a
pulser setting of 400 is discarded because of the large disagreement with

the remaining measurements. Averaging the remaining measurements we find

|Av| = 7500 Copp = 5500 pF (5.18)

To check for any variation in Av or ceff with a change in the input
capacitance a length of cable corresponding to approximately 40 pF was added
between the test box and the preamp. The readings were identical indicating
good stability for moderate changes in input capacitance.

The experimental data can be compared with the model derived in the
previous section. Additionally, some interesting parameters, such as
typical vgs and U,y values, will be calculated.

Using the relations given at (5.13) we see

Ceff}measured
c
f
Considering that Cf is specified as 0.5 *0.25 pF this agrees fairly well with
the value of 7500.

|A = 11,000 (5.19)

v,modelI =
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Table 5.3
Data from evaluation of test box.
§
CALCULATED MEASURED i
SHUNT s - N I's N— a
ACROSS C‘z‘;l Vg 21 Vg Ce‘f{' Vgs Ceg{‘ Vga j
(pF) (mV) (mV) (mV) (p (mv) (p (@mv)
100 20 10.3 9.7 (expect vy = 10.0 mv) short -
100 15 9.9 5.1 542 4.80 510 4.8
100 20 12.5 7.5 765 5.00 750 4.9
68 20 10.0 10.0 (expect Vg = 10.0 mv) short -
68 15 9,8 5.2 577 4.6 510 4.8
68 20 12.4 7.6 808 4.8 J 750 4.9
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Tuble 5,4
Data from measurements of charge preamplifier.
PULSER Vg V] Vg Vo Ca; Vgs |4 l
SETTING (mV) (mV) (mv) ) (p { "Gv) v
100 2.9 1.5 1.4 1.05 7140 100 10,500
200 6.2 3.1 3.1 2.10 - - -
300 9.4 4.9 4.5 3.15 5740 400 7,870
400 12.6 6.7 5.9 4.20 3760 8C0 5,250
500 15.9 8.3 7.6 5.20 5540 700 7,430
600 19.1 10.0 9.1 6.35 5160 900 7,060
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The charge sensitivity is given by
.1 _ 12
AQf,model = Gf = -2 x 107" V/C (5.20)
Consider a 50 keV energetic electron: this particle will produce a charge
Qin = 2,3 % 10-15 C. Using the measured values of Cé and Av, we find
vgs = 0.42 uV and v, = 3.13 mV. Equation (5.20) predicts v, = 4.6 mv,

which is quite a reasonable agreement.

Using the measured value of Av in equation (5.9) with yf.s2 = 15 mS,
we find Yop3 = 2.0 uS; with ysz = 30 mS we obtain Yop3 = 4.0 #S, (these
are minimum and maximum values of ysz). This implies an effective value
of Yob3s of about 3 uS, an effective value because a Y,p3 S small as this
requires the use of equation (5.6) rather than equation (5.5). The valuu
for Yob is reasonable for relatively low frequencies. All the above re-
sults indicate good agreement between the model and the actual preamplifier.
5.3 Shaping Filter

5.3.1 BSelection of the filter. Chapter 4 describes the noise sources
within the preamp and presented the optimal filter characteristics (optimal
in texrms of noise performance). The results of the analysis of several
practical filters are presented in Figure 4.9. In this section we explain
why the (CR)i . (RC)j family of filters was selected.

Reviewing Figure 4.9 and using the relative equivalent noise charge as
a figure of merit, we see that the filters using delay lines have the best
noise performance. In fact the (DL)2 * RC filter closely approximates the
optimal time-limited filter response.

Delay line shaping involves sampling the input signal, delaying the
sample for a fixed time, multiplying the delayed sample by a constant, ard
then adding the modified sample to the actual. A schematic representation
of a delay line filter is given in Figurs 5.10(a). The input signal is
actually a decaying exponential (r = chf’ from the preamplifier) and this
produces some undershoot in the output pulse, Figure 5.10(b). Losses in
the delay line will result in a delayed signal that is smaller than the
non-delayed signal, producing an offset voltage (by adjusting the level of
the signals at the difference amplifier this can be eliminated). Problems
arise related to the quality of the delay line. Improper termination, due
to cﬁanges in the characteristic impedance of the line, or due to changes

in the terminating resistors Zo’ produce reflections resulting in ringing
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Figure 5.10 Delay-line pulse shaping. (a) Schematic representation

of delay line in pulse shaping applications.
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and small amplitude variations of the output signal. Mismatches internal to
the delay line wili also produce these effects. Because of the problems
discussed above tF * delay line filters will not be considered for this
application.

The (CR)i . (RC)j filters are attractive because of their straightforward
and simple implementation (resistors, capacitors and amplifiers); these are
two important requirements for rocket-borne applications where size,
stability and high reliability are required. These filters will be divided
into two groups, (CR) - (RC)j and (CR) - (RC)j filters.

The response obtained from a typical (CR) - (RC)3 filter is shown in
Figure 5.11(a) and 5.11(b); two different time constants are represented.
This type of filter produces a unipolar output, that is, the output of an
ideal filter would never cross zero. Because of practical limitations the
preamplifier and pulse-shaping electronics are ac coupled. In an ac-coupled
system it is impossible to have a unipolar pulse (a qualification is noted
here: zero cancelling is discussed below).

The output pulse has a small overshoot when it returns to zero (the
pulse-height analyzer requires a negative signal pulse). Because of the
low level this overshoot will persist for a long time, relative to the
shaper time constant. This overshoot can be seen in Figure 5.11 and is
expanded in Figure 5.12.

If a second pulse occurs before the tail due to the first pulse has
decayed, the measured pulse height for the second pulse will be in error by
an amount equal to the magnitude of the tail due to the first pulse. If
the frequency of the unwanted zercs are known (one zero, CR = t, is desired
to limit the duration of the signal pulse, i.e., low-pass filtering) a peole
can bé added to cancel the unwanted zero; this is termed zera cancelling.

If the interval between pulses is so short that the tail due to the
previous pulse produces a significant error, a (CR)2 . (RC)j filter can be
used. Figure 5.11(c) shows an output pulse from (CR)2 . (RC)2 shaping
filter; this particular filter produces a positive pulse. The second zero
causes the magnitude of the undershoot to be about that of the main pulse;
but the output returns to zero long before the output of a (CR) - (RC)j
filter.

From Figure 4.9 it can be seen that a (CR)2 . (RC)j filter has poorer

noise performance than a (CR) - (RC)J filter, given the same number of RC

B
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Figure 5.11 Photographs of output pulses obtained using various
shaping methods and time

constants. (a) (CR)+(/ ) B
shaper, 1 ] 1

us. Horizontal 5\‘\11(' 2 us/div; vertical
scale 2 V/div. (b) (CR)*(RC)® shaper, 2
Horizontal scale us/div; vertical scale 2 V/diy
(¢) (CR)2+(RC)2

has

HS .

shaper, T = 0.5 us. Note that
a posit ive output pul\‘v, as vump;n‘u‘. t«
output pulses for (a) and (b). Horizontal
div; vertical scale .2 V/div.
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Photographs of the overshoot obtained when using a

single (CR) stage. These are oscilloscope traces of

the tails of the pulses shown in Figure 5.11{(a) and
5.11(b), respectively. The main pulse is off scale in
these photographs. Horizontal scale 0.1 ms/div; vertical
scale 0.5 V/div.
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sections. For this reason a single CR section is desirable, if its use

is possible. If the unwanted zeros vary with transistor parameters or
temperature, zero gancelling may not be helpful and one would be forced to
use a (CR)2 . (RC)J configgration. It should be noted that if pile-up
occurs with 4 (CR)2 . (RC)3 filter, very large errors will result; this is
due to the large undershoot.

When choosing the number of (RC) sections (i.e., the value of j) the
rule obtained from Figure 4.9 is: the more the better! By adding (RC)
sections the filter step response becomes a better approximation to a
Gaussian pulse. The choice of j is based on diminishing returns, for each
section added the size and complexity of the shaping eclectronics increases.
For the JASPIC system, i = 1, j = 3 was chosen. This results in a relative
ENC between 1.22 and 1.16.

' Having selected the filtex type, (CR) - (RC)S, we must select r.
Chapter 4 discussed the selection of T based upon necise considerations using
the physical parameters of the preamplifier. Rather than attempting to
model the preamplifier one can simply try different values of t for the
actual circuit. The designer must consider pile-up probabilities as well as
noise performance when choosing .

Table 5.5 presents the probability of i pulses occurring in an interval
of I' seconds for two different particle fluxes. The count rate of 2000 s~1
was obscrved during high fluxes at high latitudes (actually the 1979 solar
eclipse at Red Lake, Ontario). The count rate of 40 s"1 is representative
of particle fluxes in the equatorial regions. Of particular interest is
the column labelled P{X 2 2}; this is the probability that two ox more
particles will be measured in the specified time interval. The probabilities
of P{X 2 2} are used in determining the pile-up effects of a given shaping
time constant, 7.

The probabilities of Table 5.5 were obtained by modeling the number of
energetic particles measured in an interval of length I' as a Poisson random
process with A = flux x I' (the flux measured in particles/s). The random
variable X represents the number of energetic particles measured in the
interval . Thus P(X = 1) is the probability of one particle being
measured in the interval 7, descr%bed by equation (5.21).

%
p(i) = p(x = 4) = p (5.21)
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From Figures 5.11 and 5.12 we obtain the following values:

Filter type T
€r)? - RO)Z 0.5 us

ry3. rey? 1 us

Considering the probabilities given in Table 5.5 for a count rate of

2000 5-1 we see that the probability of pile-up producing any error for a

Time after

event

4.5
5.0

10
200
400

20
200
400

us
us

us
us
us

us
us
us

R T L A

Magnitude
of tail

2%
~0
6%
1%
~0
11%
4%
~0

0.5 us (CR)? « (RC)? shaping filter is 0.005%. If a 1 us (CR) * (RC)>
shaping filter is used, there is a probability of 0.02% that an error

greater than 6% will result due to pile up, a 6% probability that an error

greater than 1% will result due to pile up, and a 20% chance that some

pile up (unspecified resulting error) will occur.

The results given above would be used in determining the filter

characteristic and time constant to be used on a flight where a count rate
of 2000 s-1 is expected. If an error of >6% is acceptable 0.02% of the
time, a 1 us (CR) - (RC)3 filter could be used. One must weigh the cost
of those errors against the increase in noise (which can be modeled as an
error) that will result by going to a (CR)2 . (RC)2 filter. It should be

noted that the percentage error that was specified above assumed that the

second pulse was the same energy as the first; the error is actually

additive, not multiplicative. The deviation from zero at a given time

after a pulse is dependent on the specific electronics, and should be

measured.

The noise performance of the electronics used on the JASPIC program

improved as v was increased (checked up to

optimal time constant is in the range of 1 us to 10 us.

T =

2 us).

value depends upon the FET used in the input circuit.

In general, the
The actual

103

Therefore, there will

usually be a trade-off between noise performance and pile-up.

However,

certain devices may actually perform best with smaller values of 1, so

this should be checked for each transistor.

A block diagram of a (CR)1 . (RC)3 shaping amplifier is shown in

Figure 5.13. In this case i can be equal to 1 or 2, depending on whether
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03 is shorted, or whether it is included. The transfer function and the
signal shape at various points internal to the shaper are also shown. The
only parameter of interest is the transfer function, any circuits can be
used to realize the desired transfer function. When a circuit configuration
is considered, the amplitude of the signal at various points in the circuit
must be investigated to be sure that a section is not driven into
saturation.

An amplifier that can be configured as a unipolar or bipolar (i.e.,

i = 1 or 2) pulse-shaping configuration is desirable because it allows
selection of the filter type and time constants dependent upon the expected
particle flux. The shaping amplifier should also be configured so that it
can be used as an inverting or non-inverting amplifier. Gold and aluminum
detectors require opposite polarity bias voltages, and produce opposite
polarity charge pulses. Since the pulse-height analyzer used in the EPS only
works with one polarity pulse (negative), the shaper must provide the

correct polarity pulse.

The general properties of shaping amplifiers and the procedure used
in selecting the filter characteristic and time constant have been
discussed. In the next section the actual electronics used on the JASPIC
flights will be discussed.

5.3.2 Shaping amplifier circuit description. The schematic of the
shaping amplifier is given in Figure 5.14; a photograph is included in
Figure 5.15. The shaping amplifier includes the switch that selects one
of the two preamplifiers and the amplifier that determines whether the
unit is inverting or non-inverting. Table 5.6 lists values for the
components that are selected based on the specific shaping requirements.

The analog switch, Ui’ is optional. If two detectors are to be
used with one shaper (to minimize capacitance added by long cables, two
preamplifiers are required) Ry, R,, and U, are included; if the switching
capability is not needed, a jumper is installed between 1 and the input
side of 040. The on-and-off resistances of the switch are low and high
enough to prevent interference with operation of the shaping amplifier.

The pulse shaping is accomplished in three gain blocks, consisting of
QI/QZ’ QS/Q4’ and QS/QG‘ The small signal configuration is almost
identical for each of the three gain blocks. The Ql/Q2 pair is configured

slightly differently for biasing purposes. The small signal model of a gain
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Figure 5.15 (a) The JASPIC shaping amplifier. TV0R GE .0
(b) Packaging of the shaping amplifiers. ;
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Component values for selected components,
to desired time constant and required gain.

Table 5.6

Selected according
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. TIME CONSTANT
CONFIGURATION | COMPONENT .5 us 1 ps 2 us
(CR) - (RC)3 040 100 pF 200 pF 390 pF

R40 5.1 M 2.4 M 1.3 M
Cal 3.0 pF 6.0 pF 13 pF
R42 5.1k
R gain adjustment 0

43 typical values
Fra ®
042 .1 uF .1 uF .1 uF
043 3.0 pF 6.0 pF 13 pF
R46 gain adjustment 100k + 50k
B typical values: 1k

47

626 3.0 pF 6.0 pF 13 pF

(CR)2 . (RC)3 040 100 pF 200 pF 390 pF

R40 5.1 M 2.4 M 1.3 M
Chl 3.0 pF 6.0 pF 13 pF
R42 gain adjustment 5.1k
R typical values: 0

45 The attenuator must present
524 5.1k between the two terminals o
042 100 pF 200 pF 390 pF
Chs 3.0 pF 6.0 pF 13 pF
R46 gain adjustment 100k + 50k
R typical values:

47 1k
046 3.0 pF 6.0 pF 13 pF
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block is similar to the model of the preamplifier, the main difference being
a current input rather than a voltage input.

Resistor ng from the pream: [Figure 5.3) is actually part of the ng,
Ru00 Ca0 combination; it is included in the preamplifier in order to provide
some short-circult protection. The first CR corner iz determined by C4OR39.
In addition, R40040 provides zero cancellation for the zero introduced by
Rf (Rfc'f = Ryliag?e

The RC terms are provided by R41041, R45053 and R4SC46' The resistor
combinations R42/R43/R44 and R4G/R47 are included to set the amplifier gain.
The first attenuator R42/R43/R44 is used as the R for the second 0428 if a
bipolar pulse is desired, If attenuation is inserted at this point and
bipolar pulse shaping is desired, the combination must present an impedance
of 5.1 kQ.

The last gain block is identical with the second gain block. Because
of the high ac gain an attenuator is required at the input. Since R46 and
Ryq form a simple voltage divider and are not used in determining a desired
pole or zero, it is more convenient to adjust the overall gain of the shaper
at this point, rather than using R42/R43/R44.

The capacitors in the feedback loops of the gain blocks introduce a
phase shift at the operating frequencies. Capacitors 04, Cq and Cyq ave
included to offset this phase shift.

The gain block operates with a common emitter input stage operating as
a current input. The common emitter amplifier is followed by a common base
amplifier: this stage provides the voltage gain of the gain block. The two
together form a cascode amplifier. This is followed by an emitter follower,
to provide a low output impedance,

The final gain block is followed by a unity gain amplifier, Q7a' This
amplifier provides inverting and non-inverting outputs. The polarity of the
output pulse is jumper selected at this point. The output transistor, Q7b’
provides a voltage gain of 10. The last gain block was unable to provide the
required voltage swing. The output impedance of the pulse shaper is
undesirably high, the output stage was limited in size and power requirements
and the configuration shown represents the best compromise available in the
given time frame, The high output impedance of the shaper does not affect
the operation of the unit when connected to the EPS pulse-height analyzer;

but it does present problems when some low impedance test equipment or long




G e R AT T T

111

connecting cables are required.

Power into the shaper is filtered by feedthrough capacitors and the
high gain stages are all de-coupled from the power supply (e.g., 03 and
Rg).

An output of -11 V peak for 130 keV energetic electrons incident on the
detector with a (CR) - (RC)B, T =1 us filter characteristic was required.
The gain resistors listed in Table 5.6 reflect this requirement.

It was noted earlier that the input impedance of the shaping circuit
is much less than the resistance ng (5.1 kQ) at the output of the charge
preamplifier. Looking at the shaping circuit (Figure 5.13) we find that
ng (the output resistor of the preamplifier) is connected in series with
040 and then to the base of &, of the shaping circuit. The time constant
R39040 is chosen to be the 1. The operating frequency is considered to be
1/t (1 MHz throughout this circuit description); so at the frequency of
operation the series pair R39040 is primarily resistive. It is assumed here
that the current feedback on Ql of the shaper reduces the input impedance of

that transistor so that R for the preamplifier is the impedance of R
5.1 kQ.

39
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6. TESTING AND CALIBRATION OF THE ENERGETIC PARTICLE SPECTROMETER

The testing and calibration are divided into three phases: 1) bench
tests of the system components; 2) main calibration at NASA/GSFC; and
3) pre-flight calibration at the laurch site. During the first phase the
system components (i.e., detectors, linear electronics, and non-linear
electronics) are tested individually. The tests perf&rmed on a given Stage
can be designed to provide more information about that stage than could be
obtained if only the input and output relationships of the entire instrument
were to be messured. Both individual components and the entire system are
considered during the main calibration. The final (pre-flight) calibration
is performed shortly before launch and only considers the system input/output
relationships.

6.1 Bench Tests of the System Components

6.1.1 The detectors. Energetic particle spectrometers have been used
on several previous flights, although these instruments have provided
limited information when compsred to the EPS experiments flown for JASPIC.
Because of this experience several aspects of the detector and collimator
have already been discussed in Voss and Smith [1974] including the effects
of the collimator on the angular response of the detectors..

The other property of interest is the response of the detectors to
particles of known energies. The primary factor here is the effect of the
dead zone. A detailed discussion of the dead zone (based largely on
empirical data) was presented in Section 3.4.1. The results of the thecreti-
cal calculations were compared with some experimental measurements. If the
particles used in the measurements are treated as unknowns, proper identifi-
cation is possible, although there is a greater deviation from the
theoretical calculations than expected. To investigate this deviation, some
additional experimental measurements have been made during the main calibration
and the result compared with the theoretical calcvlations.

6.1.2 The linear electronies. The charge preamplifiers and the shaping
amplifiers are mounted on a paylead deck and are tested together. The two
units are packaged in separate boxes in order to allow the preamplifiers to
be mounted as close as possible to the detector, thus reducing the excess
capacitance caused by long cables between the detector and the preamplifier.
Separating the units also allows switching of detectors at a point where the

performance of the system is not affected. In considering the response of
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of the systep to an energetic particle, only the output of the shaping
amplifier is measured,

Tests for amplifier gain, noise performance, and amplifier linearity
can be performed without specialized test equipment. The setup for bench
tests is shown in Figure 6.1. Here the signal is monitored at the output
of the shaping amplifier, providing maximum resolution.

A detector is connected to the preamplifier and a radioactive source is
used to provide a pulse height (voltage level) corresponding to a known
input energy. The detector is disconnected in order to reduce the capacitance
across the preamplifier input, thereby improving the resolution of the system.
Then the Ortec test generator is connected and the attenuators (including the
normalization control) are adjusted so that the test generator scale is

24 . .
1 radioactive source

calibrated in terms of energy. For example, if an Am
is used, the energy level of interest is 60 keV; the dial of the test genera-
tor is set to 60 and output level is adjusted with the attenuators until the
shaper output pulse is the same height when using the generator as with the
radioactive source,

Measurements of the output level are taken for various input levels.

These measurements indicate the gain of the amplifiers (in V/keV) and the
linearity of the amplifiers, After the gain of the system has been determined,
the noise performance is checked, The rms noise level at the output is
measured with various amounts of shunt input capacitance, The amplifier
produces a certuin amount of noise without any shunt capacitance. As
additional shunt capacitance is added, the noise level increases linearly
(capacitance in addition to the stray shunt capacitance).

The results of this test fcr three different combinations of preamplifiers
and shapers are shown in Figure 6.2. The noise is indicated in terms of Efwhm
(see Section 4.3.1). This figure of merit is calculated using

N = 2,66 vn/K (6.1)

where N is the full width at half maximum given in terms of keV, the rms
noise voltage (as read on an averaging meter) is represented by v, in mV,
and the gain of the system in V/MeV is represented by X. The factor 2.66 is
the factor 2.36 from the definition of FWHM (equation 4,5) multiplied by
1.11, which changes the reading obtained from the averaging voltmeter into
an rms value. Figure 6.2 is particularly useful in that it provides a

T T T



= B S

PR S TR T TSR T AT AR

114

ORTEC 448

TEST
GENERATOR

POWER > EPS
SUPPLY DECK
BROAD BAND
AC VOLTMETER |a &
HP 3406A

OSCILLOSCOPE
TEKTRONIX 7623

Figure 6.1 Test setup for bench measurements.
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standard of comparison for future preamplifiers. If the noise performance

of other amplifiers is much higher than those shown here, there is probably

a defective component in the circuit, If the noise performance is much better
for amplifiers of the same design, a measurement error should be suspected.

The data given in Figure 6.2 illustrate the effect of two different
types of input transistor. The SFB 8558 is a special part obtained from
Texas Instruments; the characteristics are similar to those of the 2N6451.
The SFB 8558 results in improved noise performance, but it is more expensive
and more difficult tc obiain than is the 2N6451,

The curves also indicate the improvements in noise performance that can
be obtained by selecting the highest performance parts from a given batch.
The two 2N6451 FET's have comparable noise performance when no shunt
capacitance is present, but the device used in preamp #5 (curve 3) is much
more sensitive to shunt capacitance than either of the devices in preamps
#0 and #4 (curves 1 and 2), When a detector is connected, the capacitance
it presents will produce an increase in noise just as the capacitors used in
the test box did.

6.1,3 The non-linear electronics. The microprocessor system is
completely cigital and does not require calibration., The rocket-borne pulse-
height analyzer, however includes the peak detectors and the analog-to-
digital converter; these must be calibrated.

PHA parameters of interest are the linearity and accuracy of the system.
To properly calibrate this portion of the system the test pulse must have
the same shape as the actual pulse encountered during flight. This is
obtained by using a charge preamplifier/shaping amplifier combination with
an.Ortec test generator. These tests can be performed on the bench. The
PHA tests are coupled with the results of the tests on the linear electronics
in order to obtain a pre-calibration curve relating the output of the analog-
to-digital converter to the input energy level. |
6.2 Main Calibration at NASA/GSFCA

After the bench tests are complete the EPS experiment is ready for the
main calibration. At this point, the gain of the amplifiers has been adjusted
and the input transistors selected. The detectors, preamplifiers and shapers
are numbered and treated as systems. The main calibration is performed at

NASA/Goddard Space Flight Center in Maryland. The test setup is shown in
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Figure 6.3. The EPS experiment is placed in a vacuum chamber and tested
using energetic particles. Since we are primarily interested in the
lineérity of the system electronics and the non-linearity of the dead zone
losses, a 256-channel pulse-height analyzer is used to monitor the output
signal instead of the l6-channel pulse-height analyzer used on the rocket.
The improved resolution allows more accurate calibration of the linear
system. The Ortec test generator and the radioactive source are included
for the tests indicated previously.

The high impedance output of the shaper presented some interface
problems. The pulse-height analyzer has a low impedance input and cannot be
connected directly to the EPS. An oscilloscope with a vertical channel
output was used to monitor the EPS signal and to drive the high resolution
pulse-height analyzer.

Long cable runs between the shaping amplifiers and the loading caused
by the two peak-detecting circuits (in the counting electronics and the
rocket-borne PHA) loaded down the output amplifier of the shaper, slightly
decreasing the gain of the system (by a factor of 10 or 20 percent). For
this reason the main calibration does not provide voltage levels
corresponding to energy levels; this information will be obtained later during
the pre-flight calibration. The main calibration provides a comparison
between the various channels and shows the effects of different particles on
the various detectors.

The pulse-height analyzer produces what can be considered a relative
probability distribution. Typical outputs are shown in Figures 6.4 to 6.9.
Points along the horizontal axis represent the various channels of the PHA
and correspond to narrow energy bands. The vertical axis represents the
number of counts obtained for a given channel (energy band); those counts
correspond to the values of the relative probability distribution function of
the signal (modeling the signal as a random process). The randomness is
due to the noise inherent in the system.

The relative probability distribution function indicates the likelihood

of a particle of a certain energy, in this case the energy level corresponding

" to the center of a peak, being measured as a slightly different energy. If

enough samples are taken to provide good statistics, then the ratio of the
particle energy being measured at that given energy level, instead of being

measured at the actual energy level. In terms of the figure of merit being
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used to describe this system the FWHM can be directly obtained from the plot

by finding the number of channels between the two points on the curve with
241

count rates half that measured at the peak. Consider the Am peak of
Figure 6.5. The peak count rate is 193 counts for channel 142 (¥ = 60 keV).
Half of this count rate is 97; this corresponds to channel 126 (£ = 54 keV).

and channel 153 (£ = 64 keV). So E}whm % 10 keV for this channel. A change
in the gain of the system will not affect E}bhm; however, a change in the
temperature of the detector, or the level of contamination, will have an
effect.

When working with the data obtained during the main calibration, it is

often useful to plot several different curves on the same set of axes. This

~allows one to see the effects of the dead zone on different types of

particles, and to check the linearity of the system. A listing of the com-
puter program written to plot these data are given in Appendix I, along with
a short description of the program.

The plots in Figures 6.4 through 6.9 are included to provide intercali-
bration data for the six EPS's on Nike Apache 14.542, to model typical plots,
and to demonstrate the difference in response of the different detectors to
the various types of particles. (Chapter 3 contains some additional plots
of response to energetic particles.) The scale at the top of each plot is
the energy scale for that particular detector. This is obtained by centering
the 60 keV point at the peak resulting from the Am241 radioactive source.
The Ortec test generator provides pulses that are approximately 20 keV apart;
the distance between these peaks is used tp determine the number of channels
per keV for a given detector. The normalization of the Ortec generator is
not exact; this implies that the energy read off the Ortec scale should be
multiplied by a constant factor in order to obtain the ¢orrect equivalent
energy. '

An iterative process is used to obtain a better approximation to the
energy of the Ortec generator. The following quantities are defined:

a is the scale factor for the Ortec generator: multiplying
the energy on the Ortec dial by a produces the correct
equivalent energy;

AE is the number of PHA channels per keV;

C%O is the channel number of the peak produced by the Ortec

generator at the setting F.;
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Chref is the channel number of the peak produced by the
radioactive source corresponding to the energy E}ef
o' and AE' are the approximations to the values of a and AE,
defined above.
The procedure is as follows:
3 !
1) Obtain Cho, EO’ Chref’ Eref’ and AE' from plot (two Ortec
peaks are used to obtain AE'). Assume a' = 1. Set
' = '
hE original A"
2) Calculate new AE' = a' AF
3) Calculate new o'
=(C’ho-0href)+E' E
AR ref/ 0

4) Check difference between AE' obtained on this iteration and

original’

al

AE' obtained on last iteration. If the four most significant
digits agree stop; if not, go to 1.

The channel numbers corresponding to the peaks of the various plots
along with o' and AE' are collected in Table 6.1. Because of variations in
the attenuation of the test input (due to component tolarances) o' can be
different for each detector system. Intercalibration for detector 2 up
used accelerator measurements, so o = 1,00.

The energies listed for the various peaks at thektop of each plot are
approximate. The actual energies are listed in Table 6.2; the discrepancies
are due to the Ortec calibration factor discussed above, and due to errors
in the calibration of the particle accelerator (Section 3.4.2).

6.3 Pre-Flight Calibration at the Launch Site

Before launch the detectors are checked with a radioactive source. The
output of the system is recorded on the telemetry tape for later reference.
This provides information regarding any changes in gain or noise performance
due to changes in temperature or to contamination of the detectors. These
final checks, coupled with the detailed analysis of linearity and PHA response
allow accurate calibration.

Figure 6.10 contains four sections of the pre-flight calibration chart
record. The horizontal axis is the energy level (bin numbers), and the
vertical axis is the number of counts, By adding the number of counts in a
given bin from several different measurement periods it is possible to get

good statistics.




Table 6.1

Values used for determining energy
scales on intercalibration plots,
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Location of Energy Peaks
(channel #'s)
Am241
Detector 60 keV 40 keV 60 keV 80 keV a' AE' (ch/keV)
1 up 145 95 144 191 .993 Z2.38
1 down 142 92 141 188 1.00 2.42
electrons (high scale)

2 up 160 - 170 215 - 2.25
3 up 234 164 240 - 1.03 3.90
3 down 227 145 213 - .926 3.15
4 221 157 232 - 1.05 3.93

TS S N
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Actual energies

Table 6.2

used during intercalibration

128

40 keV | 60 kev | 80 kev| 60 keV 80 keV | 90 kev
Ortec Ortec Ortec Electrons | Electrons H
Detector (keV) (keV) (keV) (keV) (keV) (keV)
1 up 39.7 | 59.5 79.4 | - - -
1 down 40 60 80 - - -
2 up - - - 64 .4 84 .4 94.4
3 up 41.2 61.8 - - - -
3 down 37.0 55.5 - - - -
4 42.0 63.0 - - - -

)
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Figure 6.10 Portions of the chart record for the pre-flight
calibration of a detector using a 60 keV Am24
radioactive source. The numbers identify energy

bins.
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The chart record also provides the sample-and-hold output from the
multiplexer; calibration can also bhe performed at this point. The analog
output provides good resolution. The linearity of the A/D-D/A system
of the microprocessor allows calibration of the energy bins with the

information obtained from the sample-and-hold.
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7. FLIGHT DATA
7.1 Introduction

This section will discuss some of the results obtained from Nike Apache
14,542 during the JASPIC program. The significance of the results, as they
demonstrate the capabilities of the instrument, will be noted,

This is preliminary data. Exact energy levels for the various bins of
the microprocessor and for the thresholds of the counting electronics will be
determined later. Only relative energy levels are, at present, available;
particle identification and spectrum profiles can, however, be determined.
The pre-flight identification and spectrum profiles are obtained.

The launch occurred at 0530 UT (0030 EST) on September 27, 1978. The
global weighted average of magnetic activity index, Kp, was 5+ for the
three-hour period including the launch and 6- for the preceding three-hour
period. Conditions at the time of launch allowed coordinated satellite and
ground-based measurements,

7.2 Count-Rate Versus Altitude

Data taken by the microprocessor is sorted according to energy level,
altitude, and rocket azimuth., If one is interested in the general trend of
count rate (i.e., particle flux) with altitude, the counting electronics from
the old system provides this information directly. Unlike the microprocessor,
the counting electronics simply indicate the number of particles with
energies greater than a certain threshold.

The thresholds of the counting electronics in Nike Apache 14.542 were
set as follows: EPS 1: 2,70 V; EPS 2: 2.70 V; EPS 3: 2.63 V; EPS 4-1: 1.90 V;
EPS 4-2: 2.70 V; and EPS 4-3: 4.7 V. Recall that the counting electronics
for channel number 4 used three thresholds, as compared to one threshold for
the other channels (see Section 2.6).

Figure 7.1 shows the count-rate profiles of the three energy levels for
detector 4. This plot indicates a dectreasing particle flux as energy
increases. Figure 7.2 shows count-rate profiles for all of the detectors
(EPS 4-2 is plotted for channel 4). The voltage thresholds are the same
for all of these plots, but because of differences in amplifier gains the
energies corresponding to the thresholds are slightly different. The low
count rates obtained from EPS 3 down (mounted at 135° relative to the rocket
spin axis) indicate that little backscattering of particles occurs. Much

of the structure seen in the plot is due to the precessional motion of the
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rocket which changes the look angle of the detector. The shaded area of the
plot indicates the difference in count rate between two 40 pg cm-2 Au
detectors, one with and one without a broom magnet (which prevent electrons
from being detected). The results here indicate that the w@ajority of the
energetic particles are not electrons.

The more detailed energy spectrums and pitch-angle information obtained
from the microprocessor is considered in the following sections.

7.3 Pitch-Angle Distribution

The microprocessor keeps track of the number of counts obtained at a
given rocket azimuth; this is illustrated in Figure 7.3. In this plot all
of the counts measured in energy bins 5 through 15 (1 through 4 are not
included as that noise would influence the measurement) are shown as a
function of rocket azimuth. The rocket azimuth is plotted according to bin
numbers. This scale is linear so that each bin is a 24° increment from 0
to 360°, This plot contains data from two rocket revolutions in order to
obtain better statistics. When this information is subsequently coupled
with the direction of the rocket spin axis, accurate particle pitch angles
can be determined.

The phase shift between detector 3 UP and detectors 1 up and 4 up is
expected because of the location of the detectors in the rocket. Figure 7.4
identifies the positions of the various detectors; it can be seen that
detector 3 up is mounted with its axis at 45° from the rocket spin axis.
7.4 Energy Spectra and Particle Identification

A plot of energy spectra is presented in Figure 7.5. In this plot the
counts in each azimuth bin have been accumulated for two revolutions of the
rocket. The energy scale is linear with an energy range of each bin of
roughly 60/9 keV. Thus, bin 1 is the energy range 0 to 6.7 keV; this pro-
vides a relative energy scale.

Computer programs have been written by Frank Braswell to produce plots
similar to those shown in Figures 7.3 and 7.5 by taking measurements over
any given number of revolutions, including any given number of energy bins
or azimuth sectors, at any time during the launch. Final results obtained
from this analysis including particle identification, will be presented in

a later publication.
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Figure 7.3 Azimuthal distribution of count rate from three
of the solid-state spectrometers on Nike Apache
14,542,
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Figure 7.4 Location of the detectors on the EPS deck of
Nike Apache 14.543 (parentheses indicate 14.542
when differences occur).




V S T S qmmwwmw—wr-——w—..—-m,—j
t

137
|
:
)
{ 100—— 1 T T T T | — T ]
" —
k L
i
w
‘, 5
: e
z - 10—
; Z
\ 2 L
5 ©
i (&) - /
\Y,
~ NIKE APACHE 14.542 °
L 27 SEPT 1978
0030 LST, 0530UT
\
] | 1 [ | i | | | { | i 1
I 5 10 15
ENERGY (BIN NUMBER)
Figure 7.5 Energy spectra for two detectors on Nike Apache 14.542,

! The energy scale is linear with bin #9 corresponding to
: 60 keV electrons.
$




R i e o —_-w

138

8. CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK
8.1 Conelusions

This report has discussti the general requirements of an energy
spectrometer and, in detail, the theoretical and practical considerations
relating to the design of the linear electronics (low-noise charge
preamplifier and shaping amplifier). The performance of the unit has been
measured and reported. The preliminary results from Nike Apache 14.542 have
been presented.

8.2 Recommendations for Future Work

8.2.1 The preamplifier. The electrical performance of the present
preamplifier is acceptable. If the unit was repackaged, a slight decrease
in size could be realized. Any design change must minimize the possibility
of ground loops, yet provide very good shielding.

If the preamplifier circuit is redesigned, the paralleling of input
FET's should be considered. This results in a decreased slope for the noise
outputs versus input capacitance function. This has been investigated by
Smith et al. [1966] and the results of paralleled FET's at room temperature
and at 140°K are shown in Figure 8.1. Their preamplifier circuit is shown
in Figure 8.2. When n FET's are combined in parallel gmeff = ngy and
Cgseff = nCgg. When low values of shunt capacitance are used, the ndgs
factor results in a higher level of noise than would be obtained with a single
FET; however, when the shunt capacitance becomes large, the increased I
reduces the noise when compared with a single FET.

It was shown in Section 5.2.2 that the loop gain of the preamplifier
could become marginal (T ~ 5) if an input FET was chosen with a high value
of Yobs* This occurs even though the open loop gain is quite high, because
of the large attenuation of the feedback signal. If the stage driven by
Qz (see Figure 5.3) had a high input impedance, Ql would act as an
appreciable voltage gain at the first stage. The frequency response of the
configuration must‘be investigated in order to determine if it is practical.
Because of the very short rise time of the input pulse, it is desirable to
have a charge preamplifier with a wide bandwidth. In the present configuration
the low impedance presented by the common base stage, QS’ reduces the Miller
capacitance seen at the input of Ql'

A single supply voltage should also be considered if the preamplifier is
redesigned.
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Figure 8.1

I
Assume :l All FETE ll\re Identical
Cg= 2.5 pF
gn *3ma/Volt At 298°Kk | /
gm =5.4 ma/Volt At 140°K 1

q)

(4]

———

H
~,

w

N

Noise Contribution tn keV (FWHM Ge ¢

PPCe-C-TR4T

Theoretical amplifier noise vs Crotqr for 1,
2, and 4 paralleled field-effect-transistors
at T = 298°K and 140°K with Tog = 1.6 usec and
single RC integrating and differentiating time
constants [Smith and Cline, 1966].
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Figure 8.2 Schematic diagram of preamplifier using parallel
input FETs [Smith and Cline, 1966].
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8.2.2 The shaping circuit, The present shaping amplifier is large and
uses some parts that are difficult to obtain. It should be possible to
redesign the shaper using integrated operational amplifiers (op amps) and
readily available components.

A fourth stage of low-pass filtering could be added to improve noise
performance. The signal amplitude at intermediate points must be considered
in any redesign. The frequency response of the devices should be high
enough to insure proper operation of the filters; this may be difficult for
the first stage. The shaping amplifier requirements were discussed in detail
in Chapter 5. These requirements can be used as guidelines for a new design.

The output amplifier should be modified to provide a low output impeda
impedance; this will simplify testing and insure proper operation in case
changes are made to the following stages.

The analog switch functions well. Unless a smaller unit can be found,
there is little reason to change design.

8.2.3 General comments. The present design represents what is felt to
be the best approach for rocket-borne applications. If size and performance
characteristics change in the future, a more elaborate design may be
appropriate. Some things to consider would be:

a) A circuit that wiii discharge the feedback capacitor in the charge
preamplifier after a certain amount of charge has been stored. This
would replace Rf and eliminate the unwanted zero and the constant
exponential decay of signal pulses.

b) A circuit that would monitor the time between pulses and indicate
when pile-up has occurred.

c) The use of delay lines in the shaping filter. This would require
an investigation to determine the practicality of using delay lines.
If it is possible, the realizable optimal filter can be more closely
approximated.

At the present time the above suggestions seem suitable for laboratory
instruments, but not for rocket-borne applications.

The data obtained during pre-calibration for the JASPIC payloads was
only a.ailable in printed form. This required entering 13,000 numbers by
hand in order to plot the data in a usable form. The PHA data obtained from
the pre-calibration should be written to digital cassette (in a format that

can be used at the University of Illinois) or written to paper tape.
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APPENDIX I

Energetic Particle Spectrometer Calibration Data Manipulation Program

This program was written to be used on a Hewlett-Packard 9830A calcu-
lator with the HP 9866A printer, the 9862A plotter, and the matrix algebra
ROM. Data obtained during calibration can be entered via the program and
stored on tape. Once stored the data can be printed, plotted or edited. The
program provides several options:

(1) Graph Parameters: the parameters used to plot the graph scales can

be modified depending upon the desired plot.

(2) Printer Prompts: for the inexperienced user instructions and
special messages are printed on the printer along with the short
messages given on the display. Once one becomes familiar with the
program the printer prompts can be disabled. The default is to
provide printer plots.

(3) Multiple Local Files: the user has the option of working with one
or five local data files. A local data file refers to the data
stored in the calculator; this is the data that can be printed,
plotted, etc., By using multiple local files the user does not have
to read from tape as often as when a single local file is used,
particularly when superimposing plots, the default is one local
file.

(4) Curve Smoothing: the curve smoothing option is not included in
this version of the program.

The plotting of graph scales and lables, graph legend, and the actual plot
of a local file are separated into separate options in order to allow super-
imposed graphs. The "plot energy scale' option produces a horizontal scale
at the top of the graph in terms of keV. The user must supply the reference
energy, the reference energy PHA channel number, and the number of PHA chan-
nels per 10 keV. These parameters can be obtained from a calibrated source
and a test generator.

In addition to allowing the reading and writing of data on tapes, the
program will format the tapes so that they can be used with this program.

It is possible to print the data tape data record headers. If multiple files

are in use this option also allows the printing of the headers of the local
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data files. If an error occurs it is possible to resume program execution

at the "choose an option'' point by typing CONT120 and pressing the EXECUTE
key.

A suggested format for headers is given after the program listing.




i
UIM RILEZSE 1 TIL 258, 5] 146 %
MAT R=ZER ‘
w1=8
ne=EEg
Y1=g
Ta=dEE
M =02=03=0 |
Fi=1i 1
o MAT T=ZER
' Al=ENIHs =AM Y 1= M IH Y 2= Y AR
1 Ti=x TICK IMTEEMALs Yi=# YALUE IHWTERVYAL -
Ta=% TICK IMTERWAL, Wa=4% YALUE IMTERVAL
 01=0FTICH 1 FLAGY! @=ALL PRIMTER FROMPTS. 1=HIME
D2=MOLTIFLE LOCAL FILE FLAG: 1=RYAILABLEs &=MOT AYAIL.
DE=CLUEYE SMOOTHIWG FLAG: 1=SMOOTHs @=HORMAL
‘EM F1=L0OCAL FILE IWM USE: 1=DEFAULTs 1-5 USER RIIRESZRELE
THéS PEEEREM MAKES USE OF THE MATRIX OFERATIONZ ROM AMD THE FLOTTER
y COWTRO 0 .
EE? MHTTIH A IS FOR SCEATCH OPERATIOWZs MATRIN T COMTRIMS LOCHAL FILES
JEITE w15s4&5
FORMAT s« "EMERGETIC FRARTICLE SPECTROMETER CALIBRATION"
FRIHT “DATHA MAMIPULATION PROGRRAM"
IF O1=1 THEN 120
FEIMT
FRIWNT "SZELECT OPTIOM:"
FELHT " "
FEIMT " 1 PLOT LOCAL FILE"
FEINT * FLOT GREAPH SCALEZ-LABELS"

3 o LI Fe 8 fo e 350

TN RO O e o Jo T8 Ik X P £ Tt Tt Bt Tk [l rms pmt i b ke e bt e
X 3 L =
aleadecle b b B c ke
m ¥ T

0 Gl Pt 5 gl 00— 13T 0

e aassn et e ai et
L

‘ EH 20
; B0 PRINT " 3 FLOT GRAFPH LEGEWD"
' vEOFRIMT " 4% FLOT EMERGY SCHRLE"
! P OFRINT " 5y CHAMGE DEFRLULT PARAMETERSZ"
' 2E FRIMT " &% FRIMT LOCRL FILE "
, 25 PRIMT " F» EMTERYEDIT LDCAL FILE"
} S8 PRIMT " &) RERD TAPE DATA RECORD IMTO LOCAL FILE"
: 35 FPRIMT " %) FRINT THFE DATA RECORD HERDERS"
1 188 PREINT "18% WRITE LOCAL FILE OMTO TRPE DATA RECORD
185 FRTHT "1l FORMART-ERASE DATA TAPE"
118 PRIWT " "
128 DIEF “"CHOSE THE DESIRED OPTIOW"S
138 IHPUT I
148 GOTO I 0OF 2086y 1980, 12083100, 2300800, 500 450, 4906 7HH SOHOH
158 DISP "TYPE CHOICE 1 THROUGH 11"
' 168 GOTO 138
? 1VE REMBSXSS5R%4F XK FRRREFFHERFFFESFRFFEEFRRRFEFSRFSFXFFEBEFREFEBRERFHB G BB
1 408 DISF "RERD RECORD FROM TRFPE" ’
‘ 418 WRIT 204
28 LIZF "WHAT THFE RECORD MUMBER"S
GE8 IHFUT 1

i

IF 148 THEMW 471

IF 0E=& THEM 439 . ORig,
GOSUE 9208 (o5
LOAD DATH IsA

LISHE [860

ISP "ROCKET: "TC2S4yF11"DETECTOR: "TL 255 F1 1% 18BE+TL 258 F 1 ]
WATIT <088 .

LoTD 12

OI1sp "IHMWALID RECORD #="1I

MAIT 2660

GOTO 428 .

REMS 5545544454 5FFF XXX S EXEXRFHRRERBERFEHEREEEEEFHERHHH B BB 053 5B 505 B4 55
DIZF "EMTER<EDIT DATH FROM KEYBOARRD

MHIT 1aaa

IF D2=8 THEW S11

SOEUE 920

IF O1=1 THEM 517

RIMT "EDIT DATA FROM KEYBOARD, SELECT OPTIOM:"

W | 1. EDIT DHTHAH ROCKET: " FL 2540 F 1]

"#. EDIT HEADER DETECTOR: "sFL 255 F 1 Tl QB8HFL 258710

“m, ZERD DATA FILE®

_1
b d
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PRINT " " 147
ISP "EDITY I1mDATA 2=HERDER 3= @ FILE")
INPUT I

GOTO I OF 5%%) 660,680

IISP "INYALID CHOICE:"I

HRIT 1608

EOTO 517

IISF "FIRST ELEMEMT TO ENTER"I

IHPUT E

IF B{1 THEN €51

IF Br253 THEM €51

‘DISF "LAST ELEMENT TO ENTER,@eSINGLE"S

IMFUT E

IF EvE AMD E#@ THEH 554

IF Er&83 THEM %4

éFEE#m THEN &1

FUR I=B TO E

DISF "ELEMENT:"I"0OLDt"TLIvF1I"HEWE")
IMFLUT TLIsF11

MEST I

GOTD S8

n1sp “IHHHLID ELEMENT NUHBER-“B
WARIT 2860

EOTO 585

DIEF “IMYARLID ELEMENT NUMBER="E
WRIT 20@a

GOTO &7

HOREMEES SRR RCR RS FRASERRAEH
1 DIEF "OLD ROCKET #:"TL254»FL1 1"HEW #1 "}

THPUT TL2549F1)

?ﬁEﬁT”?LD DETECTOR#1 "TL25SyFL I 1QQQ+TL 2%E»F1 I"HEW #:3"§
TLE2SSFLI=INTCI /10000

TE“5t~F1]=I Tt“SHpFllwIBEB

GOTO 5@

REM*+~w*+wﬁ¢***#%***#*******

GOSUE S1e0

GOTR S5a

SEE FEMERSSEERRBERERESERENRARRRRERRRRER AR RN ERFREEERRREE SRR RR R RFREH A
e DIER "WRITE DATA TO THPE RECORD"

o T L
¥ - 5 4l 2

03 0 Dy Ok

LR S

6 WRIT Zoas
6 DISF_"TAPE RECORD TO WRITE TO"J

THEUT 1

IF T48% THEN 31

IF Q2= THEM TE?

GOSUE 9280

RSB 288

GIsF “ROCKET!"ALEH4 J"DETECTORI "RL 255 1% 1ABA+RL 258 ]
MATT 2oaa

48 ETORE DATR I:H

EOTD 1E2@

DLEF "INYALID REZORD MUMBER="I

MAIT Zooa

GOTO 7Pe@

RIS [ 6 0 530 00 36 0 0 b O 0 A S B B O S R O

DISF “PRINT DATR IW LOCAL FILE"

WAIT 10oa

IF D=0 THEWM 3Z@

LULUH HEAG

CIE EHEITL 284y FL L TIEZES FL 121 @B+ TL ZEEFL ]

‘1 T' ";ﬂPKET'"-FE.ﬁ~5H DETECTORE "n FFo By
[

Ty TLDsFL 1y ExTLEsF1]

HWlfF LESBEEI T
B [ I:"HFN H‘Il”'h,.“

FORMAT Fa. H:FH.B.

1'3:_{
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Q18 HEWT I 148
2R WRITE <18 %3@) .
A FORMAT <1y
SRT GOTO 5§
RPN REM§*§§**********%%***************ﬁ*****%%***ﬁ****%****§§§§*****§§§*%%
1888 DISP "SCALE~-LABEL WITH YRLUES" 5
1088 WAIT 2000 §
1HEE GOSUE 94086 i
TRIE SORALE M1-€, 18 CN2-N1 aN2+HA, THONE-K1 Do VI-8, 18 CYE-Y 1 YE+R, 25 YR~V 1)
SEOUANT S flsTisHi;HE
YHETS RhaT2eY 1w

LABEL '*\1.~~1.|~B~3 ‘18
140 FOR H“”i TD Ve STER Va
1SR PLAOT Wit
TRER CPLIT —S:—G.S
AT TRBREL clagany
TRED FORMAT F4.8
; HEMT %

1 PLOT Wi1=-(N@- Hi)*ﬁ.l-Y1+k'd"Y1\*G.3pl
~ TR LHBEL C¥ad, 401, Ve PIC20 B LG "NUMBER OF CROUMTE"
? 11608 LABEL %l B, Fy+PIs2y830100
1118 FOR B=¥1 TO ¥& STEP W1
; 1128 PLAT Wabied
1138 CPLOT -8y=-0.3
; 1148 LABEL <1150MK
{ 1158 FORMAT Fd4.8
} 1168 HEXT N
3 TIS] PLOT WI+ORE-W1rs8, 3oy 1-CYa=-Y10%a, 11
1163 LABEL ¢%v1,4¢1, T8 82180 "PULSE HEIGHT RHALYZER CHAMWMNEL"
; LIFE GOTOD 128
? TIEE REMESE3 St 850t R e b f SRR RS RSN NV R SRS S PR R AL AR AR R PRSP OR RN R X BRBS Y
| 1288 ISP "PLOT GRRPH LEGEND"
? 1218 WAIT 2068
‘ 1328 DISF "WHICH LINE HUMBERs1~5"f%
; 1238 IWPUT I
) 1add IF I<1 0O IS5 THEM 1228
‘ 1258 PLOT MIsYE+E. 2% Y2101
1258 LAREL t%s1.451, Fa By 8102
12¥H DPLOT Bs-1
1E80 DIsF "TO EXIT LEGEND MODE PRESS STOP"
1298 WAIT 1886
13RE LETTER
1318 GATO 124
| IR A T R P R PR P PR F T E R Y E R R R R P R I O e ORGSO ey
1999 REM FLOTTING ROUTINE
f SEHER IF 2=0 THEN 2085
; SR8 GOSUR 9286
2ARE DISF "PLOT ROCKET: “TL254yFLI'DET!"TL255F1 J#10BR+TL 258 F1 ]

ol el 2

B NARIT zoas
E FEH
G PLAT 1o TORI+ENI=R2sF1 122
B FOR H=kl+0d1=8) TO RE-(KED y= 24408 (N2-244)
EORLOT WaTOMsF1]
8 HEWT =
i PEM
FGDTO 124
FEMAFXS XS EXFFEXRFLRACEARCEANTRARERENNERL A DX E LR SRR RN R RSB EER DB 0 eny
DISF "DHANGE PARAMETERS"
MATT ZREE
IF 01=1 THEM &37&
FRINT “SELECT OFTIOM:"
FRIMNT "1t GRAFH FARAMETERS"
A5 OPRINT "&: PRINT PROMPT MESSAGEDS COH<OFFY"
3 FRINT “3¢ MULTIFLE FILE OPTION CQM<OFFa"
' FRINT 4% CURVE SMOQTHING"
FRIWT "
DIsF “1:5 PAR 2: PROMPT 2MULT F d4:SM"s
3 INPUT T
AR GOTD T OF 2EAH, 2858 2988

T Pl [ [0 T T T




i R BT y

3 DISP "INVALID SELECTIONI"I

NRIT 2060
LOTO 237e
REMBXRSFRARERRNFXANRNNRRINS

1 RISF “CHANGE PLOTTING PARAMETERS"
3 WRIT 206a

DISF "OLD NMIN="N{“NEW="}

INFUT I

{T ;I{B? COR (I>&58) THEN 26%0
DISF “OLD XMAN="N2"NEW="i

INFUT I

IF CIKKI+S@Y DR (I>258) THEN 27t

3 ha=]

auk DISP "QLD ﬁNIN-”ﬁI"NEN-“I

27En
2900
2810
2520
2230

aauu

il i)
3@1@
HEEA
2JETH
ST
aJuge
2058
QBQﬂ
iuu
iﬁ

T AL A G 00 £ 4

Tod b= ot ot Pt e bk ke
~3 1T N $e DD O

7

o
EX

5 O £ O o O 0 O £

PR

SHLIL5 65

28 L2

INPUT 1

$§ §I<B) OR (I)88@) THEN &Fa0

DISP "OLD YMAX="Y2"NEW="§

INFUT 1

IF CISYI+208) OR (INM120@) THEN 275@

) Ye=]

GATO 54

1 GOSUR 2ees
1 GOTO 2520
1 GOSUE 280

GOTO 256@
GATO 2&00

1 GOSUR 2868

GOTO 2648

DISF "INVALID PRRAMETER:"I
WNRIT 20800

RETURN

REMER SR SRR RESAREFXENRNRERNR
i@ DISF "PRINT PROMPTS)@uYES) 1=NO"§
IMFUT I
IF I<@ OR I¥! THEN 2850
O1=1
1 GOTO 58
OISP "MULTIPLE FILESs @=N0» 1=YES":

INPUT I
IF I<8 OR I+l THEN 2900

1 Da=]
3 GOTO S8

PLM*%*#****%*w*%wr#*******#

DISF "CURYE SMOUOTHINGY @=ND, [=YES"i
MRIT 2808

INFUT I

%F IS8 0OR I»1 THEN 3000

Q&=]

NISF "SMOCTHING HOT RVAILABLE"

WRIT looe

GOTD 50

REMEFERFERRERRBLEFRESARNENBEARRRABER NN R FFFDNRE AN DL L F NN NE O R R BB

DISF "PLOT EMERGY SCRLE"

WRIT 2000

DISF "REFERENCE ENERGYsIN KEV"I
INPUT EI

IF E1<1@ COR E1>3088 THEN 3128
DISP "REFERENCE CHRNMEL #'1
INFUT C1

IF QI OR CIM253 THEN 315e
DISF "# CHAMMELS PER 1@ KEW")
INPUT C2

IF 2248 AF C2X188 THEN 313@
REM PIHB FIRST EHMERGY NUMBER TO FLUT
FOR N=-18 TO 30

7 IF CL-N#0E <= X1 THEM 3858

HEXT H

149
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AIRREL R R E s B8 U SR IS RS SN NN SR S R O S I

T
1 FQ —E1+H*D3

==l 10

REM PLOT HNIS THEHM TICKE AWD LABEL FOR EYERY 18 KEVY

FLOT XiaV2
RLAT HD-Y~»+’
FEH

LHEEL a1, 1U3

1 28y
STERP C2

l?!PIf’
TO X2
FLUT He¥2s1

GRLOT ~U.M|“E.3

40 LAREL (2R3S@ME1+MH+#1@

FORMAT “"=-"sF4.0

SE =N+
" HERT W

1 REM LHEEL ARIE

BLOT 1+k.:~313+3 15sYdEs1

T LABEL w#s 1 801 Ve S lE
HODPLOT B3

"B LABEL C%3"EMERGY LEVEL IN KEY"

JOFEMEE SR EEZREENEFLRESLEXFEEEERXEEERLXREERHEEEHREREEERHRSFHHRERREE R

GOTO 126

REM FRIMT LOCHL FILE HEADERS

18 HRITE (15,3628)

“mmﬁ

S ERE
FHES
JHRE
SRET
RIS
S
i
JHE2H
GG
R
G G
ST
4 EEE
JERE
R
4113
g4 138
R
414n

B ook LOE e B

b

3 Tl bt fen ek e b g
i

t e 05 40 0 < Oy L]

e icx i cx ]

Tk 5

£
RS  oF
g
Fo

‘ll
gOWATT 2EEn

i FORMAT «»» "LOCAL FILE HERDERSS"y.

FOR I=1 TO 8

I WRITE (15365831, TCES4, 11 TL 255, I 1#1RG0O+TIE56 1]

FORMAT "FILE! "y FS, 88X "ROCKETE" s FF. G 38y "IETECTOR: "y FF. &
HERT I
MRITE C1S5y2620)

1 FORMAT «awy s

GOTD 549

PR T 0 005 0 0 26 0000 0 S S O S0 B A 0 S B S R A
DISP "FPRINT TRPE LISTIMG"

WRIT 28s8

IF DE#1 THEMN 4818

DIER "i=LOCAL FILE HERDERS,@=THPE"}

THRUT 1

IF I=1 THEM 204

NISF "BEGIN WITH RECORD HUMBER"S

THFUT E

IF BB THEM 4Z9d

DIGF "EMD WITH RECORD MUMBER"I

INPUT E

[F E<B THEMW 4238

WRITE ¢15,40%@)

FORMAT « o« "DATH THFE RECORD HERDERS"»»
REWIHI

FOR I=8 TO E

LOAL. DATR IsH

WREITE ©15s414@0 1AL 254 10 AL 2ES 16 180Q+AL 256 ]
FORMAT “RECORIE "y FS, 884y "ROCKET: "o FY @ By "DETECTOR: "« FP. &

HEWT 1

MEITE wlS.d41ivV8y

FORMAT «swys

FEMIHD

GOTO |H

nizp "

WRIT 2

GOTO 4

DIsp It
sIsis!

FLID RECORD HUMBER:“B

ALID RECORD HUMBER: “E

GOTO 4846

PEME S SR FERRPERRDLEECEEEF R RSN LFEF L CEELEBFERBERERBHEHHE SR RHREEXHE 00 B0
Irsp "FORMAT AMIDD ERASE DATHR THFE"

WARIT 2HER

IF Ol=1 ThEN Z8BZ@

FRIMT “USE THIS OFTIOW TO FORMAT MEW TAFEES FUR BTORIMG DATA"

FRINT “UOR TO ENTEMD COLD DRTA TRFES. THIS OFTION WILL®

FRINT “ERPSE TATA CURREMTLY OH THE TAFE. 0OM AWML AFTER"

B
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E§§H¥ :TﬁE FIRST RECORD YOU FORMAT." 151
DISF “BEGIN FORMAT/ERASE WITH RECORD"I

IHEUT B .

IF B<8 THEM S2¢8

nISF "EHD FORMRT-ERASE WITH RECORD"I

IHFUT E

IF E<E THEW S238

DISF "REC,"B"TQ"E"TO BE ERRASED"

HAIT 4884

DISF "EWTER 1 TO ERRSE-FUORMHT FELURD“"'

IHFUT I

IF T#1 THEMW I=lU

FIND B

MARE TE-~E+11y 268

HAT F=ZER

FUR 1= TQ E

STORE DATA I:R

HEKT 1

ROTO 5@

DISF "INYALID RECORD HUMEER:I"E

WRIT “GUU

GOTO S@se

DI;P "éHVHLID RECORD NUMBER:"E

|_;” ” \_I
FEM******!%#***?~e**r**#*##********#*r*?**#*ﬁ****#ﬁw**+ﬁﬁ*ﬁ+ﬁ******+***
REM TRRAMSFER FROM A TO TiXe I

FOR =1 TO 25¢&

ﬂE“sFIJ =Rl 2]

FETLIRH
F'EM***w**#*f-r?**'**************#******#"r***r*r*'z*.%-@**#****w-ﬁr***#***+«+~~|~**+
REM ZERQ ARKARY TiWaF1D

FIOE Z=) TO 258

TLZsF11=8

HEWT £

RETLIRH

FEM## S %5 R4 # R4 AR HEFFRESSRRRARSRRRARRRRERS SRR REFRFRRRFA SRR RS RERERRH BB HE
DIEP "WHICH LOCHAL FILE"S

IHPUT J

IF I k= 1 AHD J <= 5 THEMN 9255

"!H YAELID FILE HUMBER"D.

PET”FN
FEMS% 44 S84 ERSRERREXRARRRSREFARERFRSRRLRBREFFRBERFEHE R FFRHEERHHEFHH 55 5
FEM TRAMSFER FROM TiMsF13 TO H
FOR Z=1 TO Z5€
ALZ 1=TLE2F11
HEST Z
RETLIRM
FEMG S5 4S5 ERERENBEARSEESERAFFENERERR RSB RSB EHHHARRREFERERR R R E SRR EH SRS
?EHIEHLEULHTE SCALES AWD TICK IMTERYALS
=10
I,li.."“lu
GOTD IHTCCHE=RL D -550+1 OF 9420) 9440 9448, 5450, D60
e -

ﬂ!f-]l K

hHTH IHT""'-"'iI 25+l OF 9498 IUsualds%ﬁml,QW¢H~WH H

FLTHFH

] ,EH****’*?T*77****#%*t*t***#ﬁ%#??***#*r'irrFJPJ**%'IllJllf’bf+$ll;rkw||

[T SR

MWT”TWN;‘j



INFORMATION ON DRTR MANIPULATION PROGRAM

ERCH DATR RECORD CONTAINS THE DATA OBTAIND FROM FULSE
HEIGHT AMALYZER OF R BEAM OF ENERGETIC PARTICLES.
THE FULSE HEIGHT ANALYZER HRS 2%5& CHAMNELS NUMBERED @

THROUGH 255, THE DATA MANIPULATION PROGRAM STORES THE VALUES OBTARINED

FOR CHANNELS 1| THROUGH 253, ALS0 STORED WITH THE CRLIBRATIOHW DATH
IS A RECORD HEADER CONSISTING OF THE ROCKET PAYLORD NUMBER» ZTORED
RS AWM INTEGER (E.G. 14542) AWD A SIx DIGIT DETECTOR MWUMBER. THE

FIRST DIGIT OF THE DETECTOR MUMBER CORRESFPONDS TO THE CHRNHWEL MUMEBER

OF THE DETECTOR (E:G. FOR 14.%42 THERE WERE 4 CHANNELS» 1 THRCOLUGH
43, THE SECOND DIGIT INDICATES WHETHER THE DETECTOR IS USED ON THE

UP LEG OR THE DOWN LEG OF ROCKET. FOR EXAMPLEs ON 14.%542 THE NUMBERS

WOULDC BE $1¥s 12Ny 21Ks 21Ks 33Xy AND 408= 1UPs IDOKWNs ZUPy EUF:
3 DOWNs AND ¢ UF AND DOWN. THE CODE ISt

8@ DETECTOR USED QM THE WP AND DOWW LEG
{ DETECTOR USED ON THE UF LEG
& DETECTOR LIEED 0OM THE DOWMN LEG

THE THIRD DISIT INDICARTES THE PARTICLE THPE:
RADIDACTIVE SOURCE

ELECTRONS

FROTONS (HIGH SCALESD

FROTONS (LOW SCALE?

TEST GENERATOR

DXYGEN :

THE FIMAL THREE DIGITS IMDICATE THE FARTICLE EMERGY IN KEY. FOR
EXRAMFLE: 126068= DETECTOR 1 DOWMy RADIOACTIVE SOURCE, SGKEWS WHICH
IMFLIES R COSF SOURCE. THIS METHOD OF RECORD IDENTIFICATION CAM

BE ADAFTED TO A GIYEM COLLECTION OF DATA RECORDS.
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APPENDIX II

General Plotting Program with Tape Facilities

This program was written to be used on a Hewlett-Packard 9830A calculator
with the HP 9866A printer, the 9862A plotter, and the matrix algebra ROM.
The program will plot up to 200 pairs of points (X and Y coordinates) in the
order that the points are stored (the ppints are connected). The primary use
of this program is to plot data that is obtained from hand calculations or
from another computer program; if a functional representation of the data is
available the plotting routine supplied by Hewlett-Packard should be used.

When formatting a tape for storing data the records must be at least 800
words long. A record of what data is on a data tape should be kept by the

user by using the TLIST command; data headers are not used for this program.
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FRINT "THIS PROGRAM I5 INTENDED TO PLOT A GRAFH"
FRINT "GIVEM & SET OF DRTA POINTS IN AN X»Y FORMAT"
FRIMT “THE USER ENMTERS THE NUMBER OF PRIRS OF POINTS,"
FRINT “208 MAK,» IN HSSENDING ORDER OF ¥» HOT"

FEINT "MECESSARLY EVEWLY SPACED. ALSO RERUIRED RRE"
PRIMT “THE BOUNDS OF THE ¥ AND ¥ AXIS."

PRINT "™

FRIWT ™ "

I WEE0E s YT EEE ]

MAT W=IERC 2861

MAT Ye=i

M= 258

GUTD 35 '

DISF "HUMEER 0OF FOINTE TO BE FLOTTED™S

i THPUT M

SROGOTO 398
4/ FRINT “EMTER POINTS IM RCCEMDIMG ORDER OF ¥ IH"

i FRINT "PRIRS M7,
= FRINT

G0 DTGP "FOINT 17}
7 INFUT C11aY01]

336 REM

2% FOR I=2 TO N

=% DISF "POINT i
B THPUT RIT1aYCI
3 L1

I
]
IF WLID »= WLI-

11 THEW 238
FRINT "FOIMT "§1I%

" 18 LESS THAN FPREVIOUE FOIMT, EDIT LATER"

246 HE.,'T 1
250 REN
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FFoHT
Presd.T "SELECT OPTION:”
FRIMT 1> EDIT DATAR"

356 PRINT "2) FRINT DATR"

PRINY "2 FLOT DATR"

FRIHT "4 PLOT R&IS"

FRIMT "S5y DRAW LEGEWD"

FRIMT "8 SET s BOUMDS"
FRIMT "V EMTER HMEMW DATR"
FRIMT "&» ZET N"

FRIWT "9 FRERD DATA FROM TRPE"
FRIMT "16 WRITE IARTH TO TAPE"
FRINT

DIsF “TYFE CHOICE. {-18"%
THFUT I

QT RE

M

FEM  EDIT IRTH

DISF "WHICH FOINTS €8 TO EWIT»"i
ITHFUT I

IF I=8 THEM 9@

IF 141 OR T»M THEM 530

DIEF "H= 3wl I3 ¥="3Y[ T "HEW"}
THFDT WL I eI

ITO 528
nIisf "RAMGE ERROR"

MAIT Zada

LOTO S8

F B

FEM FRIMT DTATA

g ORIGINAL PAGE s
OF POOR QuaLiTy
FRIHT

Frig T=1 T2 M

FRIMT TswlIds%wLI]

HERT 1

oy
o}
—
L)
-
2
T
in
f ]
[
-4
[
=
o
(o]
=
—
—_
L]
o
-
-
=
(=]
[ox}
-—
T
L]
&
-
£
e
—
=
3]
—
;-::::
7o
LF
=
Py
i3
i
=

"
T
P ]

g

e SR e i

154




FRINT

FRINT

DISFE "IF DESIRELs TERR UOFF FAPER

MRIT 4 Bag

GOTO 288

FEN

FEM PLOT DATH

FEH

I=1

FLOT WLIJaNL1de=2

FOR Imd O H

FLOT WETXeWL12

MEWT I

FEH

GOTO 298
REM
REM FL
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LHb'EL llb’iil'”’ 1‘:‘:‘
FOE =51 T0

Y& ETEFR VE
PLGT H15W$1
CRLAOT =gy~ 2
LABEL w#aYy
FEM FOREMAT Fe.8
HEWT
LHEEL. ﬁﬁﬂi..!i.rnFIfEaﬂfiﬂﬁ
FOR Wedl TO W2 STER Y1
FLOT ﬂ-Tl 1
CRLOT =Ee=8,3
LABEL, t#hk
FEM FORMRT FE.8
HEWT &
FEH
GOTO 298
FEM
REM PLIT GREAFH LEZEMD
FEH
FLOT WlavE+8, 280 2="15s1
LABEL t%sl.de ], PoBa o8
LIzP "REOQTATE %@ DEGT i=YE
THRUT 1
TF 1#1 THEM 140
LHEEL 5**1 el VaRFIsEvBo1@
FLOT Wl l=-8,2%0%2=410sl
dEE GRLOT Hu-i
418 DISF "To EXMIT PRESS STOF"S
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FEH
FEHM
FEM EOUMDE FOR GRAFPH
3 THPUT Wlsxd
@ ISP "IMPUTS YMIHsYMAR"S
NIEF “IHPUT TICK IMTEREWALD MeX"
THRLIT T1sT2

THFRUT Wi e
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oLk OF WL elEE THEW 1958

GOTO e
DIZF "THFPUT HMIM $MAK" S
A IHFUT Y1a%8
DIGF "IWPLUT LABEL IMTERMAL: Wa'
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ITHRUT J2

IF 12«0 OF J2>1 THEN 2800
RETURN

DI®F "READ DATR FROM TRFE"
HALT 2008

GOSUR 2088

GOSUB 1956

IF J2=1 THEN 217©

LOARD  DATHR Ji»X

GOTO 2188

LORD DRATR J1sY

8B GATO 394

DISP "WRITE DRTA TO THRPE"
MAIT 28

HSOSUE 2080
i GLUSUE 1950

IF J&=1 THEM 2374
STORE DATA Jdiiw

i GOTO 2386

STORE  DRTA Jia¥

3OGATD 384
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