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1. INTRODUCTION AND OVERVIEW
1.1 INTRODUCTION

The objective of this program is the preparation of a real time computer
simulation model of the Ku-Band Rendezvous Radar to be integrated into the Shuttle
Mission Simulator (SMS), the Shuttle Engineering Simulator (SES), and the Shuttle
Avionics Integration Laboratory (SAIL) simulator. Primary requirements of the
simulation model are to provide crew training and to provide mission planners with
representative predictions of the Ku-Band Radar tracking capability against selected
candidate targets. The crew training requirement imposes the following desi#n
objectives with respect to the track and search modes:

(1) to provide a real time simulation,

(2) to provide accurate timing of discrete events appearing on the

radar cockpit display,

(3) to provide accurate operation of cockpit display meters,

(%) to provide accurate responses to all cockpit radar controls.
In addition, the design objectives generated by a desire for accurate prediction of
track mode operation against candidate targets are as follows:

(5) to provide representative scattering models for all targets of

interest,
(6) to provide accurate processing of the target return signal,
(7) to provide accurate models of all tracking loops.

Based upon our present knowledge of the capabilities of the three simulators, design

goal (1) will conflict with design goals (5) through (7). Therefore, some sacrifices
were made in target model accuracy and track signal processing accuracy to maintain

a real time simulation. The sacrifices in track model accuracy and target scattering
model accuracy and the performance limits they impose are discussed in detail in the

sequel.

The development of the Ku-Band Rendezvous Radar performance computer model




that meets the requirements stated above has been divided into three tasks:

(1) development of the radar tracking performance model, (2) development of the

radar search and acquisition performance model, and (3) development of a target

modeling method. This report documents the results obtained in these three areas.

[t includes: |

e a detailed description of the parent simulation/radar simulation

interface requirements,

e a detailed description of the method selected to model target scattering
properties, including an application of this method to the SPAS space-

craft ’

e a detailed description of the radar search and acquisiticn mode

performance model.

e a detailed description and supporting analysis of the radar track mode

signal processor model,

e a detailed description and supporting analysis of the angle, angle

rate, range, and range rate tracking loops.

1.2 OVERVIEW OF RADAR PERFORMANCE COMPUTER MODEL

In all of the material that follows the reader's background knowledge

of the Ku-Band Rendezvous Radar svstem is assumed to be on or above the level given

in [lJ or [2]

1.2.1 Target Scattering Model Summary

Since virtually all target effects work (References 3-9) deals with point
scatterer models, our approach is to represent the target as a collection of point
scatterers. More specifically, this approach to modeling consists of:

e identifying strong scattering centers ("bright spots') and modeling
them as point scatterers with associated cross section functions to

express the angular variation,

® modeling intricate or rough-surfaced areas of the target as a random
scatterer field, in turn, modeled by point scatterers with random

ampiitudes and specified angular variation functions.

ro




[t is vemarked that these angular variation functions account for the shadowing
eftfects due to a point scatterer's position relative to the other scatterers. Also
these angular variation functions do mot include the phasing terms given in the
cross section literature. These factors are reflected in the spatial separation of
the model's point scatterers. An example of this modeling method applied to the
SPAS spacecraft is described in Section 4.0.

1.2.2 General Computer Model Structure

Figure 1-1 illustrates the general configuration of the computer model. It
consists of three major parts: the executive program, the search and acquisition
program, and the track program. The functions of the executive program are to in-
{tialize the svstem and target data when the program is first entered, to determine
the system operating mode each update period and pass control to the appropriate sub-
program, and to initialize the system appropriately when changes in the system controls
have occurred. Search and track program details are summarized below.

1.2.3 Radar Search and Acquisition Performance Model Summary

Aa outline of the search and acquisition performance computer model is
given in Figure 1-2. Main elements of this model are:

e antenna gimbal pointing loop model,

® scan model,

o detection model.

Antenna Gimbal Pointing Loop. The antenna a and 8 gimbal pointing loops
were both represented by the second order model shown in Figure 1-3. This model
responds to (1) angle designates input from the General Purpose Computer (GPC) and
(2) slew rate commands input by the crew from the cockpit. In the present con-
figuration, the loop constants are chosen to give a loop damping factor # of 0.7
and a crossover frequency w, of 1 hz.

Scan Model. This algorithm models radar svstem performance when a spiral
antenna scan s in progress. The model is invoked bv a search initiate command from

either the GPC or the crew and operates as follows, It tracks the antenna position,

3
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ENTER

DETERMINE ANTENNA
STEERING MODE

UPDATE SEARCH
SEQUENCE

GIMBAL POINTING
LOOP MODEL,

STEERING MODE LOGIC:

f

SET APPROPRIATE
CONTROL FLAGS

EXIT

SEARCH MODE CONTROL
ALGORITHM

SPIRAL SCAN
MODEL

DETECTION
MODEL

Figure 1-2. Outline of search and acquisition mode computer algorithm.
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during the scan, to the nearest scan ring (see Figure 5~10) and tracks the target
position exactly. It attempts detection if the target and the boresight are in the
same scan ring in the present data cycle and were not in the same scan ring in the
previous data cycle. The scan model continues in this manner until either the target
is detected or an end-of-scan is reached.

Detection Model. This model contains a constant false alarm rate (CFAR)

detection algorithm and a single-hit detection algorithm. These two models have the
same fundamental construction which is shown in Figure 1-4 ywith the processing
differences between the two detectors being absorbed in the SNR computation and SNR
versus PD curves used in each case. The inaccuracies of these models occur in the
beamshape and scan loss computations and in the target radar cross section value.
More specifically, an average beamshape/scan loss value is used when the antenna is
scanning and the beamshape loss at the beginning of the data cycle is used for the
entire data cycle when the antenna is being slewed. The target cross section is
inaccurate because it 1s modeled as a fixed, predetermined value independent of as-
pect angle.

1.2.4 Radar Tracking Performance Model Summary

Figure 1-5 gives a simplified illustration of the track mode computer model.
This model is comprised of:
e a signal generation and processing model,

e a break-track algorithm,

an angle and angle rate tracking model,
e a range tracking model,
® a velocity processor algorithm.
The key features of each of these models are summarized below.

Signal Generation and Processing Model. A simplified diagram of the computer

model used to generate the target return signal, process this signal, and produce
the discriminants for the tracking loops i{s shown in Figure 1-6. This model is based

upon several assumptions about the system and the target mot on. Of these, the ones

7
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ENTER
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Figure 1-5. Outline of track mode computer algorithm,
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that will have the most impact can be stated as follows:

® anyv radial acceleration of the point targets over a data cycl. is

ignored,

e the antenna does not move with respect to the target during the data

cycle.,

e the receiver's RF and IF electronics work perfectly, (i.e. no coupling
loss, the down ccnversion is error-fiee, and the filters don't distort
the return signal, but the receiver maintains the correct noise

figure and noise bandwidth),

e quantization ncise contributed by the signal processing chain from

the A/D to the log converter is neglected,
e Automatic Gain Control (AGC) is not implemented.
A complete list of micel assumptions and approximations is given in Section 6.4.1
and Appendix C. It is noted i-hat this model also generates an estimate of the radar
signal strengtt which is sent to the cockpit display. This value is taken as the
SNR referenced tc the video fllter output and is very accurate for SNRV > > 1, but
will not be valid for SNRv x 1.

Break-Track Algorithm. The computer model of the break-track algorithm

is identical to the algorithm used in the Ku-Band Radar system. A simplified
block diagram of this algorithm is given in Figure 1-7.

Angle and Angle Rate Tracking Loop Model. This model iz used for estimating

the target inerticl roll and pitch rate and tracking the target roll and pitch angles
in the GPC-ACQ and the Auto T.ack Modes. It consists of two tracking loops: one

for each antenna gimbal. The basic loop model adopted for each gimbal is the second
order loop shown in Figure 1-8 for the a - loop. These loops are inercially stab-
ilized, as required, and include the following error sources: target error effects
(to the extent that the target scattering model is correct), thermal noise, boom
deployment error, radar offset error, discriminant error, and gimbal bias error.

Range Tracking Loop Model. A simplified block diagram of the rance tracking

11
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loop computer model is given in Figure 1-9. The loop filter equations and the loop
constants for the model are identical to those used in the Ku-Band Radar system.
Error sources incorporated into the model include target-effects, thqrmﬁl noise,
discriminant distortion, and a fixed average range bias error that accounts for un-
known and time varying time delays.

Velocity Processor Model. The velocity processor computer model is shown

in Figure 1-10. This model of the velocity processor is functionally identical to
the algorithm used in the Ku-Band Radar system. That is, the equatioms, the logic
and the number of bits of accuracy at each step are identical. Error sources modeled
include target-effects, thermal noise, and discriminant distortiom.

1.3 FEPORT ORGANIZATION

The remainder of the report is organized in the following manner. In
Section 2 all of the coordinate systems and the vector notation required for the
description and analysis of the Ku-Band Rendezvous Radar simulation model are defined.
In ¢ -tion 3 the parent simulation/rendezvous radar simulation interface requirements
are defined. Presented in this discussion are a definition of the data required from
the parent simulation by the rendeiVOus radar simulation, the effects of different
somputer cycle times on rendezvous radar model tracking accuracies, and the effects
of different allowed computing times per cycle on the point target model complexity.
Section 4 gives complete details of the target modeling method. In Section 5, a
detailed description of the radar search and acquisition performance model is presented
and Section 6 gives a complete description plus supporting analysis of the radar

tracking performance model.
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< DEFINITION OF COORDINATE SYSTEMS AND VECTOR NOTATIONS

Since vectors, transformation operators, and a variety of coordinate
svstems pervade the description and analvsis of the Ku-Band Radar performance
computer model, we begin with definitions of all coordinate systems and vector
and vperator notation used in this report.

A COORDINATE SYSTEM DEFINITIONS

In all, there are five coordinate svstems that are useful in the
description of the computer model. All of these coordinate systems have the
following properties. Each reference frame is a right-handed coordinate system
and positive rotation about a coordinate axis of a given frame is defined by the
illustration in Figure 2-l.

Target(T) Frame. This coordinate system is defined to be fixed in

the target. It will be most convenient to assume that the frame origin is
coincident with the target c.g. and to choose an orientation that most easily
accommodates the target description in the computer. Examples of possible target
frame orientations for a multiple-point target are given in Figure 2-2.

Orbiter Bodv(B) Frame. Definition of this reference frame is the

same as.that given in bﬂ], The origin of this frame lies at the c.g. of the
Shuttle Orbiter. 1Its x-axis lies along the bodv with the nose in the positive
x-region and {ts v-axis liles along the wings with the right wing in the positive
v-region. This reference tframe is shown in Figure 2-3.

Radar(R) Frame. The Radar Frame origin is located at the B-frame

coordinates (48, 11, -6), which corresponds to the center of the antenna gimbals.
The x-v plane of the Radar frame is parallel to the x-v plane of the Body frame,
but the x-v axes of the Radar frame are rotated with respect to the Body frame
X~V axes by +67° about the z-axis. This arrangement is illustrated in Figure

2-4,




e il

»»»»»

POSITIVE ROTATION

ABOUT THE X~ AXIS,
+ X

Figure 2-1. Definition of Positive Rotation about a Coordinate Axis.
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Examples of Possible Target (T) Frame Orientations.
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Figure 2-3. Orbiter Body (B} Frame Definition.
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Figure 24, Radar (R) Frame Orientation with Respect to the Orbiter Body Fiamae,
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OQuter-Gimbal(G) Frame. This frame is fixed in the outer(or a) gimbal.

.ts origin is coincident with the Radar frame origin and its x-axis 1is coincident
with the Radar frame x-axis. The y-z axes of the outer-gimbal frame are rotated

by an amount a (variable) about the x-axis of the Radar frame. The angle a is measured
from the minus z-axis of the Radar frame as shown in Figure 2-5.

Antenna LOS(L) Frame. This frame is fixed in the inner(or B8) gimbal. ,

Its origin is coincident with the G-frame origin and its y-axis is coincident

with the G-{rame y-axis. The x-z axes of this frame are rotated by an amount 8§
(variable) about the y-axis of the G-frame. As shown in Figure 2-6 the angle 8

is measured from the minus z-axis of the G-frame. It should also be noted the z-axis
of the antenna LOS frame is coincident with the antenna boresignt.

Other Useful Fframes. The only other useful frames for the present

discussion are the Body, Radar, Outer-Gimbal, or Antenna LOS frames translated to
the origin of the Target frame. These frames will be denoted by their usual
letter and a zero subscript. For example, a frame centered at the target origin
with its axes aligned with the antenna LOS frame will be denoted Lo.

2.2 DEFINITION OF VECTOR AND TRANSFORMATION NOTATION

In this subsection, the vector notation used to describe (1) a point
scatterer's position and velocity measured in a given frame, (2) the target's
inertial angular velocity, and (3) the orbiter's inertial angular velocity are
defined. Also the notation for the various operations nn these vectors is defined.

We start with the vector description of a point scatterer's position and velocity.

These are
+P
e k th point scatterer position expressed
in P-frame coordinates.
and
+pP +P
fy or v = k th point scatterer velocity measured in the

P-frame and expressed in P~frame coordinates.

22
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P i .r!ﬁ?";srﬂ‘i =

where k = 1, 2, 3,--~,N, Similarly, the vector description of the position and

velocity of the target c.g. is given by

-

rz = target c.g. position expressed in P-frame

coordinates,

and
-0~k ->

r, or vok = target c.g. velocity measured in the P-frame

and expressed in P-frame coordinates,

where the suhscript o will always be associated with the target c.g. The inertial

angular velocity for the target and the orbiter are defined by the notatior.

-

wTP = inertial angular velocity of the target about a specified

e OO A oo 1
. v
N 3 ;

point expressed in P-frame coordinates.
and

-> .
wsp = inertial angular velocity of the Shuttle Orbizer about a

specified point expreszed in P-frame coordinates.

In component form, any of the above vectors can be expressed as a 3 x 1 column

vector. For example,

where L rk). and Tz are the components along the x, v, z P-f{rame axes, ;
respectively. Also, it should be pointed out that i{f the reference frame under i
consideration is rlear from the text, then the superscript will be drcpped from
the vector.

The next sat of definitions describe the notatior usad for various
vector operations of interest. A primary vector operation used throughout the
development is the one that transforms a vector expressed in coordinate svstem
A to a vector expressed In coordinate svstem B where A and B have the same origin.

i 25




This operation will be denoted [ ,, and has the following features. Combining

BA

TBA with the vector notation from the previous paragraph, we obtain

B >A
Ik TBA rK

Also, this transformation notation has the useful property that
v

2 " Ten Tpa

There are two other vector operations that are of use in this report.

They are the vecu)r dot-product, denoted by ;.3, and the vector cross-product,

denoted by ; x b. These two products have the usual meaning.
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3. RADAR SIMULATION/PARENT STMULATION INTERFACE DESCRIPTION AND REQUIRMENTS

(1)

3)

-

g

Development ot the interface between the parent simulation and the Ku-Band

Radar performance simulation {s based upon the following assumptions:

the amount of information passed across the interface

should be kept to a minimum.

the parent simulation (NASA) responsibilities are

to define and generate all shuttle orbiter and target
motion, including translational and rotational motion,
to provide all cockpit and GPC radar control information
to the radar simulation,

to accept all radar tracking and status data generated

by the radar simulation.

the radar simulation (Hughes) responsibilities are

to define the modeling method that best represents

the scattering characteristics of all targets of interest,
to generate the target return signal and process it during
the tracking phase,

to accept GPC and cockpit control information from the
parent simulation,

to provide target tracking data and radar status data

to the parent simulation.

Assumption (1) was motivated by a desire to achieve integration of the radar
performance simulation computer model into the three proposed parent simulations,
the SMS, the SES, and the SAIL simulator, with relative ease. Assumptions (2)
and (3) were partially generated from the following reasoning. All definitions
of rendezvous missions, target trajectories, and orbiter trajectories fall under
the heading of NASA experrise and, thus, these quantities should be provided by

l the parent simulation. However, definition of a target scattering model and

27
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generation of radar return signals fall in the domain of Hughes expertise and
should be provided by the radar simulation. In the following paragraphs, we
shall define the radar/parent simulation interface, which is based upon the
above assumptions, in detail.

3.1 INPUT DATA REQUIRED FROM THE PARENT SIMULATION

There are two types of input data required from the parent simulationm.
The first type is radar control data such as the desired operating mode and the
target position designates that would normally be passed to the Ku-Band Radar over
the modulation-demodulation (MDM) interface in the actual system. The second type
of information required from the parent simulation is the data associated with
target and orbi’ :r motion, including both rotational and translational motions.
This data is required to generate the target return signal and to simulate
inertially stabilized tracking.

3.1.1 Required Radar Controls

Table 3-1 and Table 3-2 defines the radar control words required by the

tadar simulation that must be supplied by the parent simulation. In the actual

. hardware, each of the controls listed is sent to the radar either in discrete or

serial word form through the MDM interface. It should be noted that the list of
controls in Table 3-1 and Table 3-2 represents only those controls required in
the search, acquisition, and tracking phases.

3.1.2 Required Target/Orbiter Position and Motion Data

All data associated with target and orbiter motion required by the
radar simulation from the parent simulation is summarized in Table 3-3. A
rationale for each of these data requirements is offered below.

In order to generate the target return signal as described in Section

4, the following information is required: (1) position of each point target and

28




TABLE 3-1 RADAR CONTROLS REQUIRED FROM PARENT SIMULATION

é SYSTEM CONTROL CONTROL. NAME CONTROL VALUE CONTROL STATE
; FUNCTION
System Power Switch IPWR i Power Off

2 Standby

3 System On
System Mode Switch IMODE 1 Radar Active

2 Radar Passive

3 Communications
Transmitter Power ITXP 1 High Power
Level Switch 2 Medium Power

3 Low Power
Antenna Steering TASM 1 GPC-ACQ
Mode Switch 2 GPC-DES

3 Auto

4 Manual
Search Initiate ISRCHC 0 Inhibit Scan
Switch 1l Enable Scan
(From Control Panel)
Search Initiate ISRCHG 0 Inhibit Scan
(From GPC) 1 Enable Scan
Slew Antenna IAZS =1 Slew Left

0 No Slew
Left/Right 1 Slew Right
Slew Antenna IELS -1 Slew Down
Up/Down 0 No Slew

1 Slew Up
Antenna Slew ISLR 0 0.4 degrees/sec
Rate 1

20.0 degrees/sec

29




TABLE

3-2 RADAR CONTROLS

REQUIRED FROM PARENT SIMULATION

SYSTEM CONTROL

FUNCTION CONTROL NAME CONTROL DESCRIPTION UNITS
gesignatnd Target EDRNG Estimated Target Feet
ange Range From GPC
Pesignated Target EDPA Estimated Target 1
Pitch Angle Pitch Angle From Degrees
GPC
Designated Target EDRA Estimated Target
Roll Angle Roll Angle From GPC | Degrees

- -




S

Table 3-3 OTHER INPUTS REQUIRED FROM THE PARENT SIMULATION
'
! INPUT INPUT NAME INPUT DESCRIPTION UNITS
|
i
-
§ r ERTO(I) Components of T-Frame Feet
{ © I=1,2,3 Origin Positior in
' ! B-frame
| |
| |
—»B
Vo ?Zfoﬁlg Components of T-frame Feet Per
*e Origin Velocity Measured Second
With Respest to B~frame
and Expressed in B-frame
Coordinates
TBOT TBT (I,J) Elements of Transformation| No Units
1,J=1,2,3 Matrix that aligns T-frame
axes with B-frame axes.
TBOT TBTD (1,J) Elements of Matrix which Second;1
1,J=1,2,3 i{s time derivative of TB T
Matrix o
wBB EWB(I) Orbiter {nertial angular Radians
1=1,2,3 velocity expressed in Per Second
B-frame Coordinates

31
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(2) velocity of each point target as measured in the B-frame. (It should be
pointed out that, ultimately, we want the point target position and velocity

as measured in the L-frame but, since the radar simulation is tracking the antenna

gimbal motion with respect to the B-frame, the radar simulation can easily perform
the transformation from the B-to-L frame.) For the k th point target these data
can be described as follows. Position of the k th scatterer at a fixed time t

can be expressed as

(3.1) r = r + T

where Figure 3-1 illustrates the relation between these three vectors. .

Velocity of the k th scatterer as measured in the B-frame is given by

+
-]
4o
-}
Yo

]

(3.2) r =

o]

where the dot above a quantity represents time differentiation of that quantity.

It is noted that equation (3.2) is obtained by time differentiating equaticm (3.1)

and observing that T T is fixed from the rigid lattice assumption (See Section 4).

k
> B +~ B
Since T, and r, are associated with target translational motion and since TB T
o
and TB T are associated with target rotational motion, they will be provided by
0
the parent simulation under assumption (2). ;kT is part of the target model

definition and will be provided by the radar simulation under assumption (3).

Orbiter inertial angular velocity ;BB

of the target inertial azimuth and elevation rates. The reason for this requirement

is required to perform tracking

is shown in Section 6. .

3.2 QUTPUT DATA TO THE PARENT SIMULATION

All data output to the parent simulation are defined in Table 3-4.

This data includes all cockpit radar displ.y responses and the target tracking
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Figure 3-1. lllustration of Orbiter — Point Target Geometry.
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Table 3-4

RADAR SIMULATION OUTPUT

OUTPUT DATA OUTPUT NAME OUTPUT VALUE OUTPUT STATES UNITS
DESCRIPTION
Scan Warning Flag MSWF 0 Scan Warning False
1 Scan Warning True
Track Flag MTF 0 Target Track False
1 Target Track True
iSearch Flag MSF 0 Target Search False
1 Target Search True
ﬁstimated Target SRNG Variable Feet
ange
ﬁstimated Target SRDOT Variable Feet
ange Rate Per Second
Estimated Target SPANG Variable Degrees
Pitch Angle
tstimated Target SRANG Variable Degrees
Roll Angle
Estimated Target SPRTE Variable mrad Per
Pitch Rate Second
Estimated Target SRRTE Variable tarad Per
Roll Rate Second
Estimated Radar SRSS Variable dB
Signal Strength
Angle Data MADVF 0 Angle Data invalid
Valid Flag 1 Angle Data valid




Table 3-4 RADAR SIMULATION OUTPUTS

(continued)

. OUTPUT DATA OUTPUT NAME OUTPUT OUTPUT STATES
. DESCRIPTION VALUE
I
. Angle Rate Data MARDVF 0 Angle Rate Data Invalid
i Valid Flag 1 Angle Rate Data Valid
| Range Data MRDVF 0 Range Data Invalid
| Valid Flag 1 Range Data Valid
i
Range Rate Data MRRDVF 0 Range Rate Data Invalid
1 Range Rate Data Valid




data required by the guidance and navigation computer.

3.3 INPUT/OUTPUT DATA FORMAT

The technique used to pass data between the controlling program
(parent simulation) and the subprogram (radar simulation) is to establish
several labeled common storage areas. Labeled common is useful because it
allows one to break a large common block into several smaller, independent
common blocks which are distinguished by assigning them different labels.

Thus, one can modify a section of common without having to perform bookkeeping
on the whole array. Further information about labeled common can be found in
[11].

In the development of the radar simulation the common block used for
the interface between the two programs is divided into three parts. These are
labeled: CNTL, INPUT, and OUTPUT. CNTL contains the radar control data required
from the parent simulation and defined in Table 3-1 and Table 3-2. INFUT contains
the target/ orbiter motion data required from the parent simulation and defined
in Table 3~3. OUTPUT contains the radar data output to the parent simulation and
defined in Table 3-4.

3.4 INTERFACE TIMING REQUIREMENTS

Parent/Radar simulation interface timing involves (1) the length of the
parent simulation update period called the (cycle time) and (2) the fraction of
the period alloted to the radar simulation for computation of required radar out-
puts. The details of these two topics are summarized below.

3.4.1 Simulati~n Cycle Time Requirements

Table 3-5 summarizes the different update periods for the various
Ku-Band Radar tracking modes and the update periods for the three simulators.
These data show that the sample interval for each of the tracking modes differs
from the update periods of the three parent simulators. This would imply that

the radar discrete time tracking loops must operate in an asynchronous-fashion
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TABLE 3-5 SUMMARY OF KU-BAND RADAR AND PARENT
SIMULATOR CYCLLE TIMES

SYSTEM UPDATE INTERVAL, ms

g e -

Ku-Band Radar

i 7 khz PRF modes 51.

|

‘ 3 khz PRF modes 12C.
268 hz PRF 250.

Parent Simulators

SMS TBS
SES (UNIVAC 1108) 200. |
SAIL TBS

* l 37




with the parent simulator. However, rather than artempt this type of operation,
tl.e radar simulatior is designed to run synchronously with the parent simulation.
This means that the sample inter;al of the discrete time tracking loops will be
an integral number of update periods of the simulation computer. Then the
primary question is, wh~t is the impact oi this design decision on the tracking
performance? Observe that the minimum update rate of the three simulators is
approximately & hz and the maximum loop bandwidth for any of the servos in any
of the tracking modes is well under 1 hz. Therefore the minimum sample rate of
the computer is at least four to five times the tracking loop bandwidth and the
fidelity of the loop response should not be affected. We offer an example to
i{llustrate this point. Consider a target at a range of 0.4 nm (largest band-
wiith) which is not moving at time t<o and is being tracked by the radar. At tige
t=0, the target is given a step of 10 mrad/sec in roll rate with respect to the
radar. The angle rate loop step response is then generated using update intervals
of 50., 100., 200., and 400. milliseconds and plotted in Figure 3-2. These results
show only slight error in the response for sample intervals as large as 200 m sec.

3.4.2 Maximum Computation Time Requirements

Table 3-6 gives the computation time alloted to the radar simulation
per cycle for each of the simulatiou computers. Assuming the present multiple
point scatterer target model, these computation times can be converted to the
maximum number of points allcwed using empirically determined conversion factor.
The maximum number of points and the conversion factors for each simulator are

listed in the Table 3-7.
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Table 3-6 SUMMARY OF ALLOWED COMPUTATION TIME PER CYCLE
FOR EACH SIMULATOR

SIMULATOR COMPUTATION TIME PER
CYCLE, ns

SMS TBS

SES (Univac 1108) 200.

SAIL TBS

Table 3-7 MAXIMUM NUMBER OF ALLOWED TARGET
POINTS FOR EACH STMULATOR

SIMULATOR TIME PER TARG™,.. ALLOWED COMPUTATION MAXIMUM NUMBER
TIME,ms OF POINTS
SMS TBS TBS TBS -
) -
SES = 5.7 200 35 .
SAIL TBS TBS TBS
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4. TARGET MODELING METHOD

The purpose of target modeling is to predict target effects on the
radar measurement accuracies. In this section, the general modeling approach is
described, an example of the method applied to the SPAS spacecraft is provided,
and & mathematical description of the resultant target return signal at the radar
is piven,

4.1 GENERAL APPROACH

As stated in the proposal ﬁﬂ, virtually all of the target effects
analvses in the literature treat the target as a collection of point scatterers.
This approach was adopted for the computer simulation described in this report.
More gpecifically, our modeling method divides the spacecraft scatterers into two
distinct classes: (1) those associated with simple geometric shapes and (2)
those which are not. Simple shapes are modeled as point scatterers -vith the
appropriate locations and their associated cross section functions to express the
angular variation. (A review of the quantitative cross section results, taken
from the literature, for several useful geometric shapes is provided in the next
subsection.) Intricate or rough-surfaced areas of the spacecraft are modeled as
random scatterer fields, which in turn are modeled by point scatterers with
withi random amplitudes and specified angular variation functions. For both tvpes
of scatterers, the angular variation of the cross section amplitude includes
the approximate effects of shadowing caused by neighboring elements. These cross-
section functions do net include phasing. Instead, phase effects are accounted
for via the mpatial separation of the target's scatterers: this is shown in
quantitative terms in section 4.4,

Details of the modeling method, especiallv the rough-surfaced mndeling,
are best {llustrated by the SPAS modeling example of section 4.3

4.2 SCATTERING CENTERS AND CROSS SECTIONS FOR SIMPLE AND REPRESENTATIVE

SHAPES
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The cross section literature can be used to extract point-scatterer
models for simple geometric shapes, as follows.

4.2.1 Smoothly Curved Bodies(Reference 13)

A well-known result of the geometrical theory of diffraction is that the

main RCS contribution from a curved surface comes from the "specular point" at
which the radar line of sight (LOS) is normal to the surface. The cross section

is

7 =rRR,

where Rl’ R2 are the surface's principal radii of curvature at the specular
point. This principle is illustrated by the following examples.
Sphere. Hereg=TmTQ 2 where a

is the sphere's radius. The specular point

lies on the sphere's surface at the inter-

section of the LOS.

Hemispherical-Ended Cvlinder. The specular point is on the upper

hemisphere when the LOS is from above. One has

for all © except 6 = 90°; for the latter,

the result for the cylinder (reference 14,

p-9) yields

¢ - 2BL .29 aL? /* '
' L
with dimensions in meters and N = 0.0216 meters i;\- \\ -—$——
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The width of the "flare" at 90° can be taken to be t'%h -+ 1'2: degrees

%
3
:
3
3
:
?:
;
3
:

The specular point lies on the intersection of the LOS with the cylinder's

surface in the xy-plane.

Toruspherical-Ended Cylinder. In the toruspherical-ended cylinder, the

ends consis: of a section of large radius joined tangentiailv to a toroidal section

that in turn is joined tangentially to the cylindrical section (See Figure 4-1).

B S T O S

Here we have

o= wa_, 0<|e |« 90

gin. 90 900
- - PRSI o] «
T {(ao al) sin @ + ahl: 9°S| l

e i e e G

2
2_”{31‘_ o = 90° + lL—zf‘- degraes

where we have used the results of Ref13, p.114 for the toroid.
When the end is designed for maximum strength (everywhere equally stressed),

as appears the case on the SPAS MOMS cannister,

3 " 2‘ac

8 = a3

and

- = o
sin 90 0.4 (9° 23.67)

g = 6wac2, I9l< 90

a2
- M c 2 o
5 [sme +1] 6, /8| < 90
ZTm |ﬂ -« 90°




4
g

Los
/ SPECULAR PT ]

e e

o 0.- %" %
5, % )

Figure 4-1, Toruspherical - Ended Cylinder Geometry.
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4.2.2 Other Shapes

Cvlinders. Reference 14 provides cross sections for cvlinders and discs.
The flat-ended cylinder has three specular points at the intersection of the
plane containing the LOS and the visible edges of the ends (Figure 4-2). The

cross sections associated with these points are

2
o - e -1 11] 2
1 sin 1+ 2 cos 3 (n+20)

Note: + — Vertical Polarization }
) - — Horizontal Polarizatiom |
2 -
.0046m -1 2
o 000n 2 ]
sin © . 1 + 2 cos %2
oy = 0046m 2T -1 . 1] 2
sin O L 1 4+ 2 cos ( n-20) -

These relations indicate negligible contributions except near normal incidence

(0 = 0°, 90°). For 0 = 0°, one has

[+]
= 265,000 a ¢ |ojc 1:24

% 2a

And at o= 90°, one has

2

o
= 291 aL

0 1.24
|6] = 907 + H=
Wire, Struts. A typical spacecraft has structural elements that are

typically modeled as wires, i.e., long thin elements. Reference 13 (p.107)

indicates that for a long thin w e (or edge) that

2 2 4
o & A  tan 93cos ® 0 <90°
167
w 9.4x10" tan 2 @ cos ¢ n
L 2 4 5 o
# = cos ¢ “ 0= 90




[~

-

.
Figure 4-2. Cylinder Geometry.




where ¢ is the angle of polarization incidence and ® is the angle between the
LOS and the wire axis. Thus a significant contribution is seen only at broadside,
veflecting the conclusious ot reference 15 that edges don't provide significant

RCS contributious.

Corner Reflectors - Dihedrals. The RCS for a dihedral reflector shown

in Figure 4-3 {s (Reference 16, p. 589)

at incidence perpendicular to the reflector axis and falls off rapidly away

from normal.

Corner Reflectors - Trihedrals. Square trihedrals have cross section

>

g = 4w é; with A the area normal to the LOS for which energy is redirected
A-
(Ret. 13, p.239), and for a square reflector,(Ref. 16, p.591)
o= 211 . 380,502 1% o’
A

with L the wiich of each face. This RCS is maintained over a 23 degree cone

about the symmetry axis. A l-inch corner reflector thus has .033 m 2 cross

section.

4.2.3 Reflector Antennas

On boresight, an antenna provides an enormous RCS. Let G(8) be the

antenna power gain pattern. Then

22,
g - A p,G (®)
4n

where o is the antenna power reflection coefficient, and usually approaches unity

out of band. One has

80’

. L L 2
; o = nA z @

a9 e e S £ 1 i




e

T
|

LOS

Figure 4-3. Dihedral Corner Reflector Geometry.
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wvhere G“(Q) is normalized to its maximum value. Taking o = 1, \ = ,0216 m yields

2 2
o = 26934 A™n CN(G)
or for a circular aperture of diameter D
g = 16611 Déq G§(9)

and taking n = 40% vields

o = 10774 A2G§(G)

- 6645 D‘ci(e)

The width (first null) of this flare is about + A/D radians or * 1.24/D degrees.

For a parabolic antenna, the reflector surface provides a significant

return over a broad angle. For a body of revolution, Reference 13 gives

[+ ‘RIRZ
2

—& gin @
dz

where the geometry 1s as shown in Figure 4-4. For the reflector

x = 2Vfz

wich f the focal length; then one obtains

o= wfz cos 4 )

and for f/D = S,

= 785 D2 cos 69
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This RCS contribution is seer so long as the LOS intersects the reflector at

normal incidence somewhere. This occurs if

-1 dz
< — =
IGL tan dx 90
-1 D
0 Tt TE

= 26.6 degrees for £ . 0.5

D

4.3 SPAS MODEL
4.3.1 Satellite and its Coordinate Svstem

Figure 4-5 shows the SPAS satellite in isometric view and identifies
our coordinate system. Figure 4-6 shows a drawing of the satellite. Define the
following angles:

@ = Angle between LOS and x-axis

= cosl (GL' Gx)

® = Angle between LOS and y-axis

A

= 'C0;1 (uL. Gy)
o, = cos (§.18)

where ﬁx' Gy, ﬁz are unit vectors aligned with the x, y and z axes, and GL
is a unit vector aligned with the LOS.

4,3.2 Scatterer Selection Strategy

Two classes of scatterers may be identified: those that arise due to
geometric shapes discussed in Section 4.2, and those that do not. Among the
former are tanks, experiment cannisters, mounting pallets, and the S-~band antenna,
Among the latter are complex areas such as are seen on the SPAS electronics pallets
or structural areas, where multiple bounces and corner-reflector-like areas can
give rise to significant and relatively orientation-free return. We model the
former explicitly, and attempt to model ihe latter bv associating point scatterers
with the major complex areas, choosing the scatter cross section using a rough-

surface model.
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4.3.3 Point-Scatterer Model

Table 4-1 lists the point scatterers that comprise the SPAS model. The
angular region of applicability for each scattercr is indicated by the ¢x’ ¢y’ and
¢z columns and these entries provide an approximate inclusion of shadowing effects.
Notes in calculating the cross sections are included as appendix E.

Scatterers 1 through 34 reflect geometries discussed previously. Specular
flares due to plates have been limited to 700-1200m2 to reflect the fact that these
surfaces are not usually good enough to provide the several thousand square meters
predicted theoretically. Scatterers 35 through 54 are intended to model complex
areas. The cross section for each area can only be guessed. The rationale for
our guess is as follows. The area of each complex surface is about .5 mz. Taking

a rough surface model (Models 9A4, 9A5 of Ref. 16, p.678) yields

o =Ag¢g
o

0.5 m2

>
"

Q
[}

N cos ¢I

-]
(]

Backscatter coefficient

S
[]

incidence angle (angle from LOS to surface normal)

The constant n has been determined experimentally for terrain and ranges from
-30 to -15 dB for vegetation and ranges up to +10 or +20 dB for cultural areas.
We take n = -10 dB to obtain ¢ = O.OSm2 at normal incidence and allow the RCS to
fall off as the cosine of the incidence angle. This value should be randomized
to avoid interference effects.

At ranges for which the radar beam encompasses the target, modeling
these areas as points still allows the radar's range and angle trackers to wonder

over the target since variation in the relative phasing among scattering areas,
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Feature

XY Plaue

Viewed from + X
Tank -1
2

3

Cannister 4

Dome 7
Plates 8
9

10

Vieved from +Y
Cyl, Ead 1

Viewed from -Y
_Cyl. Ead 12

Comm Ant 13

XZ Plane

Cylinder 14
Plates 15
16
17
18
19

Cannister
Face

20
21
22
23
24

23

TABLE 4-1 SPAS POINT SCATTERER MODEL

SR T R TR

o, - T, .. 20 TR é_ vdeg. Oy.dq. ¢, deg.
2.6 .28 -.83 .15 -1 <90 50-150 90 4.1
2.6 24 - ~1.08 .15 -.1 <90 35-150 90 4.1
2.6 .26 -1.27 .15 =-.1 <90 30-155 90 +.1
61 37 1.05 [} -.29 <90 0-145 €0 +1.5
90-180 73-158
61 .37 .35 0 -.29 <90 25155 90 41.5
90-180 47-:155
61 N - .35 0 -.29 <90 2'-180 90 #1.5
~ 90-180 32-138
25.7 -.35 -1.05 -.8 -.315 —_ ~145-145 90 42.3
13 1100 .12 1.9 1] 0 < 2.1 - 90 +1.5
13 900 .12 -1.05 0 0 < 2.1 - 90 +1.5
13 1000 .12 -1.8 [ 0 < 2.} - 90 +1.5
850 -3 2.0 -.67 0 -— 0 2.6 90 42.6
1200 -3 -2.0 -.67 [ - 180+2.6 90 +2.6
3322 -.35 -2.0 0 (] - 180+2.5 90 +2.5
117 =.3 0 +.67 .24 - 90+.3 0-125
%0 -.38 1.7 -.48 0 90+1.5 90+#1.5  041.5,180+1.5
800 -.35 1.05 -.48 0 90+1.5 90+41.5 0+1.5,180+1.5
1000 =-.25 .33 -.48 0 9041.5 90+1.5 0+1.5,180+1.5
900 -.35 -.35 -.48 0 90+1.5 90+1.5 0+1.5,180+1.5
850 -.33 -1.7% -.48 0 90+1.5 9041.5 0+41.5,180+1.5
750 37 1.08 425 0 9042 90+2 0+2
850 ) 1,75 -.425 0 90+2 90+2 180 + 2
- 850 kY .35 425 0 9042 90+2 0+2
750 .37 38 .25 0 90+2 90+2 180 + 2
L 18 .37 -.35 428 0 90+2 90+2 0+2
730 Y -.35 -.423 o 90+2 90+2 180 + 2
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TABLE 4-1

Wide-Anpe Scatteters

Ref lector
26

Taak Hemispheres
2?7

28

29

30

i

32
Doze 33

3
Cold Gas Panel

35
Data Mandling
Pasel k1]
Powver Panel

n
4T S111 Fieeing
Assy. s
Ant Assy 39
MOMS NModule

40

RMS Grapple Fixture
L)

RITA-D 42
Structure
+2 43

+2 4
+7 A
+2 46
4z &7
+2 48
~X 49 )
=X 30
=X 51

=X 52

-X 33
X 54

0.2

.03
.03
.03
.03
.03
.03

o cos ¢
» x

L2 col‘y

-3

24
24
.24
.24
.28
.24

-.33

-3

.12

.12

-.35

G”Q” (Qy-l&O)-.JS

cwcol( ‘1-100)- .35

0,1°" @ ‘-'I.OO)—. 35

c‘jeo- 0‘
d“eoc [} z
065‘“ ¢ s
Tt t,
O4r%on 9,

9 ,8c°0 ¢ s

‘ aueo-o .-180)-.35

=33

-.33

-.33
-.33
-.33

-.33

] “cu( &-180)-. 3

L s‘,cos( Q‘-IEO)—. 35

] nco-(Ox-lﬂo)-.JS

0 pc00(,~180)-.35

o ”co-(O; 1800-.33
g s‘co.( 0‘-180)-.35

-2.13

-.83

-.83
-1.03
-1.05
-1.27
-1.27
-1.03

-1.08

-1.03

-1.75

+1.75

+2.15

-2.13

«1.78

1.08

.35
-.38
-1.05
«1.7%

1.7%

)
-.35

1.08
1.73
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thait causes the wander, is modeled by the phys.cal separation of multiple
scattering areas.

At short ranges, the radar beam may encompass only one of these areas,
and thus the wander effect will not be observed. Appendix F develops a simple
model for wander that adds a "wander vector" to the scattering points given for
the complex areas.

4.3.4 Effect of Thermal Blanket

Several, if not most, of the spacecraft will be wrapped by multi-layer
insulation. The RF properties of this material are not known at present. If it
is effectively conductive, it will tend to reduce flares and promote diffuse
returns. The effects are almost impossible to predict analytically and measure-
ments would be very desirable.

4.3.5 Recommendation

The validation of an analytical model of as complex an object as a
spacecraft requires meaéurements. It would be very desirable if
a. Data can be taken with the Ku~Band system tracking
a spacecraft - like target in the planned White
Sands tests.
b. The RCS of a SPAS mockup could be measured with and
without thermal blankets.

4.4 MATHEMATICAL DESCRIPTION OF TARGET RETURN SIGNAL l

If we assume a single pulse was transmitted, then the expression for the
noise~free return signal from a single point scatterer at the antenna sum

(difference) channel output is given by

t-t
(4.1) Sk(t) = okg pkAk cos{;w(fc+fk) (t-tk) p(

k
)
t

e SN G e
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where

Y

R\

0
Ak R Co
(4§ = RCS of k th scatterer,

P_G 2 kZ &
T o c
¢ = (4;, 3
o It
Rk = Range of k th scatterer

R. = Range of target c.g.,

P, = antenna sum (difference) pattern weighting

normalized to the peak gain,
LT = transmit losses,
P = Peak transmit power,
G = Peak one-way antenna gain,
A. = wavelength of carrier frequency,

f = carrier frequency,

c
2vk
fk - - = doppler shift of k th scatterer,
c
-RO
e " delay of target return relative to

the targer c.g. return,
¢ = speed of light

1, Ostst

t t
p.t—-——) -
0, otherwise,

t = transmit pulsewidth
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Then, assuming the antenna is linear, by applving the principle of linear
superposition the resultant return signal for the entire collection of point

scatterers at the sum (difference) channel output terminal can be written as
(4.1a) § (e) =

where the target is composed of N point scatterers. A nice feature of the
present target model hidden in equations (4.1) and (4.1a) is that this model
easily handles the spatial integration of the return signal performed by the

antenna.

In the rest of this subsection, additional details of the antenna

weighting factor and scatterer phase computation models are given. Computa-

tion models for the other terms in equation (4.1) have either been explained
eaxlier or the computation is clear from the definition of the term.

4.4.1 Antenna Weighting Factor Computation

Computation of the antenna sum and difference pattern weighting factors
makes the assumption that the return signal from a single point target at the

radar is a plane wave propagating from the direction of the scatterer. The sum

and difference pattern wejghts can then easily be determined from the antenna
sum and difference pattern models described below.

The sum pattern weighting is computed with the following expression

(4.2 PS(Q) = ﬂi——x- (sum pattern weighting)
where x = 93,80 o,

® = target angle off boresight.
Figure 4-7 illustrates the pattern given by equation (4.2). This pattern has
a 3 dB two-sided beamwidth of 1.7° and is assumed to be symmetric about the
bore: ~. For the k th target, the angle off boresight is computed with
1

- L - L
(4.3) gks = cos (rkz /l T, I) .
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Figure 4-7. Antenna Sum Pattam.
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The azimuth difference pattern weighting is computed from

(4.4) 0 = 1.1465 [z cos y -~ sin;x] (difference pattern
AZ y2 J weighting)
where y = 93.84 . This pattern is assumed to be symmetric about the y-axis

of the LOS frame and is illustrated in Figure 4-8. The angle A for the k th
target is obtained from

1

& L oL
(4.5) A= 8, = -sin (rky/IrkI).

The elevation difference pattern weighting is also computed using equation

(4.4) only in this case the angle 4 is given by

-1 L +L
(4.6) A ey = Sin (rkx /lrk|).
and the pattern is assumed to be symmetric about the x-axis.

4.4.2 Computation of Scatterer Phase

.

From equation (4.1) the initial (t = o) phase associated with the k th

scatterer is given by

¢,( =27 (fc + fk) t

If we choose the time origin appropriately, then fktk < <1 for all k and as a

result

¢ = it

wones S TR $ENR 2 S

For example, the time origin can be located at the center of the range gate or
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at the leading edge of the return from the target c.g. which would give either

¢ = 47!?4{5)

k
c
or
(R,R)
4 [s]
o = ———
c

4.5 COMPUTER ALGORITHM DETAILS

Figure 4-9 illustrates the target scattering model computer algorithm.
This algorithm computes the value of the RCS in the direction of the radar
for each scatterer and the location of the scattering center for each
scatterer. Using the modeling description given in sections 4.1 through
4.3 and adhering to the real-time computation constraint, the algorithm
was structured as follows:
(1) determine all scatterers with nonzero RCS in the direction of the
radar,
(2) determine the specular point location for thcse scatterers where
the geometric optics approximation applies,
(3) compute the RCS for all rough surface scattering areas that are
illuminated,
(4) 1if at close range, determine the scattering center for the rough
surface (or diffuse) scattering area using the method preserted
in Appendix F.
Details of each of these steps are given in the remainder of this subsection.
The purpose of the first step is to weed out all of those scattering
areas which are not illuminated or have, for all practical purposes, no RCS
in the directicn of the radar. Towards this end, we first compute the direc-

tion to the radar from each of the scattering centers using the expression
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FIGURE 4-9 TARGET MODEL COMPUTER ALGORITHM (1 of 3)
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FIGURE 4-9 TARGET MODEL COMPUTER ALGORITHM (2 of 3)
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FIGURE 4-9 TARGET MODEL COMPUTER ALGORITHM (3 of 3)
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4.7 AT - -+T - =T -+T _ +T
(4.7) th ( T, T X ) / Irk Xp

where ;z = location of the radar in the target

coordinate system.

The kth scatterer is declared to have a nonzero RCS in the direction of the

radar if the components of the directicn vector GE satisfy the following

inequalities

T .
(4.8) LRSS M'ki i=x,v9, 2

where the mki's and the Mki's are determined using the appropriate method

outlined previously.

Step (2) of the algorithm is to determine the location of the specular

point (or scattering center) for those scatterers where the geometric optics

approximation applies and with nonzero RCS in the direction of the radar.
For the SPAS scattering model, all of the specular scatterers have circular
or spherical symmetry. In these cases, the specular point can easily be

calcu’ated from the simple expression

>T T AT
(4.9 S T T + a U for all k
where -;E = location of the centroid of the simple

shape in the target frame,

a = represents the appropriate radius for the xth

scatterer.

It is remarked that for those scatterers where specu.ar reflection does not

apply, the a, are set equl to zevo.
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The third step is to compute the RCS for all scatterers which were
found in step (1) to have a nonzero RCS in the direction of the radar.
Scatterers representing simple geometric shapes require no work since the
model for these scatterers are assumed to have a contant RCS over the region
where its theoretical RCS is significant and zero where it is not significant.
However, the rough-surface scatterers require some calculation to obtain

the proper RCS value. In section 4.3, this calculation was given as

(4.10) Op =M cos ¢ki
where nk = backscatter coefficient for the kth
scatterer,

T. T
cosby s ﬁk M o

T
e = normal to the kth rough surface scatterer.

The fourth and final step is to determine whether the target is at close
range (defined below) u.nd, if it is at close range, to compute the position
of the rough surface scattering center using the method of Appendix F. The
idea is that one wants to avoid using a nonfluctuating scattering model when
the target is close enough so that only one (rough surface) scatterer occupies
the full 3 dB antenna beamwidth. Since all rough surface scatterers in the
SPAS model have the same dimensions of 2.3 feet by 2.3 feet and the 3 dB
beamwidth is taken to be 1.68 degrees, the criterion for closeness is easily
computed to be a range of 78 feet. As an added measure of safety, the boundary
for close range was established as approximately 300 feet. Also a hysteresis

loop (shown below) is used so that the close range model is not swapped in




"h(r)

300. 290.

r, feet

and out rapidly when the target range is jittering about the close range
boundary.
To determine whether the short range model applies we first compute the

range to the radar in the target frame using
T ->T
(4.11) (@ = |xp (]

Next, the output of the hysteresis loop for the present update period is

obtained from the following relations:

rg(n) < 290 » h(n)

]
[

rz(n) 2 300 » h(n)

)
o

(6.12)

290 &r_(n) €300 and h(n=1) = 1 > h (n) =1

[ I

290€ r (n) <300 and h(n-1) = 0 »+ h (n) =0 .

R

The short range model is invoked if

(4.13) h(n) = 1.
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T2 it has been determined from the above procedure that the short
range model should be used, the computation of the "wander'" in the rough
surface scattering center is performed in the following manner. (To faci-
litate the éxplanation it is assumed that the normal to the kth rough surface
scatterer is parallel to the z-axis of the target frame.) First, the incidence
angle is computed with the expression
.20

(4.14) (n) = co§1 (ui(n)

i

and is then used in the update of the components of the wander vector as

follows
4 2 %
(4.15) x, (n) =a (n) x (n-1) ta, [- a(n)] u[-%.’s]
[ZDx §¢,, (n) cos ¢ . (n) ]
where a{n) = exp :

Sy (n) = ¢ki£n) = by (n-1),

Dx = length of the x-dimension of the rough surface

scatterer,

2 2
a = Dx / (12 NF)

and u [-%, 3] represents a selection from a population which is uniformly
distributed over the interval [-%, %] . The y-component of the wander vector
is obtained by replacing all x's by y's in equation (4.15).

The only detail that remains is the intialization of the difference
equation given in (4.15), i.e. determining the value of xk(o) and yk(o), when
the close ra.ge model is first invoked. This is accomplished by choosing the
xk(o) and yk(o) from a random population with the appropriate statistics.
Quantitativelv , we have
(4.16) xk(o) = 00 u [-%, %]
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5. SEARCH AND ACQUISITION MODE COMPUTER MODEL DESCRIPTION

As stated in the introduction, the search and acquisition mode per-
formance computer model is provided for the purpose of crew training only
which dictates the following design objectives:

(1) to provide a real-time simulation,

(2) to provide accurate timing of discrete events appearing

on the cockpit radar display,

(3) to provide accurate operation of cockpit radar display meters,

(4) to provide accurate responses to all cockpit radar controls.
Since the model is not required for critical engineering evaluation of the
Ku-Band Radar search mode performance, the design objectives above can be met
while providing only a representative model of the target and detection pro-
cessor.

Figure 5-1 illustrates the basic structure of the search and acquisition
computer model. This model consists of a main control program and three major
subprograms dedicated to (1) the gimbal pointing loop model, (2) the spiral scan
model, and (3) the target detection model. The functions of the main program
are to decide which antenna steering mode has been requested and then update
the search sequence for that steering mode. Updating the search sequence requires
a check of internal and extermal controls té determine which of the three models
listed above should be invoked., In the remainder of this section the details
of the main algorithm and the point, scan, and detection models will be presented.

Before launching a detailed description of the algorithm, we must state a
fundamental assumption that was made in the development of the search and
acquisition mode computer model: all of the acquisition mode logic was ignored
since it is transparent to the crew. Impact of this assumption is to introduce ]
some error into discrete event timing under certain conditions. For example, l

neglecting the mini-scan will cause a ncticeable timing error.
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Figure 5-1. Outline of search and acquisition mode computer algorithm.
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5.1 SUMMARY OF KU-BAND RADAR SEARCH MODE OPERATION

5.1.1 General Antenna Steering Mode Operation

This subsection provides a brief description of the Ku-Band Radar sezr.a
mode procedure for each antenna steering mode. For a given antenna steering mode,
the general procedure is the same for active and passive targets; the only
difference between active and passive are in the waveforms and processing as
discussed in the sequel.

GPC-ACQ Search and Acquisition Mode. In this mode, the radar accepts

angle designates from the GPC. The antvnna then slews towards these designated
angles and attempts detection once inside zone 0 (within 3% of the desigunated
angles). If the antenna moves into zome I (within 0.3% of the designated angles)
without a detection and the search initiate is low, the antenna stops at the
designates, awaits new angle designatés or a search initiate from the G?C, and
still attempts detection. If the antenna is in zone I and the search initiate
command has been given, the antenna begins scanning using a spiral pattern,
centered at the inertially held target angle designates. The scan will last for
60 seconds or until a target has been detected, which ever comes first. If a
detection does not occur, the antenna returns to the designated angles and awaits
new designates or another search initiate command. If a detection occurs the
system progresses to the acquisition mode where a mini-scan (if required) and

a sidelobe avoidance test are performed. Depending upon the outcome, the

system proceeds to the ' rack mode or returns to the search mode. Details of

the acquisition mode are deliberately sketchy because this wmode is not modeled
as noted earlier.

GPC-DES Search and Acquisition Mode. Search operation in this antenna

steering mode is identical to the GPC-ACQ mode minus the spiral scan capability. -
That is, the antenna only moves if it receives new angle designates from the
GPC. Rules for when target detection is allowed are the same as GPC-ACQ and the i

waveforms and processing for active and passive operation are identical.
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Auto Search and Acquisition Mode. In this mode the crew moves the antenna

to the desired position using the antenna slew switches on the radar console.
Using these slew switches, the antenna can be slewed up or down and left or

right at either 20 degrees per second or 0.4 degrees per gecond. When the antenna
is being manually slewed, target detection is only allowed if the slew rate is
less than or equal to 0.4 degrees per second. Once the antenna has been slewed

to the desired position and no target detection has occurred, the crew can
initiate a spiral scan search. After a scan is initiated, the antenna will
continue to spiral outwardly for one minute (to 30° off the body~stabilized scan

center) or until a target is detected whichever comes first. If a target is

T T

not detected then the antenna returns directly to the scan center and awaits
either a slew command or another search initiate command. If a target is
detected the system proceeds to the acquisition mode.

Manual Search and Acquisition Mode. The manual search mode is identical

to the Auto search mode minus the spiral scan capability. That is, the antenna
position can only be changed via the slew switches on the radar comsole and
target detection is only allowed if the commanded antenna slew rate is less
than 0.4 degrees per second. The transmit waveforms and signal processing for
this mode are identical to the Auto mode. Manual control of the antenna is
also maintained during the acquisition and tracking phases.

5.1.2 Display Meters

The only meters that are operational during the search and acquisition
mode are the roll and pitch angle meters. These meters monitor the antenna
position during search and acquisition. All other meters, including the signal
strength meter, are zeroed during this phase.

5.1.3 Search Mode Waveforms and Signal Processing.

Two types of detectors are used in the search mode: a single-hit detector

shown in Figure 5-2 and a constant false alarm rate (CFAR) detector shown in
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Figure 5-3.‘ The situations where these two detectors are used are summarized

below.

Passive GPC Modes. The passive GPC modes use a single hit detector when

the designated raﬁge is less than 0.42 nm, and the CFAR detector when the designated
range is greater than 0.42 nm. In single-hit detection, returns from the first

3000 feet are processed through the hit detector. In CFAR detection two over-
lapped range gates centered at the target range designate are used to obtain a
detection. (We note that the range gates are of width 3/2 t. and overlapped by t,
where tt is the transmit pulse width). Figure 5-4 gives the general waveform used
for all designated ranges and Table 5-1 summarizes the waveform and processor
parameters used at each designated range.

Passive Auto and Manual Modes. These modes use the relatively complex

waveform shown in Figure 5-5. As noted in the figure, this waveform requires

both types of detectors during an update period. That is, for a given transmit
frequency the first three puises are processed through the hit detector and

the last 16 pulses are used in the CFAR detection process. In single-‘ -
detection, returns from the first 3000 feet are processed thrcugh the hit detector.
In CFAR detection, four juxtaposed range gates, of width tt and covering the
interpulse period are used to obtain a target detection. Table 5-2 gives the
waveform and processing parameters for these modes.

All Active Modes. Single-hit detection is employed in all active search

modes. Only one transmit frequency is used, the PRF is fixed at 268 Hz, the

transmit pulsewidth is 4.15 microseconds, and the sample interval is 2.075 microseconds
under all conditions in the active mode. Target returns from up to 300 nm

are processed through the single-hit detector. Also it is noted that the target

range designate is ignored in the GPC active search modes.

5.1.4 Antenna Scan Operation

GPC-ACQ Passive or Active Modes. In this mode, the scan can only be
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commanded by a search initiate command from the GPC. The scan is centered at

the angle designates received in the frame when the initiate command is given.

The antenna begins executing the spiral scan pattern when the antenna has moved

to within 0.3 degrees (Zone I) of these angle designates which are inertially held.
Once the scan has been initiated the antenna spirals outwardly to a predetermined
angle off the scan center, which depends on the target designated range, and begins
to spiral inwardly. (These predetermined angles off scan center are called

switch points and are summarized in Table 5-3). All scans will last 60 seconds

or until a target is detected which ever comes first. It is also noted that

the scan will terminate if the system mode or the antenna steering mode is changed.

Auto Passive or Active Modes. In this mode, the crew selects the scan

center by slewing the antenna with the switches on the cockpit ccntrol panel.
Once a scan center is selected, the crew initiates the spiral scan using the
search initiate switch on the control panel. The scan pattern is the same

in all situations. That is, the antenna spirals outwardly to 30 degrees off
scan center and terminates. This procedure lasts for 60 seconds or until a
target is‘detected whichever comes first.

5.2 SEARCH MODE CONTROL ALGORITHM DESCRIPTION

ngure 5-1 provides an outline of the overall structure of the computer
implementation of the search mode. The mainstay of this computer model is the
search mode control algorithm (enclosed in dashed lines in Figure 5-1). The
control sequence is (1) determine the antenna steering mode, (2) update the
search operation using the proper antenna steering mode sequence, and (3) set the
appropriate flags based upon the outcome of step (2). Figure 5-6 gives the
detailed computer algorithm (called SEARCH) used to accomplish this task. Bésic-
ally, this algorithm is partitioned into four sections where each section of code
is dedicated to the complete search procedure for one of the antenna steering

modes: GPC-ACQ, GPl-DES, Auto, or Manual. The computer code for cach of these
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Table 5-3 SCAN SWITCH (FROM OUTWARD TO INWARD SCAN)
POINTS IN GPC-ACQ MODE

DESIGNATED RANGE, nm

SWITCH PCINT, degree

0to$8

8 to 9.2

9.2 to 10.3
10.3 to 11.8
11.9 to 15
15 to 25

25 to 40

40 to 65

65 to 145
145 to 300

Outward Scan Only (tc 30°)

27.17
24.4
21.7
19.6
16.5
13.4
11.0
8.0

6.2
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Figure 5-6 SEARCH MODE CONTROL COMPUTER ALGCRITHM
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Figure 5-6 SEARCH MODE CONTROL COMPUTER ALGORITHM
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Figure 5-6 SEARCH MODE CONTROL COMPUTER ALGORITHM
(4 of 5)
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sections closely mimics the operation summary given for the corresponding antenna
steering mode in section 5.1.1 and, with the exception of the gimbal pointing
loop reference computation, requires no further description.

The gimbal pointing loop reference computation is performed as follows.
When the antenna is being slewed manually in either Auto or Manual, the roll and

pitch references are updated using the expressions

Rolly_(n) = Roll,  (a=1) + T, 6”_ (n)
(5.1)

P:I.tchmf (n) = l’:l.to::hn‘f (n-1) + 'rs 6EL (n)

vhere T’ = update interval,

OAZ (n) = commanded roll rate at n th time sample,

GEL (n) = commanded pitch rate at n th time sample.
In the GPC modes, the gimbal pointing loop references are set equal to
the present angle designates if the search initiate command is low. But if

the search initiate {s high the pointing loop references are maintained at the

angle designate values obtained in the update period when the initiate went
high.

5.3 GIMBAL POINTING LOOP MODEL DESCRIPTION

A computer model of the antenna gimbal pointing loop i{s included in the
search model to provide reasonable fidelity in the antenna motion response to
(1) angle designates from the GPC during GPC-ACQ and
GPC-DES.learch modes,
(2) slew commands from tha console during Auto and Manual
search modes,
(3) slew commands from the console during Manual track mode.

It is noted that the present model does not contain gimbal stops or a cable

unwrap capability. A simplified block diagram of the complete antenna gimbal




——

pointing loop computer model is given in Figure 5-7. The description of this

model is divided into two parts: (1) a definition of the basic servo loop model
and (2) a detailed description of the computer algorithm which implements the
process illustrated in Figure S5-7.

5.3.1 Basic Servo Loop Model Definition.

Both antenna gimbal servos were modeled using the second order loop
shown in Figure 5-8. This choice for the servo loop model is based on the
antenna servo simulation material presented at the March 1978 preliminary design
review (PDR) [la, the description of the baseline antenna servo design givenin EI.CU
and [}é} and discussions with Mr. J. C. Riles the antenna servo system designer
for  the Ku-Band Radar. Rationale for each of the basic model components is
provided below. The :‘rst stage of the integration represents smoothing and
shaping of the error signal and the second integration stage represents the
effect of the gimbal. A limiter was placed between integration stages to repre-
sent the fact that the commanded gimbal rate is limited to 58 degrees per second
in the hardware. Loop constants kg and t8 are chosen to best approximate the |
characteristics of the real antenna gimbal response to slewing and designate
commands . At the present time these constants are chosen to give a damping
factor of 0.7 and a crossover frequency of 1.0 Hertz.

In order to r: resent the servo model of Figure 5-8 on the computer, it
is approximated by the discrete-time model shown in Figure 5-9. This discrete-
time model can be described mathematically as follows. The first step is to
compute the error signal and update the output of the first integrator using

the equations

(5.2) as(h+1) - a;(n) + T.k8 c(n)
where 5.(n) = smoothed a-gimbal rate estimate at

the n th time sample,
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€ (n) = akef(n)-a(n) = error signal at n th time sample,
°Ref(n) = 0 ~gimbal reference position at time sample n,
a(n} = a-gimbal position at time zample n,

kS = loop constant.

Next, the gimbal rate is updated by the expression

(5.3) a(n+l) = ag(n) + ke e(n)
where ;(n+1) = commanded gimbal rate at the n+l th time sample,
tg = loop constant.

The effect of limiting the commanded gimbal rate is given by

-58, , if e(n+l) €-58.
(5.4) a(n+l) = |d(n+l) , 1£-58 < «(n+l) £58.

+58. , if @&(n+l)258.

R}

Finally, the qo=-gimbal position at the (n+l) time sample is obtained from
(5.5) *(n+1) = e(n) + T é(n+l).

5.3.2 Computer Algorithm Details

A flow chart of the antenna gimbal pointing loop computer model is gi;en
in Figure 5-10. The required inputs for this model at each update are the desired
roll and pitch reference angles. In the GPC modes these references are just
the target angle designates and in Auto and Manual the references are obtained
from equation (5.1). Using these new roll and pitch angle references, the
algorithm updates the « and 8 gimbal positions using the procedure outlined
below.

The first step of the gimbal pointing loop algorithm is to transform

the roll and pitch reference angles expressed in body coordinates to aRgf
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Figure 5-10 ANTENNA GIMBAL POINTING LOOP COMPUTER ALGORITHM

ENTER
- —

Transform Roll/Pitch
Referance Angles to

uRﬂf. ﬁR.f (Eqn 506)

-

Update Outer (@)
gimbal position.

3

Update Inner (8)
gimbal position.
(Eqns 5.2-5.5)

v

Check Obscuration
Zone
(See Figure 5-11)

v

Tranform a/ 8 to
Roll/Pitch
(Eqns 5.8)

—V

Resolve Ambiguity
in Roll/Pitch Angles .

(Eqns 5.7)
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and BRef angles (or, equivalently, roll and pitch angles expressed in the

radar frame). This transformation can be expressed as

SS +CSC
a - -1 g P grp
Ref tan [ ¢ ]
r p

(5.6)
BRef - sint lcs - ssec
g P grp

where g = 6/ degrees,

P = -pitchnef,

r = -rollRe

£,
C = cos,
S = gin,
Also, it is noted that this transformation is identical to that used by the

radar, i.e. it ignores the radar offset from the orbiter c.g. and the boom

deployment error. In the next step, the a and 8 gimbal positions are updated

using the servo-loop model given hy equations (5.2) through (5.5).
Then it is determined whether the new aq and 8 values lie in the

obscuration zone. This task is accomplished using the algorithm given in
Figure 5-11 which can be described as follows. First, the a, B angle ambiguity
is resolved using the relations

-90< 8 <90
(5.7)

-180< a <180 .
Then a scan warning is determined by comparing the unambiguous a and R position
to a map of the scan warning area shown in Figure 5-12 which was digitized to
an accuracy of 5 degrees-by-5 degrees and stored in computer memory. If the com-
parison shows that a, B are in the obscuration zone, the scan warning flag is raised.

The final step in the gimbal pointing loop algorithm is to transform
97




Figure 5-11

ANTENNA U3SCURATION COMPUTATION ALGORITHM

ENTER
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Ambiguity
(Eqns 5.7)

Y

Quantize Position (To
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I 4 =|(@+180)/5+1
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EXIT
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a and 8 to vroll and pitch using the expressions

§S§,+CS_¢C
Roll angle = -taﬁl ——3b6 E;gf“ 8 ]
(5.8) a “8

=
Pitch angle = <sin” jCa Sg + S8 Sa Cp].

These transformations are identical to the Ku~Band Radar transformations.

Also any angle ambiguity is resolved using the convention given in (5.7).

5.4 SCAN MODEL DESCRIPTION.

The primary function of the scan model is to provide a simulation of
search mode operation whenever the antenna is performing a spiral scan. Des-
cription of the scan model makes abundant use of a quantity called a "scan
ring". We offer the following definition of this entity. It is noted that
in reality the antenna traces out a spiral pattern aboq: the scan center, however,
we will approximate the spiral pattern as a set of concentric rings and iabel
these rings as shown in Figure 5-13. With this definition in mind, the scan
model can be described as follows.

When a spiral scan has been initiated from the console or the GPC, the
model tracks the antenna boresight position to the nearest scan ring (see
Figure 5-14) and tracks the target positon exactly. A target detection is
attempted only if the boresight and target are in the same ring in the present
update period and were not in the same ring in the previous update period. If
an attempt at detection is successful, the scan procuedure is terminated and
control is handed over to the track routines. If nc detection is obtained
then the scan procedure continues until another target detection is allowed or
the scan 1is completed.

The main advantage of the model is that it offers reasonably accurate
estimates of elapsed time from scan initiate to target detection or an end-of-

scan condition for an arbitrary rendezvous situation. Maximum error in elapsed
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Figure 513 Definition of Scan Ringa.

101




—lp

'-g:‘;gg";“\’/‘? mff;
7\
NS

ACTUAL BORESIGHT
POSITION RING ASSIGNMENT
NO. 1 RING 4
NO. 2 RING 3
NO. 3 AING 4

Figure 5-14, lllustration of Antenna Boresight Ring Assignment Method.

102

T -y



\ ’. time for any situation should be no worse than + 2 seconds. It is noted that
there are some deficiencies in the model too. These are that (1) there is no
inertial stabilization of the scan center during a scan in the present version
and (2) the target detection capability i3 highly inaccurate under cartain target
motion conditions. For example, when the target is moving radially with respect
to the scan center.

5.4.1 Summary of Scan Operation

Rules and conditions for scan initiation and termination in the various

antenna steering modes are identical to rhe Ku-Band Radar scan rules summarized

in Section 5.1.4.

5.4.2 Computer Algorithm Details

Figure 5-15 gives a flow chart of the scan model computer algorithm.
Step one of the procedure is to determine whether or not the scan has just been

initiated. If the scan has just been initiated, then the scan model must be

initialized. This procedure consists of raising the search flag and resetting
the scan clock and other time parameters to zero. In step two the scan clock is
updated and checked for an end-of-scan condition. If no end-of-scan is obtained,
then we proceed to the next set of steps which involve determination of target

and boresight positions in the scan area.

In the third step, the antenna boresight position in the scan area is
resolved to the nearest scan ring. When no switch point is involved, i.e. the
antenna only spirals outwardly to 30 degrees and stops, determination of the
boresight scan ring location is done in the following way. Since the elapsed scan
tim; is known, this value can be used to address a lookup table which contains
the boresight scan ring position versus scan time profile shown in Figure 5-16.

(Data for this curve was obtained from a detailed simulation of the antenna scan

process written by Mr. J.C. Riles of Hughes.) For those modes where a switch
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Figure 5-15
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point is involved, the following assumption is used: at the switch point, the
horesight begins to retrace the profile given in Figure 5-16. With this assumption, oe
the borusight position can be determined in all possible scan cases using the °]

profile of Figure 5-16 and defining the time parameter

tSN(n-l) + T. . ‘su(“'l)si‘

switch :
(5.9) tA(n) - .
tSN(“-l)-Ts ’ :SN(n-D >:cw1tch.
where t.n(n) = glapsed scan time at n th sample time,
T. = update ir:erval,

towitch = time at which switch occurs (measured from scan

initiation).

The fourth step in the scan model procedure is to determine in which
scan ring the target is located. To do this,we first compute the target's angle

off scan center, call it @ N’ using the expression

S
-1 L AL
(5.10) GSN(n) = cos [r\o. r.]
where ‘;~L = unit vector in the direction of the target
o
c.g. expressed in L-coordinates,
?‘L = unit vector in the direction of the scan

s
center expressed in L-coordinates.
This value of OSN(") is used to obtain the target's scan ring position from

the scan ring number versus ©_, curve shown in Figure 5-17 (Data for this curve

SN
wvas also provided by Mr. J. C. Riles) and stored in the computer. It is noted
that in practice only the ring transition points, denoted by €, are stored

in memory. Then, one determines the target scan ring location by choosing Oy

such that 84 ¢ 9y $01+1.
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In the final step, it is determined whether a detection attempt (using
the detection model described in Section 5.5) should be made. A detection will
be attempted if the target ring number and the boresight ring number satisfy the
following two conditions:

(1) they are equal in the present update period,

(2) they were not equal in the previous update period.

If a target detection is attempted the following logic governs the outcome of
the process. If the target is not detected the scan is continued. If the
target is detected the scan is hulted, the target present flag is raised (MTP=l)
the search flag is lowered (MSF=0), and control is handed to the track sub-
routine,

It is emphasized that no acquisition mode operations are modeled,
inciuding the mini-scan sequence. It is also assumed that any detection is a
mainlobe detection and the track mode is initialized accordingly.

5.5 DETECTION MODEL DESCRIPTION

The detection model provides a simulation of the detection process
for each of the search modes. Figure 5-18 gives a simplified flow chart of the
detection model computer algorithm. The basic model consists of two types of
detectors, a CFAR model and s single-hit model, and some control logic that
decides which operating parameters and detector types should be used. In the
remainder of this subsection, the modeling assumptions are listed, the two
detector models are described, ani the computer algorithm details are provided.

5.5.1 Model Assumptions

The following assumptions were used in the development of both detector
models:
(1) the target is a point scatterer with a slowly fluctuating
(Swerling II) RCS which has a fixed, predetermined average

value for all aspect angles,
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(2) the target radial velocity does not change over the
data cycle,

(3) for all nonscanning modes, the beamshape loss obtained
at the beginning of the data cycle is used for the entire
data cycl .

(4) for all scanning modes, an average beamshape/scan loss,
based on the target position in the scan pattern and computed
using a simulation documented in [ié] » 18 used instead of
computing the loss on a pulse-by-pulse basis.

In some cases, assumption (1) can have a significant impact upon fidelity

of the detection process. However, if the fixed average RCS is chosen
carefully, then this model should provide the crew with a reasonable feel for
the target detection capability. Assumptions (2) and (3) are forced on us by
the constraints of real-time operation. That is, the motion is only updated
at the sample rate. We are stuck with assumption (4) because of the method
selected to model the scan process and the real-time constraint.

5.5.2 CFAR Detection Model

Figure 5-19 illustrates the CFAR detection process. For a given target
range and velocity, target position in the scan area, and average taréét RCS
value, the basic idea of the procedure is as follows. First, the SNR at the
doppler filter output is computed. (This value excludes beamshape/scan loss
when scanning but includes beamshape loss when not scanning.) This value of
SNRD is then used to determine the probability of detection PD from a precomputed
PD versus SNRD curve which is stored in computer memory. The gtatistical
character of the detection process is injected by selecting a number x from a

population which is uniformly distributed on [9,1} and deciding the outcome of

the detection process using the algorithm
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X £ P, target detected

D
(5.11)

X >»PD target not detected.

It is noted that the PD versus SNRD data implicitly contains the beam-
shape/scan loss in those cases when the antenna is scanning. Further details
of the PD curves are provided in Section 5.5.4.

5.5.3 Single-Hit Detection Model

A block diagram of the single-~hit detection model is given in Figure 5-20.
Fundamentally, this procedure is identical to the CFAR detection model. However,
in this case the SNR at the video filter output is used to obtain the required
probability of detection PD from the proper PD versus SNR.v data stored in a

lookup table. Once the PD is selected the rest of the procedure is identical

to the CFAR procedure.
As in the CFAR case, the SNR.v computation excludes the beamshape/scan loss
when scanning but includes the beamshape loss when not scanning. The PD curves

will implicitly contain the average beamshape/scan loss in the scanning cases.

5.5.4 Determination of PD(SNR) Data

All of the PD curves required by the detection algorithm were generated
using a very accurate model of the Ku-Band Radar search mode processor, modified
appropriately for each case. This simulation model, documented in Reference [}Q]
can be described as follows. It contains a very accurate model of the signal
processor and a slowly fluctuating (Swerling II-type) target model. The model
also contains the capability for including an average scan loss in the PD
computation. This capability is too involved to describe here. Therefore the
reader is referred to EL9J for complete details of the average scan loss model.

It i3 noted that the scan model uses the scan parameters, i.e. target dwell time
and beam overlap, associated with the outer edge of the scan pattern for all cases,
regardless of target position in the scan pattern. If time permits, the scan loss

will be modeled more accurately. 112
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For a given set of conditions, the simulation model of E}é] computes the
SNR versus PD profile in the following manner. For a given nominal SNRv
(nominal means ignore the beamshape/scan loss), the Monte Carlo technique is
employed to determine the associated PD. Then, performing this computation for
a range of SNRv values gives the desired PD versus SNR data. We note that
the range of SNR is always chosen so that the data points adequately described
the curve from 5% to 95% PD. Figure 5-21 gives an example of the resulting data
for the GPC-ACQ CFAR scanning case.

As a side remark we note that the data generated by this model for the
CFAR case implicitly contains an average beamshape/scan loss (if scanning), the
losses associated with the magnitude detector, and the losses due to the thre-
holding technique. In the single-hit detection cases this data will contain
the average beamshape/scan loss implicitly (if scanning).

The PD (SNR) data will be modeled on the computer in the following way.
For all CFAR cases, PD data will be genzrated by the simulation described above
for SNP.D values r;nging from 0 dB to 20 dB spaced at 1/2 dB increments. For
any SN‘RD values above 20 dB, the PD is set equal to 1 and for values of SNRD
below - 0 dB, the PD is set equal to 0. For all single-hit cases, PD data will
be generated for SNR  values ranging from =25 dB to -5 dB 'spaced at 1/2 dB
increments. SNRv values outside this range are treated in the same manner as

the CFAR case.

5.5.5 Computer Algorithm Details

The detection computer model consists of a set of three algorithms:
(1) the control algorithm shown in Figure 5-18, (2) the CFAR detection algorithm
shown in Figure 5-19, and (3) the single-hit detection alecorithm shown in Figure
5-20. The control algorithm first computes the target parameters reauired b; ‘
the detection algorithms and then it decides which detector algorithm should be

called based on the cperating mode. In the first step of the control algorithm,

the point target range, the point target radial velocity with respect to the
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radar, and the angle off the boresight are computed as follows. The range is

{ given by the expression

L — B B
l (5.12) o = T (ro X )l (Range) -
L ' where ?;B is provide.! by the parent simulation,'i’B is the fixed radar offset .
. A
from the orbiter C.G. and TLB is given by -
CB 0 -sp 1 0 0 Cy Sy 0 :
T, =0 1 o Jfo ca sa)f-sy cr 0
sg O cl 0 -Sa Ca 0 0 1 -
where a,8 = most recent positions of the antenna gimbals, -

Y = yaw angle of R-frame with respect to B-frame,

C = cos,

S sin.

The radial velocity is computed using the equation

(5.14) r Lo gl gl
o o ' Yo (Radial velocity)
vhere =L _ . =B __ B, (velocity)
%o s % * Tus %o
AL L L
o= ?; / I-; | (direction)
=~ B
and T 1is provided by the parent simulation. Lastly, the angle-off boresight

o

- -1 L ,,=-L
(5.15) o cos (roz /[ro 1.

i
|
is computed using i

The second step of the detection control logic is to decide which detection model
should be invoked. The rules for this decision are identical to those for Ku-Band
Radar summarized in Section 5.1.3. Once this decision is made control is passed I

to the proper detection model to attempt a target detectionm.
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CFAR Detection Algorithm. In the CFAR algorithm of Figure 5-22, the

first step is to computethe SNR at the video filter output, neglecting the beam-
shape and/or scan loss. In the sequei, this will be referred to as the nominal

SNRV. It is computed using the expression

§ pTcz A
(5.16) SNR =

v (47)°R kLB T

&SN N

(All Passive Modes)

where
P, = peak transmit power,
G = 'one-way antenna gain,
A = carrier wavelength,
G = average radar cross section,
R = target range
k = Boltzmann's constant
LT = transmit losses,
B = receiver noise bandwidth,

T = system noise temperature.

The next step is to compute the net gain of the processor from the
baseband filter output to the doppler filter output and to combine it with
the nominal SNRv to form the nominal SNRD. The net gain is comprised of (1)
range gate loss, (2) net presum gain, and (3) net dcppler filter gain. Each of
these budget entries is expressed quantitatively below.

0f the three budget entries only the range gate loss differs for the

GPC modes and the Auto and Manual Modes. Range gate loss for the GPC modes where
overlapped range gates are used, includes the effects of misdesignation loss

and widened range gates and is given by
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Figure 5-22 CFAR DETECTION MODEL COMPUTER ALGORITHM
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2/3 , if xS (Range Gate Logs ===
2 GPC Modes)
(5.17) RGL = [2/3 (3/2=x)", 1f 4<x<3/2
o, if x>3/2
e

2[R, - xf; |

where x = — ot ’
t
R. =

o target designated range (center of gates),

c = speed of light,

tt = transmitted pulse width.

For the Auto and Manual modes, where the range gates are juxtaposed, this

loss is given by

pon

X , if X< 1

(Range Gate Loss ~~--

2 Auto and Manual Modes)
(5.18) RGL = | (1- (x-[X]) )°, 1f 1<X<9/2 and

(

2R

x-[x]< ¥,
X- [x])2 , 1f 1< x<9/2 and

x;[x'l> Iy

L

where X = —2

Ctt

[f] = greatest integer in ¢

The net presum

gain computation is identical for all antenna steering

modes and includes the coherent gain of the presumming process and the loss

due to doppler mismatch.

This value is computed using the expression

sinz(NPy)
(5.19) PSG = — (Net presum gain)
sin (y)Np
where y = ®f_ ¢, .
d s 2 rL
fd = target doppler shift = = 2 ’
Ac
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" A/D sample interval,

NP = number of A/D samples per pulse width,

The net doppler filter gain computation is identical for all antenna

steering modes and includes the coherent gain of the doppler filter and the

loss caused by filter straddling. It is computed from the expression

2
in® (162)
(5.20) DFG s (Doppler Filter Gain)
16 sin’ (2) PP
where z=7v(mn/32 - fdtp).
t = PRI,
P

m = filter nearest fd'
The net processor gain is obtained from

(5.21) Net Processor Gain = (RGL) (PSG) (DFG)

in all cases where a CFAR detector 1s.required.
The third step is to decide whether the antenna is scanning or not. 1If

the antenna is scanning we proceed to step four. If the antenna is not scanning

the beamshape loss is computed, using equations (5.15) and (4.2), and combined

with the nominal SNRD.
In the fourth step, the value of SNRD is used to address the look-up
tablie, containing the proper PD profile for the given conditions,to determine

the PD value in the present case. It is noted that if the computed nominal

SNRD falls between stored data points then linesr (in dB) interpolation is used

to obtain the PD. This value of the PD will implicitly contain an average beam-
shape and scan loss (if scanning), the losses associated with the magnitude

detector, and the losses due to the thresholding technique.
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The fifth and firal step is to select a number x from a population which
is uniformly distributed on the interval [0,1] , compare this value of x with the
PD from step (4) and make a target detaction/no detection decision based on the
algorithm of (5.11).

Single-H t Detection Algorithm. The singla-hit detection algorithm of

Figure 5-23 i{s similar in form to the CFAR algorithm. That is, first the nominal

SNRv is computed using equation (5.16) for the passive modes or the expression

2

(5.22) ar . BB (A11 Active Modes)
v 2.2
(4x) "R LBanT
where PB = Peak beacon transmit power,

Gy = one-way gain of the beacon antenna,

LB = beacon transuit losses.

for the active modes. In the second step i: is determined whether the antenna
is scanning or not. If the antenna is scanning ve proceed to step (3), but if
it is not scanning then the beamshape loss is computed in the same manner as the
CFAR case and combined with the nominal SNIV. The fourth step is to detarmine
the PD associated with present value of SNR“. This determination is identical to
the CFAR case. The last step is to select a uniform random anumber x, compare it

to PD’ and decide hit or miss with the algorithm of (5.11) as in the CFAR case.
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Figure 5-23 SINGLE-HIT DETECTION MODEL COMPUTER ALGORITHM
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9. TRACK MODE COMPUTER MODEL DESCRIPTIQ!N

An illustration showing the basic structure of the track mode computer
algorithm is given in Figure 6-1. The structure of this algorithm is similar in
form to the search mode computer algorithm of Figure 5-1. It consists of a main
control program and several subpfograms dedicated to various tracking functionms.
The main program, called the track mode control algorithm, has two purposes:

(1) it controls initialization of all tracking loops and updating of the status

of all data valid ‘ .ags when control is first passed from search to track and

(2) it controls the computation sequence required to update all tracking loops
during the tracking phase. The initialization procedure requires two major sub-
programs. One is dedicated to initialization of the tracking loops when tracking
first starts and the other subprogram decides when the various data valid flags
should be raised, indicating the track estimates .are accurate. The track loop
update procedure requires several major subprograms which perform the following
tasks: (1) target return signal generation and processing, (2) break-track deter-
mination, (3) angle and angle rate estimate updates, and (4) range and range rate
estimate updates. In the following subsections, models for each of these functions
are described, analysis is supplied whenever appropriate, and details of the

computer algorithm for each function are given.

6.1 SUMMARY OF KU-BAND EACAR TRACK MODE OPERATION

6.1.1 General Antemna Steering Mode Operation

In this subsection, a short description of the Ku-Band Radar tracking

procedure for each antenna steering mode is provided. For each steering mode,
the general procedure is the same for active or passive targets. The only

difference between zctive and passive modes are the transmit waveforms as

discussed below.

GPC-ACQ Track Mode. In GPC~-ACQ the radar performs target angle,

inertial angle rate, range and range rate tracking. Angle and inertial angle

rate tracking are accomplished using the amplitude comparison monopulse technique.
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Range tracking is achieved by maintaining the return pulse centered in two
juxtaposed range gates. Velocity tracking is performed using the algorithm
described in section 6.7,

GPC-DES Track Mode. In this mode the radar tracks the target range

and range rate only. Target angle tracking is performed by the GPC which supplies
target angle designates to the gimbal pointing loop during tracking. There is no
tracking of the target's inertial angle rate. Range and range rate tracking are
identical to the GPC-ACQ mode.

Auto Track Mode. This mode is identical to the GPC~ACQ mode.

Manual Track Mode. In this mode, the radar performs range and range

rate tracking using the same method as the other three steering modes. Angle
tracking is performed by the crew using the antenna slew switches on the cock-
pit radar console. There is no inertial angle rate tracking in this mode.

6.1.2 Data Valid Flags

The data valid flag representing a given quantity will be raised when
all transients in the loop tracking that quantity have settled out. The time allotted
from tracker initialization to raising the data valid flag is precomputed based
on maximum allowable errors in the quantities tracked and linearized loop models.
Precomputed times for the angle, angle rate, range, and range rate data valid
flags as a function of the loop bandwidth are summarized in Table 6-1 for active
and passive operation.

The only data valid flag that is allowed to drop during tracking,
without a break-track condition is the range rate data valid flag. Conditions
under which this flag is lowered are (1) when the PRF is switched from 7 kHz to
268 Hz in the active track mode or (2) when the predicted target velocity moves
to a new filter in two out of the last five update periods, including the present
update period. In either of these cases it is raised again if the predicted
velocity remains in the same doppler filter for 15 consecutive update periods.

6.1.3 Display Meters

Display meters are provided on the cockpit radar console for
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Table 6-1 DATA VALID FLAG TIMEOUTS (AFTER CLOSING TRACKING
LOOPS) FOR ACTIVE AND PASSIVE MODES t

’ RANGE DATA VALID FLAG TIMEOUT, SECONDS

; INTERVAL,nm

| RANGE &

i RANGE RATE ANGLE ANGLE RATE

Passive Modes

E R <3.8 6.97 1.02 8.2
' 3.8<R<K7.2 6.97 1.02 26.23
7.2<R 29.76 2.33 29.76

Active Modes

R € 9.5 6.15 1.02 8.20

9.5 <R 28.69 5.12 28.69

el

. Ll st ]
e T o iat

126

P ot —




- ¥
et

e target roll and pitch angles,
e target range and range rate,
e target inertial roll and pitch rates,

e target signal strength,

The target signal strength meter which is zeroed during search and acquisition
immediately becomes operational when the track mode is entered regardless of

the antenna steering mode. Inertial roll and pitch rate meters operate - .’

only in GPC-ACQ and Auto steering modes; in these modes they become

operational when track is first initialized. The target ineréial rate meters are
zeroed in GPC-DES and Manual steering modes. Range and range rate: “display
meters become operational when the track mode is first entered. They are
operational in all antenna steering modes. Roll angle and pitch angle display
meters operate in all antenna steering modes and become operational when the

’

track mode is first entered.

6.1.4 Break-Track Algorithm

The basic idea of the break-track algorithm is simple. If a no-
target condition is obtained in five of the last eight update periods, including
the present update period, then a break-track condition is declared and the
system is returned to the search mode. The determination of a no-target condi-

tion is slightly more involved and is discussed in detail in section 6.5.

6.1.5 Track Waveforms

Passive Modes. The general track waveform for passive modes is

illustrated in Figure 6-2. This waveform consists of five consecutive transmit
frequency intervals with four time glots per frequency interval and 17 pulse
repetition intervals (PRI) per time slot. For a given transmit frequency the

receiver dedicates each of the four time slots to the following information:
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Slot 1 = (Sum channel output) +
Slot 2 = (Sum Channel Output) -
Slot 3 = (Sum Channel Output) +
Slot 4 = (Sum Channel Output) -

The receiver processes 16 pulses for each of these time slots.

(Azimuth Difference
Channel Output)

(Azimuth Difference
Channel Output

(Elevation Difference
Channel Output)

(Elevation Difference
Channel Qutput)

parameters are a function of range and are summarized in Table 6-2.

Active Modes. The general track waveform for all active modes is
illustrated in Figure 6-3. For these modes only one transmit frequency interval
is used. This interval is divided into four time slots with 17 PRI per time

slot as in the passive modes. The waveform parameters are listed in Table

6"30

6.1.6 Tracking Loops and Signal Processor Operation

The signal processor configuration is described in Sectiom 6.4, the angle

and angle rate tracking loops are described in Section 6.6, and the range and

range rate tracking loops are described in Section 6.7.

6.2 - TRACK MODE CONTROI. ALGORITHM DESCRIPTION

The track mode algorithm is entered immediately upon detection of a
target in the search mode. A detailed block disgram of the tiack mode control
algorithm is given in Figure 6-4. As noted in the introduction to this section
this subroutine has two functions: (1) to control tracking loop initializations and

(2) to control the computation of tracking loop estimates.

are described below.

6.2.1 Track Mode Initialization Control

The first task is to initialize each of the tracking loops.

initial values for the tarzet parameters being tracked must be computed to allow
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Figure 8-3. Waveform for Active Track Modes.
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the difference equation representations of the loops to begin tracking the para-
meter changes. This initialization is done during the first update period after

control has been passed from the search algorithm to the track algorithm. The
choice of parameter initializatiorns and the equations that compute these values
are discussed in detail irn Section 6.3 and Appendix A.

The other task is to initialize the clock used to time the data valid flags
and continue to update this clock until the appropriate data vslid flags for a given
antenna steering mode ara all raised. Clock initialization is performed in the first
update period after control has been passed to the track algorithms. The sub-
program used by the track mode control algorithm to perform these tasks is shown
in Figure 6-5 and the data valid flag timeout periods are given in Table 6-1.

6.2.2 Tracking Loop Update Control

The other responsibility of the track mode control algorithm is to control
the computations leading to updated estimates by the various tracking loops. This
is a complex procedure involving several steps and is outlined below. The first
step is to generate a target return signal, based on the latest target -~ radar
configuration and process this signal to produce error signals in the form of
discriminants to be used by the appropriate tracking loop models. A set )
of four subprograms are required to perform this computation. Complete details
of this package of algorithms will be given in Sectiom 6.4.

The second step in the update procedure i{s to check for a break-track
condition. This is done using the algorithm described in section 6.5. If & break-
track condition is obtained, then the system is resat to the search mode using
the algorithm shown in Figure 6-6. If a break-track condition is not obtained
then the computation sequence proceeds to the third step which is to update the
antenna position and the target inertial angle rates(if appropriate). If the antenna

steering mode is GPC-ACQ or Auto, then the target roll and pitch angles, 1i.e.
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Figure 6-6 SYSTEM INITIALIZATION ALGORITHM
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the antenna position, and the inertial roll and pitch rate estimates

are updated using the model described in section 6.6. If the system is in

the GPC-DES mode, the antenna gimbal pointing loop (section 5.2) is updated using
the latest roll and pitch designates from the GPC. If the system is in the Manual
mode, the antenna gimbal pointing loop is updated using the latest positions of
the antenna slew switches on the cockpit radar console and equations (5.2).

Target inertial roll and pitch rates are not tracked in the GPC-DES and Manual

modes.

In the fourth step, the target range and velocity estimates are updated
using the model described in section 6.7. This step is performed in all antemnna
steering modes. The fifth and final step is to compute an estimate of the target
signal strength using the ;lgOtithm described in section 6.4.

6.3 TRACKING LOOP INITIALIZATION ALGORITHM DESCRIPTION

This subsection gives a detailed description of the algorithm, 1llus-
trated in Figure 6-7, used to compute the intial state of each tracking loop for
a given antenna steering mode. The basic philosophy is to set the initial states

of the angle, angle rate, range and range rate tracking loops equal to the respec-

tive values of the target c.g. parameters in the update period in which initiali-

zation takes place. The general procedure is to initialize each of the following
items:

o Break-track algorithm,

o Angle and angle rate tracking model (if required),

o Range tracking model,

o Parameters for signal processor,

o Velocity processor model,

o Signal strength algorithm,

in the order shown. Initialization of each item is described in detail below.
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! Figure 6-7 TRACKING LOOPS INITIALIZATION ALGORITHM
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6.3.1 Break-Track Algorithm Initialization

This initialization requires setting the break-track flag low and
zeroing the registers used to track the number of no-target conditions
obtained in the previous 7 update periods.

6.3.2 Angle and Angle Rate Tracking Model Initialization

This model is used only in the GPC-ACQ and Auto antenna steering
modes. The initial a and B gimbals positions, the initial a and 8 gimbal rates,
and the initial target inertial LOS azimuth and elevation rate must be computed
in order to start the tracking loops. These values are initialized using the
following procedure. First, the positions of the a and 8 gimbals are determined

so that the antenna boresight points directly at the target c.g. using the

equations
-1 R
B = —tan™ ( Tox /s)
(6.1)
-1 R R
a = -tan~ ( roy / rot)
+R + B B
where T TRB ( r, =X ),

§B = Radar offset from orbiter body C.G. expressed

in body coordinates,

2 2
s = ( gOS) + ( tog ).

In the next step, the target inertial LOS azimuth and elevation rate

tracking loops are initialized using the expressions

L L +L L
- !
wa voy / Iro |+ wa
(6.2) L + L L
Vpy -Vox/ |r° | + wB.};
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where v, = target velocity meastred in the B-frame
and expressed in L-frame coordinates,
L
;T = target inertial angular velocity expressed in L-frame
coordinates,
+L

wg = body inertial angular velocity expressed in L-frama
coordinates.

These relations are derived in Appendix A.

In the final step, the initial rates of the a and 8 gimbals are computed
using the expressions
o L + L
a = voy/ ( Il‘o i co8 8)
(6.3)
. L L

B = "Ty - "hy

which are also derived in Appendix A.

6.3.3 Range Tracking Model Initialization

The rauge tracker is an a-B8 tracker (see section 6.7 for details) that
generates an estimate of the target range and range rate at each update period.
It is init{alized by setting the first range and range rate estimates equal to
the target c.g. range and velocity, respectively. For the range this is accom-
plished by digitizing the CG range so that the least significant bit (LSB)
represents 5/16 feet and loading it into the digital integrator that produces
the range estimate at its output (see figure 6-32), For the range rate it is
accomplished by digitizing the CG velocity so that the Lsﬁ represents 5/(16tg)
feet per second, where ts is the update interval, and loading it into the digital
integrator that produces the smoothed range rate estimate at its output (Qs shown
in Figure 6-32).

6.3.4 Signal Procegsor Parameter Initialization

Several signal processor and tracking loop constants change with a

different target range interval, processor A/D sample rate, and PRF. Therefore,
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the internal controls MRNG, MSAM, and MPRF were defined to apprise the system

of changes in the target range interval, the A/D sample rate, and the PRF,
respectively. These controls are defined in Table 6-4 and they are intialized

as follows. MRNG is determined using the CG range and MSAM and MPRF are determined
using MRNG and the system mode switch (IMODE) position.

6.3.5 Velocity Processor Model Initialization

The velocity processor tracks the target velocity by using five adjacent
doppler filters, always maintaining the target in the center filter. The predicted
velocity estimate in the present update period is averaged with the velocity
estimate from the three previous update periods to obc;in the final velocity
estimate, i.e. the velocity is smoothed using the moving window average technique.
Thus, initialization of the velocity processor involves (1) setting each entry
of the array used for averaging equal to the C.G. velocity and determining the

location of the center filter (of the five filter bank) using the equation

(6.4) m_ = mod ([“\70 /A + 0.5 , 32])

where mod ( . , 32) = modulo 32,
‘ [o]- greatest integer in . ,

A = Ac PRF/64.
Mc = number of the center dopvoler filter.
Sce scetion 6.7 for comnlete details of the velocity nrocessor nodel.

6.3.6 Signal Strength Algorithm Initialization

The model which is used to compute the radar signal strength in the
present version of the computer simul. :ion is quite éimple and does not require
initialization,
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Table 6-4 DEFINITION OF INTERNAL CONTROL PARAMETERS

RANGE INTERVAL,nm MRNG MSaM

Pagsive Modes:

0-120 ft 1 1
§ 120-240 ft 2 1
| 240-720 ft 3 1
| 720££-0. 42 4 1
0.42-0.95 5 2
0.95-1.9 6 2
1.9-3.8 7 2
3.8-7.2 8 2
7.2-9.5 9 2

, 9.5-18.9 10 2
P :

Active Modes:

0-120 ft 1 1
r | 120-240 ft 2 1
| 240-720_ft 3 1
720££-0.42 4 1

r 0.42-0.95 5 1
0.95-1.9 6 1

i 1.9-3.8 7 1
i 3.8-7.2 8 1

| 7.2-9.5 9 1

9.5-18.9 | 10 2
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6.4 SIGNAL GENERATION AND PROCESSING MODEL DESCRIPTION

This subsection gives a detailed description of the model used to
generate the target return signal and process this signal to obtain all of
the discriminants. The objective of this model is to generate the most
accurate discriminant estimates possible given the present target scattering
model selection and the constraint of real-time computer operation. The
method selected to achieve this goal is heavily dependent upon the fact that
the target is modeled as a collection of point scatterers and can be roughly
outlined as follows. Instead of forming the target return signal at the
antenna output and processing the resultant signal on a sample-by-sample basis
using the exact Ku-band radar processing configuration shown in Figure 6-8,
the processor model uses assumed linearity of the processor from the antemna to
the doppler filter output and the assumptions listed in section 6.4.1 to
compute the resultant signal at the doppler filter output in closed-form.
Then, except for replacing the magnitude detector by a magnitude-squared
detector, the remainder of the signal processing model is identical to the
corresponding Ku-band radar processor functions. This computation model is
illustrated in Figure 6-9. By using this model, sample-by -sample processing
can be abandoned, thereby reducing the computation time per update cycle
significantly without sacrificing signal processing model accuracy.

In the remainder of this subsection, we will present: (1) the model assump-
tions, (2) the technique for updating the position and motion of the point
targets, (3) complete details of all discriminant generatioms, including the
thermal noise model, (4) the radar signal strength computation algorithm, and
(5) the computer model details.
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6.4.1 Model Assumptions

The signal generation and processing model is based upon the

(1

2)

assumpfions listed below. Target assumptions are that

the target is composed of a collection of point scatterers
with the properties described in section 4,
radial acceleration of the point targets during a data cycle

is ignored.

Radar assumptions are that

3)

(4)

&)}

(6)

€))
(8)

9

(10)

NS e

the waveform described in Figures 6-2 and 6-3 are transmitted
without any distortion,

the antenna does not move with respect to the target during the
data cycle,

the receiver's RF and IF electronics work perfectly, (i.e. the

down conversion is error-free and the filters do not distort

the return signal, but the receiver maintains the same noise

figure and noise bandwidth).

the baseband (video) filter has a perfect rectangular impulse
response of width equal to the A/D sample interval,

the A/D is treated as an ideal zero-order sample and hold,
quantization noise contributed by the signal processing chain
from the A/D to the log converter (see Figure 6-8) is neglected,
the magnitude detector was replaced by a magnitude-squared
detector,

Automatic Gain Control (AGC) is not implemented.
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Motivation for assumption (1) was discussed in section 4. Assump-
tions (2) and (4) are forced on us by the real-time processing constraint
which rules ;ut sample-by-sample or even pulse-by-pulse processing of the
target return signal. Assumption (3) will have little effect on processor
accuracy. On the other hand, assumption (5) can have a significant impact
upon the fidelity of the angle tracking estimates because the difference
channel coupling losses are ignored. The baseband filter assumption will
have little effect upon processing accuracy. Impact of assumptions (7)
and (8) is not known at the present; if time permits, an equivalent quantiza-
tion noise will be added to the discriminant computation model. The magnitude-
squared detector assumption will have only a slight impact upon the model

accuracy. The system AGC will be implemented if time permits.

6.4.2 Target Position and Motion Computation Model

Gcnernéion of the discriminants in a given data cycle requires a
knowledge of each point target's position and radial velocity with respect
to the 1L0S frame. To obtain these quantities, we utilize the following
information. Firstly, the parent simulation provides (1) ?on and ‘\7: .
the present position and velocity of the target C.G. with respect to the

érbiter body frame, and (2) T and TBoT , which describe the

BoT
rotation of the T-frame with respect to the B -frame as discussed in sections
2 and 3. Secondly, the radar simulation tracks the angular position and rates
of the antenna relative to the orbiter body frame. From these two facts, the

position of the kth point target, located at an arbitrary but known position

in the T-frame, can be computed in the L-frame using the expression,

<L

-+ B +T 3B
T =T, 4T )

B,T "k -
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or, regrouping the terms,

L

(6.5) 2.7

-+ 3 3B
=Ty, - %) + Tx.or"zr.

where §B = yvector describing the offset of the radar from the orbiter C.G.,

-
Tu(roB - in) = pogition of target C.G. in the LOS frame.

The velocity of the arbitrary point target as measured in the L0S frame,
can be obtained by time differentiating equation (6.5) and noting that X
and ;kn are constant vectors. This gives
-L : =B + B s =T
(6.6) N [TLB(:'O - X) + ‘ruro ] + '1‘1_",.r T
where the expression in the square brackets is the velocity of the target C.G.
as measured in the L-frame and expressed in L-frame coordinates. Finally,
the target radial velocity as measured in the L~-frame is obtained by computing

the component of velocity in the direction of the radar. Quantitatively, '.i.is

can be expressed as

(6.7) v, (radtal) = V..,

where it = unit vector in the direction of the tar, *r.

6.4.3  Angle Discriminant Computation Model
The angle discriminant is essentially formed by comparing the sum

channel plus the difference channel signal to the sum channel minus the difference

chaannel signal where both signals are appropriately integrated over the five
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transmit frequencies and two range bins. In the sequel, thesea two quantities
will be referred to as the components of the angle discriminant. With
this in mind, we proceed to a description of the angle discriminant computa=~
tion model whicii is divided into three parts:
(1) computation of the noise-free discriminant components, J
} : (2) computation of the equivalent thermal noise,

(3) computation of the angle discriminant.

Noise~Free Discriminant Component Computation. Figure 6-10 gives

a block disgram of the model used to compute the noise-free discriminant
components; this model is derived in Appendix C. Figure 6-10a shows the

computation of the target response at the magnitude-squared detector output
for a given transmit frequency and range bin. Figure 6~10b illustrates the
post-detection integration (PDI) of the detector output ovar frequency and
range bin to form the noise-free discriminant component. A detailed descrip-
tion of these steps is given below.

The total response of the target return at the doppler filter output

is computed using the assumptions listed in section 6.4.1 and the assumption
that the receiver/signal processor configuration is linear from the antennas
to the doppler filter output. First, the response of each point target at
the doppler filter output is computed in closed-form. Then, using the
linearity assumption and the superposition principle, the resultant response
for the complete target is computed by vectorially summing the individual
responses.

Computation of the doppler filter respomse for a single point target
requires a more detailed explanation. This computation is performed as

follows. Using assumptions (1) through (5) and equation (4.1), the return
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from the kth point target over a single time slot referenced at the input

to the baseband filter is given by the expression, ’i
I 15 2 et b t-ntP -t -
(6.8) S(®) = o Alegy + o) I e""{j[ Kt ki]} A T—
Por P = kth target sum and difference pattern weightings,
Sk, Dkj
g = Mgty

and the other terms are defined after equation (4.1).
After filtering, sampling, range gating and presumming the signal in

equation (6.8), we obtain

(6.9) Sk = ot Rk(pSk+°ij) exp {j E21rn fktp- ”m]}

where n=Q, 1, 2, =<=~, 15. The factor Rk in the above expression
represents the range gate and presum weighting. 1It is notéd that this
factor ignores the mismatch in the presummer due to the target doppler
shift. This assumption will have no impact in the short pulse modes
and slight effect in the long pulse modes. Quantitatively, the

expression for the range gate/presum weighting is

R, = F(tk)
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where

[ —

3.8 3 1
at7» if -3Lds=3 %
- ‘s
F(tp) N, . .
3 . if -3 2823 |
i
3 A 1 3 i
T-37 if Fsas3o 1
t
and A = EE .
t

There is a very 1mportang assumption made at this step. The total energy
of the puise within the range gates is assumed to be exactly split between
the early and late gate contribution. However, the phase associatad with
the point target's true position in the range gate is maintained. This is
illustrated in quantitative terms in Appendix C. The assumption was made
to enhance the computation speed but it may have a significant impact in
those cases where the range tracker does not follow the target with fidelity.
If that is the case, the assumption may have to be abandoned.

The final step in this sequence is to compute the response of the
doppler filter to the signal given in equation (6.9). (As an aside, it is
noted that the target velocity is tracked using 5 adjacent doppler filters
where the velocity always seeks to maintain the target in the center «©
filter of the 5. Only information from filter C is used in the formation
of the angle discriminant). Since the signal in (6.9) represents a pure
doppler tone by assumption (2) of section 6.4.1, we can easily write the

response of the kth target for a single frequency and range gate. It is
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given by the expression

i
[ i F——
o i A gmmhm m..m

€1 5 wo (o + Ay) ors e axp [y152, + 0, ) 1
k k % R Csx ¥ oy sin(z) X |G oy ] {[

where z = %(n /32- £t ) g}

]

m_ = number of center filter. E

As noted earlier, the complete target return signal at the doppler F

filter output is obtained by assuming the processing channel from the antenna 1
to the doppler filter output is linear and applying the linear super- l

position principle. For the ith transmit frequency and ith range gate,

this gives ‘é
(6.12) S0 = S (1,0) | if
k=1 -
where NT is the total number of point targets. Magnitude~squared detecting }

S(i,2) and PDIing over the appropriate number of transmit frequencies and
range gates, we obtain the noise-free angle discriminant component f%
2 Nr ;s W 2 .

6.13) A=7ZI . % |S,02) |[“=2: |S@]|

(6.13) ik, s [Te2 | :
where Ny is the number of transmit frequencies and the summation over the ;I

range gate is replaced by the factor 2 using the assumption stated earlier.

|4 I

Equivalent Thermal Noise. If we assume that the target signal

Plus white gaussian noise is introduced at the front end of the receiver,

PE 4

the noise appearing at the PDI output can be shown (see appendix D) to be

[ g ’

additive and approximately gaussian with mean and variance given by
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L
. ¥

i i (6.14) mean = ZNAUO2
(6.15) variance =4 N, og [2 SNR) + 1]

where NA = PDI ratio for the angle discriminant,

SNRD = Signal-to-Noise Ratio referenced to the doppler filter output,

03 = variance of noise at doppler filter output.

Angle Discriminant Computation. The angle discriminant is then

computed by the expression

A +n

= 10 log (———2)

(6.16)
AG + Ns

DA
where Ac represents the sum plus difference noise-free discriminant component,
A@ represents the sum minus difference noise-free discriminant component,
and s and n, are samples from statistically independent random sequences
where each member has the statistics described above. It is noted that Aq and

AG are computed using equation (6.13) with the appropriate antenna weighting

factor.

6.4.4 Range Discriminant Computation Model

The range discriminant is formed by comparing the energy from the
late range gate to the energy from the early range gate. Description of
this computation model will follow the same format as the angle discriminant

computation model description.
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Noise-Free Discriminant Component Computation. A model for the

computation of the noise-free range discriminant component is derived in
Appendix C and is shown in Figure 6-11. The basic configuration of the
model is identical to the corresponding angle discriminant model. However,
there are some differences in the weighting factors between the two and

for this reason we outline the processing of the range discriminant
component below.

We start with a description of the computation of the single point
target response at the doppler filter output. As in the angle discriminant
case, the signal at the input to the baseband filter is given by equation
(6.8) with pijgacequal to zero even if the boresight is not pointing
directly at the target. Proceeding to the filtering, sampling, range gating,
and presumming process, we obtain the same expression as equation (6.9), but
now separate range gate/presum weighting factors, Rk’ must be computed for

the early and late range gates. For the early gate the weighting factor

is given by
(6.17) Ry = FE(tk) (Early)
where _0 . if A< -3 or 21
Fp(e) = Np ”TA , 1if -3gs8s-1
L_l—;-‘-’- . if -l<ac<1

and for the late gate this factor is given by

(6.18) Ry, = F, (t)) (Late)
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where 1, 4f -l< A<l
2
F.(t )= N 34 1f 154<3
L'k P 2 =

The range discriminant components only use information from the
center doppler filter and therefore they have the same doppler filter
weighting as the angle discriminant components. Thus, the kth target

response for the early range gate at the doppler filter output is given by

sin(16z

(6.19) S =g p
LI i T Ej(151k+¢ki]

and the complete target response for the ith transmit frequency, the jth
time slot, and the early range gate at the doppler filter output is given

by the expression,

Np
(6.20) SE(i,j) = k£1 sEk(i,J) .

Expressions for the late gate single target doppler filter response and the total
target doppler filter response are identical to equations (6.19) and (6.20),

respectively, with E replaced by L.

The noise-free range discriminant component is obtained by magnitude-
squared detecting the doppler filter response (6.20) and PDIing over transmit

frequencies and time slots. This can be expressed as

Ne 4 Np

(6.21) R.E' 121 jEl ‘SE(i,J)‘ =4 151‘ SE(i) |
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where the last equality is obtained by assuming that all time slot components

for a given frequency are equal.

Equivalent Thermal Noise. The thermal noise added to the noise-
free range discriminant component has properties which are identical to
the angle discriminant noise, except that the PDI ratio becomes NR’ repre=
senting the range PDI ratio, instead of Na'

Range Discriminant Computation. The range discriminant is computed

using the expression

n
(6.22) D= 10 log (-P:-“—-T-—E)

Rg + ng
vhere RE and RL are computed from equation (6.21) and g and n, are samples

from statistically independent random sequences where each member has the

. statistics described above.

6.4.5 Velocity Discriminant Computation Model

Definition of the velocity and the on~target discriminants rely
heavily upon the configuration of the doppler filters used to track the
target velocity. The configuration is comprised of five adjacent filters
as shown in Figure 6-12 where the tracker seeks to maintain target velocity
in the center filter. In the sequel these filters will be labeled (from
lowest frequency to highest frequency) Low Outrigger (LO), Low (L), Center (C),
High (H), and High Outrigger (HO), respectively. The velocity discriminant
is then formed by comparing all of the energy from the low (L) filter to
all the energy from the high (H) filter. The form of this model is

identical to the range and angle discriminant model and its description

will follow the same format.
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Noise-Free Discriminant Component Computation. Figure 6-13 gives

a block diagram of the computation model and Appendix C gives a derivation
of this uwodel. Since the processing has the same form as the range and
angle discriminant models, we will onl} provide the various weighting
factors used in this case and point out any differences.

The antenna weighting factor is given by Dsk where P sk is computed
from equations (4.7) and (4.8). As in the range discriminant case, the
difference pattern weighting is set to zero even though the antenna may

not be pointing directly at the target. The range gate weighting Rk is

computed as described in equation (6.10). The range gate weighting assumption

used in the angle discriminant computation, applies in this case, as well.
The doppler filter weighting factor is the same as the range and angle case
with mL (or na, depending on the component) replacing Le

If we let the total response for the ith frequency, the jth time
slot, and the 2th range gate at the L-doppler filter output be given by
VL(i,j.z), then the noise-free velocity discriminant component is obtained
by magnitude-squared detecting and PDIing over frequencies, time slots, and

range gates. This is expressed as

Np 4 2 N

2 F 2
(6.23) F L51I v (1,4,2 )| =8 1511 vLu)I

= I I
L fe] je1
where the last equality is obtained by assuming that all time slot and

range gate components are equal for a given transmit frequency.

Equivalent Thermal Noise. The velocity discriminant noise has the

same form as the angle and range discriminant case with Nv. the velocity

PDI ratio, replacing N, in equations (6.14) and (6.15).
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Velocity Discriminant Computation. The velocity discriminant 1is

computed from the expression
fL+n

F

(6.24) D, = 10 log
v H + Ny

where FL and FH are computed using equation (6.23) and " and n_ are samples

H
from statistically independent random sequences where each member has the

statistics described above.

6.4.6 On-Target Discriminant Computation Model
The On-Target discriminant is formed by comparing the total

energy from the center (C) doppler filter to the combined total energy from
the LO and HO doppler filters over a data cycla. Computation of the noise-
free discriminant components is identical to the vilocity discriminant case
with Bes me, OF mp replacing = and ny in the doppler filter woigﬁting
factor. The On-Target discriminant noise characteristics are identical
to those given for the velocity discriminant case above. Therefore, the
expression for the On-Target d.scriminant is

Fe * ne

ot fro* "o

(6.25) DOT = 10 log F

where FC' FLO’ and FHO are computed from equations (6.23) and "c and Lo
are samples from statistically independent random sequences where each
member has the statistics described above.

6.4.7 Radar Siinal Strength Computation Model

In the Ku-Band radar, the radar signal strength meter is designed
to work in the tracking mode only. During the track mode the rvadar signal

strength meter is determined from the following algorithm
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T T ——y ~g——— = -— -_——
———— -~ ~ —————

MGC=AGC | 4 rypqgy » AEAGC2MGCT 0
(6.26) RSS =
0 o AL AGC < AGC |, i
vhere AGC | initiq) 18 the setting of the syc.em AGC when the track mode is

first entered. The AGC is designed to maintain the average signal plus
noise voltage at 1.4 quantization levels at the video filter output.

Since the system AGC is not modeled in the present version of the
track mode simulation, the algorithm of (6.26) is replaced by the following
computation:

(6.27) RSS = SNR,

vhere SNRV is the signal-to-noise ratio at the video filter output and is
computed from equation (5.16) for passive modes and equation (5.22) for active
modes. This approximation will be highly accurate for SNRV>>1. but will
break down for SN'Rvsl. 1f time permits, the Ku-Band Radar AGC algorithm

and signal strength algorithm will be simulated more accurately.

6.4.8 Computer Model Details

The computer model shown in Figure 6-14 consists of five subroutines.
A separate subroutine is dedicated td each of the following functions:

(1) wupdating of all transformation matrices,
(2) updating of the LOS position, velocity and RCS value for each

scatterer and updating of the LOS position and velocity for the
tarzet C.G.

(3) computation of all noise-free .iscriminant components,

(4) computation of all discriminants (including thermal noic.),

(S) computation of target signal strength,

Each of these subroutines is described in detail below.
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Figure 6-14  SIGNAL GENERATION AND PROCESSING MODEL COMPUTER ALGORITHM

(1 of 3)

4

-

Compute T

(Eqn 6.28)

I

Compute TLoT

(Eqn 6.29)

:

Compute TLB

Compute T LoT

(Eqn 6.30)

no

Compute Target C.G.
Position, Range, &
Direction in L-Frame

(Eqn 6.31)

'

Compute Target C.G.
Velocity Measured in

(Eqn 6.32)

L-rrame

Compute Target
Scattering Properties
(see Figure 4-8)

Compute K th Target
Position, Range, &
Direction in L-Frame

(Eqn 6.33)

Compute K th Target

Velocity, Radial Velocity '

Measured in L-Frame.

(Eqn 6.34)
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Figure 6-14
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SIGNAL GENERATION AND PROCESSING MODEL COMPUTER ALGORITHM
(2 of 3)

Compute k th Target
Sum Channel Weighting

(Equns 4.7,4.9)

v

Compute k th Target
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Channel Weighting
(Eqns 4.8,4.10,4.11)

y

Compute k th Target
Range Gate/Presum
Weighting

(Eqns 6.10, 6.17)

:

Compute k th Target
Doppler Filter
Weightings

(Eqn 6.35)

Compute k th Target
Phase Factor Due To
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(Eqn 6.36)

Form Components of eqn
6.37 for k th Target
and Vectorially Sum
with K-1 Previous
Values.

Last
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Form Discriminant Component
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Detect and Sum with 1-1
Previous Values

(see Eqn 6.38)
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(Eqn 6.39)
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Figure 6-14  SIGNA’. GENERATION AND PROCESSING MODEL COMPUTER ALGORITHM

(3 of 3)
Compute Discrim- Coupute SNE?—
inant Component (Use C.G. Range
Scale Factor and Effective
(Eqn 6.40 or 6.41) RCS)
Set Radar

! Signal Strength

Compute SNRD equal to SNRV
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Discriminant
Includes Noise

(Eqns 6.42 to
6,44)
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iscriminant
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With Appropriate

Compute Velucity
Discriminant

(Similar to Angle ]
with appropriate

Compute On-Target

Discriminant

(Similar To Angle

with appropriate
Na0ges
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Update of Transformation Matrices (TRNSFM). This subroutine updates

TLB’ TLOT’ iLB’ and iLoT . The transformation matrix TLB is computed with
the expression , y )
cge 0 -s8 1 0 0 Cr sy O
(6.28) TLB - 0 1 0 0 Ca Sa -Sy C O
s8 0 C8 0 -sa G/ (0 0 1 /
where a, B = latest measurement of antenna gimbal position,

Y = yaw angle of R-frame with respect to
B-frame (nominally 67°)

b gt

» C = Ccos

s

S = gin . %

The t ‘ansformation TLT is obtained from

(6.29) T o = T, o T
L,T L,B, "B,T

]

’ where TLoBo = TLB is computed in equation (6.28) and TBOT-is pro-.ided by

the parent simulation.

The matrix T is computed by timé differentiating T _ as given in

LB LB El
equation (6.28) and noting that a, 8 vary with time but y is fixed. Finally, ?
]
, the matrix T, , 1s computed from the expression ]
| ()
(6.30) Tor” TLoBoTBoT + Ty 3 ThT 3
where T and % are defined above and T and T are provided b
LoBo LoBo BoT BT P Y ]
the parent simulation. °
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Target Position and Velocity Update (PVIRAN). This subroutine computes

(1) the position, range and direction vector in LOS coordinates for each
scatterer and the target C.G., (2) the velocity and radial velocity component
as measured in the LOS frame for each scatterer and the target e¢.g., and
(3) the RCS value for each scatterer. The subroutine is organized as follows.
Since each scatterer's LOS position and velocity computation requires the
C.G. position and velocity in the LOS frame, the c.g. parameters are computed
first then the parameters for each point target are computed.

The target C.G. position, range, and direcfion vector in LOS coordi-

nates are computed from

+ L + B B
r, TLB(ro - (position)
(6.31) L_ 2L
r, | r | (range)
z L_ - L/ |-; L | (direction)
o o o

where ?QB is provided by the parent simulacion,‘iB is the fixed radar

offset from the orbiter C.G., and TL is computed above. The C.G. velocity

B

and radial velocity component as measured in the LOS frame and expressed

in LOS coordinates are given by

tlop 3B4f 3B
(6.32) o LB o LB o (velocity)
tlazl L (radial component)
o o o
h TE o i® ided by th t simulation and T, _ and T
where " and r_~ are provided by the parent simulation and T  and T, g

are computed above.
The next step is to update the scatterer positions in the target frame

and the scatterer RCS values using the subprogram described in Section 4.5

(see Figure 4-9). Then, each of the scatterer's position and velocity parameters
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are computed. LOS position, range, and direction for the kth scatterer are

given by
;kL -?oL + 'I’L T;kT (velocity)
o
(6.33) rkL - |;kL| (range)
ikL - ;kL / I?kL (direction)

where T. T is fixed and ;QL and T are computed above. LOS frame velocity

k LoT

of the kth scatterer is computed from the expression

-;L -.PL . +T
T. ) o

e ™ To + TLoTrk (velocity)
(6.34)
+ L =+>1L - L
T, *T Ty (radial component)
here T L and * ted ab
where r = an LT are computed above.

Signal Generation and Processing (SIGNAL). The main purpose of

this subroutine is to compute all of the noise-free discriminant components.
It performs the calculations which are described in sections 6.4.3 through
6.4.6 and derived in Appendix C. This task is performed as follows.

First, for the kth target and ith transmit frequency, all of the
weighting factors required to form the various responses at the doppler
filter outout are computed. These include the sum pattern weighting, ot
difference pattern weighting, range gate/presum weighting, doppler filter
weighting and initial phase computation. Antenna sum and difference

pattern weightings are computed using equations (4.2) through (4.7) and the

antenna models described in section 4. The range gate/presum weighting factor
is given by equation (6.10) for non-range discriminant components and by -
equation (6.17) for range discriminant components. The doppler filter

weighting is computed from the expression

JU—
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sin(lGZk) -
(6.35) Fk(m) = m‘;s— exp ‘_-JISZ‘J
where z, = Tr(3-mz - fktp)’

M= Mo My B Ty Myot

The doppler weights need only be computed for the first transmit
frequency, since the PRF is adjusted at each new frequency to maintain
a constant filter position for a nonaccelerating target. Finally, the
phase of the kth target return referenced to the leading edge of the C.G. refturn
is computed from
(6. 36) ki Ay ko
where xci is the wavelength of the ith transmit frequency. It is
remarked that one can just as well compute the phase using the expression

Yy Tai'(”kL =T

where rG is the range to the center of the range gates.

The next step is to form the following responses for the kth target

and ith frequency at the doppler filter output:

Alk = Sum Component = fakp SkRka(mc)exP (&) ¢k i)

A, = Azimuth Difference Component :/EkpAZkRka(mc)exp(jﬁki)
(6.37) A, = Elevation Difference Component -f pELkRka(mc)exp 33 ¢k1)

le = Early Component = /c_xkp SkREka (mc) exp (J ¢k i)

Ry, = Late Component = /o_kp siR Py (B exe (3 ¢ki)

V1’2'3’4k- L,H,L0,HO Components = ckpskRk!k,(.)exp(j¢ki)

where ., = My By Myoo To* respectively. Once formed these components are
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vectorially summed over the number of targets to form the complete target

response for the component at the doppler filter output for the ith

o

frequency.

-

Then, these components are combined appropriately to form the noise- ‘;

free discriminant components at the doppler filter output for the ith -
frequency. After this step, the newly formed components are magnitude-
squared detected and summed over NF transmit frequencies. Result of all : ;
of this processing gives the following noise-free discriminant components
at the PDI output:
AZ = Nz? N};r( +4, )2
o " 181 ’k-l i VT '
Np
181 B~ Ay

(for ELo’ EL6 replace the subscript 2 by 3)

Np
s = if1

2
AZ

Np | N7 2
(6.38) R.E = 151 kEIRu‘
Np NT 2

v Np N'r-v 2
= T L "1k
L it
Np | Np 2

v t|lzv
H o qm1lke1 2k

( for V. ., V... replace subscripts 1,2 by 3,4)
LO HO

where each of the components above is within a constant scale iactor of

the actual noise-free discriminant component seen at the PDI output.

One final step is performed in this subroutine and that is to

compute a quantity called the average effective cross-section. This
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N

R

quantity is a measure of the average target cross-section weighted by
the normalized antenna sum pattern value. This value is averaged over

five frequencies and is given by the expression

Nf | Np . 2
(6.39)  Effective Cross 4 | 1 s JR [ VP) I

Section NF igl k£1°k°Sk

Discriminant Component Computation (DISCRM). This subroutine adds

equivalent thermal noise to each of the discriminant components and computes
the discriminants with the resulting component values. We first compute
the scale factor alluded to earlier. This factor contains many of the range
equation terms. For the passive mode it is given by
«c2a 2P N
c

(6.40) Sl - PRGN IE (Passive Mode)
(4m) (Rb ) LTkTanNF

where NP is the number of samples per pulse and the other .terms are defined

in Section 5. For. the active mode this factor becomes

|
4GA%P_, N
(6.41) S, = BT P (Active Mode)
L um?@ ML xT BN
¢ o T S n F
P.G
where P = B B

P = veak transmit power of beacon,

B
GB = one-way beacon antenna gain,
LB = beacon transmit losses.
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The next step is to tackle the angle discriminant computation. This
includes computing the statistics of the noise for this discriminant.

Mean and variance of the noise are computed as follows:

MeanAz - NA (same for ¢ and § components)
(6.42) VaTppe w | 2 Ma S1AZ;* Ny]

var,,. = [2 N, S,AZ + NA]

wvhere S1 is computed in equation (6.40 or 6.41), AZ and AZ are computed
in equations (6.38) and NA is the angle PDI ratio. It is important to
note that the variance of the I,Q noise components at the doppler filter
output are assumed to be equal to unity for convenience in the computation.
In the next step, the equivalent noise is added to the angle discriminant

components and we obtain
Dpzo=IN, 5,42, + Mean,, ar,, ¥(0,1)]
(6.43)

DAZG-INA S,AZ, + Mean,, *W;"us N(0,1) |

where N(0,1) is defined as a random selection from a gaussian population
with zero mean and unit variance. The last step is to compute the angle

discriminant

(6.44) = 10 log (D,, /

Dyz azo’Pazs)*

where the logorithm computation is assumed to be base 10.
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The range, velocity and on-target discriminants are computed in an
identical manner, making the appropriate changes in scale factors and

components.

Radar Signal Strength Computation (RSS). As discussed in Section

6.4.7, the radar signal strength is computed very simply in the present
version of the tracking simulation. The radar signal strength is set equal
to the SNR at the video filter output where it is assumed that the trans-
mitter is at full power. This computation is done using equation (5.16)
for the passive mode where in this case PT is always the maximum peak
transmitt.: power and ¢ (the RCS) is computed using equation (6.39). For

the active mode equation (5.22) is used to obtain the SNR,.

6.5  BREAK-TRACK ALGORITHM DESCRIPTION

The break-track algorithm used in the track mode simulation is
functionally identical to the logic used in the Ku-Band radar signal processor.
Figure 6-15 gives a simplified block diagram of the break-track algorithm.
Key components are the two discriminants and the no-target condition deter-
mination. In this subsection, we will describe the no-target condition and
its determination, describe the break-track condition, and describe the
implementaticn of this alzcritim on the computer.

6.5.1 Noise-Free Discriminant Response Functions

Both discriminants take advantage of the shape of the doppler filter's
mainlcbe and its relative position with respect to the other filter nain-
lobes in order to determine target location in the filter bank and absence
or presence of the target. This is most clearly seen from plots of the
noise-free velocity and on-target discriminants as a function of target

doppler velocity given in Figures 6-16 and 6-17, respectively.
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6.5.2 Determination of a No-Target Condition

The basic idea ehind the no-target determination is as follows.
If a noise-only condition exists then the velocity discriminant value will

be in the neighborhood of 0 dB and the on-target discriminant value will

be in the vicinity of -3 dB. However, if a target with sufficient strength
exists within the five filters, at least one of the discriminant values will
not be near its noise only bias value as shown in Figures 4~16 and 6-17.
Thus, the method for determination of a no-target condition is to establish
thresholds about the bias values in each case (shown as dashed lines in
Figures 6-16 and 6~17) and compare the discriminant values to their respective
thresholds. A no-target condition is deci;red if both discriminants lie
between their thresholds, i.e. in the region of their no-target bias values.
Qunatitatively, the no-target condition can be described as follows.

First, the following quantities (called discretes) are defined:

1,  1f |1>v |<T ;
FTH = v 1
| 0, if IDV-|>TV ,
1, if D, <T
(6.45) or = or— '8
_9' if DOT » TH ,
1, if D> T
AOT = oT L
_0, if D0T<— TL .

Then, target/no-target decision is based upon the product of the discretes
as follows:

1 » No target

(6.46) " (FTH) (OT) (AOD = [o target .

This decision logic is illustrated in Figure 6-18.
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6.5.3 Break-Track Determination

A break-track condition is declared if a no-target condition is
obtained in the present update period and four of the last seven update
periods,

5.4 Computer Algorithm Details

Figure 6-19 illustrates the computer algorithm used for the break-
track determination. It implements the equations described above and requires

no further description.

6.6 ANGLE AND ANGLE RATE TRACKING LOOP MODEL DESCRIPTION

In the GPC-ACQ and Auto modes, the radar provides estimates of the
target inertial roll and pitch rates and tracks the target roll and pitch
angles in the Orbiter Body coordinate system. A simplified block diagram of
its mechanization in the Ku-Band radar is illustrated in Figure 6-20. In this
subsection, we shall describe (1) the mathematical model used to represent
this tracking system, (2) the major assumptions and approximations underlying
this model, (3) the system and target error effects incorporated into the

model, and (4) the computer implementation of the model.

6.6.1 The Model

As noted in Figure 6-20, the tracking system is composed of an a and 8
gimbal tracking loop. It was suggested in reference [@0] that these loops
be approximated by the second order continuous-time models shown in Figures 6-21
and 6-22. The loop constants LA and t were designed (see reference [21] ) so
that the angle rate estimator is critically damped and so that the loop transient
response is damped out as quickly as possible while still meeting the loop noise

specification. The design values of LA and t are given in Table 6-5 for reference.
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Tables 6-5 ANGLE TRACKING LOOP CONSTANTS fn AND t

RANGE INTERVAL,nm fn, hz tt SEC
Passive Mode
R>9.5 0.027 11.8
3.8£R5_9.5 0.027 11.8
1.9_(_ R 5_ 3.8 0.075 4.2
R&41.9 0.12 2.7
Active Mode
R>» 9.5 0.027 ~11.8
R& 9.5 0.075 4.2

* Pa 1 1in the angle rate loop design. Therefore t= 2/"n‘
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The a and B8 loop models shown in Figures 6-=21 and 6-22 were adopted,
with one modification, as the basis for the angle tracking performance
computer model. The orie modification is that the return signal is actually
generated and processed to produce the angle discriminants (see section 6.4).
This provides more flexibility and accuracy in the modeling of angle tracker
error sources as discussed below. Introduction of the discriminant generation
into the model requires calculation of the equivalent loop constant keq‘ This

is done using the expression

we
n
(6.46) k‘q W
a
vhere v, *® loop natural frequency given in Table 6-5,
k‘ = glope of normalized antenna difference pattern
given in Figure 4-8,
1
p= ==
1+SNR

and it is assumed that SNR >>1 so that p=l. Table 6~6 summarizes the results

of the keq calculation for each value of v listed in Table 6-5.

6.6.2 Model Assumptions and Approximations

The analog models of the a and B tracking loops are based upon the
following assumptions. In the area of the antenna electronics, the antenna
gimbal motors are treated as perfect analog integrators and any filtering
used for signal shaping, predistortion, or smoothing is assumed to work ideally.
The rate stabilization loop is assumed to act instantaneously to remove the
body inertial angular velocity from the estimates of the target inertial LOS
azimuth and elevation rates. This is & reasonable assumption, since the rate
stabilization loop bandwidth is much wider than the angle rate loop bandwidth.
Also, any errors such as gyro drift or thermal noise introduced by the antenna

electronics, are ignored.
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Table 6-6 EQUIVALENT ANGLE TRACKING LOOP CONSTANTS keq and kl*

RANGE INTERVAL, nm

2
k
' deg/sec

k’, deg/sec

Pagsive Mode

R> 0.5

3.84 R£9.5

1.9€R &3.8

R< 1.9

Active Mode

R >»9.5

R& 9.5

2.0106 x 15°

4
2.0106 x 10
1.5529 x 18°

3.9750 x 10°

2.0106 x 154

1.5529 x 10°

2.3725 x 16°

2.3725 x 15°
6.5907 x 15°

1.0546 x 102

2.3725 x 10°

6.5907 x 10°

ke q © wi/ [lo (normalized difference pattemn slopc)]

k = k.qr

[——




The signal generation and processing assumptions that affect the
present version of the angle tracking model are (1) the choice of anteana sum
and difference patterns, (2) ignoring the quantization noise introduced by the
digital signal processor, and (3) ignoring the difference in microwave loss
between the sum and difference channel. Neglecting the microwave loss difference
will have a noticeable impact upon angle tracker performance at low SNx. This
error source will be included if time permits. Quantization effects are
ignored in all processor steps except the last one: computation of the angle
discriminants. These discriminants are quantized to 3/16 dB accuracy. Thus,
one of the major sources of quantization is included in the model and the
impact of assumption (2) is not too significant. However, quantization ot
the discriminant doas increase the importance of the antenna differeuce
pattern selection, as this choice will affect the resolution capability of
the angle rate estimator and the angle tracker.

The last major assumption involves the implementation of the continuous-
time loops of Figures 6-21 and 6-22 on the computer. These models are
approximated by the discrete-time loops shown in Figures 6-23 and 6-24. The
fundamental assumption used in the discretization process was to replace the
analog integrators by the digital integration model of Tigure 6-25. Effect
of this approximation is to constrain the antenna to move in a stair-case
fashion. That is, the antenna position remains constant during an update
period and is moved to the new predicted a and 8 at the beginning of the next
update period. Therefore, the digital integrator spproximation will be

practical provided the commanded o and £ rates are not too large.
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6.6.3 Error Sources Modeled

Error sources in the Ku-Band radar angle and angle rate tracking loop
that are modeled in the simulation include

e Target error effects (to the extent that the target scattering
model is correct),

e Thermal noise,

¢ Boom deployment error,
e Radar offset error,

e Discriminant error,

e Gimbal bias error.

All of the errors listed above, except the gimbal bias error, are included in
the generation of the angle discriminant. Target-induced angle and angle rate
measurement errors are included by virtue of the fact that the return signal
is generated and processed. Then, provided the target scattering model is
accurate, the target-induced errors will be accurately represented. Thermal

noise is based upon the receiver and signal procer >r configuration; the exact

method of computation is derived in Appendix D. Boom deployment and radar

offset erro;s occur because the radar transforms the radar estimates of angle
and angle rate to body coordinates assuming the radar is located at the

oribiter body C.G. and the radar frame is yawed +67° with respect to the body
frame. These two errors are included by computing the target return signal based
upon a radar offset from the orbiter C.G. and then transforming the resulting radar ;
estimates with the same equations that are used by the radar microprocessor.
Discriminant error is the distortion introduced by the method of discriminant
computation. TRis distortion is induced by (1) large target angle errors

or (2) low S!R as illustrated in Figure 6-26. The last error source included

in the model is gimbal bias error, i.e., the error in the gimbal position
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reading. This source is easily incorporated into the model as illustrated in

Figure 6-21.

6.6.4 Model Performance

This subsection presents the results of tests of the angle and angle
rate tracking model. Two tests of the angle tracking model were performed.
In the first test, the response of the angle discriminant generator was-
computed as a function of angle error and SNR. This test was performed with
the quantization removed. Results of this test are given in Figure 6-26 and
they agfee reasonably well with the theoretically predicted discriminant function
given in [FE] and [2%] . The second test checked the step response of the
angle rate estimator to determine whether it is behaving as a second order
critically damped loop. This test made the following assumptions: (1) the
SNR was much greater than unity, (2) the loop was run in an "analog" fashionm,
i.e. all quantization and discretization of the quantities involved was
ignored, and (3) the a-loop was used for the test with B set equal to zero.
Results of this test are shown in Figures 6-27 through 6-29 for each loop
bandwicth. The 2% convergence times obtained from the computer model agree
quite well with the theoretical values as obtained from the solution of
the following transcendental equation
(6.47) (a+1) = 0.02¢°
where a= wnti .

v, * loop natural radiar frequency,
t, = 2Z convergence time .

We make the following disclaimer about the tests and tests results
discussed above. These tests show only that the simulation model provides
accurate representation of the theoretical design of the angle tracking loops.
It does not prove that the model response will closely approximate the actual

hardware response under all conditions.
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6.6.5 Computer Model Details

The computer model of the a and 8 tracking loops is broken into
two distinct parts: (1) the generation of the discriminants and (2) using
these new discriminants to generate new target inertial roll and pitch rates
and new target roll and pitch angles. The first step is included in the
signal generation and processing algorithm and was described in section 6.4.
In this subsection we present a detailed description of step (2).

The algorithm used to update the angle rates and angles is shown in
Figure 6-30. A stepwise description of the algorithm follows below. A prelim-
inary step that is required prior to updating the angle and angle rate filter

equation is to quantize the angle discriminants to 3/16 dB accuracy:

16 (n)
D,z (m)= [‘3‘ Dyz ]

16
DEL {n)= [—5- DEL (n)]

where [}] means the greatest integer in * . Using this preliminary computation,

we have
3 3
eAz(n) - eAz(n-l) +Tg Kgq DAZ(?)
(6.49) . R
OEL(n) = BEL(n-l) + Tg Keq DEL(“)
where SEL s smoothed target inertial LOS elevation rate,

R
eAZ =

Tg = update interval,

smoothed target inertial LOS azimuth rate,

Keq = loop constant computed from equation 6-46.

ot
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Figure 6-30
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(Eqn B.3)
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(Eqn 6350)
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(Eqn 6.51)
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The second step is to update the a and 8 gimbal rates, a and 8. This
is accomplished by subtracting the body inertial angular velocity from the
new estimate of the target inertial rate and transforming appropriately.

Quantitatively, the new @ and # estimates are obtained from the expression

a(n) = E».Ifx(n) - u;‘x(n)] / cosB

(6.50) i
B() = upy(n) = ()

vhere m;x(n) = 5Az(n) +k.qf T, DAZ(“)
L ]
Uy (@) = OEL(n) +k.qr T, D (@)

m;‘x(n) = X-component of body inertial angular velocity

at time sample n expressed in L--coordinates.

Equations (6.50) are derived in Appendix A, section A.2 (see equations (A.7)
and (A.9), respectively).

In the fourth step, we update the a and B8 gimbal positions to be
used for the next update period. This is easily accomplished by using the
digital approximation of the analog integrator illustrated in Figure 6-25 to
obtain the expression

a(n) = a(n=1) + T4 a (n)
(6.51)

8(n) = B(n-1) + T4 8 (n) .

The fifth step is to transform the smoothed estimates of the target
inertial LOS azimuth and elevation rates to target inertial roll and pitch

rates. This is done using the present values of a and 8 and the expression
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Target Inertial _ _ ( $ 3 )
Roll Race 1000. TBL(I.I)BAz(n)'FTBL(I,Z)OEL(n)

(6.52)

Target Inertial $ 3 )
chh Rate - -1000.('1'“(2.1)651‘(::) +Tﬂ-(2’2) en(n))

where TBL is computed using a(n-1) and 8(n-1). The above equations are
derived in Appendix B section B.3. The final step is to transform the present
values of o and B8 gimbal position, a(n-1) and 8(n-1), to target roll and pitch
angle in the orbiter body (3) frame. This is accomplished by the following
expressions

-1 | T2
Target Roll Angle = -tan “T 0.0 57.29576
BL '

Target Pitch Angle = —sin-l [?BL(1.3i]57.29576

which are derived in Appendix B section B.2. Once the new target roll and
pitch angles have been computed, any ambiguity in these angles is removed

using the relations (5.7).

6.7 RANGE AND RANGE RATE TRACKING MODEL DESCRIPTION

The range and range rate tracking simulation model i{s functiorally
identical to the Ku-Band radar range and range rate tracker. Figure 6-31
provides a simplified block diagram ot the range and range rate tracking loop
model. It is composed of thrse major algorithms: (1) the signal processor
vhich generates the range and velocity discriminants, (2) a tracking loop
filter which uses the range discriminant to produce estinates of the range and
range rate, and (3) a velocity processor which uses the valocity discriminant and

the rough range rate estimate to produce a very accurate estimate of the target
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velocity. The signal processing algorithm which generates the range and ;% ,
velocity discriminants has ilready been described in section 6.4. Therefore, "
this subsection will focus on the details of the track filter model and the . i
velocity processor model.
6.7.1 Range Tracker Model Description

The range tracker algorithm is composed of a signal processing and
s discriminant generator algorithm and a discrete-time range tracking filter .
algorithm. The signal processing and range discriminant generation algorithm
closely approximate the corresponding function in the Ku-Band radar as
discussed in section 6.4. The discrete-time tracking loop filter shown in
Figure 6=32 is modeled exactly. This includes quantizing the range discrim-
inant to 3/16 dB, quantizing the output range estimate to 5/16 feet, quantizing
the ourput range rate to ?i%"‘i feet per second where T, is the update interval,
and using the same values for.n. and L the loop constants. These loop
constants were calculatad in [23] and are summarized in Table 6-7 for the

various operating conditions.
Asgumptions. One of the major simplifications in the range tracker

involves the filtering at IF and baseband. It is assumed that the IF filters
pass the perfect rectangular target return pulses without distortion. Also
the baseband (or video) filter impulse response is assumed to be perfectly
rectangular and of width equal to the A/D sample interval. Impact of these
simplifications should be minju.'. The only other assumption that might

have some impact on model fidelity is neglecting the quantization noise con-
tributed by the signal processing chain from the A/D to the discriminant
generator. This assumption will have varying impact upon the model fidelity,

depending upon target return signal stremgth.
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*
Table 6-7 EQUIVALENT RANGE TRACKING LOOP CONSTANTS m a and m'b

RANGE INTERVAL,nm m m

Passive Mode

R> 9.5 16.0 0.25
3.84 R€ 9.5 16.0 0.5
1.9¢ R&3.8 16.0 2.0
0.95€ RL1.9 8.0 1.0
0.42€ R £0.95 8.0 2.0

R £ 0.42 0.5 0.125

Active Mode

R >9.5 4.0 0.25

R& 9.5 0.5 0.125
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Error Sources. Error sources incorporated into the range tracking

model include

e Target-induced errors,

o Thermal noise,

e Discrimina ' Distortion

e Range bias.,
Target induced errors, thermal noise, and discriminant error are included in the
range discriminant computation. As noted in the angle tracker model discus;ion,
the targec induced errors will be accurate to the extent that the scattering model
for the target is accurate. Thermal noise is computed using the model discussed
in section 6.4 and derived in Appendix D. Range bias is treated as a fixed
number representing errors in the system time delay calibration and time-varying
svstem delays.

Model Performance. Testing of the range tracker model is analogous

to the angle tracker model testing. That is, the range discriminant was checked
for accurate performance and the tracking loop was tested for proper design

and loop constant values. The rules for the range discriminant test were the
same as the angle discriminant test: quantization was ignored and the discrim-
inant was computed for several values of range error and SNR. Results of the
discrimihant computations are shown in Figure 6-33 and agree with the theoretical
calculations shown in reference Ei].

The second test verifies that the loop is operating as designed and
that the constants are correct. It is performed by applying a constant range
acceleration to the target and computing the range response. The range tracker
should respond with a steady state range estimate bias error that is related
to the value of g (or mB) and the target range acceleration by the expression

(taken from reference P&]),
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AVERAGED NORMALIZED RANGE ERROR ESTIMATE

Q7P

0.8}

04—

'8}
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0.0
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nesoh

SNA REFERENCED TO DOPPLER FILTER QUTPUT

NORMALIZATION = CT,

RANGE = 2400 £ T
(SNR, = 42 d8)

RANGE = 45000 FY
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(3] a2 oI 0.4
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Figure 833 Range Discriminant Test Results.
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(6.54) Range Bias Error = -

where a = value of target range acceleration,

o, 80

B- ——————————
Ctt 1n2

p =
1+SNR 1

TS = ypdate interval.

The test described above was performed under the following assumptiom:

the range tracker was operated in "analog fashion". That is, the

discriminant was not quantized and all multiplications and additions were

done in floatiﬁg point arithmetic. The results of accelerating the target

at 10 fp32 are shown in Figures 6-34 through 6-37 for range intervals possessing
different B values. These data are in excellent agreement with the theoretically
predicted results, indicating proper operation of the range tracking loop.

6.7.2 Velocity Processor Model Description

Model. The simulation velocity processor algorithm is functionally

.identical to the Ku-Band radar velocity processor algorithm. A simplified

block diagram of the algorithm is shown in Figure 6-38. It is composed of
two major tasks: (1) determination of the unambiguous velocity estimate and
(2) updating the position of the doppler filter bank.

As shown in Figure 6-38, the first task is accomplished by computing
the ambiguous velocity estimate and then using this estimate and the rough
range rate estimate ; from the range tracker to determine fhe unambiguous
velocity estimate. Figure 6-39 gives a block diagram of the algorithm used

to compute the ambiguous velocity estimate. The basic idea of this algorithm
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RANGE ERROR, FEET

0.8

0.4

a3

0.1

0.0

0.0

! R o it R SRS

RANGE (ot tm0) = 0.4NM
ACCELERATED AT -10fpa2 FOR 8 SECONDS

THEORETICAL RANGE SIAS ERRORN = 0.178 PEET
ACTUAL RANGE BIAS ERROR =~ 0.178 PEET

] 1 ] ] ] 1 )|

1.0 2.0 30 4.0 8.0 6.0 7.0
TIME, SECONDS

Figure 6-34. Range Tracking Loop Transient Response for Ranges Less Than 0.42 NM,
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RANGE ERROR, FEET

0.8

1 I | | 1 | |

RANGE (AT T=0) - 0.9 NM 2

ACCELERATED AT -10 tps“ FOR 8 3ECONDS

THEORETICAL RANGE BIAS ERROA = 0.188 FEET
o ACTUAL RANGE SIAS ERROR = 0.108 FEET -
03 - -
02 b -
oo I ! ! l | 1 ]

6.0 1.0 20 3.0 4.0 8.0 6.0 70 8.0
TIME, SECONDS

Figure 6-35. Range Tracking Loop Transient Response for Ranges 0.42NM<R<9.95NM.
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10.0
] I I I | 3 ]
RANGE (AT t=0) = 1.5 NM 2
ACCELERATED AT -10 fps“ FOR 8 SEC,
THEORETICAL RANGE BIAS ERROR = 0.748 FEET
ACTUAL RANGE BIAS ERROR = 0.744 FEET
0.8 - -
[
w
Ty o8 - -
'3
Q
€
[ 4
w
w
: M }
[ 4
02 —
00 ! ! ! ] | ! 1
0.0 1.0 2.0 10 4.0 5.0 6.0 7.0 8.0

et ol e

TIME, SECONDS

Figure 68-36. Range Tracking Loop Transiunt Response for Ranges 0.96<R<3.8 NM,
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10,0
RANGE (AT 1=0) = .0NM ,
ACCELERATED AT -10 fpe FOR 8 88C.
THEORETICAL RANGE BIAS EAROA = .98 FRET
ACTUAL RANGE SIiAS ERAROR = §.87 FEET
00 =
.
Y a0l
“w
£
¢
3
w
g a0l
20 |-
0.0 1 N} | 1 ] ] 1
0.0 1.0 2.0 0 4.0 8.0 .0 1.0 80
TIME, SECONDS
Figure 6-37. Renge Tracking Loop Transient Response for Ranges 3.8 NMCRE 9.5 NM.
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is as follows: compute the integral number of filter widths between zero il
frequency and the target location, combine it with the fractional filter width
that remains, and scale appropriately to obtain the ambiguous velocity estimatas. E%
It is noted ;hnt the fractional p;rt is determined to an accuracy of 1/128 of

a filter width in all cases. .

The ambiguous velocity resolver algorithm is given in Figure 6-40. :

e tond.

This algorithm operates using the following principle. The smbiguous

velocity is used to give a very accurate location of the target in the

JS—

doppler filter bank and the rough range rate estimate is usad to estimate
the integral number N‘ of filter banks that the target velocity is removed
(either up or down) from zero frequency. The unambiguous velocity is then
obtained by combining the fractional filter bank width with the integral
number of filce; bank widths and scaling appropriately.

It is worth mentioning hcre.that the resolver has some additional
protection against inaccurate determinations of N' (the number of filter bank
ambiguities) caused by noisy % values, especially when the target velocity
falls near eith;r edge of the ambiguous filter bank. The portion of the

resolver algorithm that provides this protection is enclosed in dashed lines

in Figure 6-40 and works in the following way. If the computed position of
the rough range estimate in the ambiguous filter bank, call it §.. is more ‘i
than half a filter bank (16 filters) from the ambiguous velocity estimate,

then the ambiguity number N. is increased or decreased by one, depending upon -

§

Lt

the sign of the difference between Ve and g‘.

*

The other major task of the velocity processor algorithm is to update
the position of the five adjacent doppler filters, always maintaining the

target in the center filter (prov‘ded target acceleration is not too great).

The initial position of the filter set is determined by the filter in which g
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target detection occurred. This position is then updated during track using
the algorithm shown in Figure 6-41. Depending on the values of the velocity

and on-target discriminants, the position can be moved by 0, + 1, or + 2
filter widths. The exact decision algorithm is given in the figure.
Assumptions. Modeling assumptions that affect the velocity processor
are that accel:-ation of the target is not allowed during a data cycle and
quantization error contributed by the signal processing chain from the A/D
to the discriminant generator is ignored. Target acceleration during a data
cycle causes broadening of the signal energy spectrum (a spreading over the
doppler filter outputs), causing come degradation in velocity processor
performance. Thus, the zero-acceleration constraint will give an optiaistic
estimate of performance in those cases where the target is accelerating. The
effects of neglecting the quantization error has not been analyzed yet.

Error Sources Modeled. Velocity processor error sources include

e Target-induced errors,

e Thermal noise,

e Discriminant distortion.
All three of these errors asre included i: the computation of the velocity
and thc.on-targct discrim{nants. Target-induced error modeling is achieved
in the same manner as in the angle and range tracker models. Thermal noise
is injected using the method described in section 6.4 and Appendix D.
Discriminant error is generated by using an saccurate discriminant computation
model.

Model Performance. Performance of the ambiguous velocity estimator.

wvas tested in the following way. The target estimated ambiguous veliocity wvas
computed as s function of target position over a filter width for high and
lov SNR values. Results of this test are shown in Figure 6-42 and agree with

the theoretically predicted performance given in [25].
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Figure 6-41 FILTER POSITION UPDATE ALGORITHMp
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AVERAGE FRACTIONAL FILTER ESTIMATE
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0.2

0.0

RANGE = 8300 FT

| 1
0.0 o1 02 a3
FRACTIONAL FILTER LOCATION
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Figure 6-42. Velocity Discriminant Test Resuits.
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The ambiguity resolver has not been tested. However, it is noted
that for ranges less than 12 nm (7 kHz PRF) the error in the rough range
rate estimate would have to exceed + 123 feet per second before the ambiguity
number is in error.

6.7.3 Computer Algorithm Details

Construction of the range and range rate tracking loop computer
model is identical to the angle and angle rate tracking loop computer model.
That is, the computer model is broken into two distinct parts. One set of
algorithms is dedicated to generation and processing of the target return
signal to produce the required discriminants. These algorithms were deuscribed
in section 6.4. The other part of the model is dedicated to updating of the
range and velocity estimates and updating of internal control parameters.

This part is described in this subsection.

Figure 6-43 gives the range tracker and velocity processor computer
model. This algorithm is divided into four tasks: (1) updating Ehe tracking
loop filter difference equations which give the latest estimate of the range and
rough range rate, (2) ambiguous velocity determination, (3) unambiguous velocity
de~~rmination and (4) updating of the system internal control parameters. Each

of these tasks are described in detail below.

Range and Rough Range Rate Estimate Update. The first step is to

quantize the range discriminant to 3/16 dB using

(6.55) D (n) = [(16/3) D) + 1/2:]_

where [] means take the greatest integer in - ,Tlhes, the range and range rate

estimates are updated using the difference equations
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Figure 6-43 RANGE AND RANGE RATE TRACKING LOOP COMPUTER ALGORITHM
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Update Range
Estimate
(Eqn 6.57)

Scale Range
Estimate to Feet

Add Fixed
Range Bias

Range Track
Loop Filter

A A . e

(1 of 2)

222

kA

Quantize Velocity
Discriminant To
3/16 dB Accuracy

'

Compute Integral
Number of Filter
Widths In Ambig-
uous Yelocit

ompute Fractional
ortion of Ambig-
ous Velocity.
(Eqn 6.59)

v

Combine Integral And

Fracti

Form Ambiguous Velocity

Est. S
a

onal Parts To

caled to 1/128 of
er width,

Ambiguous Velocity Estimater

_d

s i




I, e—————

! Figure 6-43 RANGE AND RANGE RATE TRACKING LOOP COMPUTER ALGORITHM
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(6.56) () = R(n-1) + mgDy (m)

(6.57) R(n) = R(n-1) + R(n) + m Dy (n)

¢
where it should be noted that R is scaled to 5/16 feet and R is scaled to

5/(16 Ts) feet per second. The last step is to scale the range estimate to
feet and add a fixed range bias to form the radar predicted range estimate.

Ambiguous Velocity Estimator. In the first step the velocity

discriminant is quantized to 3/16 dB by replacing DR by Dv in equation (6.55).
Next the integral number of filter widths between zero frequency and the

target location in the doppler filter bank is updated using the equation

Integral Number of m, ifD_2>20
(6.58) Filter Widths Y
m, ifD_<0
c v
where m = filter number of low filter

(see Figure 6-12),

m, = filter number of center filter.

Then, the fractional filter width remainder is determined to 1/128 of a filter

width accuracy in the following way:

Fractional Filter F(DV) ' if DV 20

(6.59) width Remainder 1-F(Dv), if Dv <0

where the function F is shown in Figure 6-44. This function is predetermined

using the expression

(6.60) D

160 3in 16XL Sin XH)

v=|3 1o (sin X, Sin 16X,
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Figure 6-44, Fractional Filter Width as a Function Velocity Discriminant Value.
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where XL = 7(- é%-- fcp)

1
XH w(32 - ftp)
t_ = PRI
P
E-J'- greatest integer in oy
to associate a DV value with each of the following values of £:

1 127

256t 256t ‘°
Py===» P

( 0
256t
: Po =

These values are stored in the computer in look-up table fashion. The last

step is to compute the ambiguous velocity estimate by adding the results

of equations (6.58) and (6.59).

Velocity Resolver. The first task is to compute the number Na of

ambiguous doppler filter bank widths in R(n). This is achieved using

(6.61) N = [i(n) /v ]
a B

where VB is the maximum unambiguous velocity. Then, Na is checked for
accuracy using the following procedure: the position of R(n) in the

ambiguous filter bank, call it ﬁa(n), is computed using the equation

(6.62) ia(n) = mod (i(n), VB)

and is compared to the ambiguous velocity Va obtained from the first step.
The ambiguity number is corrected, depending upon the result of this

comparison, as follows

~ : vy
N 41, if R -V < ==
a a a— 2
VB . v Vs
(6.63) Na = Na , 1if -3 < (Ra - a)< 3
Py VB
ja"l 'Y if Ra-va Z.T .
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Once the ambiguity number has been correctly determined, it is
% combined with the result from step one to obtain the unsmoothed,

unambiguous velocity estimate, Vu(n), i.e.

| (6.64) V (n) =V, (n) + NV, .

The firal step is to pass this value of Vu(n) through a digital smoothing

[Pre—

filter. This filter is a moving window average which averages the previous

three Vu values with the present value. Quantitatively, wa have

n
(6.65) V@@= T V()
8 {en-3 Y

Internal Control Parameter Update. Based on the new estimates of

the range, the velocity discriminant and on-target discriminant the

following intermal controls are updated: (1) filter bank position, (2)
the range interval parameter, MRNG, (3) the PRF parameter, MPRF and (4)
) % the sample rate parameter, MSAM. The filter position update requires the

on-target and velocity discriminant values and the following algorithm:

'uk-z if Dv >0 and DOT < T,

“-l 1£D; >S5l and Dy > T,

(6.66) LI ™ +0 ilevl <51 and Dy 2 T,

) Pl 1f D, <-5) and Dy > T,
me+2 1€ D, <0 and Dy < T .

The range interval parameter MRNG is determined by finding the integer

i such that

pRES——
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(6.67) R, , < R(n)< R

i-1 i

where the Ry are listed in Table 6-4. MSAM is computed using the

following algorithm

1, 1f MRNG < 9 and IMODE = 1

or MRNG < 4 and IMODE = 2
(6.68) MSAM =
2, 1f MRNG > 9 and IMODE = 1

or MRNG > 4 and IMODE = 2 ,

Finally, the PRF parameter, MPRF, is updated by
1, 41f MRNG < 9 and IMODE = 1,

or MRNG < 9 and IMODE = 2,

(6.69) MPRF =
2, 4f MRNG > 9 and IMODE = 2,
|3, 1f MRNG > 9 and IMODE = 1 . '

The values for MRNG, MSAM and MPRF as a function of range interval

and system mode are summarized in Table 6-4.
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7. RECOMMENDATIONS FOR FURTHER STUDY AND DEVELOPMENT

7.1 SYSTEM ANALYSIS

The present computer simulation model is a very useful tool for
evaluation of the Ku-Band Radar track mode design. As an example of a useful
system analysis where the model can immediately be applied, consider the
following problem. At the present, it is not clear that one should PDI over
all five frequencies in the track mode. Instead, it has been conjectured
that performance would be improved by selecting the largest return of the
five frequencies, especially when the return signal is weak and the target
scattering properties are sensitive to small changes in transmit frequency.
In this case, the computer simulation model can easily be adapted to perform
an analysis of this problem. ‘

7.2 RADAR MODEL FIDELITY IMPROVEMENT

Some of the areas where the radar simulation model may be improved are

o reducing computation time,

o discriminant model accuracy,

o AGC model accuracy,

o search model fidelity.
Reducing computation time is always desirable, since it will provide room for
improvement in the model accuracy. For example, a reduction in computation time
would allow us to use a more accurate discriminant generation model (see Appen-
dix C). An accurate AGC model will not consume an appreciable amount of com=-
putation time, but it will require a significant amount of time to develop,
install, and test an accurate algorithm. Accurate AGC estimates would be use-
ful in predicting radar performance when a target fades rapidly and providing
accurate signal strength estimates under weak target (low SNR) conditions.
Although the search model has enough fidelity to provide adequate crew training,

significant improvements can be mede in this area if desired.
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7.3 TARGET MODEL FIDELITY IMPROVEMENT

If the target scattering measurements recommended in section 4.3.5
are performed, then it would be very useful to correlate these data with

the predictions of the present target model and, if feasible, make the necessary

adjustments in the present model.
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APPENDIX A

DERIVATION OF ANGLE AND ANGLE RATE TRACKING LOOP

MODEL INITIALIZATION

The purpose of thi; appendix is to derive the equations used to
initialize (1) the target inertial LOS azimuth and elevation rates and (2)
the o and B8 gimbal rates. Fundamental to both derivations is the following
fact taken from [23 Consider two reference frames A and B with a common origin.
Suppose B is rotating uniformly with angular velocity W with respect to A. Then
the velocity of a free point target as measured by an observer fixed in frame

A is related to the velocity of an observer fixed in frame B by the equation

"¢

(A.1) ;IA - s

where 3‘ = velocity measured in the A frame,

A

T = position vector of the point target,

and all of the vectors in equation (A.l) are expressed in the same, but arbitrary,

coordinate system centered at origin of the A (or B) frame.

An important assumption that is used in both derivations is that the
target c.g. is agsumed to be on the antenna boresight axis, or, equivalently,
the negative z axi{s of the L- frame at the time of initialization. Thus, the

->
position vector roL has the form

0
(A.2) L - o
(o] -PL

A1l DERIVATION OF TARGET INERTIAL LOS AZIMUTH AND ELEVATION RATE’ INITIALIZATIONS

Using the assumption stated in the previous paragraph, we can define

the target inertial LOS azimuth and elevation rates by the expressions
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Inertial LOS g w L
Azimuth Rate

(A.3)

Inertial LOS e
Elevation Rate

-1
o |

We can now begin the derivation.

inertial angular velocity w

+Ll -
v v
o'l o]

ol
Using the assumption given in equation (A.2), the x and y components of v L

can be written

L
voxII
RN

")
|
‘F - _Yox I
iy ‘? LL
+)

w

I - velocity of target c.g. as measured in the

inertial frame and expressed in LOS coordinates.

Given that the orbiter body has the

B equation (A.l) can be written

-+ L + L
X r.
'B + wB ro

o 'I

L L L+ 1L
voxII - voxlB - "ay 'ro '
(A.4)
L L L +L
voyII - vole + wBi |ro |.

Dividing equations (A.4) by |?é‘] and

using the definitions of target inertial

LOS rates given in equations (A.3), we obtain
Inertial LOS vl
-wL--—_oi‘__B___ +wL
Eiavation Rate Ty |t§| By

(A.5) Inertial LOS

Azimuth Rate

v
- wTIx‘. l—rg?-g-— +VB§
o}
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A2 DERIVATION OF o AND 8 GIMBAL RATE INITIALIZATIONS

The a gimbal rate is defined as the rate of rotation of the outer
gimbal (or G) frame about the x-axis of the R frame. If we assume the

rotation is uniform, then from equation (A.l) we have

a
(A.6) SOl =3¢ +[o0)xzFC.
o 'y o s 0 0
Noting that
cosB 0 sin g\ /0
+ G + L
o TGL o 0 1 0 0
-sin B8 0 cos 8 -[?ol
or
-G -I;g1 sin 8
r -
o 0

+L
Irol cos B
and writing out the y-component of equation (A.6), we then have

¢ G
vl = v |
oy oy

+ a ;L cos R.
] %]

G
But the y-component of the target velocity as measured in the G-frame and

expressed in the G-frame coordinates, i.e. v G is zero. Therefore

oy‘ G,
G L L L
(A.7) & - vole - vole - wa wa
72| cos 8 T cos 8 P

The £ gimbal rate, 8 , 1s defined as the rate of rotation of the

inner gimbal (or L) frame about the outer gimbal (or G) frame y-axis.
Using this fact and equation (A.l), we obtain

. 0
v S =38 +(z) 2%’
L \0 °

G
Noting that ;o | = 0 by assumption and substituting the resultant expression

L
236

i e el

i

4 mwwmmwmwmmmwwmnrww»w_mmemmﬂw'f‘?'m‘“"'“W s

p———




[——

=

for ;o’ into equation (A.6), gives
G

a
v = é X r
0
Transforming to L-frame coordinates,

(A.8) U et G

OW™s R

-
K TLG T

o, =
1%l

a|f | cos 8
(o]

0

The expression for 8 can be obtained from the x-component of equation (A.8).

It is

. v L L
(A.9) B = B LR’ -w
r
o
where equation (A.5) was used to obtain the last equality.
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APPENDIX B

DERIVATION OF TARGET PITCH ANGLE, ROLL ANGLE, INERTIAL

ROLL RATE, AND INERTIAL PITCH RATE TRANSFORMATIONS

This appendix presents the derivations of (1) the transformatioa of

o and B, which are tracked by the radar, to roll and pitch angles in the Orbiter
Bodvy (B) frame and (2) the transformation of the target Inertial LOS azimuth and
elevation rates, which are estimated by the radar, to target inertial roll and

pitch rates in the B frame.

B.1 DEFINITIONS AND ASSUMPTIONS

We first provide definitions of all quantities which are pertinent
to the derivations given below. The a and B gimbal angles were defined in

Section 2.1, while the roll and pitch angles are defined as follows:

& Target Roll Angle is the angle between the -ZB axis
and the projection of the target direction vector on

the ZB-YB plane as shown in Figure B-l.

& Target Pitch Angle is the angle between the target

direction vector and the projection of the target
direction vector on the ZB-YB plane.

Quantitatively, these definitions can be expressed as

. .
A . =1| %o T8
Roll angle = -tan
e .:5
o B
(B.l) L
4 -1] A A
Pitch angle # -sin L
-

where ?; = unit vector in direction of the target,

A
?h’?B’zB = ynit vectors along the XB, YB, ZB axis of the B-frame,

respectively.

The target inertial LOS azimuth and elevation rates were defined in
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Appendix A equation (A.3). Inertisl roll and pitch rate are defined as

¢ Inertial Roll Rate is the projection of the target

inertial angular velocity (estimated by the radar)

along the XB-axis.

e Inertial Pitch Rate is the projection of the target

inertial angular velocity along the YB-axis.

Again, mathematically we have

A -+ A
Inertial Roll Rate = -wT . XB
(B.2) ’
A » A
Inertial Pitch Rate = -y Y

T® B°
There are two basic assumptions that were made in the development

of the required transformations. These are that

(1) the radar is located at the origin (or C.G.) of the
B-frame, i.e. no offset,
(2) the 67° yaw angle between the B and R frames is
assumed to be exact, i.e. no boom deployment error.
With these assumptions under our belt we can define one last, but very useful,
quantity. The transformation matrix T L’ which transforms a vector expressed

B

in L coordinates to a vector expressed in B coordinates (see section 2), 1is

defined bv
cy =-sy O 1 0 0 cB 0 sB .
TBL sfgy cy O 0 ca =-saf 0 1 O
(B.3) 0 0 1 0 sa coftsR O cB
where ¢ = cos,
s = gin,
Yy = +67°.
B.2 DERIVATION OF TARGET ROLL AND PITCH ANGLE TRANSFORMATIONS

As mentioned in the introduction we. are given the a , B angles and
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desire to convert these angles to roll and pitch. Consider the following

A
argument. r_, the unit vector in the direction of the target, lies along the

Z_-axis in the LOS frames. This can be written

L
0
° 1

Tranforming this vector to the Body Frame coordinates,

PR
"

[N,

we have

i
i L -TBL (1,3)
i (B.4) TBL r, ® -TBL (2,3)
!

‘. -TBL (3,3)

[ Using equation (B.4) and the definitions of roll and pitch angles given in equations

(B.1), we obtain

T, (2,3)
Roll angle = -taﬁl - TBL

BL(3,3)
(B.5)

-1 1
Pitch angle -sin [TBL(I ,3)J .

- B.3 DERIVATION OF TARGET INERTIAL ROLL AND PITCH RATE TRANSFORMATIONS

In this case, the radar estimates the components of the target inertial

I angular velocity vector in the LOS frame, and we would like this vector transformed

to the B-frame coordinates. The argument begins by noting that in the LOS frame

! the ZL- component is always zero. That is,

Transforming this vector to body coordinates, we have
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" A
T, (L1) 6, + T, (1,2) oy
+ B A A
e T, 2D 8, + T, (2,2) ey
A A
Tgy (3:1) 64 + Ty (3,2) 65

Using equation (B.6) and the definition of roll and pitch rate given in

equations (B.2), target roll and pitch rates can be written as

O AN
Target Roll Rate = -[TBL (1,1) GAZ + TBL 1,2) OEL]
(B8.7)

A
Target Pitch Rate -[rBL(Z.l) éAz + TBL(Z,Z) @EL]
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APPENDIX C

DERIVATION OF THE NOISE-FREE DISCRIMINANT COMPONENTS

COMPUTATION MODEL

This appendix provides a derivation of the noise-free discriminant
component (see section 6.4.3 for a definition of discriminant component) com-
putation model. A simplified diagram of the model, illustrated in Figure C-1,
shows that each of the noise-free discriminant components is computed at the PDI
cutput. Derivation of thi. model is structured as follows. First, the complete
target response representing the i th frequency, the j th time slot, the 1 th
range gate, and the n th doppler filter is computed at the magnitude-detector
output and then the individual noise-free discriminant components are formed by
summing (PDIing) the magnitude-squared detected response over the appropriate
i, j, 1, and n indices. '

c.1l MODEL ASSUMPTIONS

Assumptions used in the development of the computational model are listed
in section 6.4.1. Rather than repeating the list here, use of each of the
assumptions will be noted at the appropriate point in the derivation.

c.2 NOISE-FREE MAGNITUDE-SQUARED DETECTOR RESPONSE DERIVATION

The development of the magnitude-squared detector response is broken

into several steps. These are (1) compute the doppler filter response for a

single point scatterer, (2) using the assumed linearity of the processor from

the antenna to the doppler filter,compute the complete target response by vectorial
summation of the individual responses, and (3) compute the magnitude-square of
the result. These steps are illustrated in Figure C-1 and described in detail

" below.

Doppler Filter Response For a Single Scatterer. We first write the

expression for the k th target 1:sponse at the baseband filter input. This
response represents that portion of the received waveform associated with the entire
J th time slot at the i th frequency (see Figures 6-2 and 6-3). The expression
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i

for this response is “tained by starting with the point scatterer's single

pulse return at the antenns output terminals given in equation (4.l1) and

applying assumptions (1) through (5) of section 6.4.1. This gives

15
(c.1) Sk(t) - Akc‘:i (p.k +’dkj) 2 cxp[j (ZOfkt - 'ki)]
m=o [E-ut'-t ]
oP Pk
e,
where

A, 1is defined in equation(4.l),
ﬁ;k = antenna sum pattern weighting for k th scatterer,
pdkj = antenna difference pattern weighting for k th scatterer

and j th time slot,

Q
[}

K RCS for k th scatterer,

(]
[ ]

X k th target doppler shifc,

(ad
[ ]

transmit pulse width,

(o)
[ ]

PRI,

e T 2R - Rg) e

L L .
O = MR- R /A,

[ad
[ ]

Ay wavelength associated with i th transmit frequency,

p(e) =] 10SESL

0, otherwise.

The next step is to compute the response of the presummer to the m th pulse

in the above expression. This computation includes several intermediate steps: |
baseband filtering, sampling, range gating, and, finally, presumming. Assump-
tions (6) through (8) are used in the filtering, sampling, and ranging gating
process. The result of this process is best described by the illustration provided

in Figure C-2, showing the sampled pulse response with respect to the early and
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Figure C-2. Illustration of the Result of the
Filtering, Sampling, and Range Gating Process
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late range gates, Wicth these assumptions, the _eneral response of the presummer

for the i th frequency, the j th time slot, the 1 th range gate, and the m th

pulse {a

(€.2) sk(ioj’l’m) - Ak’k&@'k + %kj) exp j(Zﬁk ﬂtp + ‘ki)

N .
P
> tkl(“) exp [}2'fk (n + (f-3/2) N°-1!2)t.-tk]
n=1 ‘

vhere ru(n) is the magnitude of the n th sample in the 1 th range gate and

depends upon the position of the filtered pulse in the range gate as illustrated

in Figure C-2. Quantitative expression of each rkl(n) is delayed until the .

following approximation is stated:

Approximation: It is assumed that the phase progrqllion

over a pulsewidth can be ignored.

Using this approximation, the summation in (C.2) simplifies to

Summation ;;E

- r,, (n)
in C.2 n=1 kl

= N R

and R,(t,‘) is defined by

0, if 4<-3 or Az_l

3+
(C.3) Rl(tk) | 5, 1£-3< ag -1 (Early Gate)

18 4f 1< a< 1

L?.
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or

l;-‘-“— , if -l A<l
(C.4) Rz(tk) = }_;_A_ , 1f1l<A<3 (Late Gate)

0 , 1f A >3 or A <-1

where A=tk/tc . It is noted that the approximation given above is excellent
for all short pulse modes. However, it may introduce some degradaticn in the
long range case where large pulsewidths are used.

Calculation of the n th doppler filter response to the k th scatterer
is easily accomplished by using equation (C.2) and (C.3)(or (C.4)) and forming

the summation

15
(.5) S (13,1, = 5 S, (11,Lm exp (-3 57,
m=0
Performing the summation, we obtain
sin (l6zk)
Sk(i,j,l,n) -,Ck(i,j,l) -mk—)_ exp (-lezk)
X
where Ck(i,j,l) = Akgk (gk + 3kj) NpR’(tk) exp (-j2wﬂii),

n .
zk = n(ﬁ - fktp).

Magnitude-Squared Detector Response. The magnitude-squared detector
response is obtained by vectorially summing the doppler filter responses of all NT
scatterers. using the assumed linearity of the processor, and then squaring the

magnitude of the resultant sum. The result of these steps is the expression

248




Np 2
(C.7) S(i,j.,1,n) = Z 5 (1:3,1.0)
\ kel
| C.3 DISCRIMINANT COMPONENT COMPUTATION

This subsection derives the closed-form expression used to model each
of the three discriminant types: angle, range, and velocity.

c.3.1 Angle Discriminant Component Computation

; The angle discriminant component corresponding to the j th time slot
is obtained by performing a post-detection summation of the energy from the

center doppler filter(n* mc)over NF frequencies and both range gates. This gives

the expression

I I
(c.8) Dpy ™ Z }: S (1,4,€,mg) -

i=] =1

Practical Aspects of Computer Implementation. In order to reduce the

amount of computation by a factor of two, the following approximation was used.

Approximations For a given pulse from a single target,
the early and late gate presum weights are equal and are

given by X [Rl(:k) + Rz(tk)] . However, the phase associated

with che true position in the range gate is retained.

This approximation has the effect of altering the form of Ck(i,j,l)

used in equation (C.8). These coefficients now have the form

: k|
- o
(c.9) L) = Ag (o, + 2y ) N R (6) + Ry(e) /2
[.expejz '¢ki)] .
We note that the approximation becomes exact when the target is composed
of a single point scatterer. However, for a multiple point tavget, this approxi-

mation may be invalid, especially if the range tracker does not keep the return
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pulses close to the center of the range gates.

As mentioned above the original motivation for this approximation
was to insure adequate comﬂutacion speed. If it turns out that there is room
for additional computation after the target has been represented adequately,
then this approximation will be abandoned.

C.3.2 Range Discriminant Component Computation

The range discriminant component corresponding to the 1 th range gate
is obtained by performing a post-detection summation of the energy from the center
doppler filter over NF frequencies and four time slots. The expression for the

range gate discriminant component is

No 4
(C.10) DR! = _: }: ‘s (i,j, b mc).
i=1 =1

Practical Aspects of Computer Implementation As in the angle dis-

criminant case, we desire to speed the computation by making approximations in

DR’ . In this case, we make the following approximation

Approximation: pdkj are identically zero for all k and all j.

In effect, this approximation makes the assumption fhat the angle tracker is

working perfectly. The result of the approximation is to alter the Ck's as

follows

k' :
(C.11) Ck(i,J,l) =A% P Np RL (t,) exp [.jznOki] .

c.3.3 Velocity Discriminant Component Computation

We note that the velocity discriminant components and the on-target
discriminant components are computed in an identical manner. Therefore, only

the velocity discriminant component computation is described. The velocity
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discriminant component corresponding to the mL (or mH) filter is obtained
by performing a post-detection summation of all energy from the m (or mu)

filter. This can be exoressed as

Ne 4 2
(C.12) Dyp Zzz S (1, 1,4 m) .

1=] jml f=l

Practical Aspects of Computer Implementation. To enhance the computer
speed in this case we use both approximations stated above for the angle

discriminant and range discriminant. Therefore, the Ck (1, j,NH for equation
(C.12) are given by '

(€.13) 6 (Ls 3.0 Ao TN [Rl(tk) + Rz(tk)] /2 [exp(-jZ‘ﬂ' ¢k1)]°
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APPENDIX D

DERIVATION OF THE THERMAL NOISE MODEL

As described in section 6.4, the computational model for the noisy
discriminant values generates the noise-free target res;cnse at the PDI output
and adds the equivalent thermal noise sample, obtained from the appropriate
statistics, to the noise-free value. This model is illustrated in Figure D-1.
Motivation for injecting the noise at this point, rather than at the signal
processor input or some intermediate point was to enhance the real-time processing
capability of the track mode. That is, it was desired to maximize the number
of point scatterers allowed in the target model. The purpose of this appendix
is to demonstrate that the equivalent noise can be represented as an additive
noise process and to derive the statistical characteristics, i.e. the mean, the
variance, and the probability density function (pdf) for egch member of this
random sequence.

D.1 MODEL ASSUMPTIONS

Derivation of the noise model is based upon the following set of
assumptions. The primary assumption is that the form of the signal, including
thermal noise, at the doppler filter output is given by the expression

(D.1) v(n) = \}I(n) + v () = (S + nym) +3 (5 () +n (w).

SI(n) and Sq(n) are the in-phase and quadrature components of the noise-free
target response at the doppler filter output for the n th time sample. The
quantities nI(n) and nq(n) are the in-phase and quadrature components of the
thermal noise process for the n th time sample. These components are assumed
to have the following statistical characteristics:

(1) both are Gaussian random sequences,

(2) Nrs nq are statistically independent for all values of n,

3 nI(i), nI(j) (and nq(i), nq(j) are statistically independent
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for all values of i, j such that { ¢ j.
(4) the mean and variance of s nq are
m.=m =0
02w ol .
The last assumption is that all signal processor quantization effects are ignored.

D.2 NOISE MODEL DERIVATION

D.2.1 Derivation of Mean and Variance at PDI OQutput

We begin the derivation by calculating the output of the magnitude-
squared detector when the sequence of equation (D.l) is applied at the input.

The resulting output is given by the expressionm,

xm = v |? « v @) + qu(n)

- (s} 2

1 + 28I n

2
1 + n, ) + (Sq

2
+ S n +n
Q949 9 )

2 2 2
+ Sq ) + (ZSInI + qunq + 0.+ L )

2

- (SI

Computing the mean of X(n), we have

z 12 Z .2 -z T 7
X(n) = ]v(n)l =S+ Sq +25n, + ZSqnq "+

where the bar over a quantity means to compute the expected value of the quantity.
Using the assumptions given in section D.1, this expression reduces to
- 2 2 2

2
= -+ ag -
(D.2) X(n) 5.5+ 5 20 |s| + 20

2

Calculation of the variance of X(n) is straight-forward, but quite tedious, to

perform. Therefore we will only provide the result of that computation:
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(D.3) var X(n) = 4002 |S(n)|2 +¢.a°" .

The next step is to calculate the PDI output signal and its associated

mean and variance. Assuming the PDI ratio is N, the output signal has the form

N
(D.4) y(a) = I X@) .

n=1

The mean of y(n) is computed from

N N
Y@ = L X) = X IS(n)l2 4-21«%2
o=1 n=1
—_— N
or, defining IS(n)]2 = %- :E: lS(n)Iz, we have
n=1
—_ 2 2
(D.5) yCa) = N|S(n)|€ + 2o .

Calculation of the variance of y(n) is b;sed upon the following fact which
is gstated without proof. (The proof is straight-forward, but quite messy.)
Since it was assumed that nI(i), nI(j) (and nq(i). nq(J)) are statistically
‘independent for all i, j such that i # j, it can be shown that (x(1), x(j)
are uncorrelated (and satistically independent) . Using this fact, and the

well-known relation,

var (x +y) = var x +var y

where x and y are uncorrelated, one can easily write the expression for the

variance of y(n) as
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(D.6) var y = z:var X(n)
n=1

- dNaoz |s|i + 4No°(‘

We can define the new random variable
(D.7) z=y-N|s|

which has the mean and variance

- = o 1all
(0.8) z=y-nls|

varZz = vary .

Thus, from equation (D.7), it is seen that the output of the PDI can be expressed
as the sum of the noise-free target response (Nrgris and a sample from the random
variable z which has the mean and variance given in equation (D.8) and the pdf,

Pz, which is derived in the next subseection.

r.2.2 Derivation of the PDF for Z

The pdf for the random variable Z can be derived as follows. Define the

random variable

(D.9) W= —1-[2 - 2No 2]
N St
N
=LY |xw - sm)? -2
\IN n«l

or

AT

éw—
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where the LA are continuous, mean zero, and statistically independent. When
N is reasonably large (we note that N 2 10 for passive tracking modes), the pdf

for w approaches a normal distribution of the form

2
1 W
D- 10 P = “a
( ) y (w) Vizo, © 2¢w2)
where owz - —% :E: ownz from the central limit theorem [?] . Now, from

us1
equation (D.9), we have that

Z sVNw+ 20 aoz

and thus the pdf for Z is normal with mean and variance

- - 2 2
©.11) Z =V w+ Mo MNg,
var Z =" Nvar w= var y
as shown in section D.2.1.
D.3 PRACTICAL ASPECTS OF‘MODEL IMPLEMENTALION

Given the value of |S I, the PDI output can be generated using the model

of the previous section as follows:
(D.12)  y=N| szl + 2N 002 + 25002 | s /qo2 + l]N (0,1)

where N(0,l1) denotes a sample from a normally distributed population with zero
mean and unit variance. It is important to point out that, although the probability
is very small, in some instances the resulting value of y obtained from equation
(D.12) can be negative. This result is totally unaccpetable since it does not

in practice and it will cause the log conversion process to become undefined.
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Therefore, to prevent this situation, we make our final approximation: we
simply set y equal to the absolute value of the quantity on the right haad
side of equation (D.12),.

It 1is also noted that since the discriminant formation process computes
the ratio of the noisy discriminant components, any scale factors that are common
to both components can be ignored. We chose to ignore the factor, ZVﬁ-Ebz.
Combining this fact with the absolute value approximation explained above.

equation (D.12) becomes

T2 Yl I
(D.13) y = -'-""-'7 +\/E'+[2-'§-L— + 1] N(0,1) .

20 20 2
o o
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APPENDIX _E

CROSS SECTION CALCULATION NOTES

Features 1=3

291 a1.? = 2.6n°

¢

L

Features 4«6

2 2
o = 291 aL” = 6lm
A

Feature 7

o = 201 aL? = 25.7m2
L

Features 8-10

g =

1

A = 0.2m
e

5.121\_ 26934 A

2
2

¢ " 5000m> - Limit to 1000m

Features 11-12

A = (.26&)2:( Ne

O = 5000m® - Limit to 1000m>

4

Featurcs 13-26

Take D = .5m

£/D= 5

Mainlobe (13)
J -

L

Reflector (20)

6645D% = 3322 m2

2 4

e ,7850° cos | @+ .2 cos 4

Take cos 0 « 1,
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Feature 14
a= .24
L = im

0, = 291 al? = 1117m2

Features 15-25

o= dnA/Az (Sce cext)

Features 27-32

a=.,1lm

0= "2 = 03 nz

Features 33,34

a = «315m
o = 23.6°
o
2 2
1C) <0°) louc = 1.25m
ST .cz 2
0(9)90) ] 9 = 0.17m
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APPENDIX F

A MODEL FOR CENTROID WANDER IN

ROUGH SURFACE MODELS

The areas modeled as rough surfaces can be expected to experience

wander of the apparent center. We take the mean position to be X1V o2 in

k
Table 4-1 and add a vector v that reflects the wander. Consider features 35,
perpendicular to the x-axis, .7 x .7 m in extent. Then we take v in the yz

plane with y and z components to be random variables with

y=zeo
Eyz = o
02 -02 - Dz
y 2z 12 Nf

D = Area dimension = .7m

Nf = No. of frequencies averaged

- 5

The vector changes as the target aspect changes. We model this

behavior as follows. Let Yo be the wander vector at the m th simulation update.

Take ;m to be a first order Markov process (Ref. 28 p. 324) with uncorrelatea

components and with, for example, the z component given by

where v is zero mean, uniform, of variance

g 2

2. a- & o}

We now choose a to match the correlation time of the model to that of the target.

One has
- zzu+kzm ak
k Ez&
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and taking the "correlation interval" as

a = exp (-1/N.)

This is the number of iterations for which the correlation PN falls to 1l/e.

/ Loes

Now consider the target

The target return becomes decorrelated every time its aspect changes enough to
cause another 2m propagation phase change from one edge of the area to the

other. This corresponds to half wave.ength differential range:

Change in Ar = Change in D sin o, = u%

Let @Y change by A@x. Then

2 d
Alr) = Ap 35 (8R)
- -k
A® D cos ¢x 2
so that the angle change corresponding to decorrelation is

A? A

x 2D cos @
x
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Let the change in one simulation update period be 6¢x

update cycles required for decorrelation is

A¢x A
N = =
u 8¢, 2D8¢x cosd

Matching Nu to Nc then yields
-2D 6¢x cos ¢ x

a = exp X
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APPENDIX G

LISTING OF SIMULATION MODEL COMPUTER CODE




(aalaYa RN N o N 272 ] 0 00nNo N N NOOO [aYaTala] NOONO

[N slalals}

an

220000 0E R A 2 SRV SR SRR LD S G IS S5 4 0D S SR B SE SV SSRGS S S0 S
* EXECUTIVE PROGRAM: INTERFACE WITH PARENT SIMWLATION *
AR EBEEE R SEEE AR R S PV RR X SR S X XS RSB R SR S RE R REREEE R kS ERE

SUBROUTINE EXEC
COMMON /CNTL/IPWReIMIDE ITXP+IASM . IDUMC(S) +OUMC(3)
COMMON /OUTPUT/MSWF sMTF,MSF 4DUM(7) + IDUM( &)

(e
COMMON ZICNTL/IOLDPW, I QLOMD ¢ IOLDSMoISHOLDoKMSCLK JKWMUP oIDUMI(3) »

2 MTP o IDUMS(17)
DATA DATINT/1.0/
KWMUP= )

S X R XS ARRERRBRREERREEE SRS XK XXG SRR RGN SR AR RE &
* STEP 0: INITIALIZE ALL TARGET AND SYSTEM DATA @
R RBEREERRSE SR SR EE SR XBRERE SE S K8 SR X SR ER SR RS RIS RS
IF(DATINT.NE.1.0) GO TO 1
CALL DATA
10LDPW=]IPWR
DATINT=0.0
1 Ir=t -
IF(II.EQe1) GO TO 30

SRR KBRS &k RERE EXEE E R SRR RS & Sk 0k 25K R0 R

* STEP 1: CHECK SYSTEM POWER SWITCH #*

S EREBRRE R EEERE R kK tt“# SRk kxEEER
IF(IPWR.GT.1) GO TO

IF POWER OFF ———lNlTlALlZE ALL SYSTEM FLAGS AND CLOCKS.
KMSCLK =0
CALL SYSINT
RETURN
IF POWER ON —~ UPDATE MASTER CLOCK AND 'DETERMINE QPERATING MODE.

S KMSCLK=KMSCLK+1

R EREEEE AR XS SR AR R R RS REE R SR K AR KRR XN

* STEP 2: CHECK SYSTEM MODE SWITCH =

t‘#‘ttt#l‘tt'ttttttttttt‘ttttt‘t‘.‘.
IF(IMODE.LT-3) GO TO

IF SYSTEM IN COMM(!MOD€—3) —== INITIALIZE ALL SYSTEM FLAGS.
CALL SYSINT
RETURN
IF SYSTEM IN RADAR MODE ——— CHECK FOR CHMANGE IN MODE (l.E. ACTIVE-TO

~PASSIVE OR PASSIVE-TO-ACTIVE). .

7 IF(IMODE.EQ.IOLDOMD) GO TO 10

IF RADAR MODE CHANGE —— RESET SYSTEM TO SEARCH.
CALL SYSINT

UPDATE STATUS OF I0LOMD.

10 OLDMD=IMODE

SRR ARRE X SR EE RS LR LEREEEE S SRR BE SRE SRR K KK KB KK K
* STEP 3¢ OETERMINE WMHETHER SYSTEM IN STANDBY %
AR RERBERR R XA EE AR RXBEEBE R SR K EE SRS XA LA R KR L
IFCIPWR.GT«2) GO TO 15
CALL SYSINT
RETURN

SEREELELBE AR SE SRS R R ERB AR L SR KA ERB XX XS XL B XE SRS kRN

* STEP 4: DETERMINE WHETHER WARMUP PERIOD EXCEEDED #
ERBEREERE S SR XS LEEE B LS FE BB L AR R AR KB A BER R EE BB EE B S KSR

15 IF(KMSCLK«GTs KWMUP) GO TO 20

IF NOT EXCEEDED —— INITIALIZE ALL SYSTEM FLAGS AND RETURN.
CALL SYSINT
RETURN

1F EXCEEDED -—— CONTINUE SYSTEM OPERATING MODE OETERMINATION.

ORIGINAL PAGE IS
OF POOR QUALITY
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00002940
00002950
00002960
00002970
00002980
00002990
00003000
00003010
00003020
00003030
00003040
00003050
00003060
00003070
06003080
00003090
00003100
00003120
00003120
00003130
00003140
00003150
00003160
00003170
00003180
00003190
00003200
00003210
00003220
00003230
00003240
00003250
00003260
00003270
00003280
00003290
00003300
00003310
00003320
00003330
00003340
00003350
00003360
00003370
00003380
00003390
00003400
00003420
00003420
00003430
00003440
00003450
00003460
00003470
00003480
00003490
00003500
00003510
00003520
00003530
00003540
00003550
00003560
00003570
00003580

!




C SRS EREREERLA AR EEE L SHS SRS SRS IE SRS LRGBS ER EE S L A SR L EESERRR OB S 00003590
C & STEP S: DETERMINE IF THERE HAS BEEN AN ANTENNA STEERING MOOE ¢ 00003600
C = CHANGE L) 00003610
C SR AREEE L RBIEBE LSRR S LR S IR SR S RSN EBERE S RS L SR L S SPB SR BER K 00003620
20 IF(IASM.EQ.I0OLDSM) GO TO 25 00003630
) C IF CHANGE HAS OCCURRED ——~ RESET ALL FLAGS AND GO TO NEW MQODE. 00003640
CALL SYSINT 00003650
| 25 10LDSM=1ASM 00003660
c 00003670
C SRR SERRSEEREERERREEREEE R SR L XL A RS L RE R B KR S SR AR RS FSEE R G Y R K 00003680
C *= STEP S: DETERMINE WHETHER SYSTEM IS IN SEARCH AND Acouxsnmﬂ L 00003690
C = OR TRACK MODE. 00003700
C Ot"t#“t‘t.ttt‘tt‘t.“tt.“t“tt.t#‘.tttt"‘t“‘t‘t“.ttt‘t.‘ 00003710
IFC(MTF sEQel1sOR. MTP.EQ. 1) GO TO 30 00003720
’ C IF TRACK FLAG DOWN —= GO TO SEARCH MODE. 00003730
' CALL SEARCH 00003740
RETURN 00003750
C IF TRACK FLAG IS UP -— GO TO TRACK MODE. 00003#8

30 CALL TRACK 00003
) RETURN 00003780
FND 00003790
C 00003800
c 00003810
) C SRS ERER B RS AR ERE RSB S L L KRR R B RS SRR 2SR L LD S oSSk SRsSs e 00003820
C = THIS SUBROUTINE RESETS THE SYSTEM UNDER THE FOLLOWING CONDITIONS & 00003830
C % (1) BREAK-TRACK (TO SEARCH), (2) PASSIVE/ACTIVE MODE CMANGE (TQO = 00003840
l C % SEARCH), AND (3) SYSTEM IN STANDBY (TO I1OLE). * 00003850
C R RRRERE LR AREE REEEE B X AE R NE KRR RS R LR BSE SR RE R EE RS ES A S S B ESE k2 e 00003860
C 00003870
c , 00003880
SUBROUTINE SYSINT 00003890
COMMON /CNTL/IP\‘R.HQDE.UXP.!ASM. IDUMC(S) .DUMC(3) 00003900
\ COMMON ZO0UTPUT/MSWF sMTF.MSF ¢ SRNG s SRDOT s SPANG s SRANG + SPRTE »SRRTE., 00003910
2 SSRS sMADVF M RDVF s MARDVF ¢sMRRDVF 00003920
COMMON ZICNTL/IOLOPW, I QLDMD ¢ IOLOS MeISHOLDs KMSCLK o KWMUP o K SNCLK » 00003930
) 2 KSNMAX oKACCLK s MTP MZ 1 oMZ 0 4MSS sMTK INToMRNG MSAM o MPRF 400003940
3 MBKTRK ¢sMB TSUM, MBT(8) 00003950
c COMMON ZATDAT/DUMLI{(4) ¢ ALRATEBTRATE.DUMZ (2) ¢ AL + B ToPREF ¢RREF ggoggggg

(+]

C SRR RRREE LR RRRE R R EERRE SRR S SR A BB R BERE RA SRS R K 00003980
C = STEP 12 INITIALIZE'ALL INTERNAL FLAGS AND CONTROLS = 00003990
C SRR3R AR AR BRB RS EREBE R SRR ER SRR EREERE S EERRB R LS E S 00004000
10LDMD =IMODE 00004010
IOLDSM=IASM 00004020
ISHOLD =0 00004030
MTP=0 00004040
MZ1=0 00004050
M20=0 00004060
MSS=0 00004070
MTKINT =0 00004080
C 00004090
C SRR AREERXL LR AL SRERE L XX RS SRR KRR R Sk 0004100
C & STEP 2: INITIALIZE ALL INTERNAL CLOCKS = 0004110
C SRR EATARERPERRNRE R REE RS % AR AR RREBEEEF 00004120
KACCLK =0 00004130
KSNCLK =0 00004140
C 00004150
C SFEERRRXEBEUSE SXER LRSS ERBE AR SRR SRR KRS P 00004160
C = STEP 3: INITIALIZE ALL DISPLAY FLAGS = 00004170
: C ESPEEEEERRERBR XX AR RER XX A A S SRR R g K 00004180
. MSWF=0 00004190
: MSF=0 00004200
MTF=0 00004210
MADVF=0 00004220
MRDVF = 00004230
MRRDV"= =0 00004240
MARDVF =0 00004250
Cc 00004260
r C AR AEEEREEEE RS LR RE RREEEE AR KRR EREKKEE KX 00004270
' C % STEP a: INITIALIZE ALL DISPLAY METERS = 00004280
? C *EEEREREBEBNLE SIS ERRRESL R L R RE REKREB K K 00004290
P SRNG=0 «0 000 04 300
SROOT=0.0 00004 3%¢C
SPRTE=0_0 00004 320

-l e

Py
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SRRTE=0.0
SRSS=0.0

EEAARRER XL EE AR ANEREAEBRREE SRR LS ARG AR SRR 2 &
* STEP S: INITIALIZE GIMBAL POINTING LOOP #
SR REEREREE AR KR LS R EER AL R KR AR AR S AERREKE IR S

PlIx3,14159265/180»

ALRATE =00

BTRATE=0.0

IF(IPWRNE ¢ 1 . AND.KMSCLK.NE. 1) GO TO S

STEP S—1: IF SYSTEM POWER OFF THEN ALIGN BORESIGHT WITH ZENITM.
PREF=0 .0
RREF=0 .0
AL=0,0
8T=0.0
SPANG=0.0
SRANG=0.0
1 RDPW=IPWR

RETURN
S IF(IPWR.GT.2) GO TO 15

STEP 5-2: IF SYSTEM IN STANDBY THEN HOLD GIMBALS AT POSITION WHEN
STANDBY ENTERED AND ZERO DISPLAYS.
IF(IOLOPW.EQ.IPWR) GO TO 10
PREF=P [ [ S PANG
RREFz=P 1S RANG
10 SPANG=0.0

IOLDOPW =IPWR
RETURN

STEP 5~3: PREPARE GIMBAL LOOP FOR ENTRY INTO ANY OF SEARCH MODES.
1S PREF=P [1*SPANG

RREF=P 11 *SRANG

1 0LDPW =IPWR

RETURN

END

SESSEES LS SRS XL SE LR RL SRS SA LSS SRS SRS SRR SE RS CE RSB S2EB R E8ES
* THIS SUBROUT INE COMPUTES THE RESPONSE TO ALL DISPLAYS AND *
* CONTROLS WHEN THE RADAR IS IN ANY OF THE SEARCH MODES. ®
XSS RRARE RS SR AB SRR AR AL BEE LR SR SRS XA A XX SR SXFE R AL LRV BES AR R %

SUBROU TINE SEARCH
COMMON /CNTL/égg': (gc)”; IASMeI SRCHC ¢ ISRCHGeIAZS+IELS,ISLR+EDRNG,
. A
COMMON Z70UTPUT/MSHWF sMTF+MSF ¢ SRNGe SRDOT o SPANGsSRANGsSPRTE »
SRRTESSRSS.IDUM2(4)
COMMON /ICNTL/IOLDPW, IGLDOMD o I DSM e ISHOULD ¢« KMSCLK oKWMUP oKSNCLK »

OGN NN

IDUM1(10)
COMMON /SYSDAT/TS sOUMS(14)
COMMON /ATDAT/DUM2(10) «PREF sRREF4DUMA( 2]
DIMENS ION SLWRTE(2)
DATA SLWRTE/6.9814E-3, 3. 4907E~1/

SEEEEEAREE CE XL EX S S L SRS & SRR S5 4L %

* DETERMINE ANTENNA STEERING MODE. *

SO SESEREEE SR EE R LS R E S B SRS kb R 06 SR kN
GO TO (10+20+30:,40).IASM
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00004494
00004500
00004510
00004524
00004530
00004540
0000aSSC
00004560
00004570
00004580
00004590
00004 600
00004610
00004620
00004630
00004640
00004650
000 04 660
00004670
00004680

KSNMAX oKACCLKe MTP s MZ1 oMZ0 oMSS sMTK INT sMRNG sMSAMMPRF s 00004 850

00004860
00004870
00004880
000 04890
00004900
00004910
00004920
00004930
00004940
00004950




NOAODONOONDND

[e1aleYalals]

(21a)alsl annnn N 0no NN

ONNOONANOON

AoonAn O NOO 0N

00004960
00004970

EESPEEEEEE PEBEENLL AR AL SR L SR AR SREAEE R MBS EERRREREA S S S FORERE RS SE S S 435200004980

SR RE RES RS SR BE S

GPC~ACQ SEARCM AND ACQUISITION MODE . #xsSsgsssssss 00004990

SR AR RREEREXE LR SRR L RVL AL SRR RE EEXR LR XK ET RS LSRR S X EASR SRS EeBssEw 852000 06000

R ERERE EE SRR R R R RESRER R RE A bl SEE L LRSS REREELEE S SEERRRE
* STEP 1: DETERMINE WHETHMER SEQUENCING THRU POINT OR SCAN =
SRS SRS R RE SR EREE RS S S0 S RE S L SER SRS E SR SR XL LB E S SR GRS S S
10 IF(MSF.,EQ.1) GO TO 1a&

IF(MZ1 .EQ. loAND.‘SﬂCHGOEQ.l ) GO TO 14

R R ERRERE RERE EXAE RS RERSE L SR B EE LER KRR RE LS £8

% STEP 2: PERFORM GIMBAL POINTING SEQUENCE =*
XL ERRBRER R REEE XL RERERE S RN B & RS S LR B Ak R B BE

STEP 2-1: UPDATE ROLL/PITCH REFERENCES
IF(ISHOLDeEQeleANDe ISRCMGeEQe1) GO TO 12
RREF=EDRA

PREF=EDPA
12 ISHOLD=ISRCHG

STEP 2-2: UPDATE POSITION OF GIMBALS.
CALL POINT

STEP 2~3: DETERMINE WHETHER BORESIGHT IN ZONE I AND/OR ZONE O AND
TAKE APPROPRIATE ACTION.
CALL ZONECK
IF NOT IN 2ONE O, THEN DETECTION IS NOT ALLOWED.
IFIMZ0.EQ.0) RETURN

S BSAERERE RE B L R EEEREEE R S S8 LSRR R SL EE SR SRS SRSk EBER
& STEP 3! CHECK FOR TARGET DETECTION —— IF IN Z0NE Q *
SRS R RE R SRR E RS E L L ERE LB E QR B LR RS SE S X E LR REEREE S SR

CALL DETECT
RETURN

SR BB RRA RS REEE AL SRR Rk &k Sk kb K%
* STEP A4 PERFORM SCAN SEQUENCE s
SR RS ERRRE L SR RRERAE SR E LSS S S & &8 S8
14 CALL SCAN

RETURN

00005010
00005020
00005030
00005040
00005080
00005060
00005070
00005080
00005090
00005100
00005110
00005120
00005130
00005140
00005180
00008160
00008170
00005180
00005190
00005200
00005210
00005220
00005230
00007240
00005230
00005260
00005270
00005280
00005290
00005300
00005310
00005320
00005330
00005340
00005350
00005360
00008370
00005380
00005390
00005400
00005410

SESEEEEEEE CERLELERR RS EE SR E SRS 0L SR EBE R KL RS SRR R R SSRE RSS2SR 2 2200005420
seensassae ettt GPC~DES SEARCGH AND ACQUISITION MODE $$s3452428582¢345200005430
SEERRRRERE AR RASEEXRRSREEEE PRI BREAAE RS B AR ERER RS SERRER R AR S XXX 22000 05440

SR REREEEEE AR RE RSB E LS LR EER R KA S % DRk S RE R kR kS 5B

* STEP1 : PERFORM GIMBAL POINTING SEQUENCE *
SEBREELEEE SRR R EERRER S SRR R SR RS B AR S SR

STEP 1—-13 UPDATE ROLL/PITCHM REFERENCE ANGLES.,
20 PREF=EDPA
RREF=EDRA

STEP 1-2: UPDATE POSITION OF GIMBALS.
CALL POINT

STEP X~3: ODETERMINE WHETHER BORESIGHT IN ZONE 1 AND/OR ZONE O ANO
TAKE APPROPRIATE ACTIN.
CALL ZONECK
IF BORESIGHT NOT IN ZONE O, THEN TARGET DETECTION NOT ALLOWED.
IF(MZO0.EQ«0) P TURN

SRR R EEEEE LR SR SE KA LS S L CR S AR B AR SEF R B LR AR S B S ER LR E R SRS ES
& STEP 27 CHECK FOR TARGET DETECTION ~—— IF [N ZONE Qe
CE SR LSRR E P LEEL LSS ISELEE S 2L 08 SEEE LR S LSS LSRR EEE S SR SRS

CALL DETECT *
RETURN
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00005480
00005460
00005470
00005480
00005490
00005300
00005510
00005520
00005530
00005540
00005550
00005560
00005570
00005580
00005590
00005600
00005610
00005620
00005630
00003640
00008650
00008660
00008670
00005680
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0nnoOnnNnm DO0ONHONHNNN

Nnooon NONNOO N0 AN

[elaYalaYelalaTaYeYs1als)

NOOOD ONDNO HO

00005690
00006700

FEAEREREAE RB XX REE ESR AR IS AP S EE RV SR S AL LR A EE S SR ASER LR KA FS VS 222400008710
38582 SRRE R S80% AUTO SEARCH AND ACQUISITION MODE sestsssssesssss200005720
R B A LRBREELLE AR R LSS S S SRS FC AP BEBE RS S E SRR BV S SR ERLES LS SEE SR 02 8000008 730

00003740

00008750

L2 LR RS AR LS SRR LR LR SR A BE SR PR LS AL VAR L LR XS AB SR S & 00005760
&« STEP 12 OETERMINE WHETHER SEQUENCING THRU POINT OR SCAN & 00008770
AL RS L SR RE S SR SR RS CL L CER AR SR SR ERE LR E X UL R VE S EE S SRR E G 00003180
30 IF(ISRCHC.EG. 1) GO TO 00005790
00005800

SE L REELE LR LR SR E R BEER E AL O SRS AR B S SR 0 0% 00005810
& STEP 2: PERFORM GIMBAL POINTING SEQUENCE @ 00005820
S SERRA R SRR SRS ERREL RN L I R SRR SRR S h k8% Rk 00005830
00005840

STEP 2-1: UPDATE ROLL/PITCH REFERENCE ANGLES. 00005850
PREF=PREF+FLOAT(IELS)*SLYRTE( ISLR+1)sTS 00005860
RREF=zRREF+FLOAT(IAZS)*SLWRTE(ISLR+1)sTS ggggg::g
STEP 2-2°: UPDATE POSITION OF GIMBALS. 00005890
CALL POINT 00005900
00005910

STEP 2-3: DETERMINE SLEW RATE AND TAKE APPROPRIATE ACTION. 00005920
IF SLEW RATE IS GREATER THAN 0e4A DEG/SECe THEN TARGEY DET-00005930
IF(ISLR«GT+0) RETURN 00005940
00005950

LR SR ELLBE L REXR AEE XL R AR LR TR L BN KX X X ER AR ER AR RRRRL R RS EE S RSB S 00005960
¢ STEP 3! CHECK FOR TARGET DETECTION —-— [F SLEW RATE <0.4 DEG » 00003970
. PER SECONDe. * 00005980
SESBASRS LS LR LSS LR S E LR RRE PR EBR KRR BR S S SR REREEEE NS S S SSE S S SR BER S 00005990
CALL DETECT 00006000
RETURN 00006010
00006020

SR SR EREEER R SE XL R S FRE KE S Sh B ok L% N0006030
* STEP 4: PERFORM SCAN SEQUENCE = 00006040
SRR SRR SEBE SEEEE R KR A% & R § 6k $% 00006050
32 CALL SCAN 00006060
RETURN 00006070
00006080

00006090

SRR AL REER KX SR AL SR X SRR AR SR RR S RA SE SR ECAS BE SR LR R B S S SSLE L S0 RSB S 200006100
S8R EESE SRS EEE MANUAL SEARCH AND ACQUISITION MODE $&sx%s2s03¢322200006110
SRR REERER SRR R EEE S SR E SE SR E SR A RS SRR KR LS RSP DR RR BB EL S SRR LR SL S 2SS 2R 2000061220

006130
00006140
SESERRREEE SR XS SRR S L E LSS R SR EER S & 00006150
¢ STEP 1: UPDATE ANTENNA POSITION = 00006 160
SEPEEEEERE SER XN SRS Kk L KX KX S SRR BE xR kR 00006170
00006180
STEP 1-1: UPDATE ROLL/ZPITCH REFERENCE ANGLES. 00006 190
40 PREF=PREF+RLOAT(IELS)*SLWRTE(ISLR+1)sTS 00006200
RREF=RREF+FLOAT(IAZS)*SLYRTE(ISLR+1)*TS Oggggg

0o
STEP 1-2: UPDATE POSITION OF GIMBALS. 00006230
CALL POINT 00006240
00006250
STEP 1-3: ODETERMINE SLEW RATE AND TAKE APPROPRIATE ACTION. 00006260

IF SLEW RATE IS GREATER THAN 0«4 DEG/SECe THEN TARGET DET-00006270

ECTION IS NOT ALLOWED. 00006280
IF(ISLR.GT «0) RETURN ggg&eg;
SEEL LSS PELS SRS L VSRS E SR L B SRV EER I XL LS LR EE R EC R A S EEE S 2L S ESEE S 00006310
& STEP 2 C&Cge!émofﬂiﬁﬁ‘f DETECTION —— [F SLEW RATE <04 DEG : gggg:gg
. PER
‘.”.“‘tt“.O‘.tt‘.;..‘ttﬂ“.ttt‘t.t‘t““‘t.t.‘tt.‘“tt““‘. 00006 340
e eTeCT S08 5 X
R
END 00006370
Ry
\Ar‘ 1) N
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00006380
06390

000
SR SERREERR R LA AR AR ERESE R ES A SRR AR KL R RERAEERR RS SRR SRR SR ER R &2 22000 06400
®* THIS SUBROUTINE PERFORMS THE TARGET ODETECTION FUNCTION FOR ACTIVE 200006410

* AND PASSIVE MODES AND ALL ANTENNA STEERING MODES.

*00006420

EEREREEER LR RERE AR ELERCNE RN B AR SXC LR B XS SR EGRB SRS AR SEBRER RSk es2s 202 000 06430

SUBROUTINE DETECT

COMMON /CNTL/IPWR ¢IMODE.ITXP 4] ASM ¢ IDUMC(S) sEDRNGsDUMC( 2)
COMMON /1CNTL/IDUM2(9) M TPy IDUM3(17)

COMMON /SYSDAT/DUM2(12)+TGTSIGGPS,GAS

COMMON /TGTIJAT/NT +DUM3 (500) +RO(3) s ROU( 3) s CGRNGE »CGVEL
COMMON /DETDAT/S IGMA 4 CGANG

SRR EREE R R ER R LA EVER L ER R O8 X G R BE XSS EE SR &
* STEP 1! COMPUTE TARGET PARAMETERS WRT RADAR #
SR SRR RERB RS RS 1B RER B X SR REE SR T ES X RS R AR LS BE R ER

STEP I-1% TRAMSFORM TARGET CeGe POSITION AND VELOCITY TO LOS FRAME.
CALL TRNSFM
CALL PVTRAN

STEP 1-2: OMPUTE TARGET CeGe ANGLE OFF—-BORESIGHT (NON-SCANNING).
CGANG=ACOS (ROU(3))

STEP 1-3: DETERMINE TARGET CROSS-SECTION.
SIGMA=TGTSIG

SRR REE R SRS RS SR XL B ERRE DR L SR SR KRR SR RS RS LR KESE R R
& STEP 2: PRELIMINARY DETECTION MODE DETERMINATION »
SERE LR R L KR SR AR SR L SR ERIE R AR L EE CR B LB B SR R E LR ER RS TR ES

STEP 2-1: DETERMINE UPETHER ACT IVE OR PASS IVE.
IF(IMODE.EQ.1) GO TO

STEP 2-2: GPC MODES OR AUTO/MANUAL MODES?
IF(IASM.GE+3) GO TO 10
GO TO 1S

SRR R RS L EE SR PRESE R EELEL R RS 2B SR SRR R AES

* STEP 3 ACTIVE MODE OETECTION PROCESS *
FESREEREEEBEBE LS IR A X SR SE S SR AKX KER SR E R RS

S5 CALL SINGLE
RETURN

AEAEEBEEBR SR RASRAE RIS EEERE SR SRR KRS AR S S AR B AR SR BREE L & &S
* STEP 4: PASSIVE AUTO/MANUAL MODE DETECTION PROCESS *
S S LB R RE SRR XS ETL SR AR L SR EE R $6 BB ES SS SR KSR ES R S48

STEP 4-~1: Om?ggK SHORT RANGE FIRST —— CALL SINGLE-HIT DETECTION
Le
10 CALL SINGLE
STEP 4-2: CHECK FOR SUCCESS IN SINGLE~HIT DETECTION —— IF NOT SUC

CESSFUL, THEN TRY LONG RANGE SEARCM.
IF(MTP.EQsO) CALL CFAR
RETURN

L EEEVESISFE AL SRR RS SRS AR E CR S B S RB SE B LR EE SR AE R
s STEP 5: PASSIVE GPC MODES DETECTION PROCESS
SESSEESEL L RS REBEESEL S SR L EEB AR BE X IR LSRR BA R TS

STEP 5—-1: COHECK DESIGNATED RANGE,
1S IF(EDRNG.GT.2552.) GO TO 20
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g C 00007040
C STEP 5~2: IF DESIGNATED RANGE < 0442 NM —=— USE SINGLE-MIT 00007080

' C OETECTION MOD®.. 00007060
CALL S INGLE 00007070

! RETURN 00007080

, { ¢ 00007090
¢ C STEP 5=3: IF DESIGNATED RANGE > 0,42 NM ——= USE CFAR DETECTION MODEL.00007100

, 20 CALL CFAR 00007120
RETURN 00007120

! i END 00007130
| c 00007140

1 C 00007180

: C S SRS PSS SRS S S BE LSS SRS N S8 SV S SRR S SR B8 & SDE 00007160

C % ™IS SUBROUTINE CONTAINS SINGLE-HIT DETECTION MOOEL = 00007170

C S RREEEEEE SRR EREGE LS ESREL R TR R ES SR LR S8 S KR S LSS R S SR 00007180

C 00007190

R ; C 00007200
i SUBROUTINE SINGLE 00007210
DIMENS ION P(41) 00007220

) COMMON /CNTL/IPWRSIMODE,I TXP «IASM . IDUM(S) s DUMC(3) 00007230
COMMON ,’WYPUT/“SUFoNTFoMSFoOW(")c!DUMl(" 00007240

COMMON ZICNTL/IDUM2(8) ¢XKACCLK sMTP o IDUM3(S ) osMSAM, IOUMA (11 ) 00007250

COMMON /TGTOAT/NT,OUML (S00) sRO(3 ) +ROUC 3) o CGRNGE ¢ CGVEL 0007260

) COMMON /DETDAT/SIGMA+CGANG 00007270
DATA NSRCH/10S/ 00007280

DATA P/6200000001¢000302%e0080¢008006012¢00250¢0830005330076+.107,00007290

2 e187001930e20400312003632e484,2:5140059000684007060076590815+.861,00007300

c 3 e882909189 09379 :95500966209769:9801:9892:9913:9972.996/ gggs;g;g

C SR SRR LS SRS SRS BESL SR SBERUR R EE S B EE VA S B R RS SRS R ESH B S 00007330

C & STEP 1: COMPUTE NOMINAL SNR AT VIDEO FILTER OUTPUT » 00007 340

C TR REEE RS EE S EERE R R EEREEE SR Sk ERERE BN R SR SR SRS ERER RS oooo;go

C . 0000 0

) C STEP 1-1: SET SAMPLE RATE TD OB TAIN CORRECT NOISE 8W EIN SNRV COMP. 00007370
MSAM=1 00007380

' IF (IMODE.EQel) MSAM=2 00007390
' C 00007400

C STEP 1-2: CQOMPUTE NOMINAL SNRVe 000074810

SNRx=SNRV (S IGMA , CGRNGE ) 00007420

Cc 00007430

C SRR NERE SR L EURE R E SR AL X Lk ERS LSRR B RS BB LEEE SR ER 00007440

f C & STEP 2: IF NOT SCANNING ADD BEAMSHAPE LOSS TO SNRV @ 00007450
C SRS ERB L FERE AEER XSRS BES SR X EE SE S AP ESENSEEE RS SRR SRR 00007460

‘ (o 00007470
C STEP 2-1: CHECK SCAN ﬁ.AG . 00007480

1IF(MSF «EQ.1) GO TO 00007490

’ C 00007500
C STEP 2~-2: COMPUTE BEAMSHAPE LOSS ——— BASED UPON CeGe POSITION 00007510

c OFF BORESIGHT. 00007820
BETA2=SPAT(CGANG )*%2 00007830

C 00007540

C STEP 2-3: ADD BEAMSHAPE LOSS TO NOMINALV, l.Ee¢ COMPUTE ACTUAL SNR 00007550

C Ve 00007560

SNR=SNR&BE TA2 00007570

C 00007580

C SR EEEELE RSB EE SRS LS ORBEE SR SIS PSSR E S SEPE RS EES S S SR ES e E S e hbE $ 00007590

C & STEP 3: DETERMINE PROBABILITY OF DETECTYIONe. PDy, BASED UPON SNR @ 00007600

C SEEBRRSERESREL BB EESB SRS S S S 48 S S S LE LR S SR AL ES S BBAE S S S 4B EAS S 00007610

C 00007620

C STEP 3-1: DETERMINE INDEX TO ACCESS APPROPRIATE PD VERSUS SNR 00007630

C CQUMRVE. 00007640

1 IF(IMODE.EQ.2) GO TO S 00007680

NCRV=1 000076560
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GO T0 1S

S IF{IASM.LT.3) GO TO 10
NCRVs3
GO TO 1S

10 NCRvVsS

ADJUST INDEX FOR SCANNING.
15 NCRVaNCRV+MSF

STEP 3-2: CONVERT SNRV TO
IF(SNR.LTe 1E~08) GO T
SNR=10 %ALOGI10( SNR)

GO TO 2%

20 SNR==-100.

STEP 3-3: SNR OQUTSIDE (~30 DB8s O DB) .NTERVAL? —— If SO, SET
OUTCOME APPROPRI]IATELY AND SKIP REMAINING STEPS.

IF SNR < -25 DB THEN SET PDO=0.0 (DECLARE A MISS).
285 IF(SNR.T.-25.) GO TO X

IF SNR > -5 DB THEN SEY PO=1,0 (DECLARE A HIT).
IF(SNR «GTe-5.0) GO TO 38

STEP 3-,: COMPUTE INDEX FOR LOOKUP TABLE AND FACTORS FOR L INEAR
INTERPOLATION.
SCALE= (SNR+25,)%2.+1.,000001
ISNR= INT (SCALE)
REMAINsSCALE—FLZAT(ISNR)

08.
o 20

STEP 3-5: DETERMINE PD USING TASLE AND LINEAR (IN DB) INTERPOLATION. s

PROP-P (ISNRI+REMALIN®(P (ISNR+1 )P (ISNR))

S SRS R S SR XRAS R S SR SR E PR S SR SR SEEL LS ST RE BN S EN S

® STEN 4% DETERMINE OUTCOME OF DETECTION ATTEMPY =
AT PRI T LR P P P R T A Pt T T L

X=RNDU(NSRCH)
IF(X.LE.PROB) GO 'O 35

eSS AR R SER SRS RS S BRE SRR 0 SRS S S L SRS S BB EE LR SRS E e RS SE SRS

* STEP 5: SET CONTROLS BASED UPON OUTCOME OF DETECTION ATTEMPTY »
[T Y TR IR YRS YRS 2 £ R 2 S B3PS 2223211 2221122232 22371 221323

STEP S—1: IF NO DETECTION —— SET TARGET PRESENT FLAG LOW.
30 MTP=0
RETURN

STEP 5-2: IF DETECTION SUCZESSFUL ——— SET TARGET PRESENT FLAG
HIGH AND INITIAL IZE ACQUISITION CLOCK.
35 MTP=]
KACCLK =0
RETURN
END

272

00007670

00007760
00007770
00007780
00007790
00007800
00007810
00007820
00007830
00007840
00007880
00007860
000067870
00007880
00007890

00008100
00008110
00008120
00008130
00008140
00008150
00008160
00008170
00008180
00008190
00008200
00008210

E




-

ooOnnnnNn

NOOONG NNOONN

an nn

0onNn NN 0N DONN

00008220
00008230
nn-tuo.na.u‘uc‘onoaon-u‘oo”ctnunuton‘.o- 00008240
* THIS SUBROUTINE CONTAINS THE CEAR OETECTION MODEL 00008280
n»nn‘"»nnnt.nan‘ounn-cn‘uu“uconcou 00008260
003:!‘?0
SUBROUTINE CFAR 00008290
COMMON ZCNTL/IPWRIMODE, I TXP, lASH-!DUNC(Sh!DRNG.MC(Z} 00008300
COMMON Z7QUTPUT/MSWFE JMTEMSF,ODUMEI(7).I0UME (& 00008310
COMMON /ICNTL/IDUM2(8 ) JKACCLKMTP, IOUM3(4) .mc.nsm oMPRE 00008 320
COMMON ITG'IDAT/NT.DU!!J(SOO) sRO(3) oROUC 3) o CGRNGE o CGVEL. 000 08 I3\
COMMON /DETDAT/SIGMACGAN 000083a¢C

DEIMENS ION RI(6) -P'(bh'?(é) oFU(3) s TPRI(3)TS(2)PlaL) 00008
DATA NRINSRCH/6037/7:CoALMDA/983:5:,0.070848/7R1/72882,¢877240 00008360

2 11504,.4230890¢43747¢ 857722,/ PW/06312204e185:86301606,:33.2 o“o‘/o 00008
3 NP/102e8:8016:32/7:FW/7a7218:303090:0:2989/eT7870122,2.,078/, 00008380
& TPRIZ143:85:334,7,3731.4/ 00008390
DATA P/6350:0¢0001¢e003e290084¢000845012¢¢018¢00430:083,,0784¢107,00008400
2 0187001930204, 0312003630e4808,3:.814,305003¢64800:07060:765,.818,00061 0“0“‘10
3 8820091809379 0955009000976 00980009890:.991::997,.996/ 008420
PI=3.14159268 gggzgg
SRS SE S PESERES LRSS SRS SR LR O SR ERE L UC LS CR RS SR RE S S OEIC RS RS BORRR S 00008480
s STEP 12 SET INTERNAL CONTROLS BASED UPON SYSTEM OPERATING MDDE @& 00008460
(T PR LT R I Ay e e ey P P T MY T e T T Y T 60008470
00008480
STEP 1-=1: GPC MODES OR AUTO/MANUAL MODES? 00008490
IF(IASM.GE.3) GO TO 18 000086800
000080%10
STEP 1-2: SET INTERNAL CONTROLS FOR APPROPRIATE MODE. 8883:33
CONTROL SETTINGS FOR GPC MODES. 00008840
00008380
DETERMINE RANGE INTERVAL. 00008860
DO S [ =1l .NRI 00008570
MRNG= 1 00008380
!F(Rl(l).GT.EDRNG) GO YO 10 00008590
S CONTIN 00008600
00008610
SET SAMPLE RATE 00008620
10 MSAM=2 00008630
00008640
DETERM!NE PRF 00008650
MPRFE= 00008660
tr(nnuc.ce.mton MPRF =2 00008670
20 00008680
00008690
CONTROL. SETTINGS FOR AUTO/MANUAL MODES. 00008 700
000087190
SET RANGE INTERVAL. 00008 720
1S MRNG=§ 00008 730
00008740
SET SAMPLE RATE. 00008780
MSAM=2 00008760
asaceres

SET PRE, 000

MPRF=1 00008 790
00008800
SE SRS S SO YEESESSSESES NS ES S ES SSEE S SE SN ES RES S RO ES 00008810
¢ STEP 2: COMPUTE NOMINAL SNR AT VIDEDO FILTER OUTPUT & 00008820
S S SCESS S SESS 2SS S 0SS S S SH S0 SEL S S SR SRS S SO S S SR 00008830
20 SNR=SNRV(S IGMA,CGRNGE) 00008440
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SR NSASEEES SRSSSREERAEEE SRS SR ANOREE LSS SR REEEBEERES
® STEP 32 1Ff NOT SCANNING ADD SEAMSHAPE LOSS TO SNRV @
LIRS s TR Ty DY PN Y L P T PR P L P DL LT L L

STEP 3=1: CHECK SCAN FLAG.
IF{MSF EQ.1) GO TO 23

STEP 3-2: COMPUTE BEAMSHAPE LOSS —=- BASED UPON C.Ges POSITION OFF
BORESIGHT.
BETA2=SPAT (CGANG) 882
STEP 3-3¢ go SEAMSHAPE LOSS TO NOMINAL SNARV. [.E. COMPUTE ACTUAL
. mRISNRtBETAZ

Ldd et othdittttidddotdotontdddiortded L II T I I I I T ST LTI T T 21 1111 ]
‘ STEP 4% COMPUTE NET PROCESSOR GAIN AND COMSINE WITH SNRV TO FORM ‘

SNRD «
“.“.““ SERERAIEEL SRS SBEOSSOS S0 “.".“.‘..‘.“‘.‘.‘.“‘-“.“.“

STEP A~12 CQOMPUTE RANGE GATE LOSS (RGL) —~ OIFFERS FOR GPC AND
AUTO/MANUAL MODE S.

COMPUTE EQUIVALENT RANGE OF XMIT PULSEWEIOTM.
25 CTO2=CePWI(MRNG)/2.

DETERMINE OPERATING MOOE
IF(IASM.GE .3) GO TO 30

COMPUTE RGL FOR GPC MODES.,
DEL=ABS(EDRNG—CGRNGE)/CTD2
IF(DEL «GE+1:8) RGL=060
IF(DEL oGEe0eSeANDDEL: LTe1685) RGLELO6666666%(1.5~-DE, )es2
ég(DEL sg?. 0e5) RGLT 6666666

COMPUTE RGL FOR AUTO/MANUAL MODES
30 DEL=ABS(CGRNGE)/CTD2
DELI=DEL-INT(DEL)
IF(OEL L Ee10) RGL=DEL OFL
IFE(OEL «GTe 160 ANDDEL o LT e 8e ScANDDEL 14LT 4065}
2 RGL=(1,0-DEL1)s82
IF(DEL ¢GTe 106006 AND ¢DEL e LT @0 SeANDeDEL 1 e GE +065)
2 RGL=DEL1®DEL]

STEP 4-2: COMPUTE NET PRESUM GAIN -~— SAME FOR ALL PASSIVE ANTENNA
STEERING MODES.

COMPUTE DOPPLER FREQUENCY ASSOC IATED WITH TARGEY RADIAL VELOCITY
35 FODP=-2.9CGVEL/ALMDAS] 0E-06

COMPUTE ARGUMENT ASSOCIATED WITH TARGET VELOCITY
ARG=P ] sFOOP*TS(MSAM )

COMPUTE NET PRESUM GG IN
PSGaSUMCARG:NP(MRNG) )

STEP 4-3: COMPUTE NET DOQPPLER FILICR GAIN —= SAME FOR ALL PASSIVE
ANTENNA STEERING MOLES.

COMPUTE NUMBER OF DOPPLER FILTER NEAREST TARGET.
MEIL=MOD(INT(CGVEL/PW( MPRF) +320.5),32)

COMPUTE ARGUMENT ASSOCIATED WITH VARGET DOPPLER
ARGP I S (FLOAT(MF IL) /32 «+FDOPST iR (MPRF ) )

COMPUTE NET DOPPLER FILTER GAIN
OFGaSUM(ARG.16)

STYTEP 443 COMPUTE NET PROCESSOR GAINMN.
NPG=RGLSPSGLDFG
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STEP 4-83: COMPUTE SNR AT DOPPLER FILTER OUTPUT
SNRESNRENPG

SRS ESARAL MRS RENES R SAELRL MO SRS SRRBCLEBAS AL RRRRGL LR BE SR
* STEP S: OETERMINE PROBASILITY OF DETECTION BASED UPON SNR
SEPRRELR TR SRS SR SP PSS RSAS R SN0 40 S SRS ARSI SNBSS SVEREREEER

STEP S-1:¢ MTERH!NE IMEX TO ACCESS APPROPRIATE CURVE
IFCTASM.GE.3) GO TO 40
NCRvV=1
GO TO a8 '

40 NCRvVs3

AD MIST INDEX FOR SCANNING
48 NCRVSNCRVeMSF

STEP 8-2: CDNVERT SNR TO DB.
IF(SNR.A.E. 1.0E=-08) GO TO S0
SNR=]10+2ALOGLID( SNR)

GO YO 85

SO0 SNR=-100.

STEP S5=32 SNR OUTSIOE (0 08, +20 DB) INTERVAL? ~—= IF 30, SET
QUTCOME APPROPRIATELY AND SKIP RLAAINING STEPS.,

tF SNRD < 0, OB —= DECLARE A MISS,.
SS IF(SNRJ.LE.O.) GO TO 60 -
IF SNRD >

20. DB —— DECLARE A MIT.
IF(SNR.GT.20.) GO TO 65

STEP S-4: CIJOMPUTE !#?S'X‘ FOR LOOKUP TABLE AND FACTORS FOR L INEAR
SCALE=(SNR40,)%22.,41.,0000001

ISNR= INT(SCALE)
REMA IN=SCALE-FLOAT(ISNR)

STEP S-5: OETERMINE PD USING TABLE AND LINEAR (IN D8) INTERPOLATION.

PROB=P (ISNRI+REMAINS(P (ISNR+1)~P(ISNR) )

2608848000832 24420ABEEASESS 0008 S48 S80S EBESRBE AR
* STEP 6: OETERMINE OUTCOME OF DETECTION ATTEMPT &
(L YT TR T DY T 2 T gt R I O PR Pt e D o DT L

X=RNOU (NSRCHM)
IF(X.LE.PROR) GO TO &5

(A2 XTIl T R T it a2l tTlT R 11 RITI IR I 213 21313 113 11712 131rt}

% STEP 7: SET CONTROLS BASED UPON QUTCOME OF DETECTION ATTEMPT
L T LTI P L S AL PP P R e DI L P Pl e P P T TP S YL P Y 1T 1)

STE 7-1: IF NO OETECTION —= SET TARGET PRESENT FLAG .LOVo
60 MTP=O
RETURN

STEP 7-2: IF DETECTION SUCCESSFUL ——— SET TARGET PRESENT FLAG
HIGH AND INITIALIZE ACQUISITION QLOCK.
65 MTP=}
KACCLK =0
RE TURN
END
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C

Cc

C SEEESRIRERARRBABEE AR ERE SRR BB S48 SEEAESE AL SRR RBSAEE RS SE L S SRS RN RS &

C %= THIS FUNCTION COMPUTES THE EXPRESSION (SINC(NX)®82/(N SIN(X)*%2)) =

g SEPS SRS BE AR SRR L L SN ESEES L PR R LD SRL RS ES SE FL SR XL R ES SEELEE RS L ESSE S S

C
FUNCTION SUM(XsN)

Y=SIN (X) %2
IF(YeGTe1.0E—-08) GO TO 10
SUM=N
RE TURN

10 SUMESIN(NEX)*%2/ (NsY)
RETURN
END

¢

C SRS REREES SRS EE LS F SR EE R SE RS RS LSS XL R E S RE SRS LR LB SS SR

C % THIS FUNCTION COMPUTES THE ®™NOMINAL®™ SNR AT THE VIDED OQUTPUT ‘

C % ~—= IT ASSUMES NO BEAMSHAPE OR SCAN LDSS.

C SRR e RS R RAE R EEERE BB &8 Kbk #“‘.“.‘.t“‘t“““.“““““‘

g
FUNCTION SNRV(SIGMA RANGE )

COMMON /CNTL/IPWRLIMODE, I TXPIDUMC(6)DUMC(3)

COMMON ZICNTYL/ZIOUM(12) +MES.MTKINT o MRNG sMSAMMPRF o 10UM2(10)
COMMON /SYSDAT/DUM(12) sTGTSIGsGPS +GAS

DIMENS ION PT(3) ,8N(2)

c DATA PT/4T 0323007 e/9 BN/69e¢5¢57e2/

C EESERERBEE SRR KA SERE R TR AR E PR Sk EEE SRR ERE R R b

C % DETERMINE WHETHER ACTIVE OR PASSIVE MODE #*

C SEBEREEEEE RE LB LS R XL E PEEE SEh EE kRS R Y ERE 2R
IF(IMODE.EQ,1) GO TO 10

C

C BREER R LAREEE SR SR KRR ERE B EB LS X KK S E% Eh B EEE 0

C * PASSIVE MODE VIDEO SNR CALCULATION *

C SERE EEEE XL SAEE SR EREEBRAEE B AR 2 SR E BK% &
SNRVEGPS+PT(ITXP ) +10.£ALOGI 0CSIGMA }—BN (MSAM) —4 0. AL OG 1 O ( RANGE )
SNRV=10.%% (0. 15SNRV)

c RETURN

C SRS LR E AN KB EREREERER RE & SR B EE EE % kR &

C % ACTIVE MODE VIDEO SNR CALCULATION %

c SESEREELEE L RE SRR X B EEE SRk 5% R pr EEkE

10 SNRV=GAS-20,*AL0OG10(RANGE)
SNRV=10.%% (D¢ [SSNRV )
RETURN
END

3

C SESE RS RRER SRR AS SRR R AR SR E SR R SR ER B EERE SEBEEERS LS EREE R R S REE

C * THIS SUBROUTINE UPDATES THE POSITION OF THE ANTENNA GIMBALS *

C AEBREREEEEE REEABRES S EERERE R IS S8 SEXE DL S S LS SEEE S SRS EREEE SRR E XSS

[

< BROUTINE POINT
SU
COMMON /70UTPUT/Z IDUM1(3 )sDUMA (2 )+ SPANG: SRANGeDUMS(3), IDUM2(4)
COMMON /SYSDAT/TSsDUM( 3) +CG +SG+DUM2(9)

COMMON ZATDAT/DUM1(4) ¢ SALRTEsSBTRTEsDUM3(2) 3 AL s BTePREF +RREF o
2 AREFBREF
DATA AK/Z.O/.TAU/I.QIQ/.P(/3.141592653ﬁ

S SEBEEEEERE EEEERBEE LR RSB REE KB X & SEEER

C % STEP 1: PRELIMINARY COMPUTATIONS #*

C SESERERRER S ER EBKBE SR BEEP E EL R L RGN E

CR=COS (—RREF)
SR=S IN (-RREF)
CP=C0S (—PREF)
SP=SIN(-PREF)
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C
Cc

SO CRSRRER RGN RS SR LS BEETR O S VL CRA LR RV RE VS AL AV EER B E L SER R VG S 9 S
¢ STEP 22 COMPUTE ANTENNA REFERENCE ROLL/PITCH ANGLES IN TME .
] RADAR FRAME,
“‘...““““““““‘.““‘“....“‘.“".“.‘.‘.‘.“..“‘.'
XX=2CGeSP-SGP*SReCP
YYaSG* SP+LGESRRCP
Z2ZaCR=CP
IF(YYeEQeOe0eAND 22 .EQe0+0) GO TO 1
AREF=ATAN2(YY22)
GO YO 2
1 IF(XXeGTe0.0) AREFx-Pl /2,
IF(XX«LTa0s0) AREF=P1/2,
2 BREF=ASIN(XX)

LR XX EEX R ARBREEBE R R SR SRS MRS ER ARG EES R ER AR XL BBV R S ABE R #.
* STEP 3: UPDATE OUTER (ALPMA) GIMBAL RATE AND POSITION »
SR8 L SRR EEXRRR SV AR EBEPLEC L LR V2R RRR AR B YR SV SRRV C R SRR RN R RS
COMPUTE ALPHA LOOP POSITION ERROR.
ERRA=AREF-AL
UPDATE SMOOTHED ALPHA GIMBAL RATE ESTIMATE.
SALRTE=SALRTE+TSeAKSERRA
UPDATE ALPMA GIMBAL RATE,
ALRATE =AK®# TAUSERRA+SAL RTE
CHECK FOR ALPHA GIMBAL RATE LIMITING.
IFC(ABS (ALRATE) s GT o564 ) ALRATE=S56,¢ALRATE /ABS (ALRATE)
UPDATE ALPHA GIMBAL POSITION.
AL=AL+TS®ALRATE

CECRERRSEE ER L CR R RSB S SEE ERECE EERRRBERR RA RS EREBERE B BBR S
¢ STEP 41 UPDATE INNER (BETA) GIMBAL RATE AND POSITION »
CSLERLRRBR R SRR EBL SR RER SRR BB EE LSRR LRSS R SRR RERBRE AR SR ES

COMPUTE BETA LOOP POSITION ERROR.
“RRB=BREF-BT
UPDATE SMOOTHED BETA GIMBAL RATE ESTIMATE.
SBTRTE2SBTRTE+TS®AK+ERRB
UPDATE BETA GIMBAL RATE.
BTRATE =AK® TAURERRB+SBTRTE
CHECK FOR BETA GIMBAL RATE LIMITING.
IF(ABS(BTRATE) GTueS56e) BYRATCxS506.,*BTRATE/ABS(BTRATE)
UPDATE BETA GIMBAL POSITION.
B8T=AT+TSBTRATE

SRSV RS SRV E SRV SR B IS S SR SR SRS SRS SR &P $2

* STEP 5 : ANTENNA IN UBSCURAT ION REGION? =

CEFEEREEEE SRR BEXR B S SRR RS MM &R RER SRR E R E RN &R
CALL SCNWRN

SR LR CE CEBEER SR L S UL EB E SO R IS SRS REPE R XB SRR S R SRR E R RESO R
¢ STEP 6: COMPUTE ANTENNA RDOLL/PITCH ANGLES IN THE B80DY FRAME *
TR R SR ER B TR R SR E S SR ER E PR S EP LS LSS E RS LB RS SR RS RS SRR ST S S
CA=COS (AL)
SA=SIN(AL)
CR=COS(BT)
SB=SIN(BT)
XX=CA®SB+SGESASCH
YY==5G4SB8+CGeSACH
ZZ=CAsCB
IF(YYeEQeQ 00 eAND2Z2eEQe0+0) GO TO 3
SRANG= =57, 2905 P68 ATAN2(YY 22 )
GO TO &
3 IF(XXeGTe0e0) SRANG=490.0
[F(XXalTe0e0) SRANG==9 0,0
SPANG= =57, 295 76¢ASIN( X X)
QESOLVE POSSIBLL ANGLE AMBIGUITIES, VIZee 90 <SPANG<C90. AND
-1 80.<SRANGK180.
IF(SPANG.LE.90.) GO TO 10
SPANG=~( 180« ~ABS(SPANG ) )8 (SPANG/ABS(SPANG) )
SRANG= (180 «—ABS (SRANG) )& (SRANG/ABS (SRANG))
10 RETURN
END

AAL e - o

00010890
00010900
00010910
000 10920
00010930
00010940
00010950
00010960
000 10970
000109480
000 1099¢
00011000
00011010
00011020
00011030
00011040
000110%0
00011060
00011070
00011080
00011090
00011100
00011110
00012120
000111340
000 11 140
000111540
00012160
00011170
000111840
00011190
00011200

00011210
00011220
00011230
00011240
000131250
00011260
00011270

00011400
00011410
00012420
00011430
00013440
00011450
000 11460
00011470
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SR ERERRERE SR AL R R SRA SRR SRR RE BRE X BE A SE RS S SRR E R A REBEAE SR SIS S0 S
% THIS SUBROUT INE DETERMINES WHETHER THE ANTENNA IS IN THE 0B-
® SCURATION ZONE AND SETS THE SCAN WARNING FLAG APPROPRIATELY. »
SRR BN AR FEEERREK RS SRS RS EE SRR SES R ER S AR FR S S E RS SRR EEERERE SEFE R LR

IOTMMONDIOMNOPL WN~-

SUBROUTINE SCNWRN

COMMON /Z0UTPUT/MSWF o 1DUMD (2 ) oDUMO(7) o 1DUMOL(A)

COMMON ZATDAT/DUM(8)sA +8+DUMA(S )

DIMENS ION ICLEAR(36.72)

DATA JCLEAR /172141320 36%1, 18%1,12%0:,6%1,1821,12%0,6%1,
1851 312%0,0%1,19%21,11%20:6%1 o19%1,11%50,56%1,19%1:411%0,6%1,
1921 21 1%0,681419%1,11%0,6%1 419%1,11%0,6%1,2081910%0,6%1,
20%2 41 0%0,6%1,20%1,910%20,6%) 920%1 310%0,6%1,20%1,1000,
6%14,20%1 1050 ,6%8]1,19%1 31180 46%1,18%]:1280.681¢17%1.13%0,
6%1016%1+14%0,6%1015%] 915800 ¢6%1414%1 016%0:6%1014%1,16%0,
65131381 ,17%0:6%1012%1 1820651411 %]119%0,6%110%1,20%0.0%1,
%1421 20,651 9%]1 22150 6%18%]322%0:6%1 9441 40s3%1 922%0,6%1,

00012700
00011710
00011720
00011730
00011740
00011750
00011760
00011770
00011780
00011790

A%L,2630:6%104%1 326804681 :4%1,26%0:6%]04%1,26%0+6%1:4%51,26%0,6%1,000i2800
A%14326%0,6%194%]1 026%0,6%1 04 %126%0:6%1 1421 326200681481 ,26%0,56%1,00011810
A%1026%0,6%100%1 426%006%104%126%0,6%]104%1,26%0,621,4%1,20650,6%1,00012820

A%1 2650651 04%]1 42650, 6%]1 94 8] s 2650681 ¢4%1 75042823 17%0:681
A5] (75028101750 06%104%]1065003%14127%0,6814%1,52004%1,17%0,6%1,
481 520,621 1580:681,4%1,00128113%0:6%1,19%1:1120:6%120
21%10980,6%1,24%1 3660+ 6%1 ,26%1 420,

6%127%1 93%0,6%1 328%1 4290,6%1+29%1,0:6%1 429%]1 30:,681,28%1,

2%0 6% 1o27%0693%006%1 0268 104%0:681 02581 e5%0:6%1:23%147%0+06%1
2381, 730,6%1 2251 8%0,6%1:19%1-1120,6%1,18%1,12%0,6%1/

BETA=8
IF(ABS(BETA).L

E«90.) GO TO 1
BETA=-~(180-ABS(B))*(B/ABS(8))
Al PHA=(180-ABS(A) )& (A/ABS(A))
CONTINUE
TA=INT((ALPHA+180¢)/5e 4+1¢)
IB=INT((90—BETA;/?.+I.)

A

MSWF=ICLEAR(IB,
RETURN
END

A2 AL ERKRER P R AR A RS SRR SR AP RS AXK SRS RSB EE S BEERER AR RBER S L KBRS EE S
% THMIS SUBROUTINE DETERMINES WHETHER ANTENNA IS IN ZONE 1 AND/OR :

* 20NE 0 (FOR GPC-ACQ AND GPC-DES POINTING MODES ONLY).
REEERRAEER SE XSS AR EFRRAE PR K FX RARR B ERR AR A SRR SR AR R S EERER R K SR SRR &

SUBROUTINE ZONECK
COMMON /CNTL/IDUMC(9) s EDRNG +EDPAEDRA
COMMON Z0UTPUT/ IDUM1(3)sDUM1(2) «SPANG, SRANGsDUM3(3)¢ IDUM3(4)
COMMON ZICNTL/IDUM2(10):MZ1 sMZ0oIDUMA(15)
MZ0=0
MZ1=1
PlI=3.141592653/180.
RB8=-P[ I*SRANG
PB=~P 1 ISP ANG
P=~EDPA
R=-EDRA
CPB=COS(P8B)
SPB=SIN(PB)
CRB=COS(RB)
RB)
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00011830
00011840
00011850
00011860
00011870
00011880
00011890
00011900
00011910
00011920
00011930
00011940
00011950
00011960
00011970
00011980
00011990
00012000
00012010
00012020
00012030
00012040
00012050
00012060
00012070
00012080
00012090
00012100
00012110
00012120
00012130
00012140
00012150
00012160
00012170
00012180
00012190
00012200
00012210
000 12220
00012230
00012240
00012250
00012260
00012270
00012280
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ANGD IF=ACOS( SPB ¢CRBVSP 2 R4SRBASRCPBSCRBSCPHCR) /P
ANGD tF =ABS (ANGD L F ) et
IF(ANGOIF ¢ GT.3.0) RETURN

MZ0=}
IF(ANGDIF+GT.0+3) RETURN
MZi=]

RETURN

END

SEBNSRESEL SRS SR AR R RN AR TG B A RAE CREB A E S XN AR ECRE R S SEEL SRS G R EEC RS
¢ THIS SUBROUTINE CYCLES THRU THE LOGIC FOR ANY SCAN GENERATION. *
SRS REEE ERER RA LR BBR LR E MR SR AR RB LR AL BEREERER LR ERRRS AR RSk AR SR 8

WN N N

SUBROUTINE SCAN

COMMON /CNTL/IDUMLA) o I SRCHC s ISRCHG « IDUMC (3 ) sEDRNG.DUNC (2)
COMMON /DUTPUT/NS!F;MTF.MSFoDUMl(7)-XDUH?CO)
COMMON ZICNTL/ZIDUM3(6) oKSNCLKIDUMA(2) JMTP 4 IDUNS(L17) 4MSWTCH,

KSN¢IAROLD+ITROLD
/SYSDAT/ TSAM DUMS (14 )
COMMON /TGTODAT/NTDUM2 (503) «ROU(3 ) DUM3L2)
COMMON /ZATDAT/DUMA(8) ¢ AL+ BT JDUMS( 2) s AREF ,BREF
DIMENS ION TIMINT(31)sANGINT (31) RSW(10),TSW(10)
DATA TIMINT/Ze741 0401090260308 :80345013803TesBes9elel0.05l1:80
1303014099 16:9018090210102308925:90280603105133:5036:6:39:8,
8302¢4668050:5:54e3:58:4:60.0/

COMMON

000 12290
00012300
00012310
00012320
00012330
000 12340
000 12380
00012360
00012370
00012380
00012390
000 12400
00012410
00012420
00012430
000 124A0
000 124750
00012150
00012470
000 12480
000 12490
090 12500
00012510
000 12520
00012530
00 12%4 0
00012550

DATA ANGINT/0¢9007010512602¢7030618:0405:02+60107207:9:80809¢8:1069:00012560

116901 300014e2115e3016¢5017 0601068019090 2101022e2023:4:24,5,
25e60260T227,8:28092304/

DATA TSW/6060054:3043¢2033:5¢28:6021-1414:9:1108:8.0:6:0/,
RSW/48609¢2:55900 06 ¢6258403+71698:6:¢91142:5:151903.8,
2430450+394949.84881041.8,1822845.0/

PII=180,/3.,141592653

CRERE AL ER X VR ERRE RS RBR RS E R A RS B R KRG EH S PR SRR R EB R SRS EE G R E SRS R R

i STEP 13

DETERMINE WHETHER TO PERFORM SCAN INITIALIZATION(MSF=0) ‘
OR SCAN UPDATE(MSF=1]},

“"t.‘.“.‘.‘t.‘.“‘.‘t‘t."“"‘t“..l“.‘.‘.t.“‘..“.‘.““.“‘

IF(MSF EQs1) GO TO 15

SR SRR AR EEE AR RO SRR R R SR ESE SR S REE RO ER S

* STEP 23

PERFORM SCAN INI TIALIZATION =

S SRR EBEEE R TR RRBE LR FSEERE SRR B EREE R BB &
INITIALIZE ALL FLAGS.

MSFa )
INITIALIZE RING MONITORS.

TAROLD =0
ITROLD =10
INITIALIZE SCAN CLOCK.
KSNCLK =0
INITIALIZE SCAN TIME PARAMETER.
KSN=0
DETERMINE SWITCH POINYT PARAMETER.
D0 S I=1,.,10
IF(EDRNG.L T.RSW(1)) GO TO 10
S5 CONTINUE
10 MSWYCH=!

SRR R ECELE RSP SRS ES EEB SRR S OB
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00012570
000 12580
000 12590
00012600
00012610
00012620
00012630
00012640
000 12650
00012660
00012670
000 12680
00012690
00012700
00012710
00012720
00012730
00012740
0001270
00012760
00012770
00012780
00012790
000 12800
000 12810
00012820
00012830
00012840
00012850
00012860
00012870
00012880
00012890
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* STEP 3! UPDATE SCAN CLOCKS @»
SRR G RES LR L ERXB LR EL ER SRR AR S

STEP 3~1: UPDATE SCAN CLOCK (TRACKS TOTAL ELAPSED TIME FROM SCAN

INITIATION) .
1S KSNCLK=KSNCLK+1
TaELOAT(KSNCLK) « TSAM

STEP 3-2: UPDATE SCAN TIME PARAMETER (USED TO OETERMINE BORESIGHT

POSI TION IN SCAN PATTERN).
IF(TLEsTSW(MSWTCH) ) KSN=KSN+1
IF(TeGTa TSWI(MSWTCH) )} K SN=KSN=?
TSNaFLOAT(KSN)&®TSAM

ITEITTITIY R IYITRIR SIS R I3 R T3 SIS RYL R {R 213132831221 F3
* STEP 4: DETERMINE ANTENNA POSITION TO NEAREST SCAN RING @
SRR L SRE S PR XSRS ERCR R RS E LS RN LR RS SRR BE G R EREE S R0 R &
DO 20 [=1,31
IF(TSN.T.TIMINT(L)) GO TO 2%
20 CONTINUE
25 IARNG=1

SR SN R R R DAL VR ILE LR LS AR QAR ER QSR SRR R B R RS RS b SRR B RER
* STEP S5: DETERMINE TARGET POSITION IN SCAN PATTERN (SCAN ¢
* RING NUMBER FOR TARGET) .
SRR R EERE R SR RS R R SRS AR E PR R R P R LB R R DA R e R R R R g R e$

STEP S—1: DETERMINE TARGET POSITION EXACTLY.
ALOLD=AL
BTOLD=8T
AL=AREF
BT=BREF
CALL TRNSFM
CALL PVTRAN
AL =ALOLD
8T=8TOLD

STEP S$-2: DETERMINE TARGET SCAN RING NUMBER.

ODETERMINE TARGET ANGLE OFF SCAN DESIGNATES (DEGREES).
CGANG=ACOS (ROU( 3) )*PIL

ODETERMINE TARGET SCAN RING NUMBER.
D0 30 1I=1,31
IF{CGANG.L TeANGINT(1)) GO TQ 35
30 CONTINUE
35 ITRNG=1
IF(CGANG.GT+30.3} ITRNG =32

R RER R SRS ERERERREE R EX R CE S SRS AR QUSSR B RS E XL SERE KSR RN R G R R
* STEP 6: DETERMINE IF A DETECT ION SHOULD BE AT TEMPTED #
SRR LSRR R SRR L BB AR XXV LR L SRR BB RS E R XX LRSS SR XS RERE BRGNS

STEP 6-': CHECK CONDITION.
IF (IARNG.EQe I TRNG «AND. IARQLD.NE.ITROLD) CALL DETECT

STEP 6-2: UPDATE RING NUMBER MONITOR.
TAROLD =TARNG
ITROLD =1 TRNG

SEEEEBSLARSLRERESR B SRS AR R KR A RR GBS SRS EEEE SESS SRS
¢ STEP 7: CHECK FOR SCAN TERMINATION CONOITIONS *
2EERSEAERE VAR SXRREEE SRR CR N XL AR AN S BSES S RB B RS
STEP 7-1: COHECK ALL POSSIBLE TERMINATION CONDITIONS.

CONDITION # 1: T > 60« SECONDS?
IF(T«eGEe60e) GO TO 40

000 12900
000 12910
00012920
000 12930
00012940
000 12950
000 12960
000 12970
00012980
00012990
00013000
00013010
000 13020
00013030
00013040
00013050
00013060
00013070
00013080
00013090
00013100
00013110
00013120
00013130
00013140
000 13150
00013160
0013170
00013180
00013190
00013200
00013210
000 13220
00013230
00013240
00013250
00013260
00013270
00013280
000 13290
00013320
00013330
000 13320
00013330
00013340
00013350
00013360
00013370
00013380
00013390
00013400
00013410
00013420
00013430
00013440
000 13450
000 13460
00013470
0001340
00013490
00013500
00013510
00013520
00013530
00013540
00013550
00013560
00013570
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N # 2 NEXT SCAN T IME PARAMETER < Qe ?
sXSN-1
TEMP.LT.0) GO TO A0

ON # 3 OETECTY A TARGET?
IF(MTP EQeO0) RETURN

STEP 7-2: PERFORM SCAN TERMINATION STEPS —-—— IF TERMINATION COND
ITION OBTAINED.
40 MSF=0

TtO
TEMP
LB
Tt

AR AL R A NSRS R RS R ANR RS AR SSS SRS RB VA AL S VLRSS A0 2B RS20 00 4S
* TN!SRSUQHJUT INE SIMULATES THE TRACKING MODES OF THE KU=BAND -
* RADA

"‘....;lit.‘tl.t‘#.‘...t.t‘l."i'lt.tl‘.‘..lt.i...l.t..‘.‘.t‘

SUBROUTINE TRACK

COMMON ZCNTL/ZIDUMI3) s IASM ol SRCHC. ISRCHGIAZS IELS. ISLREDORNG,
2 EDPAJEDRA

COMMON ZOUTPUT/MSWE JMTE,MSF 4DUMOL 7))+ 10UMO( )

COMMON ZICNTLZ1IDUM(13 ) MTXINT sMRNG,MSAM 4MPRE , MBKTRK , IDUM2(9)

COMMON /SYSDAT/ TSAMDUM2( 14)

COMMON ZATDAT/DUM1I(10) JPREF JRREFDUMAL 2)

D IMENS ION SLWRTE(2)

DATA SLWRTE/6.Q814E-3, 3,4907E~1/

SRR ANRRAEAS AR SRR RN NR A AR A AL SRR RL KL R SR AR EER S L GBR 022 SN RBEE
* STEP 1! INITRALIZE TRACK MOOE --- INITIALIZE ALL TRACK LQOPS -
. ANO UPDATE STATUS OF DATA VALID FLAGS.

.0.--..-:.n.t.onooumu-u.nuno.a.ttmntot.tooo.ttoooOt.o.ato

STEP 1=-1: IF TRACK LOOPS INITIALIZED(MIKINT=]1) SKIP STEP 12 AND 1IF
ALL DATA VALID FLAGS ARE UP(MTF=1) SKIP STEP (-2 AND 1-3.
IF(MTYF ,EQe 1) GO TO 6
IF(MTKINT.FE.O0) GO TO S

00013730
000 13740
000 13750
00013780
00013770
00013780
00013790
00013800
00013810
00013820
00013830
00013840
00013850
000 13860
000 13870
000138A80
000 13890
000 13900
00013910
00013920

00013960
00013970
00013980
000 13990
00014000
00014010
00014020

STEP 1-1: INITIALLIZE RANGE +ANGQ E.AND VELOCITY TRACK LOOPS -—- ASSUMES000 14030

STEADY STATE TRACKING OF TARGET CeGe
CALL TKINIT

STEP 2-1: UPDATE DATA VALID FLAG STATUS =-—= ONLY WHEN ENTERING
TRACK FROM SEARCH.
S CALL TGTACQ

20 SOERRSEE S S AL PREC SR AS S SHETR SHENES R BRI RR GO SR RN IR
* STEP 2: PERFORM TRACKING LOOP UPDATE PROCEDURE ¢
SRR RR ISR LI N ESIEI R PR B SR SRS RS RRRB SRR B GS S

STEP 2-1: UPDATE TRANSFORMATION MATRICES AND MATRICE RATES.
6 CALL TRNSFM

STEP 2-2: TRANSFORM TARGET POSI TION AND VELOCITY COMPONENTS FROM
QRBITER BODY FRAME-TO~ANTENNA LOS FRAME.
CALL PVTRAN

STEP 2-3: GENERATE NOISE~FREE TARGET RETURN SIGNAL AND PROCESS
c ?l»éGN&L TO PRODUCE NOISE~FR7E DISCRIMINANT COMPONENTS.
ALL SIGNAL

STEP 2-4: ADD EQUIVALENT NOISE TO DISCRIMINANT COMPONENTS AND FORM
ALL REQUIRED DISCRIMINANTS,

281

00014040
00014050
000 14060
00014070
00014080
000 14090
00014100
00014110
00014120
00014130
00014140
00014150
0014160
00014170
000 14 180
000 14 190
00014200
00014210
00014220
00014230
000 14240
00014230
000 14200
00014270
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CALL DISCRM

STEP 2-5: DETERMINE 1IF A BREAK TRACK CONDITION MAS OCCURRED.
CALL BRKTRK

CHECK STATUS OF BREM—TRACK FLAG (MBXTRK =] ~~= BREAK=TRACK ).

IF(MBK TRK.NE. 1) GQ TO
égAggEAK—TRACK MAS OCCURRED === RESET THE SYSTEM AND RETURN TO
H
CALL.SYSINT
RE TURN

STEP 2-6! UPDATE ANTENNA G IMBAL POSITIONS AND RATES AND TARGET
ANGLES AND ANGLE RATES FOR DISPLAY (GPC-ACQ AND AUTD
MODES ONLY.)

P IF(IASMeEQe240R«IASMeEWQe4) GO TO 10

FOR GPC-ACQ OR AUTO USE RADAR ESTIMATED TARGET ANGLES FOR
TRACK SERVO INPUT,
CALL ATRACK

GO TO 1S
10 IF{1ASMeEQea) GO VO 12

!;Dgugpc-DES MODE USE GPC~SUPPLIED ANGLE DESIGNATES FOR TRAOC SERVD
N
PRE;SEDPA

RREF=E DRA

CALL POINT

GO TO 1S

FOR MA?U&L'TMODE USE CREW-SUPPLIED SLEW RATES TO DETERMINE TRACK
SERVD IN
12 PQEF"-PREF;F‘LOAT(lﬂ.S)t&lﬂ?E(!SLR#l)‘TSAM
RREF=RREF+FLOAT(IAZS)*SLWRTE(ISLR+1) *TSAM
CALL POINT

STEP 2-7: UPDATE THE RANGE AND RANGE RATE ESTIMATES.
15  CALL RTRACK

STEP 2-8: DETERMINE RADAR SIGNAL STRENGTH (FOR DISPLAY METER)
CALL RSS

20 RETIRN
END

CESHEREEL S SRR REL RS BRSNS SR ERE FES SRS LRV ENER RS R ESEEL USRS $8
& THIS SUBROUTINE INITIALIZES THE ANGLE TRACKING LOOPS, THE #
* RANGE TRACKING LOOPe AND THE VELOCITY PROCESSOR ~-- STEADY c
® STATE CONDITIONS ARE ASSUMED.

t“t..““..t‘..‘.“.““‘““".tt‘tOtt“l.tt“t..t..‘l.‘..“

SURROQUTINE TKINIT
COMMON /CNTL/IPWRIMODE:I TXP IASM, IDUMC(S) 4DUMC(3)
TOMMON /INPUT/ ERT(3).EVT(3).EWB(W)OUM(18)
COMMON ZO0UTPUT/ 13DUM( 3) +SRNG.DUM] (6 )+ IDUM] (&)
2 COMMON /lCNT\./'zégt‘:; 13 )eMTK INT sMRNG ¢ MSAM ¢ MPRF s MBKTRK JMBTSUM .

COMMON /SYSDAT/TSAMDR(3) «CP+SP PSI +PSBIASDUN2(T)

COMMON /TGTDAT/NT +DUMS (500) ¢RO(3) s ROU( 3) «CGRNGE ¢ CGVEL

COMMON /SATOAT/RADAR(3)IeKTARGRT(7063)eSIG(TO)sROLOGICLOSELICLOLD

COMMON /ATDAT/gA og? OC’B 9SBeAZRATEIELRATEWALRATE +BTRATE (AL o8T,
2 UM3(2

COMMON /RTDAT/IRDOT « IRNGoRB [AS oVEST(a) JMOF(S)

COMMON /XFORMS/ TLB(3+s3)eTLBD(3¢3)TLT(3:3).TLTD(3,3)

COMMON /AGCDAT/AGC,AGCALD

DIMENS ION TRB(3+31ER( 3D oEV(3)ERTO(I)FLTWID(3I),RI(10)

DATA FLTWID/T7e¢T215:3:.309040 2969/

DATA RI/120.42400¢7800 02552¢05772¢011544,:23089.:83747.,
S7722¢+¢18228E 46/ MNRI/Z10/:P1/3:1415%5026%3/

00014280
00014290
00014 200
00014310
000 12 320
00014 330
000 14340
00014350
000 14 360
000 14 370
00014380
00014 390
00014400
00014410
000 14420
00014430
000 14440
000 14480
000 14460
000 14470
00014480
00014490
000143500
00014510
00014520
00014530
00014540
00014850
00014560
00014570
00014580
00014590
00014600
00014610
00014620
00014630
00014640
00014650
00014660
00014670
00014680
000 14690
000 14700
00014710

00014720
00014 730
00014740
000 14 730
00014 760
00014770
00014780
00014790
00014800
00014810
00014820
000 14830
00014840
00014850
000143860
00014870
00014880
00014890
00014900
00014910
00014920
00014930
000 14940
00014950
00014960
00014970
00014980
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¢ STEP 02 INITIALIZE BREAK=TRACK ALGORITMM ®
SN REEF LS AU AR SR SRR SR 2D CRA R RV R RSBS00

STEP 0-1: INITIALIZE MOVING WINOOW-OF-8 REGISTERS.
DO 3 I=l1,8

3 MBT(l)=0

STEP 0-2: INITIALIZE SUM REGISTER.
MABTSUM=0

STEP 0-3: SET BREAK-TRACK FMLAG TO LOW (OR 0) STATE.,
MBKTRK =0

SRR AR EL SRR SA TR ASR S S SR R4S ARBASREBE SR

* STEP 1: INITIALIZE ANGLE TRACKING LOOP »

T I T I T TR DI ST LA L R I LY Y 1
IF(IASM.EQ2.0R.IASMeEQe4) GO TO S

STEP 1-1: COMPUTE INITIAL INNER AND OUTER GIMBAL POSITIONS.
(NOTE: TRANSFORM CONSISTS OF TRANSLATION PLUS ROTATIONe)
PERFORM TRANSLATION ——— SMIFT TO RADAR FRAME ORIGIN.

=
1 ERTOCI)=ERT(1)-DRCL)
COMPUTE TRANSFORMATION MATRIX (ROTATES FROM BOOY TO RADAR. )

CALL PHI(TRB,PS!+PSBLIAS)

TRANSFORM TARGET POSITION FROM B800Y TO RADAR FRAME.
CALL MULTII{TRB,ERTOLER)

TRANSFORM TARGEYT VELOCITY FROM B80DY TO RADAR FRAME,
CALL MWL TI1(TRB.EVT,.EV)

SQ=SOR T(ER(2JI*ER(2)ER(IIER(I))

COMPUTE INNER(BETA) GIMBAL POSITION -—-— BT.
IF(ER({1).EQe0:0:AND ¢SQ.EQ.0.0) STOP
BT=—ATAN2(ER(1),.SQ)

ER2=—ER(2)
ER3I=-ER(3)

COMPUTE OUTER(ALPHA) GIMBAL POSITION --~ AL.
IF(ER2.EQ.0.0.AND.ER3I.EQ.0.,0) GO TO 8
AL==ATAN2(ER2.ER3) .

GO TO 9

8 IF(ER(1).GT.0.0) AL=PI /2,
IF(ER(1)LTe0+0) AL=—PL/2,
IF(ER(1).£Qe0.0) STOP

STEP 1-2t COMPUTE INITIAL TARGET INERTIAL LOS AZIMUTH AND
ELEVATION RATES.
PRELIMINARY TRIGONOMETRIC COMPUTATIONS.
9 CAsCOS(AL)
SA=S IN(AL)
cCR=C0S(BT)
SB=SIN(BT)
TRANSFORM B80DY ANGULAR VELOCITY VECTOR FROM BUDY TO OUTER
GIMBAL (G) REFERENCE FRAME.
WGX=CPeEWRA (1) +SPeEWB(2)
WGYRCAR(-SPeEWB (1 J+CPOEWB(2))+SASEWB(3)
WGZ=~SAS(—-SPCEWB (1) +CPOEWH( 2) ) +CASEWB(I)
COMPUTE THE RANGE TO TARGET.
R=SQRT(ER( 1) *ER (1 )+ER{ 2)*ER(2)*ER(I)ISER( I))
COMPUTE INITIAL TARGET INERVIAL LOS AZIMUTH RATE(AZRATE).
VGY=CA®EV(2)+SASEV( 3)
AZRATEaVGY/R+ (CB*WGX-58eWGZ )
COMPUTE INITIAL TARGET INERTIAL LOS ELEVATION RATE(ELRATE}.
ELRATE »—(CBSEV(1)-SBe(~SASEV(2)+CASEV( J) ) ) /R+uGY

00014990
000 18000
00018010
00015020
000 19030

00015100
00013110
00015120
00015130
00015140
000 15180
000 15160
00013170
000 15180
00015190
00015200
000152120
00015220
00015230
00013240

00015250
000 15260
00015270
000 15280
00015290
000 15300
00015310
00015320
00015330
00013340
000 15350
00015360
00015379
000 15380
00015390
000 15400
V00 15410
000 15420
000 15430
000 13440
000 1545%0
000 15460
00015470
000 19480
000 15490
00015800
00015510
00015520
00015830
00015340
000 153850
000 15560
00015570
00015380
000 15390
000 15600
000 15610
00015620
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STEP 1-3¢ COMPUTE INITIAL INNER AND QUTER GIMBAL RATES,
COMPUTE INITIAL OUTER GIMBAL RATE(ALRATE ),
RCBaReCB
IF(ABS(RCB)al Te140E=-6) GO TO 2
ALRATE avGY /RCB
GO YO o
2 ALRATE 20,
4 CONTINUE
COMRY TE INITIAL INNER GIMBAL RATE(BTRATE).
BTRATE=ELRATE-WGY

SEREEERELE AR OB RS LR R A ER NV E XV R SR ARG VG R R RS RS

* STEP 2! INITIALIZE RANGE TRACKING LOOP »
SR ARENST SRR SR CRE B SRS 4 SRR L 4SS S8 0 A0S RS

STEP 2-1: TRANSFORM TARGEY CeGe POSITION AND CoGe VELOCITY FROM

B0DY TO ANTENNA LOS TRAME.
S CALL TRNSFM
CALL PVTRAN

STEP 2-2: INITIALIZE THE RANGE ESTIMATE REGISTER.
SRNG=C GRNGE
IRNG=INTT(SRNG#3.2)

STEP 2-3: INITIALIZE THE RANGE RATE ESTIMATE REGISTER.
IRDOT= INTT(CGVEL *TSAM® 3, 2)

SRR RS EEE GE RS LR AR R SR BB EES CE L BB X XL SR BB ER L RV EE B CR GG ECBRRGE O RN
s STEP 3: SET OPERATING PARAMETERS BASED |'PON INITIAL RANGE o

. AND SYSTEM MODE.

L
SRS REERRE SR EB R RN E ELN B S RGP VRS SRR E SR BE RS RE S RGOS SRRSO SRS

STEP 3-1: DETERMINE CORRECT RANGE INTERVALe.
DO 30 I=1.NR1
MRNG=1
IF(RI1(1) «GTe SRNG) GO TO 40
CONT INUE

STEP 3-20 NETERMINE CORRECT SAMPLE RATE.
IF(IMODE«GE«2) GO TO 44
IF(MRNG«GTe9) GO TO &2

IF(MRNG.GT.4) GO TO a6
MSAM= |

GO YO SO

MSAM=2

STEP 3-3: DETERMINE CORRECT PRF,
IF(IMODE.GE-2) GO TO Sa
IF(MRNG.GT9) GO TO 52
MPRF= 1
GO TO 60
MPRF=3
GO YO 60
IE(MRNG.GT+9) GO TO S6
MPRF =}

G0 TO 60
MPRF=2
CONTINUE

(I RIIIR I IS RTINS YL RN T RIE R S X RIS 121112}

* STEP a4: INITIALIZE VELOCITY PROCESSQOR »
SEOB LSS S EE SIS LR EDE SR QSR IN SEBNE RSSO S

284

000 156320

00015710
00013720
00015730
00015740
00013730
000 13760
00015770
000 1570
00013790
000 15800
00015810
000154820
00015830
00015840
000 15850
00015860
00015870
000 135880
000 15890
000 15900
00015910
00015920
00015930
00015940
00015950
00015960
00015970
000 15980
00015990
000 16000
0c016010
00016020
00016030
00016040
00016050
00016060
00016070
00016080
000160940
00016100
00016110
00016120
00016130
00016140
00016150
00016160
00016170
00016180
00016190
00016200
00016210
00016220
00016230
000 16240
00016250
00016260
00016270
000 16 280
00016290
00016300
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STEP 4-1: INITIALIZE MOVING WINDOW VELOCITY AVERAGING.
VEST(1)ucevEL 8200

STEP 4-2: SET INITIAL POSITION OF S OOPPLER FEILTERS.
VRa~CSVEL/FLTWID(MPRF )
IVRRINTT(VR+0.5)+32000
MDF(3)sMNO(1VR,32)
DO 20 I=1,8
MD=MOF (3)+1-3+32000
MDFE( L) =sMOD(MD 4 32)

(1Y Y T L T Y T Y g Ty YT T IYTYTRIY Y Y Y Yy P Y vy ]
* STEP S: INITIALIZE SIGNAL ZTRENGTH ALGORITHM PARAMETERS ¢
I T T T N T e T N T T T e T T Y T TR T oYY
AGCOLD=0.0
I TXPm]

SE LGB R MR RNERER LS SN ISR SR REL S84 40 SRR E B S RARERSSS00SE R A SEROSS
¢ STEP 63 SET TRACK INDICATOR TO ALLOW OPERAVION OF TRACK LOOP =
SR NARBE R RS LR R R SRRCAE LRSS S ESEE SO UL R RN 2R S E200 0SS0 S80S

MTKINT =1

ROLD=0 »
ICLOSE =0
1CLOLD =0

NOTE ¢ DEBUGG!NG PRINT STATEMENTS.
WRITE(6.899
'ﬂlf:(b-”n) AZRATE JELRATE, ALRATE 4BTRATE AL 8T
WRITE(6+901)
WRITE(6+902) IRNG.IRDOT,SRNG
WRITE(6+903)
WRITE(64904) (VEST(LI)e I=148)o(MDF(J)eI=],8)
WRITZ(6.905)
WRITE(6~900) IMODE  MRNG+MSAMMPRE
899 FORMAT(//7° TRACKER INITIALI ZATION: */*® ATRACK: AZRATE?,
2 *+ELRATEJALRATE.BTRATE AL BT®)
900 FORMAT(6F14.6)
901 FORMAT(® RTRACX: IRNG. IRDOT (SRNG®)
902 FORMAT(2I8,.,F14.6)
903 FORMAT(® VTRACK: VEST,MNDF?®)
904 FORMAT(AF14.6.518)
905 FORMAT(® CNTL: IMODEMANG JMSAM MPRF? )
906 FORMAT(a418//)
RETURN
END

S0 OESE EE SR SESP SR LA AEE NS SR 0 S0 SR ES SRS S 0ESSBE S RS O

* TMIS SUBROUT INE UPDATES THE DATA VALID FLAG.STATUS
S SIS L LR BL AR B SESEEE S SN 5L SREBEBBSEES R EE RGBSR 0E

SUBROUTINE TGTACQ
~OMMON /CNTL/IPWReINODELITXP o 1ASM ¢ [DUMC(S) sDUMC( I)

COMMON /70U TPL [/MSWE JMTEMSE ,DUML ( 7) s MADVE (MRDVE o MA D VEF MRROVF

COMMON /lCNTL/lDU"J(Q) KACCLK MTP ¢ MZ14MZO, MSS o MTX 11T,
2 MRNG, IDUMA ( 12)

COMMON /SYSDAT/TS.DUMS (16)

DIMENS ION ADV(10+2)+RDOV(10:2)sARDV(10+2)

DATA ADV/98] .02 ¢5¢12e88] .02 029233/

DATA ROV/906¢15:20:69,826:97:2¢29.76/

DATA ARDV/988:2:28.69¢ ™82 :26:23¢2929.76/

00016370
00016380
00016390
000 16400
00016410
00016420
00016430
00016440
00016450
000 16460
00016470
000164480
00016490
00016500
00016810
00016520
00016830
00018540
000 16 880
00016550
00016870
00016380
000 16990
00016600
00016610
000 16620
00016630
00016640
00016650
000 166560
00016670
000 16680
000 16690
000 18 700
00016710
00016720
00016730
20016740
00016750
00016760
00016770

00016780
000 16 790
000 16800
00016810
000 16820
00016830
00016840
0016850
000 16860
00016870
00016880
00016890
000 16900
000 16910
00016920
00016930
000 16940
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SR RENRELEAO S UIAEIRENAE E2 0 RS S0 0 R
* STEP 1! UPDATE ACQUISITION CLOCK #
8202020908880 00 RN SIRI NG SER SN RRR R
KACCLK sKACCLK+1
ACCLK2KACCLK®TS

L bbbttt ttibdb ittt ittt titdddddatdddl st il I S LI L T T T T I Y
® STEP 2: PERFORM ANGLE DATA VALID TEST —— GPC-ACQ € AUTO ONLY o
SRR BAEERL SR ISR AR AN IRB SRR SRR NERRBRAR 0000000 0ES0EASRAN0RRE
IF(1ASM.EQa2 «0Rs [ASM.EQ.a) GO TO 10
IF(ACCLK L. To ADV(MRNG,IMODE)) GO TO 10
MADVF= |

S8 0SEENE PSS ERVEE S USRS R GRS TR SRS ERERCE R AR AV ERVE S SV0ORD
* STEP 3: PERFORM RANGE AND RANGE RATE DATA VALLID TEST o
I LY T Y T S L P T T LI P T T T L LT T T LY T T
10 IF(ACCLK L T,ROV(MRNG, IMODE)) GO TO 1S

MRDVF= )

MRRDVE =)

1F GPC-DES OR MANUAL INITIALIZE RADAR TRACKING PARAMETERS.
15 IF(IASMeEQe2¢0ReIASMeEQe4 cANDMRDVF.EQel) GO TO 20

SR ELEEANRE LRAV AL VRV EARREE A SO ESB GUBEERICHEE U R I B SE S G QR RS S RSB 808
* STEP 4: PERFORM ANGLE RATE DATA VALID TEST --- GPC~-ACQ €& AUTO 0
* MODES ONLY.
t..‘...tt.u‘....t‘tt““‘“0““.“.“ll.t‘t“tt...‘.‘a‘t..“m\t
&:éssgL?.Lt.ARDV(NRNG.lNOOE)) RETURN
=

S GRS ER VNS AR B ARSAE LB SRR 00 E 08 SRR CPS 020 SS S S GEE S S 0000 S0 GG OS
® STEP S5: PERFORM STEADY STATE RADAR TRACKING INITIALIZATION ©
(23 32T 1 IR I1 TR IR SIS N TSR TR T R CI2RTE{IFRIRRYITIIEI TS
20 XACQ.XK=0

MTF=]

RE TURN
END

SE900S0ERE PR I8 0SSR SE R MACT S EE I BRGNS ESSENS
* THIS SUBROUTINE UPDATES ALL REQUIRED TRANSFORMATION
* MATRICES AND TRANSFORMAT ION MATRIX RATES. .
SNBSS T TS EEN S E USRS T BB ESLAEEERECE AR SR ERESE S G008

SUBROUTINE TRNSFM

COMMON Z INPUT/DUM(9)TBT(3:,3).TBTD(3,3)

COMMON /SYSDAT/DUM2(4) +CP+SPDUMA(9)

COMMON /ATDAT/CAsSACB oSBODUMI(2) s ALRATE JBTRATE ¢ AL +8T, DUM3I(W)
COMMON /XFORMS/TLS(3:3)eTLBDI3I3) ¢ TLT(3eI)TLTD(3.3}

000808008 SRS 080T HELRUT TS B0 SR 006 ERS RGOS
® STEP 12 UPDATE TRANSFORMATION MATRICES
CESO RSN E S PSEE0 S P EREE SR R SR PR B R B G IR

STEP 1-1: PREL IMINARY COMPUTATIONS.
CA=COsS(8T)
SB=SIN(BT)
CA=COS (AL)
SA=SIN(AL)

STEP 1-2: COMPUTE TRANSFORMATION MATRIX TLB (BODY-TO-LOS FRAME).

TLAB(1.1)=CBeCP~SBESAsSP

TLA(1, 2)sCBeSP+SBESACCP

TLB(1:3)=-SBeCA

TLB(2,:1)=-CASSP

TLB(2.2)sCACP

TLB(2. 3)sSA

TLB(3, 1)2S88CP+CBESASSP

TLB(3,2)=S8eSP-CBeSASCP

TLB(3+3)sCBeCA

000 189%.9
000169
000 16970
00016980
00016990
000 17000
00017010
00017020
000 17030
00017040
000 17080
00017060
00017070
00017080
000 17090
00017100
00017110
00017120
00017130
00017140
00017150
00017160
00017170
00017180
00017190
00017200
00017210
00017220
00017230
00017240
00017250
00017260
00017270
00017280
00017290
00017300

000173190
00017320
00017330
00017340
00017350
00017360
00017370
00017380
000 17390
00017400
00017410
00017420
00017430
00017440
000174%0
00017460
00017470
00017480
00017490
00017500
00017510
00017520
00017530
00017540
0006 17550
00017560
00017570
0017580
00017590
00017600
00017610
00017620
00017630
00017640
00017650
00017660
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STEP 1-3: COMPUTE TRANSFORMATION MATRIX TLT (TARGET-TO-LOS FRAME).

00 10 1I=1.,3
00 10 Ju=il,e3
TLT(leJ)m0,0
D0 10 K=1,3
10 TLT(!.J)ITL‘NIHHOMC IeK ) TBT (K J)

i b dd I AT I I I T Y SIITITRT YTy 1]}

¢ STEP 2! UPDATE TRANSFORMATION MATRIX RATES e
TS SCNNENE R SEORINGIS RSO SR N CB R NP SRS ER R R IR TS SR BE

STEP 2-1:! COMPUTE TLB-DOT,
TLBD(1 +1 )= ~BTRATESTLE( 301 )¢ ALRATESSBATLE(2,1)
TLBD( L 2)n~BTRATESTLA( 3.2 )+ ALRATESSBeTLA(2,2)
TLBD(1 +3)=~BTRATECTLA( I I )¢ ALRATERSBETLE(2,3)
TLBD(2 41 )mALRATESSPRTLB(2,.3)
TLAD(2 +2 )= ~ALRATESCPOTLE( 2, 3)
TLSO(2 +3)=ALRATESCA

TLBO(3+1)nBTRATESTLOCL o]l ) -ALRATESCBsTLB( 2,1)
TLBO(3:2)aB8TRATESTLE(1 «2) ~ALRATECCBITLE(2.2)
TLBO(3+3)=BTRATESTLB(1 +3)~ALRATESCBeTLB( 2,3)

STEP 2-2: COMPUTE TLT-DOT.
00 20 1I=1,3
00 20 J=1,3
TLTO(1 oJ)'0.0
D0 20 K=},
20 ;'lET'D(l-J)I‘TLTO‘IoJ)O?L”(loK)‘ﬂ?(KoJ,O‘rLQ(I-K)‘\DW(K.J)

£N0

1Y XTI I AL LI L LI Y il LL LI LA LE Ll bl d it
& THIS SUBROUTINE COMRU TES TARGET CeGe POSITION AND VELOCITY @
& WRT ANTENNA LOS COORDINATES AND INOIVIDUAL SCATTERER POSI- o
& TIONS AND VELOCITIES WRT ANTENNA LOS COORDINATES,

oocoouooo.toaooou-.otuoctnou.ot.ooooocoooouto.o.n.t.nroooo

SUBROUTINE PVTRAN

COMMON /CNTL/IPWRIMODE

COMMON ZINPUT/ZERT(3)EVT(3) OUM(21)

COMMON /OUTPUT/MSWFE MTE,MSF sDUMO( T )+ 1IDUMO(A )
COMMON ZICNTL/IDUMG(9) oMTP, IDUM7(3 ),

COMMOM /SYSOAT/TSAMDR(J) «DiM2(11)
COMMON /TGTOAT/NT RAU( 3e100 )oRANGE (1 00)RADVEL(100),RO(3I)e
2 ROU( 3) ¢« CGRNGE ¢CGVEL
COMMON /SATDAT/RADAR( I IeN20 oRT(70:3)¢S1G(70) o“QLOD‘CLOS! ICLOLD
COMMON /XFORMS/TLB(3:3)eTLBD(3e3)eTLT(Ie3)eTLTD(Ie3)
DIMENS ION ROR(3) +ROD(IIeVLI( I)eRAL3I), L(l'-ﬂlo(l’.&o‘)’
Ty I I P R TN PSRN P IR TR NIRRT RIS NI YIS RII I Y]]

¢ STEP 1! COMPUTE TARGET CoGe POSITION IN ANTENNA LOS FRAME ¢
SIS ET ST SRS TSI R EERNE SEDSS IS SRS SIS AT EEBEESRE0C0ERES

STEP 112 mD RADAR OFFSET IN ORBITER 80DY FRAME.
DC S I=1,3
L.} QM(“SEQT(I)-DR(I)

STEP 1-2: TRANSFORM TARGEY C.G. POSITION FROM B0DY FRAME TO
ANTENNA LOS FRAME.
CALL MUATII1(TLB,RORRO)

STEP 1-3: COMPUTE RANGE OF TARGEY CeGe WRT RADA
CORNGE sSQRT(RO( 1 ) *RU( 1 iORO(Z)ORO(s)OQO(ll.RO(JI)

STEP 1-4: COMPUTE UNIT VECTOR IN DIRECTION OF TARGET CeGe WRT
ANTENNA LOS FRAME.
00 10 I=1,3
10 ROUCI)WRO( I)I/CGRNGE

e N ":""

00017¢%0

00017800
00017610
00017820
00017830
00017840
00" 17880
00017860
00017870
00017680

00017960
00017970
00017980
00017990
00018000
00018010
00018020
00018030
00018040
00018080
00018060
00018070
00018073
00018080
000 18090
020018100
00018110
00018120
00018130
00018140
00018150
00018160
00018170
000181280
00018190
00018200
00018210
00018220
000 18230
00018240
000 18250
000 18260
000 18270
000 18240
0C0 18290
000 18300
00018310
000 18320
00018330
00018340
000 18 %0
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* STEP 2: COMPUTE TARGET C.Ge RADIAL VFLOCITY WRT ANTENNA LOS @
* PRAME (OR RADAR) . .
SEBORLEREE VUSRI N SO S S GRS 00RO A0 R R0 Q00 RS LSS ERRREPRG AR RS 000

STEP 2-1. COMPUTE TARGET CoGe VELOCITY COMPONENTS WRT ANTENNA
LOS FRAME.
CALL MWL TIL(TLAD ¢ROR.V 1)
CALL MULTII(TLA.EVT, 0D}
00 1S I=1,3
i5 ROD(I)SROO(1)evi(l)

STEP 2-2: (OMPUTE TARGET CeGe RADIAL VELOCITY WRT ANTENNA LOS.

CGVEL=0,0
NO 20 I=1.,3
20 CGVELsSCGVEL+ROD(])eROU(T)

1L =t
IF(11.EQ-1) G TO 24

SRR PE LS 22C AR ECS0SS SEE PR RS LRSS SR ISR LSRR SSEEERGRE AN
s STED 3: COMPUTE TARGET SCATTERING CHARACTERISTICS — 8 OF @
. ILLUMINATED POINTS, THE POINT LOCATIONS, AND THE .
SEANSELNRS SRV IS UL RN LS SRS SRS S CERERA SRR IR RSB RSN S SIS RIBES SR 0

STEP 3-1: IF IN ACTIVE MODE, SEARCH MODE, OR TRACKER INITIALIZATION

0001830
000 18 370
00018380
0001890
00018400
00018410
00018420
00018430
000 18440
00018450
000 18450
000 18470
000 18480
00018490

000 18%00
00G 18510
000 18520
00018830
00018540
00018380
000183560
000 18570
00418380
00018590
000 18600
o000 ta6to0

—=— ASSUME SINGLE SCATTERCR LOCATED AT TARGETY FRAME ORIGIN.0OO 18620

CHECK CONDITION.
1F(IMODE NEs 1 e ANDeMTX INT o NE ¢ 00 ANDoMTP.NELO) GO TO 30

I® ABOVE CONDITION YRUE ——-— THEN SET PARAMETERS AS FOLLOWS AND DO

NOT CALL TARGET MODEL.
24 NTs}

S$1G(1)=1.0

D0 28 I=1,3
2% RT(1.,1)=0,0

GO TO &0

STEP 3-2: COMPUTE LOCATION OF RADAR IN TARGET FRAME.
30 DO 35 [=1,3
RADAR( 1)=0 0
00 38 J=1.3
35 RADAR( 1)=RADAR( 1)eTLT( Je1)eRO(I)
STEP 3-3: QOMPUTE TARGET SCATTERING CHARACTERISTICS.
CALL 35PAS
NT 20

40 DO 70 K=1,NT

S8 S2S08204 8888828080880 84808383 8820803003042 2REVERBEITEPROERGRSS
* STEP 4: COMPUTE KTH SCATTERER POSITION., RANGEe AND DIRECTION »

. VECTOR WRYT ANTENNA LOS FRAME (OR RADAR).

[ TY T LIS N IS ISR IR TSR CY N R RIS QI R ITd AIRITTII I I A ]x]}

STEP 4-1: COMPUTE KTM SCATTERER POSITION WRT ANTENNA LOS FRAME.
D0 4S8 J=l.3
RLAJ)=0e0
DN 45 I=1,3
45 RL(JISRL(JISTLT{JIISRT(K 1)
00 S0 I=1,3
S0 RA(I)IzRO(1DYeRt 1)

STIFP 4-2° COMPUTF AANGF OF XTH SCATTERER WRT RADAR.
HANGE(K) =SQRTIRA(L)*RA(])+ RA(Z)SRA(2)+RA(IISRA(I))

SIEP @=3: CUMPUTE UNLT VECTUR 1w DIRECTIUN GF KTH SCATTERER WRT

00018630
00018640
00018650
000 18660
00018670
00018680
00018690
00018700
00018710
00018720
00018730
00018740
00018750
00018760
00018770
010 18 780
000 18790
20018800
00018810
00018820
000 18830
000 18840
000186850
000 18860
00018870
000 18880
000 18890
000 11 9GO
00018910
00018920
000 18930
00018940
00018950
000 18960
000 18970
000 189R0
000 18990

0019000
0C019019
0001%020
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ANTENNA LOS FRAME.

DO 55 I1=1,3
55 RAUUI,K)=RA(I1)/RANGE(K)

R EABESBSEEREEBE BB RS LBER XX RS RREEE R R ESR AR REES AR KK R RS RN X B

* STEV St COMPUTE KTH SCATTERER RADIAL VELOCITY WRT RADAR *
SRS BB IR REREE S S L LR LS L RER R RS $S RS EREERRRE SR RABE A RRR R KESE AR SRS

STeP 5-1: Egng{E KTH SCATTERER VELCCITY COMPONENTS WRT ANTENNA

&0

AME.,
CALL MULT31(TLTDoRToRLD)
D0 60 1213
RAD(13=ROBTI)+RLO(T)

STEsz-Z: COHEUTS KTH SCATTERER RADIAL VELOCITY WRT TO RADAR.

COLVEL
1) JRANGE( 1) RADVEL( 1)

I=1,N20)
?.z)'

maoNsn

3 TH1S SUBROUTINE GENERATES THE NOISECEREE ANGLE, RANCE: VELOCITY o

HE MOISE—FREE ANGLE, RANGE, VE *
* AND ON=TARGET DISCRIMINANT COMPONENTS. ' GEs VELOCITY I
XX XRRESBRRRERERBRBRERRRB RS AR ARR R R SRR RRRR SR EXERR KRS KRR EBASE AR R R KR

2 COMMON /TGTOAT

N N NN

SUBROUTINE SIG
COMMON /CNTL/1
CUMMOUN

ASMlIDUMC(5) QUMCI(3)
CUMMON ZICNTL/

1

ouML {5), 10UM21{4)

T oMRNG » MSAMy MPRF y MBK TRK sMBTS UM,
NGE(100) ;R ADVEL (100),RO(31,
(7043)516(70)

T E

IMELy EARLY, LATE ,DF1,DF 5,

3) JTLT(353) ,TLTD(3,3)
%Y.CLATE,CD#I,CDFS.CDFZ.CDF#r

Y rALAM{S5) ,ALAMD (3) ,NFREQ(2),
‘. 03318 [ ] 1.9599&"3’9.85“’ |~.9E*'

176.05,178,719176.71,178.04/
13,3.3092e-1/"" ' '
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e
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N
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1
M
/
COMMON /SATDAT/
COMMON /RTDAT/}
/

0

P

1

L

3

R

COMMON /SIGDAT
COMMON /X
COMPLEX CSUMyC
OFWT &
DIMENSION CTB{
DATA CTP/9%,03
22,45
DATA NFREQ/1357

ALAMO/1 .27
REAL LATE

/XEORMS
{

X
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Py

v
-2

Nt oy DUOCW NNV e

PSP W PAFNVCHPO~-=CreOr
N=NOY MIDWHEwUe » WO

o ~NIO EPmiwe Ppeo w>I wwh

m

BAS RIS BELERRESE R REEBEEE R R L SR BEER KR EE RS XX XSRS R XN EEEEERRE RS EEEEE Rk

® STEP 1: PRELIMINARY COMPUTAT
zz*:::tttaatc:t:ct‘toaaaott21::12?3.:22:::2:*5IE&:&Q%I‘:klszlggﬁa;
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STEP 1-~i: [NITIALIZE DISCRIMINANT COMPUNENTS (NUTE: THESE ARE THE
SPAZlOC8HPONENT SIGNALS AFTER gQUARE‘LAH DE?ECT‘ON).
SMAiio.U
3PEL20.0
SMEL=0.0
tARLY=Q,0
LATE=20,0
UFl=0.0
DES=0.0
0F2=0.0
DF&=Q,0
S163AR=0,0
NFHAX‘NFREQ;!MODE’

GO 55 1l=] NFMAX

STEP 1=-2: INJTIALICE COMPLEX DISCRIMINANT COMPONENT FORE EACNM

XN}T FREQUENCY N0783 gHES ARE TWE COMPO&ER? SlGN‘Lg
BEFQRE SQUARE-LAM DETECTION).

CS?H'(O- Oe)

COIFAZ= (e y0.)

EDIFEL‘ Qe +0Qe)

tARLY= 0-'00,

CLATE=(OQey V)

COFl=(04+0.

CQFSI{OooOog

LDF2=(Uee0e

COF4=(0. 0-%

DO «5% K=14N

1F(1.6T.1) GU TO 3

BARIBBAARRR RSB AR R LR DIV EARAS SR ARARBERE SR AD BB EEOS ARG RS0 0000 0
N STEP &3 ggrg?ggegun CHANNEL MULTIPLICATION FACTOR FOR KTH :
‘.*ll‘l..b.'t"‘%“;‘.“.‘#.“.l!!l"“l“l!l‘Q."‘I‘Il“““

STEP 2-1: CUMPUTE SUM PATTERN ANGLE.
PS1=ACOS(ABSIRAULINK)))

STewp 2=2:
X=SPAT

STeP &

E 3

NUTE: I

LF¢(

Sax

STEP 2~4¢! CHECK ANTENNA STEERING MODE (1F IN GPC—-DES OR MANUAL
19 STEP &)

L3 o
IF(IASM.EQe2OR.1ASM.EQ.4) GO TO 20

SRRUVSSREEABRASAS LS FER XL R NEELVERACA SR S RAR R TR R C RS S RE S M ¢ 6k
& STEP 3: CUMPUTE A2 AND EL OIFFERENCE CHANNEL MULTIPLICATION @
. FACTORS FOR XTH SCATTERER, .
SR UJRLAVEE XSS RN A R RREEERARB R KREUC RS EBBEEREREGAR GV S 82 988

STEP 3-1: CUMPUTE AZ AND EL DIFFERENCE PATTERN ANGLES.
DELAZ<=ASIN(RAU(Z K} )
DELEL=ASIN(RAUTL G R))

UTE ANTENNA SUR PATTERN MULTIPLICATION FACTOR.

TE SUM CHANNEL MULTIPLICATION FACTOR.

IVE MOOE SEV xX=1.0.
«1) XX=1,0

xAC v ©

-

t
COoMp
(eps!)
CoMPU
(K)eX
N ACY
DE +EG

3:
SI1G
F 1
IM0 E
X&x

CKIDOOS

tDOEﬁgOCNDOC’ Q

Q000000 C O000Q0O
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S88888252858858528353 885588

OO0 O00O00000000000000000000000

g8
00
2002
§885
006
2007
008
002009
8820{0
005§1}
002013
cogoks
002015
oozoke
A
Sogoio :
002020 ;
002821 i
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993333
0002025
0002026
800282;
200503
2030
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STEP d=-21 22
x-DPAT:D l
aDPATI(D
STEP 3=31 COMPUTE Af AND EL DEFFERENSE CHANNEL Nuk{lP }CATION
N .‘I.FACTORS INCLUDE RCS AND SUM PATTERN WEIGHTINGS).
gEt!lK‘
CEEESESESAEEEEHEEE $EE FSREEESTESRRF LRRNL SRR LLHRANR LR 200 48
e STEP 4t COMPUTE RANGE GATE HE{GNTIN» FOR KTH SCATTERER ®
e e000e458000S 0000 4SSARRRRRRRRRAREARRRRRRESASRERARARS 33
OEFINITION: CTPua./(CSPULSEMIDTH) WHERE C IS SPEED OF LIGHT.

TEP &=Lt CUMPUTE RANGE GATE ATION WRT RANGE GATE CENTER.
0 DELXIC%%?N?NG.lHOgEl‘(RAthiK)- NG )

STEP 423 COMPYTE EARLY AND LATE RANGE GATE WEIGHTINGS FOR
KTH SCATTERER
He NT( (DE xolzi 2.1
e it
2 £ 21022:23424021) 11
¢ta
T
22 &%e
RGL
R

26 R
R

MPUTE AL AND EL DIFFERENCE PATTERN MULYIPLICATION
Niik
ELEL

[1d
Fod
>

vOoOow OV
mm
-r
>

1ONSG | O SNCT

[ N 2

DELX
STEP 4=32 EUNP TE
OMPONE
2% RGWGT=0 5*(RGL
STEP &—41 APPLY RANG
CHANNE

RG -s~n2
S.g.ncu i
AlsDAZ*RONG

OEL=DEL*ROMG

GATE H;lSnTlNG TO SUM AND DIFFERENCE
LICATL FACTURS.

.#l0‘¥l.l¢l.ll.“.to0‘.‘..‘#0...“0"““!‘tt‘.l““.!t‘.‘.‘.“‘..‘l
: STEP S: ggﬁgute DOPPLER FILTER PHASE SHIFT AND HEIGHBéNG FOR KTH @

ATTERER. NOTE: TM CALCgkATgON 13 INDEPEN
FREQUENCY AND ASSUM NO ACCELERATION OVER DA
DEFINJTION?

ALAM &aPRF)t2.‘Psl PRF&LAMBDA)
OEFINITION? STANT 6

THE 0.l «8=Pl/16.

STEP 5-23 BEHPUYE DOPPLER FREQUENCY CORRESPONDING YO RADIAL VELOCLITY

KTH ?CATTERER.
FDOVe-2.¢ALAND(MPRF )*RADVEL(X)

STEP 85=3: COMFUTE DOPPLER FILTER WEIGHTING FOR EACN OF FIVE DOPPLER

o VAL By
P Pop Qif:?em
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s
»y
¢ 00 30 yatos e FILTERS. 80039950 1 :
ARG=0.196346MDF ( J)-FDT 00020960 ?
¢ 30 DFWTS{J,KI=DOPFiLTARG) 00020970 1 ;
d | ;
| C  SESANILRISSERAIREILERRSAEEEES NG S $ 4448 KELAEREEESLARESES S k0N ARRR02E 00020990
 ® STEP 6: COMPUTE PMASE FACTOR ASSOCIATED WITH KTH SCATTERER RANGE * 00021000 ?
C = (NOTE: PHASE 1S REFERENCD TO PHASE ASSOCIATED WITH RANGE * 00021010 é
¢ =» OF TARGET CoGe A * 00021020 3
(C: ‘"‘m."“‘*‘*.‘“‘m.**.‘*“‘*#‘““"m‘*“‘..‘*m“ﬂ‘“mﬂ 888% {828 1 E
C DEFINITION: RANGE(K) IS RANGE OF KTH SCATTERER TO ANTENNA PHASE CENTR00021050 :
€ DEFINITION: ALAM=4.%PI/LAMSDA WHERE LANBDA IS XMIT FREQUENCY. 90021060
C STEP 6-1: CUMPUTE PHASE REFERENCED 1O TARGET C.G. ooo%ioeo Tl
} ¢ 35 DELPSIZALAM(I)*(RANGE(K)-CGRNGE) 00321090 11
C STEP 6-2: COMPUTE PHASE FACTOR, I.E. EXP(J*DELPHI). 00021110 g
PHASE=CEXP(CMPLX (0., DELPSI}) 00021120 ]
¢ PHASE1=PHASE 0e021130 ~
€ STEP 6-3: COMBINE RANGE PHASE FACTOR AND DOPPLER FILTER #3 00021150 -
} c WELGHT AND PHASE FACTOR. 00021160
c PHASE=PHASE*DFWTS (35K) 98021170
C t**lt*l*m“m*ttttm’-"“mtttun*‘.‘“‘"”t“m““‘“t OOO% [190 |
C * STEP 7: ADD (VECTORIALLY) KTH SCATTERER CONTRIBUTION TO EACH * 00021200 -
€ = DISCRIMINANT®S COMPONENT SIGNALSe * 00021210
E BEERESIRERXETREEEEEERE X EEE R R SRR N R ik kg x» gy, PR R e R 888% E%gg
C STEP 7-1: ADD KTH SCATIERER CONTRIBUTION TO SUM CHANNEL SIGNAL. 00021240 T
) . CSUM=CSUM+ S#PHASE . 90021250 2
, € STEP 7-2: CHECK_ ANTENNA STEERING MODE --- SKIP STEP 8-3 IF IN 00021270
¢ GPC=DES OR MANUAL MODE. 00021280 .
. IF(IASM.EQ.2.0R. 1ASMoEQ.%) GO TO 40 00021290 _E
C STEP 7-3: ADD KTH SCATTERER CONTRIBUTION TO AZ AND EL DIFFERENCE 00021310 «t
¢ CHANNELS SIGNALS. 00021320
COIFAZ=CDIFAZ+DAZ#PHASE 00021330
¢ COIFEL=COIFE L+DEL*PHASE 00021340
C STEP 7-4: ADD KTH SCATTERER CONTRIBUTION TO RANGE DISCRIMINANT 00021360
¢ COMPONENT SIGNALS. 00021370
40 CEARLY=CEARLY+RGE*PHASE 00021380
] ¢ LATE=CLATE+RGL*PHASE 99021390
C STEP 7-5: ADD KTH SCATTERER CONTRIBUTION TO VELOCITY DISCR IMINANT 00021410
¢ COMPONENT SIGNALS. 00021420
PHASEL=PHASE1%S 00021430
COF2=CDF2+PHASE 1 5DFWTS(2,K) 00021440
COF4=COF4+PHASEL*DFWTS (40K ) 021450
c 00021460
TEP 7-6: ADD KTH SCATFERER CONTRIBUTION TD ON-TARGET DISCRIMINANT 0002147
g ST COMPONENT SIGNALS. 29931449
} CDF1=COF 1+ PHASE1XDFWTS(1,K) 00021490
COF5=CDE5+FHASEL SOFWTS (54K ) 00021500
4 CNTIRE GERLale
SEE RSB ESEBEEEEEREES E RER EEK S50 K Rk ol fof s ok e ool ok 0K Kk Kk S8 3ok $ SRk % 00021530
T TEP o  FORM NOTSEPREE ANGLES RANGE, VELOCITV. AND ON-TARCET * 00021540
] C = DISCRIMINANT COMPONENTS a7 ITH FREQUENEY AND SQUARE * 00021550
C = LAW DETECT THESE COMPONENTS. * 000215560
C XX ESFREEREXXEEEERXREE R EBE BB B ERBEERERBEBRR X ERB SR R ARIEE KRR Rk § 25 55 5 5K S 8882}_2;8
I é
STEP 8-1: CHECK ANTENNA STEERING MUDE --- SKIP STEPS 9-2 AND 9-3 00021590
¢ Lt O REON GPLoDES OR MANUAL . 00021600
IF(IASM.EQ.2.0R. IASM.EQe4) GO TG 50 00021610
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STEP 8-¢: CUMPUTE AZ DISCRIMINANT COMPONENTS AND SQUARE~-LAM DETECT. §§ [$]
SPAlz BAZSCABS (CoUMTCOTFAZ )82 % gégao
SMAZ =3MAZ+CABS (C3UM-COTFAZ )02 Sgggtgzg
STEP 8-3: COMPUTE EL DISCRIMINANT CUMPONENTS AND SQUARE-LAN DETECT. 7
SPEL!SPEL#CABEECSUN*ED!FEL;*‘Z Cr. Boesisad
SMEL =SMEL+CABS (CSUM-COTFEL a2 00021690
EP 8-4: COMPUTE RANGE DI ININANT COMPONENTS A ARE =LA [
0P ARV sE AR LY eABS | CEARLY Tats COMPONENTS AND SQUARE-LAW DETECT§§§§E1§8
LATE=LATESCABS (CLATE )#%2 99031730
STEP o=5: COMPUTE VELOCITY DISCRIMINANT COMPONENTS AND SQUARE=LAW oooz‘;so
DETECT. 00021760
DE2=0F2+CABS {CDF2 k2 00021770
DF4xDF&+CABS (COF& ) a2 89951733
|
STEP 8-6: COMPUTE ON-TARGET DISCRIMINANT COMPONENTS AND SQUARE-LAW 00031800
DETECT. 00021810
DE1=DE1+CABS {COF 1 )e#2 00021820
OF 52 F5+CABS [CDF5 Jas2 90021830
SREBRVBP S LSRR BB S X DB R RS R R R P R R B PR R RPE R R R RS BER SR R RBR SR QSR AR S 0002 ,gsg
* STEP 9: COMPUTE EFFECTIVE CROSS-SECTION AVERAGED OVER PROPER # 00021860
. NUMBER OF TRANSMIT FREQUENCIES. » 00021570
CES RSN PRER LR VLB R RS S WAL LR L PR R P SRS VRS LR FL RS SR BRE LS RS LDER QDB S 08 B 000 Le.O
SIGBAR=SIGBAR+CABS(CSUMN ) #52 29051590
CONTINUE 00021920
TGBAR=S IGBAR/FLOAT(NFREQ( INODE) ) ggozi30
NOTE: DEBUGGING PRINT STATEMENTS 00021950
WRITE(6 SO0 (1,816 1=1,NT) 9021952
900 FORMAT(}? 1,516 29,18 Flece) § §.9s¢
WRITE(6,903) NT4S,0A,0DEL RGE {RGL ,RGHGT yMDF(3) 0021960
, IRITELS,90D) DFWTS (L oK) oDFWTSE20K) o OFWTE(3,17+ OFNTS(4e1) s 00021970
9022 PORMATL 1 AT, S00AZ 40 Lo RGE sRGL s RGHGT o F3 ®0,15,6F10.2,I5) 89951298
901 FORMAT(' DF WTS =%,10F12.4) 00055000
RETUR 00022010
e caesint
00022040
‘.‘.m.'““‘m.‘g“:;g‘“;‘;::z;;.;a}‘z"a‘.;;‘:“t‘.‘;:‘m.z“: 08835028
* R NE A
A B Rer Dt S L S e
":2..5 m .ﬁ.rL.&.’i danss DY Pnthe S AP AN+ S I--F N At 30 888%%?.38
SUBROUTINE CISCRM 0825t
A G R R R R S E A e o 00052120
, COMMON 7SVSOAT/TSAM) DR 1oCPuSPoP T PSBIASIALBIAS 4BTBIAS 4GP oGA, 90022130
COMMON /TGTDAT/NT JOUNS( 506) » CGRNGE » CGVEL 0002217
, EOMMON /ogcnu/§§83§E.ELols&iaoxgg.&stc.aare.ooxsc.slcsa1.s~ao. 388§§{S§
COMMUN /SIGDAT/SPAZy SMAZLSPEL o SMELLEARLY LATE,OF140F 5, 09022200
2 Common /unxsexugfzﬁgs“&ﬁzls?k AUSS( 200) 0035230
O LN R I L TR T3 2090 21,5 (10020, BNE2D,PTI3) 998 §38
DATA NFREQ/195/¢BN/9100.7 586,/ PS/&*lo'z.zQ'l. 25981 18018211647, &
2 PDIAYPOIRIPDIV/] o4l a2e3.1623,2.004.472152.8384,6:32887,°"" 00022250
3 P1/58000.73125.,195.3/ 90022280
REAL LATE,MEAN
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® SPEP 33 COMPUTE RANGE DISCRIMINANT (INCLUDES NOISE) =
Lot 2 2 o R Y Te P Y B dem Pt R 2 s T T e 2t ¥ o

STEP 3=1: COMPUTE RANGE DISCRIMANANT COMPONENT SCA ¢ .
20 RSCALE=S1*POIR (IMODE) SCALE FacToR

STEP 3-2: COMPUTE STATISTICS OF ADDITIVE NOISE FOR RANGE
IMINANT.
3

DISCR
MEAN=PDIR{ 1IMOD
VARELYlgoz%QZo* L®EARLY +1,)
VARLTE=SSQRT(2.#S1&LATE*1.)
STEP 3-3: ADD EegIVALENT NOISE TO RANGE DISCRIMINANT COMPONENT

6
BS(RSCALE‘EARLYONEAN#VARELY‘G&U?S(103))
S(RSCALE®LATE+MEAN+VARLTE*GAUSS(1D6))
OMPUTE

STEP 3-4: C RANGE_DISCRIMINANT,
ROISC=10.%ALOG10( LATE/EARLY)

SRV RBRABRER R R BB AS S 0L SRS S LS LS S EE SR LRSS R SR LS SR B REB &

® STEP 4: COMPUTE VELOCITY DISCRIMINANT (INCLUDES NOISE) =
PP LTV RO v e Y=t T et o T S ] D et b

STEP =13 CCMPUTE VELOCITY DISCRIMINANT COMPONENT SCALE FACTOR.

VSCALE=S1#POIV(INODE )
STEP 4-2: COMPUTE iTA;{STICS QF ADDITIVE NOISE FOR VELOCLITY
DI%CRXM NA COMPONENTS «
MEAN=PD]IV( IMODE)
VARDF2=SQRT(2.%5S1%DF2+1,)
VARDF«=SQRT(2.8S18DF4+1.)
STEP &-=3: ADD EQUéVALENT NOISE TO VELOCITY DISCRIMINANT
COMPONENT SIGNALS.
DF2=A8 (VSCALE#DF2¢NEANOVARDF2tGA3§§iIgl!‘
DFe=ABS(VSCALESDF&AMEAN+VARDF& 5GA 105
STEP 4-4: COMPUTE VELOCITY DISCRIMINANT,
VDISC=10.%AL0G10(DOF2/0F«)
2SS USSR AEE RS ASBEES S SA SR EBE S EE S S IR S S S B R LS SLS S SR LB LR PR SR
= STEP 5: COMPUTE ON-TARgET DISCRIMINANT —— USED FOR BREAK~ %
* TRACK AND VELOCITY DATA INVALID OETERMINATION s

3293 FARRSRBRABRERERR B EER S SRS SRR ESBR OB LR BB SR X RA RN B R ERE L X XSS S

STEP 5-1: COMPUTE STATISTICS OF ADDITIVE NOISE FOR OUTER DOPPLER
FILTER SIGNALS.
VARDE1=SQRT(2. #S1%0F 1+1.)
VARDF52SQRT(2.#S1%DF5+1 )
STEP 5-2: ADD EQUIVALENT NOISE T0 QUTER DOPPLER FILTER SIGNALS.
DE1ZABS (VSCALESOF IWHEANVARDFL20AUS S (1021 )
DF5=ABS (VSCALE#DF 5+MEAN+VARDF S#GAUSS( 106) )
STEP 5-3: COMPUTE ON-TARGET OISCRIMINANT,
NOTE: THE FACTOR OF SGRT(2,) IS oue THE METHOD OF
NORMALIZATION OF DISCRIMINAN PONENTS o
ODISC=10, #ALOG10( (EARLY+LATE)/ (SGRT(2. )8 (DFL+DF5)))
NOTE: DEBUGGING PRINT STATEMENTS.
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* THIS SUBRUUTINE IMPLEMENTS THE BREAK=TRACK ALGORITHM &
PEIYITI T Pt e YV P L PR 2 g DR T Y s Tt o Lo L LS L

SUBRWTI
COMMON /
MM /
NTEGER
DATA

KTRK
L/10U
M/ DUM
H
C

82&

Foom

R
M2(17) yMBKTRK yMBTSUM,MBT(8)
R Skttt
HO o THRSHC
VMAX s THR 8HC » THRSHO/51 45, ~11/

&
I
NOTE: VALUES FOR THRSHC AND THRSCHC ARE NOT THE VALUES
USED IN THE RAO?E. THESE VALUES MUST BE CHAN&gD TO THE
RADAR VALUES.

AR LB IS SRS SRS EE SR S LS SIELEE SES B L & $S A5 2R ER % SRE R

® STEP 1: DETERMINE STATUS OF L-H DISCRETE (FTH) »
P epe A TR Y LY P i o g S e IR S D L e L

STEP L=-1: QUANTIZE THE VELOCITY DISCRIMINANT TO 3/16 DB STEPS.
IVOISC=INT(VDISC#5.333333+40.5)

STEPI%-si DETERMINE STATUS OF L-+ DISCRETE.
IF(IABS(IVOISC).GT.IVMAX) IFTH=1l

EEE LSS EE S SRS EBER XS AR ER R SR EEPR KRS 8 SEEEBE SRR LS S0 % 0E

® STEP 2: DETERMINE STATUS OF ON-TARGET DISCRETE (OT) #
e T e ot P Y e P PR TS D e g e T s S i L

STEP 2-1: QUANTIZE THE Q-DISCRIMINANT TO 3/16 DB STEPS.
1001SC=INT(0D1SC*5.333333+0,.5)

STEP_2-2: DETERMINE STATUS OF ON-TARGET DISCRIMINANT.
1F(I0DISC.GT.THRSHC) 10T=1

BB BB RBEE XS EBREREE R BSB EE SRR R EEL R B RS IE RSB RS SR EEE S L RS S S4B 2 4SS &

% STEP 3: DETERMINE STATUS OF ADJACENT ON-TARGET DISCRETE (AUT) »
SR A BHLRSE S S S IBEES S SIERR S RS S SLE RS BEAERRSREB A IR SRR X R SEFRREE S &

IA?TSO
IF(IODISC.LT.THRSO) 1AQT=]

SOS PSSP BOSS S SBSELE B S S REE S AL SRS RRS RS E S SE SRR XL R SQ SR SRR RS SRS D RS S

S STEP oi COMBINE ABOVE DISCRETES TO DETERMINE STATUS OF * NO- 3
» TARGET™ DISCREVE (NOTARG). .
SES R oSS ESE LSS S S S EE RIS LS SR REE S S S S SR S TR PSS EEER S LS kel E0 SRS &
DEFINITION: THE NO-TARGET DISCRETE IS WIGH (OR 1) IF THE DISCRETES
FTH, OTy AND AOT ARE ALL LOW (OR O)e

NUTARG= (1-IF TH)®(1~10T) *(1~IAQT)

FEE S SEES LS ELECE SR S S ERBEE XSG SR EERESR RV RS S S SRR S EH 28 B0S &
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8 STEP 5: DETERMINE STATUS OF BREAK=TRACK FLAG (MBKTRK) ¢
SEAPLLPELEE S SSSIRE S LS SUREE S 06 KR BRE SRS Gk R ESEER KAERR KRR QRN &

L1 1 1
DEFINITION: BREAK-TRACK SHALL BE DECLARED IF NOTAR R A
DR AT IR oA s T ERBE IR oA TANETERES Y FOR AT

STEP 5-1: UPDATE MOVING WINDOW~OF-8 SUM (MBTSUM).

MBTSUM=MBTSUM+ (NOTARG-NET(1))
STEP 5~ g:DAte STORAGE REGISTERS «
10 T} :H I»1)

0
=
U

X RO

*
NOT ARG

ET RM!NE STATUS OF BREAK-TRACK FLAG (1=BREAK-TRACK).

T
- E
MBTSUMW/

ry;
8rih)
8T(8)
STEP 8-3:
BXTRK
ETURN
ND

2SO ES S ES L SSES S SOk SR S SeERE SHCNE SRR BER SR S SE bt Sh Rl E

S SUBROUTINE UPDATES AZ AND EL IKIRTIAL LOS RATES; THE &
ND BETA"GIMBAL RATES) THE ALPHA AND BETA GIN AL »
NS, AND THE TARGET PITCH AND ROLL ANGLES FOR THE

L
2SS M R RS ESESERE L EEEE E R E LR RE SRS SRR G RESEERE BN G RRR SRPR &

AR T e

+D1IDUM{2) ySPANG 9 SRANGy SPRTEoSRRTE » SRS S,

NR M2(12)
Sy RNE IBYRE L8 La1as,ALB IAS ,8TRIAS,
B9SB,AZRATE, ELRATE,ALRATE yBTRATE 3 AL, BT,

BAERENN
:ov>q‘

~n

553{3c§?u4§{7 X2(393) 3 TX3(393),TBL(3,3)
H384 =3,1.5539E=3,"" ' '
2 3%2.0 23%

3 -
DEF INITION: *
15 NATURAL Fi

WN TU
DEFINITION: AT2=KEQsTAU WHERE T
CONVE ENEE ilME

1

Ty T L  d it o oS O P e E Il P S D et
* STEP 12 UPDATE ANTENWA LOS-T10-80DY TRANSFERHATION (NOTE: TRANS- *
* FORMATION lNCL*DE GIMBAL BIAS ERRORS AND RADAR YAM *
* ANGLE ERROR WRT 200Y FRAME), .
SEXSAUBEERE SIS L SR S56 28 S SR 0SSR LSS KR F SR SR L KRR E SR VR X BB R SRS S S %

ALL GAMMA(TX .-lafoaTB}AS)g

ALL THE;A( X ,-*ALoAL AS)

33{TX, TX

1, TX3)
ALL PHI(TX2,-P31) '
ALL MULT33(Hx2,TX3,78L)

SER SRS EE X EREE SEEEE KIS S ESEREAEREXER Y. AR EBRE B ERRE R SR RRE AL SE S S8 S48
» STEP 2: UPDATE ESTIMATED TARGEY IN:RTIAL AZIMUTH AND ELEVATION =
b RATES IN ANTENNA LOS FRAME. .

SLOPE) WHERE
O STEP RESPONSE

SRS 5SS S0 L S S RS SEEER R ERE S ER R RS RS RS SR R SRR RS EES S S S S0 S
QUANTIZE THE ANGLE DISCRIMINANTS TO 3/16 DB.
1AZDsC=INT (3333333 8a2015¢C)
IELDSC=INTT(5.333333¢€ELDIS
ADSC20. 043 1SELOATITAZDS )
upoA$2‘e§°i32¥%B‘%2£Eé1§‘Riﬁ%xAL AZIMUTH RATE
A:RAII-AZRA?E¢TSAH‘A¥1(NRNG'Iﬂsoi?IADSC °
g
f,pRIO[A,
Lo, 2 p
I Ve
QC’ 5’[
471,18
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UPDATE cSTIMATED TARGET INERTIAL ELEVAT&SN RATE.
LRATE=ELRATE+ TSAMN®AT1(MRNGo IMODE )*EDSC

'l‘l..’.ll‘bb.‘.“.‘.I.".‘.Ol..“.lll“.““...
& STEP 33 UPDATE INNER AND OUTER GIMBAL RATES, *
SE 2000008880008 80 S S0 00 RSECSLR S SABRRENERERED
COMPUTE REWUIRED COMPONENTS OF URB ITER ANGULAR VELOCITY VECTOR IN
JUTER GIMBAL FRAME
WGX=CP®EWB (1 +§Poeuaczé

C S 1)eCPetuB( 2
{1)+CP=EWB(
05-6 G0 10
TeiM NG’INOD&)OADSCONGZOSBl/CB-HGX

)+ SARENB (]
;))OCA‘EHB(;)
2

ele
Ee*A

SEAE AR LS RS RASLL LRSS S48 S RSX NS EEEEEFR R S BABE A *BERR 0 &
» STEP 4: UPDATE INNER AND GUTER GIMBAL POSITIONS. *
SETSESOLLESSSSOEER I SSBRSSSSSEEEESLR SR SRS RSB ER 4%
OUTER GIMBAL PUSITION (ALPHA ANGLE)
AL=AL+TSAMBALRATE
INNER GIMBAL POSIT:?N (3ETA ANGLE)
BT=BT+TSAM®BTRATE

SRSV RV ESEREREBB LSRR BIBEEE [T YT YN Y Y b b

® STEP 53 ANTENNA IN OBSCURATION REGION?Z *

P Tt T e el et g
CALL SCNWRN

utmmc.vtuttmmot.tm&#tnuto.outuntnm gk Riok

e STEP 6 TRANSFORM TARGET ANGLES AND INERTIAL ANGLE RATES TO

. BODY FRAME FOR USE IN DISPLAYS AND G AND N. .

.‘..“‘.".‘#“l““‘.“““‘#"I.““‘t““‘#.““.‘.‘..‘.‘.t%

NOTE: TRANSFORMATION TBL INCLUDES GIMBAL BIAS ERRORS AND RADAR YAW

ANGLE ERROR WRT BOOY FRAME,

gs"3§s;t535' INERTIAL PITCH RATE IN ORBITER BODY COORDINATES
§Pate--1000.tcrsL(z 11$AZRATETBL (2 2 10ELRATE )

UPDATE TARGET INERTIAL ROLL RATE I ORBITER BOOY COORDINATES

FOR DISPLAY.
62)‘ LRATE)

SRRTE==-1000.2{ TBL Lt
R DY COORDINATES FOR DISPLAY.

I
.
1
[
0
3
3

1
8
[Tes 98 REspAT
%57,29576

WWOWVD- m
o @ Doyum

18
TE
RD
L
)

PO

cQ
Aees 1t pasime
-
e 9 @
ORr-odwww »
D) omog

joee
<

0
s e

OB ONAL
e K

-
o
o

PRINT STATEMENTS.

RA BUGGGING DATA?®)
Kk g?Rg% AZRATEELRATE;SRRTE PRTE
i i 3
aLil }

i%égfg‘sg l%&; 8L é.l). 8L(2,

S
azrgTe”

lw ]

e
@ W~

€0S

CELReSAR sSPR=",6F10.2)
b '4‘10.“

2D04,ELD 2 AD9ED 29 ,4F10.4)

VOO

000

N O
MmBNNn
Zm

298

N v o

8000
o883

NRNON
AR 5 0 9 8 &
02000000000

N
00000

AU U UBUNRUAR R U UNS

©Q

2388232832883388338838
RN NN RN AN NN NN N

ooooooooooooaoooooooog
NN N9 gt pus gt gt s gt 0=+ O O O ©O'

Q00O
338
AR
N
0000000000000 0000000000

88833
NN A

80!5»‘0“#0\"“”‘0“#’
000000

U UNA AR
gu-oon-»w
O

WWWN NN

NN

U R AR UA R A NN

82282222832

§00008 88
8888000
NN RN FINNN NN NN

800
o83

PINPIN
ARAURUNR RN R R U R LR
—y

8028022
2228333
NN

g

N NN
ry
»

S
&

QOO0
2838
NN
L i s abaad
ARAMAR
[ N

[-1-4 D

[R———————




(2]

o0

OOO00

oNn O 00

b
-4

00300600000

““O..“.““‘m‘.“‘.‘"“.l""““."“‘

éiri!‘o&#t’e‘i 3530 ﬂ;‘ﬁos??m. BB ThehE AT &

ON RANGE
‘ § RAPS RE S SRR LN SELESRER S S ‘l‘”t“". nnnamnm
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g

: 8
& 4 ©
NN N
w

00 00 B RM

SUBR INE RTRACK

AR A TR Rt

g ARt Bl i

AT Al &j it % a";‘;m{i..v 20 i
it
Pt Jas‘izi%?;éi%;‘%zi,s‘; ‘23’3’-2..1, 533;3 :
A o S T }
& saleravi oiéggiééiﬁifi§327°:2'2'°53“E'{"v*g'l 20695, 900 :

Ve 1 4 9

o
3

sssgist
NN NN NNNA NN NN NN NN NN

SREPIRRERER R BEEEE SRS IR EE S SSRRES R SR SE ESRELEAESS SESL8E S50 S 68 S0888 S
5580098858 58588%% RANGE TRACKER MODEL *S34B835822S88888 3888008008888
EEER RS LESTR RS ESEFEEEERPE SRS S S EFES SRS SRR S S S S8 8S SSSRES SL LS SRS S ASEE S

SESE255 S8 SS LS LSSREBES S8 558008888
» STEPI: UPDAIE RDUGH RANGE RATE ESTIMATE t

O 00 O O O UM AR AR AR UNA B UNRA S U AURUBAIUA URMARARUB UNIMUAUAIAR
QOO OO0 00000 VOOBDPPBBRPD
W S N0 D OB S WN OO0

Q000CO000000000O00O0O00000

SHELLEBEESE ISR EL 0SS OO
xnreceng E RANGE gxs RgEINANT AND CHECK EOR SATURATION.
Rgs = 03 333
IROTSc= INTTIR
{:1{201 §.c N3] 1RDISCx258 000
ROUGH RA é A%F Pigo C lgngkoa ALPHMA-BETA K{ ATIONS . 888
DEFTNITION: ATI(M MODE) CORRESPOND U N ALPHA-B8ETA TRACK . 000
RRI=ELOAT(IRDL ;g:lnr {ANG , INGDE) g
IRDOT=IROCGT+INTY (RR1 %
D T T T T T R P 888 606
s STEP 21 UPDATE RANGE ESTINATE 607
S8 SSPOSE S5 SS9 0L S SRR B 888 68:
uerxnxrxou: RT2 CORRESPONDS TO ALPHA IN ALPHA-BETA TRACKER. é
© RYSFLOAT(IRDLSC)#RTZ (MANG, IODE) 28926199
O&RD T¢IN
coNvERTCRARCE  BSTTRa by (IRNE) TO FEET USING THE FACT THAT THE LS8 00026130
OF IRNG REPRESENTS /16 FEET. 902630
RNG=0.31258FLOAT ( IRNG 6120
ADD FIXED AIAS TO FINAL RANGE ESTIMATE. 6150
SRNGaRNG+RBIAS 00026160
88822149
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et L LYY YT o L T L e p vy YT Y Y Y L et and

b STEP 13 GENERATE AHMGWUS VELDCITV ESTIHATE '!
“.‘ ‘. SEER SRR R

msc g mn TR ITRANT AND CHECK FOR SATURATION.
m;lfgé §té ﬁge&véiﬁ nou OF AMBIGUOUS VELOCITY
e ‘!2 ﬁi&'m e roRIIBN 62 xRékeuous veroctTy

"g ngiERSV?isc;;:ﬂA l T=1 Fﬂ
s AR Iy RTINS cnma

SSERSSUDRSSEBIESRASE .S BEBRRBURRZEAALBE RS
' STEP 23 SCALE RDWH ‘ELOCI'I’Y ES‘HMIE .
.nwu» 7

SOePRES
SCA S8 0 ESTIHATE 70 & TIMES A DOPPLER FILTER H
D&F LONs ﬁ?g;lFl-(RAN ;;zﬂk{ ms ,WHBIGU&J; VELO?.!TY)II)

q l‘ DOT)SVTLIMPRF)/TSAM
e R R X ARY CA AT .
SOM nztsgé ig%} ’}kl CALCULATIONS

1R2=IN *
IRV:L-I %4096

L T ety tvi
‘ STEP 3: agsol.ve AHMGUITY b
RSB0 SEOBS S
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0 RNT NUE
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g LTA= R 670
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FH ELTALE.=6) IRVEL=IRVEL+4096 '

B T L Y L ettt Pttt ad
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. STEP S: COﬂPUTE SHOOTHEO UNAMBIGUOUS VELOCITY »
L S0504) S8 400 S AR MR RS RR VS IR TES SR SRS

20 ¢ f?slzi g;'r;~-x
Ave“ngor:’.ax‘ktc“gg §1)0v B4 T 3 T ¢ kit

VBB EPESR G AR SIS SRS R REBL LS B BBS

' STEP ot REJET DOPPLER FILTER lANK b
taat‘-co--..--atocno:n.o 2840800888
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SLS900 84S MRE S
SET RAN € zg TARGEY C.G-
SET 3A~8£T AD CROSS-SECTION (INCLUDES BEAMSMAPE LOSS).

S5 8552808800008 50 808 UL 000008808508 4080

‘ STEP 21 COMPUTE THE 9« AT VIDEQ OUYPUI s
5 200N B SSH0LDAB & SR2ERASEB 088 48

SNRSNRY (S IGMA .MNGH
S5 53STS48 545 KA SRV ES S 08

i:iello.‘M.OGIO( SM)

S585 ML SSSESE SO EL ENES S S O S LR A S S MRS EE SS ESOOE S TR SR S ESE RIS §
s THIS itﬁ sxtms lN!l’!Angsg ALL DATA REQUIRED B8Y THE SEARCH, *
: ACW 1 J MS. .

cuuuntuunn‘m uuu- SEESESHN SESSSSARLSE S SR SIS S

TINE DATA
ST T T T
ﬁgnmw INQISE/NS 1.usg.nn§io».muss«zoon

uoouu-.-h‘oatutto
& SYSTEM PARAHETERS d
S BIBL LRSS SSBEES

Pl 83,16 15926

80.
RADAR *RAHE YAW ANGLE IN B0ODY COORDINATES (DEGREES).
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ATIDPOC OFFSET FROM ORBITER C.G. IN 800Y COGRD. (FEET)
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BERREREE R R E kR R B EE RS E PR RS

* SYSTEM SAMPLE INTERVAL *
SRAABRIRBERRKEEERR B % 400 2

TSAM=0.2

SERRBEPESEE LR ERE B S R55

* COMPUTE SNR CONSTANT =
SRS RREVBEES S S SRS LR ER

EQUI{%%ENT gNE—SID&D NOISE POWER SPECTRAL DENSITY (MW/KHZ)

&rs=xo.g$(o.1-xTS)
SYSTEM_LOSSES OV TRANSMIT t0B).

8307 4
LT=10.%%(0.1%LT)
ONE-NAY _ANTENNA GAIN (0B).

G=10.2%(0,1%G)
ALM

GP=
BEACCN PARAMETER
BLN=

b o
BCN=10.%#(0,1x
CONSTANT FOR ACTIVE T OMPUTATION.

=4 o G XA LMBDA *52 %8 N/ *xx2K TS )
CONSE;NT FOR PASSIVE MODE R COMPUTATION (DB).

=183.9
CONSTANT FOR ACTIVE MODE VIDEO SNR COMPUTATION (D3).
GAS=146.9

5
v
4-*(6*‘2)‘:6
8

AELSHESE PEEE S L L LR S L L SNSE X SSRBRS
* RANDOM NUMBER GENERATOR SEEDS *
SERASRBEEREERE R RE XL S SIBSRE S k Bk K
N31:48
N$S2=135

NN(1)=0
INITIALIZE NOISE SEQUENCE.
D0 2 1=1,200
2 GAUSS({I)=ANORM(NS1,NS2)
SRS EXB L SREBEXRBLEL SRR SSS S

® DEFINE TARGET PARAMETERS =

RSB RS EPORD RSB SRR KER RS RPR KB R &

TARGET SEARCH CROSS-SECTION ( FIXED TEMPORARILY).
T16T516=10.0
RETURN
END

S THIS FONCTION GIVES THE ANTENNA. SUNM BATTERN WEIGHTING.OF THE &
S RADAR SIGNAL FOR ' TH GIVEN ANGLE(IN RADIANS) OFF BORES IGHT
LI PN PR A AR A A S T e g el St ot g

& RAEAR SIGNAL FOR THE

-~ ¢ VO MO

10 (Yiszy

M0 0L Wt =g g
ZnNZr=Xrod
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THE SUM PATTERN A SINGLE-SIDED
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CREEBEEBLLUERABL S ARV HSR RS SR R BB S X RN NN RS AP R A ERREE $ S 0k KR SR A KR E
* THIS FUNCTION GIVES THE ANT NNAAaéEEEREN&E PAthRN WEIGTHING OF @

E
% THE RADAR SIGNAL FOR THE GIVEN (1 DIANS) OFF BORESI
* NOTE: THIS PATTERN IS THE DERIVATIVE OF THE SUM PATTERN

L 3
RERREBRR AL EERRGE R L ESFERE LS VRS RBHDLE PP RS A VR RLR DRV SPS SRR BB B BS DS

FUNCTION DPAT{X)
1F(ABS(X),GT.1.E-4: &7 10 10
OPAT==0.6228%X

RETURN

Y293 ,30%X

DPAT21.14650(YSCOSIY )=SINIY))/ (YY)
SR

22830 2088880008 8000 S 4 AL RS L 0SSR SR RLR LR LB LR ERRRERERGHR kR 2R B2

. TH*S FUNCTION GEnERAT?; A RANR&N NUMBER FROM A GAUSSIAN POF »
®« WITH 2cRO MEAN AND UN VARIANCE . s
REXEGEEB IV ICECLRERE S SIS LSS LD RS BB RNB AP SRS AB ARL SRR BB KR B RSR B8

NORM(K 1 K2)

52
-s.‘ALOGCYl))‘COS(TPI*YZi

P B

LSRN SRR AR SB P ERR RIS RV E LR RE R R EE LN SSERER SRR RRERB OIS KSR ESL &
» tHl?RFUNCTION GENERATES A RANDOM NUMBER FROM A UNIFORM 90,11 :

# DISTR1BUTION.

SRS SBIDVER C R SRS S LSS ELES LR AR R LR R R AR BE SR ERERRERER S ERBE B RPN g R &

FUNCTION RNDU( IRAN)
ATA MU/526231/, XM/ 526287,/ 1ETA/99T/
F(IRAN) 20410420

20 CONT INUE

IRAN=TETA®IRAN

IKEEP= IRAN/MU

IRAN= IRAN-IKEEP*MU

XRAN=IRAN

XRAN=XR AN/ MU

RNDU=XRAN

10 RETURN

END

SHESBL SRS ERRBL BB EER SRR ARERSBBRRELLE AL R LRSI LR RR RO 2 0 AA SH
s THIS FUNCTIOM CONPu;5§ THE OOPPLER FILTER UUTPUT AMPLITUDE :

» IGNAL OF FREQUENCY X.
n-i!gugﬁtgﬁt;gﬁt:gtiﬁtn‘ai;gﬁnntst:..agg-u-‘;.;.ntttttttntot‘.

NU
gNPLl(O.le)
TOR EQUAL TO ZERO.

86) GO TO 10
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* AND CDR#&E#& THE SUANf?ZA?ng ;QOCEOUREE OR INT FUNCTION ]
haa i i e it o LI U S LT T T TP Tt + N P

OOOOONODC

TEGER FUNCTION INTTUY)

XsLT.0,0) X=uX~1.0
T=INT(X)
URN

® THIS SUSRUUTINE GENERATES A_(3X3) MATRIX TPHD THAT REPR%SENTS
* THE DzRIVATIVE OF A MATRIX THAT REPRESENTS UNIFORM ROTATION
® ABOUT THe 2-AXIS. T ROTATION SPEED IS W AND THE ANGLE AT

* WHICH THE DERIV. IS TAKEN 1S PH.

OOOOOONO00

SUBRUUTINE PHID(TPHD oPH M)
DIMENSION TPHO(343)
00 10 12143
TPHO(3,1)%0.0

10 TPHD(T+3)20.0
TPHD(1v1) =-WeSIN(P)
TBHO(20 ) aTPHO (13 4]
TBMO(102) =mecO (Bn
TPHO{2+ 1) ==TPHO(1 42)
RE TURN
END

bRty e bt ta b athasd b ottt thetete it 2 L L rrrrrrrrrveres
* THIS SUBROUTINE NuL;&ngks THE {gxst MATRIX A AND THE (3X3) @
* MATRIX 8 TQO OBTAIN (3X3) MATRIX C. *
Ll sl A T I I ZE TSN TS Y 2 Y e N T I T TV T T VT Trrnpay VR RRR BRSNS

OOOCOON0
E

KW bt s g
BRON N

E MULT33 (A1 BuC)
(3:3)y BL333), CU3,3)

Co 0o o1 X
X O0LO0Z
w
e g F P
e Ov e

Z— -
o~ Wy

Lod)ealdR)2BIKJ)

-
o
MBOOOO OO0V

Z D) OO e

Cdoe o

MR- S- Dttt it b en i a et sl s Lo P T I T
* THIS SUBRUUTINE HULTIPL}ES THE (;XS) MATRIX A AND THE (3X1) ®»
® VECTOR B8 TO UBTAIN TME (3X1) VECTOUR C. be
Al il R i g d st I A2 T L I L P YT LT rrres

[alaialalalalalyl

E MULT31(A,8
ACas 3700308 )
v3
3
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10 *Al{ly0)%8 (1Y)

mBOONOOWw
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|

L.

¢ 00030300 I
'é m.n“m‘ctnm‘mumnmouunttut“ncnmtmn 888%%3!8
3 JHIS SUBROUTINE GENERATES A (3X3) MATRIX TTH THAT PRODUCES # 00030330
C & A ROTATION OF TH RADIANS ABOUT -AX1S. 00030340
E SRS S SRR X ERER TR m mnm*“t”‘*#“m‘”..“" 8%38328 T
¢ 9003 §7o &
SUBROUT INE THETA( TTH,TH) 00030330
DIMENSION TTH(343) 00030390
00 10 I=1,3 00030400 -
00 }0 JxLs3 00030410 i
10 H(1,31=620 00030420 A
TTH(1s1)=1.0 00030430 '
TIN(2,2)=C0S (TH) 00030440
TTH(3,3)=TTH(2,2) 0003045 .
TTH(2:3)=SIN(THY 00030450
TTH(3,2)==TTH(2y3) 0003047
RETURN - 00030480 -
END 00030490
¢ 00030316 g
C wu:cmtu:umatmtntm&ttmnt#nttmtnmnunm 00030520 k
€ & THIS SUBROUTINE GENERATES A (3X3) MATRIX TPM THAT PRODUCES ®* 00030530 -
C A KOTATION OF PH RADIANS 'ABOUT THE 2-AXIS. 00030540
C BEBERE mn““.“‘““‘““.‘t“..“m““O. 00030550 B
: e
SUSROUTINE PHI(TPHsPH) 00030580 .
DIMENSION TPH(3,3) 00030590
DO 10 1I=1,3 00030600
DO 10 J=1,3 0030610 -
10 lPH’I.J)=6.0 0030620
TPH(3;3)=14 00030630 ]
TPH(141) =C0OS (PH) 00030640
TPH(2:2)=TPH(1,1) 00030656
TPH(1,2)=SIN(PH) 00030650
TPH(2:01)==TPH(1,2) 00030670
RE TURN 00030680 .
END 00030690
C 00030700
¢ 09030710
C PR RSV RIBUESL R LRSS RB L EEE BB ESESSS LR SRR R RS E SR AR SEL RS ERE S 2 SRR R 000 20
C ¥ THIS SUBROUTINE GENERATES A (3K3) MATRIX TGA THAT PRODUCES % 00030730
C * A ROTATION OF GA RADIANS ABOUT THE Y-AXIS. 00030740 -
E *“#”"‘U##l“‘““*m‘*#“t*““*.“‘#“‘*“‘"‘*““‘.““ 883 8;58
8 .
¢ 00030770 ,
SUBROUTINE GAMMA ( TGA yGA) 00030780 L
DIMENSION TGA(393) 00030790 -
DO 10 1=1,3 00030800 ;
00 10 J=1,3 00030810 L
10 TGA(I,4)=0%0 00030320 *
TEA(202)=1:0 00030830 P
TGA(I,1)=CS (GA) 00030840 “ !
TGA{1,3) ==SIN(GA) 00030850 {
TGA{333)=TGA(141) 00030850 :
T6A(3,1)=-TGA(1,3) 00030870
RE TURN 00030880
END 00030890
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[gln]

o0

S5 LIMEEXSRAFEBEEEERBETE S XX EHLEEEE S EREX LR ELREERE SR XL L R0k &
: ;R&§E§¥?§gutlue MODELS THE SPAS SPACECRAFT SCATTERING :
SRS S SSRRPYLSEERE SR SR A RSB SRS LRV AR RSB SR ERRERAESRE RS S0 S

ERENENRES LSS B EESS LR SRS m“‘l.“““”‘O“#‘“““# PYYSTYETT LR Y222 )]
* DATA DEFINITION: INCLUDES SCATTERER LOCATION IN TARGET FRAME, *
* MAXIMUM SCATTERER RCS_VALUE, ANGULAR EXTENT
* N NONZERG RCS, AND OTHER MISCELLANEOUS DATA =
* REQUIRED BY THE ROUTINE. .
SEERIRERSEE R ES DSBS SR B R2SS .“....‘.‘l‘““"”“‘““““ S9SN

SEED FOR RANDOM NUMBER GENERATOR
OATA KSEED/%5,676,908¢607y5078+697y365, 7777716714
1 560,809 s4has338,999, 535,222,70,60,8000,
2 5'25'35"0595 '65.75'55095'
3 TelT92T02T0617457 6Ty TT987:9
2 ShT6)5847000012398,76,412, 7639,409,899,561
. 331010851508515043193007:967658,453,988,567,2154/
T
F
F

DATA DESCRIBING DIMENSIONS OF WIDE-ANGLE SCATTERERS

DEFINITION: DIM=2%D/LAMBOA (UNITLESS)

DEFINITION: WSCALE=SQRT{D**2/(12*NF}) {UNITS=FEET, NF=# OF FREQ)
DATA DIM /60%64.8/
DATA WSCALE /60%0.2965/

FOR EACH DIFFUSE SCATTERER, SPECIFY NORMAL COMPONENT
DATA NORMAL /3%1,2,2,9%3,46%1/

SQUARE ROOT GF RCS VALUES ( FEET).
A BATA S1GMA/20% « 73493854 29 ,5%25 .61 160651094 79545104, 195.7 114+
P 1o9..1.~57..110..ztev..zzéz.a.Zsioa..5:93.2.2:95.6.54.9.z‘os.o.

3 0909'9905'“06'1.4796‘.568'3.61.1.35/
Xx-COURDINATES OF SCATTERERS IN SPAS FRAME (FEET)
TA TARG /3%

DA - 7“1.15 3‘.79 6‘1.21 -1015 3‘039 2"‘.98'
LRGN oS T+ A2 L rer? E T S T i< 38 FIP1 4 T H

ATES OF SCATTERERS _IN SPAS FRAME (FEET)
v_go'%?}oz'- E?“g)? 97205y~ 79,5‘5.74 3.bhylelB59=1:c15

005'-501" -

Tt et a3 ha 1 s 15y =)o 1503504y 50 74, =2, 129=32 40400017
3 Ayl 3118 201015, -3, 44 6223123447350 e.sllst-e.saio.g
e 2adr et aarin1.i5, sl ,15,38-0,T4,3.0003.4002810150 201,15y
AR ST 98 TR C 2293 W Ar TR Sy T PO

7-COORDINATES OF SCATTERERS IN SPAS FRAME (FEET)

R N 5010 64 y=2+ 30, 1250,04 3% 449 169020 7-2462 13%0. 0 2#-2.20,
3 3a0 8,52 1081.87139,-1.39 10395 21.39¢1.399-1239,0.0,-0.07»
8 230:0825%1 198, -520%, c982e=2.42/

s
()Pl{‘:}j‘\’/!
.'f’.“ _p'
TP A
Qg€
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8800008080
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W WGP WL W) W) W W W LA

W WL WA W

000000808000 00000 088880000888800000
83838222822828238 29589222229599
UUUUUUWU’WU




o0 oOfn

o0

(gla]

[21a] [glg]

OO0 OO0 OO (glg

[glale)

[alglal

MINIMUM SUBTENDED ANGLE IN X-DIRECTION
DATA MIN /714%1.95%0034%109002les00rley0.y92L.510¢.026177,
1 6‘.034699.9‘1.'

NINIMUN SUBTENDED ANGLE IN Y-DIRECTIO
15%1,0:64279,.819151 eeos 0292374.90631, <682 5250631,
3 '°33£?§§ati'o'99°97' 9338312085031 1008382184 202218 582834693 .
[3°% )

MINIMUS SUBTENDED ANGLE IN Z-DIRECTION
*0, g 33%-071887 b*.0261 104013, 3%.02616:2%.04536,
137,23 [ 941 86, 99966

1,
.0636 o#
1er=e9996 X SE34 0l T PVAS Sl TT P44 44 T30 WS 1t SAL T

0- 7101-09155. .-.
HAXIHUH SUBTENDEO ANGLE IN X-DIRECTION

oV

L

w

828838

L —— H i w L‘ e '5:::.1’

0000000000
00000
000

4

g2

OV PWNROO® NN, WIN

Q

(=3
0000 0~ 00 O O DI\ A AR

VO~

HIMAX /3%0¢9l7%-1.94% O.g-lo. 01=ler0e9p2%~1093%.99933y5%=1.,

2 10*-.0261896¢°-036099,—1.pb‘O.'2 =ler

MAXINUH SUBTEND&D ANGLE IN Y-DIRECTION
ey lo*=~1. 6 090631 4=o8191593%=,90631

0000000000000 000000000

2888388

8
[~}
WA

.86 Loy
H -.10 ix. 81915501 0,099897,3%-1 19=000524510%~20261856%4=-.034899,

5 9%-1

MAXINUM SUBTENDED ANGLE IN Z-DIRECTION
8%=1,,6%0., 497,6%-:02618,-.040132; 38-.02618,
$ <¥-204536, .04362. -.43837 358 ,.994 664 ...4 <1.
§ 199966, =124.99968,1..3 9466.—1... $9939 -1. *30935 1t 59930,
9 =ley- o‘0‘07 69=1e90c9=le90cp=lepOcr=lop—e g

RADII DF THE SCATTERERS (FEET)
DATA QFFSET /720%0.093%~.3396%=.959~1.0397%0.9=e79y17%0.,
1 6*-.33' 2%-1.15/

MISCELLANEQUS DATA.
DATA NTAR/63/,KWIDE/20/4P1/3.141592653/

FUSLSIEBIRS LB AR IESEB IS BRR SR AP RBEFRE BB AR ES REEES LS KBS SEX AR ABE SRS
® STEP 13 DETERMINE WHICH SCATTERER ARE ILLUMINATED AND HAVE A *
* NONZERO RCS IN THE DIRECTION OF THE RADAR. *

SRES SRS S XXEIERBEEE TR SR SRR RS EEEB AR SRS KEBS RS AR A SR KX DR R SRR
STEP 1-1: PERFORM REQUIRED INITIALIZATIONS.

NWIDE=0

KTAR=Z0Q

STEP 1-23 COMPUTE UNIT VECTOR IN DIRECTION OF RADAR FOR
ITH SCA T ERING CENTER
00 15 I=19NTAR

DO 5 J=1y3
VECT () 2RADAR(J)=TARG (T 44)

5 CONT INUE
VNORM=SQRT (VECT(1)882+VECT (2) %224 VECT (3 )%%2)
DO 10 J=1,3
COSPHIT 1, 3)=VECT (J)/VNORM

STEP 1-3: ULE INE WHETHER ITH SCATTERER HAS A NONZERO RCS IN THE
I ON OF THE RADAR.
) LT PHIMAX(I9J) cORCOSPHI(I yJ) oGTPHIMINI(IJ))

O

[
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N 00 1t gt ot st e Pt P 4 pt Q O O
OOVRNP PP WN=OOD

~N NN~ I~

2888888
38333

288888
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S & WUN=ODNT WS LN

WP
0000000000000 OOOVINNO OO0000000000
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38888233388888885 283383
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LT R S s

STEP 1-4a: ITH SCATTERER RCS IS NONZERO THEN ADD TO T
g 3 kUN %ED &ATTER%&. VECTOR oF
KTAR =K R
)

SHS 2B L8230 08 288 H0S2 02 22X R0 L V02 KSR SLR R SNBSS X LR SR AL L BL L 2000

® STEP 23 COMPL " LOCAVION OF SPECULAR POINTS THAT ARE ;LkggMTE .

SRS PR LS S 028 0 200 S VMR L S AR LS AR FE BV SRR L RBB R R ER MR & BN - L 122
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