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PREFACE

A Float Zone Workshop was held at MSFC on December 12, 1980. The
plan for this workshop was to bring the investigators formulating the
NASA concept of an Analytical Float Zone Experiment System (AFZES)
together with representatives from industry involved in commercial pro-
cesses. The purpose was to examine the relevance of some of the exper-
iments being considered for the AFZES to industrial users. Also, since
budgetary constraints require a substantial descoping of the presently
envisioned AFZES, it has been necessary to reevaluate the types of
experiments that can be accomplished and possibly to restructure the
effort to include investigations that are more directly related to
industrial needs. : '

The workshop was structured into two parts. The first part con-
sisted of a summary by the existing NASA study team of the AFZES con-
cept and the types of experiments heing considered for such a facility.
The second part consisted of reports from various industrial producers
and users of float zone material. This was followed by a round table
discussion comparing and contrasting the NASA program with industrial
problems to determine what restructuring may be desirable in the ap-
proach taken by NASA.

The list of attendees and an agenda are given in Tables 1 and 2.
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I. INTRODUCTION
J. R. Carruthers

_ Dr. J. R. Carruthers, Program Director, set the stage for the
meeting with his introductory comments. He reviewed the rationale and
objectives of the Materials Processing in Space program. He gave a
general overview of the problems in controlling the growth of single
crystalline material in the float zone process and described how vari-
ous chemical inhomogeneities and crystalline defects are influenced by
the processing parameters. Parameters of interest are: temperature
profiles, forced and natural convection, growth rate, melt composition,
interface shape, melt/meniscus shape and overall melt shape and volume.
The elimination of gravity should provide a new dimension of control
over some of these parameters by removing buoyancy-driven convection
and hydrostatic pressure. This could result in a better capability for
growing uniformly doped crystals by maintaining diffusion-controlled
compositional profiles and by eliminating certain growth rate fluctua-
tions believed to be related to convective effects. The alisence of
hydrostatic pressure allows the extension of the float zone process to
systems that possess insufficient surface tension to maintain useful
zone dimensions in Earth's gravity. Also, considerable freedom exists
for configuring the shape of floating zones to vary the surface to
volume ratio in order to obtain better purification, to establish more
planar isotherms, to obtain flatter interfaces, to establish higher
thermal qradients for better control of compositional supercooling, or
to extend the region of coupled growth in solidification of certain
alloys.

Dr. Carruthers presented some background to the floating zone
stability problem, including the use of neutral density immiscible
liquids to model the process (Plateau technique) and the Skylab float-
ing zone demonstration. He outlined the recent experiments conducted
in this country and in Europe and described the ESA-sponsored floating
zone experiments being developed for the first Spacelab mission.

Finally, Dr. Carruthers discussed the budgetary constraints and
the need to reconsider the present direction of the program. An at-
tempt to include the Analytical Float Zone Experiment System (AFZES) in
the FY 80 budget was unsuccessful . Approval was granted in FY 81, but
the Timited funding that might be available would effectively delay any
major action and would have to be deferred until 1982. Also, the cost
estimates of the AFZES as defined in the recent A. D. Little phase B
study are already substantially larger than the program can afford, and
there are increasing congressional concerns over the large cost growths
in other programs. For these reasons, Dr. Carruthers announced a new
policy to be applied to this and related programs. This policy empha-
-sizes ground-based research to establish the rationale and background
needed for space experiments, to explore alternative approaches, to
identify requirements for flight apparatus, to explore process



automation to minimize or eliminate crew involvement, and to identify
and breadboard technology drivers. The use of existing facilities will
be explored together with specialized but vastly simplified experiment
packages to obtain early flight data utilizing Shuttle mid-deck capa-
bilities. A major dedicated facility will not be undertaken until the
rationale, scientific requirements, and required technology are well in
hand. In the case of the float zone effort, Dr. Carruthers stated that
he sees the need to expand the scientific working group activities and
to involve industrial participation, particularly those industries
involved. in producing intrinsic and extrinsic infrared detector mate-
rial. He then announced that Dr. Ted Kern, Hughes Aircraft Corpora-
tion, would help NASA organize and direct this expanded scientific
working group.



II. REVIEW OF NASA-SPONSORED EFFORTS IN THE
NEVELOPMENT OF THE AFZES






SCIENCE REQUIREMENTS WORKING GROUP (SRWG) IN FLOAT ZONE
MATERIALS PROCESSING IN SPACL: A REVIEW

Arthur A. Fowle

A summary and history of the Float Zone Working Group was pre-
sented by its chairman, Dr. Arthur A. Fowle. This group was estab-
lTished at NASA's request in early 1978. The functions of this working
group are to: provide an informal forum of scientific investigators
for the exchange of information and ideas in the approach to the solu-
tion of common problems in float zone processing, help plan the re-
search and development necessary to place the float zone process on a
firm base of scientific understanding and advanced technological devel-
opment, establish the science requirements for the AFZES for Spacelab,
and seek ways to maximize the advantages of the space environment in
the pursuit of these goals. :

The membership consists of funded investigators and colleagues
with scientific interest in the float zone process. The current mem-
bers are shown in Table 1.

The working group's first task was to prepare and submit to MASA
a 4-year plan for research and development leading to a set of flight
experiments to be conducted in the AFZES. Such a plan was submitted in
February 1979. This plan called for a comprehensive theoretical devel-
opment of models which accurately predict the velocity, temperature,
and compositional fields and for a major development in instrumental
techniques for measuring thermophysical properties and flow fields in
the floating zone. Specifically, it is desired to:

1. NDetermine surface tension as a function of temperature and
composition.

2. Directly measure surface tension gradients in response to
imposed temperature and composition gradients.

3. NDetect insoluble surface films and surface phase behavior.
4. Measure volume and surface flows.

5. Measure volume and surface temperatures.

6. Determine minority constituents in solid and liquid phases.

7. Determine other thermophysical and optical properties {e.g.,
coefficient of thermal expansion, emissivity, etc.).

The working group also assisted in the development of the science
requirements for the AFZES study and formally approved the final
science requirements in Septemher 1979. The preliminary specifications
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for the AFZES are given in Table 2. A conceptual design 1is shown in
Figure 1, with details shown in Figure 2.

In his perspective, Dr. Fowle believed that the theoretical work
was in expert hands and had perhaps advanced beyond the support of
‘available thermophysical data and experimental techniques. However, he
pointed out that no adequate velocity or temperature measurement tech-
niques are yet available; properties of liquid metal surfaces, detec-
tion of insoluble surface films and surface phase behavior have barely
been touched; and no work has been done to develop the advanced charac-
terization techniques needed for the growth of the crystals. The ap-
paratus conceived for the AFZES would be generally useful for ground-
based, float zone experimentation in a preliminary design phase.

In summary, Dr. Fowle stated that a good start had been made but
much needed to be done. The emphasis should be on the development of
measuring techniques and on obtaining thermophysical properties of
metal films to support the theoretical efforts. He would like to see
more involvement of industrial users and processors of electronic mate-
rials (i.e., semiconductors) but pointed out that uncertainties regard-
ing scope and continuity of NASA programs strain the commitment of the
competent community of scientists and engineers working on the effort.



TABLE 2. ANALYTICAL FLOAT ZONE EXPERIMENT SYSTEM (AFZES) FOR SPACELAB

(Preliminary Design, Per Performance Specifications,
29 February 1980)

e DOUBLE RACKS ON SPACELAR
e TOTAL WEIGHT = 549 KG; MAXIMUM TOTAL POWER = 1290 W

e SAMPLE HEATER: 8 QUARTZ-HALOGEN LAMPS WITH PARTIAL-ELLIPSOIDAL
REFLECTORS (550 W)

e SAMPLE SIZE: APPROXIMATELY 0.5 to 3.0 CM

e SAMPLE TEMPERATURE: APPROXIMATELY 300 - 1200°C

e SAMPLE MANIPULATION IN AXIAL AND ROTATIONAL DIRECTIONS
e SURFACE VELOCITY SCAN BY LDV

e SURFACE TEMPERATURE SCAN BY RADIATION PYROMETER

e SAMPLE ENVIRONMENT: VERY HIGH VACUUM, INERT GAS, CONTROLLED
GAS COMPOSITION

e OTHER INSTRUMENTS: GAS ANALYZER, AUGER, ION REAM
e PRIMARY DESIGN FEATURE: FLEXIBLE, MOPULAR CONSTRUCTION
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SURFACE TENSION-DRIVEN CONVECTION PHENOMENA
J. Mann

. Professor J. Mann, Case Western Reserve University, reported on
the techniques his group is developing for measuring surface tension-
driven flow. In addition to the fairly standard crossed beam LDV
method, this group is working on methods using ripplon scatter‘mg1
which do not require "seeding" of the fluid and can also be used to
determine thermophysical properties of the surface, such as surface
tension, viscosity, and local temperature. This technique was utilized
by L. B. Shih in her dissertation (see Appendix) to observe the change
in surface tension associated with the nematic to isotropic phase
transition of para-azoxydianisole at 134°C.

The ripplon scattering methods become difficult for surface
velocities below 1 mm/sec bhecause of the overlapping spectra. Careful
analysis procedures could extend this to smaller flows, hut the more
conventional LDV techniques with seeded flows are the method of choice
for slow flows. These can be employed to measure flows below 0.1
mm/sec.

Two paper‘s2 hy R. S. Sirobi, R. V. Edwards and J. A. Mann were
summarized by Professor Mann. The first paper dealt with the use of
grating heterodyne spectroscopy to analyze ripplon scattering to deter-
mine the visco-elastic properties of the 1iquid interface.

The experimental setup is shown in Fiqure 1. The operation of
the grating heterodyne apparatus is as follows: A beam of light inci-
dent at the liquid surface is scattered by thermally excited capillary
waves (ripplons). Just ahove the surface there are specularly re-
flected and scattered fields; the scattered field is easily detectable
in a very narrow angular range about the specu]ar]y reflected beam.
The scattered irradiance falls as 1/ sin 6 - sin 6gcatt ! ‘ where the
angles are computed from the normal to the surface. The reflected and
scattered fields pass through a grating which is designed for high
transmittance. Therefore, the scattered field is assumed to propagate
unattenuated, but *the specularly reflected heam suffers diffraction.
Various orders thus produced propagate in well-defined directions, and
a lens brings the diffracted field to focus at its focal plane where
one spot is observed for each order. If, for example, the grating is
parallel to the liquid surface and is located very near to it, the com-
ponent of the scattered field from surface ripplons characterized by

1. By "ripplon scattering" we mean the scattering of Tight from
thermally excited capillary waves.

2. Drafts of two papers are included in the Appendix. The first
paper has been accepted in revised form by J. Applied Optics. The
second has heen submitted to J. Applied Physics.

11



(a)

A A

Ve
N

12



the same wave vector as that of the grating will propagate in the:same
direction and will completely superpose on the focal plane because the
focal spots will be of identical sizes. If a photodetector is placed
at the focal plane, photomixing takes place. To minimize the effect of
‘homodyne, the local oscillator beam is stronger by many orders of mag-
nitude than the ripplon scattered field.

The experimental parameters of interest are the center frequency
wy and the width I'y of the power spectrum of the photocurrent. These
are related to the physical properties of the scattering material,

i.e., the surface tension, density p and viscosity n, by the d1spersion
relationships

g
]

oy 3/
0 = (_.p__l_.)(Ko cos 8)°/2

and
2n K02 cos? 9

p

where ¥; is a dimensionless group involving bulk and surface proper-
ties that range from 0.95 to 1.05 for most materials, and K, is the
ripplon wave number.

The power spectrum was obtained for M0 and CoHeOH using
400-point autocorrelation functions shifted by 10 usec. This was con-
verted to a power spectrum by a 256-point digital Fourier transform
with a ftep of 195.31 Hz. Other pertinent data are 6 = 7.2°, K, =
247 cm The results are shown in Figures 2 and 3. By appropri-
ate f1tt1ng techniques, w, Was found to be 20322 rad/sec and Iy =
1841 rad/sec for ethanol. From these data, o = 22.16 dyne/cm and n =
0.0121 poise. As a further check, the spectra were computed for the
measured values of o and n. As may be seen from the fiqures, the com-
parison is excellent except for the low frequency edge. This discrep-
ancy is probably caused by the presence of nonwhite noise in the sys-
tem. Similar results were obtained for H,O0.

The second paper reviewed by Professor Mann extended the ripplon
measurement technique to obtain surface velocities. In a sense, the
ripplons act as tracer particles for following the surface velocity
field. Since they are confined to the surface, they provide a better
representation of the surface velocity than seeded particles.

The ripplons may be thought of as waves propagating in random
directions generated by local thermal fluctuations in the surface pro-
file. If we consider the propagation of waves along the x direction,
on the average, equal numbers of ripplons will cross any line in the
surface x = x; at any instant of time from both positive and negative
x directions. If the interface is translated along the positive x

13
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direction with a velocity v, the frequency of ripplons propagating
along the positive x direction is increased hy K, v, while that of
those propagating along the negative x d1rect1on 1s decreased by the
same amount. The power spectrum of the photocurrent thus exhibits two
peaks situated at w=wqy + Kyv. A detailed mathematical analysis

leads to a modified dispersion equation

2 _ Va3
This equation has two roots at w =u, * K,v. It can be shown

that the study of the field scattered from a mov1ng interface can be
used to extract surface ve10c1ty information. It is known that the
field scattered by ripplons is mostly concentrated in a very narrow
angular range about the specularlf reflected beam and, hence, relative-
1y coarse gratings (Kg < 1000 cm™ ) are employed in practice. A
measurable frequency shift can be obtained from a relatively fast mov-
ing interface, > 1 cm/sec. For lower velocities, the two peaks may not
be resolved. The velocity information is contained in the shape of the
spectrum. Careful analysis can extract the velocity information for
surface flows less than 1 cm/sec. The basic restriction on slower
flows is the concerted influence of instrumental broadening and natural
broadening of the power spectrum. Also, the use of a grating with a
higher spatial frequency will reduce the broadening and allow the meas-
urement of slower velocities.

To confirm the theory, experiments were conducted on the surface
of ethanol. A circular disk 30 cm in diameter containing ethanol was
rotated slowly (6 sec per revolution) and the laser beam was reflected
off the surface at varifus distances from the center of rotation. A
grating of K. = 247 cm™ was used, and the heam was 1nf1dent at
an angle of 24-83 giving an effect1ve Ko of 224.8 cm

The measurements are made at various locations on the surface of
ethanol in the rotating disk. The original data were again obtained as
400-point autocorrelation functions. These were then converted to
256-point spectra by digital Fourier transform methods. Figure 4 shows
the spectrum from the stationary ethanol surface. Figure 5 shows the
spectrum obtained by shining the laser beam at a location where the
mean velocity was 5.5 cm/sec. The spectrum is not resolved and appears
identical in shape to that of Figure 4 except for the increased width.
However, when the mean velocity is 9.5 cm/sec, the spectrum is well
resolved with the frequency separation between the two peaks of 635 Hz.
This spectrum is shown in Figure 6. The theoretical spectra are com-
puted and plotted in Figures 4 through 6 for the sake of comparison.
There is an excellent fit between experimental and theoretical spec-
tra.

Figure 7 shows the plot between the separation of resolved peaks
and the distance of the measurement region from the center of rotation.
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The measurements were made at distances of 5, 8.75, 10, 11.25, and 12.5
cm from the center of rotation. The spectrum corresponding to the
measurement at 5 cm is not resolved; however, however, the shape of the
spectrum still contains the velocity information. The bars in Figure 7
represent the uncertainty of distance (or velocity) measurement due to

~

‘the fat beam (40 = 3 mm) used in the measurement.

In summary, it may be concluded that surface flow velocities can
be measured by studying the 1light scattered from the capillary waves on
the moving interface. A nonlinear, least-squares procedure will be
required in the analysis of the line shape of spectra obtained from
slow flows. The experimental and theoretical understanding of the
experiment is sufficient for this extension to be accomplished.

Dr. Mann is now ready to carry out the work with liquid gallium
and extend the work to higher temperatures. The techniques developed
by S. Hardy (NBS) will be used in handling and cleaning up the gallium.
He expects to confirm some of Hardy's surface tension measurements as a
function of temperature, although the major interest is in ‘obtaining
spectra as a function of the adsorbed species expected in a practical
float zone system. 0Nxygen and carbon containing adsorbents will be
studied at first. Surface visco-elastic parameters will be determined
as a function of temperature. From these data it should be possihle to
predict whether the surface will tend to restrict temperature-driven
flows under realistic operating conditions.
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SURFACE TENSION-DRIVEN CONVECTIONS
S. Ostrach
A series of current theoretical and experimental work pertaining
to surface tension-driven convection was described by Professor
Ostrach. '

Theoretical Work

The study of time-dependent flows generated b{ surface-tension
gradients in thin liquid Tayers has been published.

To proceed with studies of more general problems involving free
surfaces it is essential to use the most general equations for the
free-surface boundary conditions, particularly bhecause in the float
zone problem effects of rotation, internal flows, and surface tension
must be considered. Thus, surface curvature, as distinct from surface
deformation, must be accounted for. Since such complete formal bound-
ary-condition equations are not availahle in the literature they were
formulated. The dimensionless parameters associated with these equa-
tions are being derived for many situations of interest, e.g., predomi-
nant rotation coupled with thermocapillary flow and predominant thermo-
capillary flow coupled with rotation. In this way clarification will
be obtained of the significance of dimensionless parameters, such as
Crispation number, static Rond number capillary number, and Goucher
number, which appear in the literature for special cases and are often
confused. More importantly, this work will indicate explicitly the
importance of the changes in the free-surface shapes. Since theoreti-
cal studies are considerably more difficult if the free-surface shape
must be determined as part of the solution, it will be most helpful to
know the conditions under which this complexity is unnecessary.

A new doctoral student has started to investigate numerical tech-
niques for dealing with the complete float-zone process. In particu-
lar, he is looking at finite element methods with fast iterative proce-
dures, using multipoint constraints and nonlinear optimization.

Experimental Work

A. The figst set of experiments, performed by his graduate stu-
dent, Sam Lowry,~ consisted of observing the flows produced by heat-
zng a s?allow pool of silicone oil from above by means of a hot wire

Fig. 1).

1. Pimputkar, S. M., and Ostrach, S.: Transient Thermocapillary
Flow in Thin Liquid Layers, Phys. Fluids, Vol. 23, (7), 1281-1285, July
1980.

2. Mr. Lowry is now a visiting scientist at MSFC.
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The geometry was chosen to produce essentially a two-dimensional
flow field with an imposed temperature gradient on the upper surface.
Heating from above imposes a thermally stable vertical stratification
which reduces the contribution of natural convection. Also, since the
surface tension-driven flow is away from the hot wire, the resulting
circulation pattern brings cooler fluid up from the bottom of the con-
tainer in the vicinity of the wire. This tends to minimize the buoyan-
cy-driven natural convection and, hopefully, allows surface tension-
driven convection to dominate the flow field.

Velocity fields were obtained by use of tracer particles and LDV.
Figure 2 is a time-lapse photograph showing the motion of tracer parti-
cles on the surface. Some distortion of the flow field from side walls
is evident, but the flow near the center appears to be essentially two-
dimensional. Figure 3 shows the flow field cross section.

The flow fields were computer modeled by Dr. Kamotani, assuming
surface tension-driven flows only (0-g case), pure natural convection
flows (o = 0), and combined surface tension and natural convection.
The results compared with experimental measurements at the surface are
shown in Figure 4. As may be seen, there is fair agreement hetween
experiment and theory, but for the case of silicone o0il the flow is
dominated by natural convection. Similar results are seen in Figure 5,
which depicts velocity profile at various depths obtained using LDV
techniques.

Because the effect of surface tension-driven flow was too small
to be experimentally determined in the case of silicone oil, the exper-
iments were repeated using FC-43 (an inert fluorocarbon). As may he
seen in Figure 6, there is a considerable effect on surface temperature
from surface-tension driven flow. The effect of additional surface
flow is to transport heat away from the wire, thus reducing the thermal
gradient. This is corroborated hy the experimental measurements,
although these show a lower than predicted overall temperature. This
could result from the fact that the theory assumes adiabatic boundary
conditions at the end wall when, in fact, the wall is a good conduc-
tor.

Figure 7 shows that significant differences can be expected
between the depth profiles of the flow field with and without surface
tension-driven flows. Again, the flow fields near the surface appear
to be dominated by surface tension-driven flows. There appears to be
a difference between experiment and theory, however, in the deep flow
regime. Here the theory predicts a shallow return flow and a stagnant
deep region. The experimental data show no evidence of this stratified
flow but, instead, indicate a bulk return flow all the way to the
bottom of the container. The boundary conditions in the experiment are
not the same as in the calculations. This matter is being reinvesti-
gated by Dr. Kamotani.
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Although it was not presented by Professor Ostrach, Mr. Lowry
pointed out after the meeting that there was considerable difference in
the boundary layer depths of the surface tension-driven flows between
silicone 0i1 and FC-43. In the case of FC-43, the houndary layer
thickness, given hy

w2l2 s
8= [(ao/aT) AT] g

is 0.49 cm, which is small compared to the depth of the container. In
silicone o0il, this boundary layer increases to 39 cm, which is much
greater than the container dimensions. For molten Si, the boundary
depth is 0.1 cm.

B. The second series of experiments involves the investigation
of the flow field in a liquid column suspended vertically between two
rotating ends. The investigation under isothermal conditions has been
completed. The two rotating ends were inserted into the shafts of two
variable speed dc motors. The ends were carefully aligned, and the
vibration was minimized. First, shape stability experiments were con-
ducted hy rotating both ends at the same speed and direction and, also,
by keeping one end stationary. A predetermined amount of clean water
(determined by the diameter and length of the space between two ends)
was inserted into the space hy a hypodermic needle. The fluid motion
was observed with a microscope. The motor speeds were increased gradu-
ally until the liquid zone disintegrated. Just hefore that occurred,
the Tiquid column had a nonaxisymmetric shape, shown in Figure 8. In
Figure 9, the dimensionless zone destruction frequency is plotted
against the length to radius ratio. Fach point in the figure is the
average frequency of several runs. The broken line is the theoretical
prediction for the C-mode disturbances. The data agree well with the
theory. The data for the semirotational case (one end fixed) are pre-
sented in Figure 10. In this case, as the speed was increased, the
same nonaxisymmetric shape was first observed as in the corotational
case; hut, unlike that case, the liquid column did not disintegrate
immediately after the surface deformation. Instead, as the speed was
increased further, the column returned to the original cylindrical
shape and stayed 1ike that until the maximum speed of the motor was
reached. A careful observation of the flow field revealed that the
flow becomes turbulent after the appearance of the nonaxisymmetric
deformation, and the randomness appeared to restabilize the liquid
column shape. The result in Figure 10 shows the frequency at which the
nonaxisymmetric deformation occurs. The stability limit was higher
than the corotational case. This is mainly because the average rota-
tional velocity is smaller in the semirotational case since only one
end is rotating. The flow structure in the semirotational case was
qualitatively studied by tracing small particles in the Tiquid column
with the microscope. The particles followed rather complex spiral
trajectories. The motion has been qualitatively studied in the past by
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Figure 8. Shape of liquid column just prior to break-away.
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Fowle et-a1. at A. D. Little. The present observations are in agree-
ment with theirs. So far a good technique to study quantitatively the
motion in such a small liquid column has not been found. The feasibil-

ity of a LDV system suitable for the present configuration is being
studied.

Currently a heating system is being developed to heat one end of
the 1iquid column in order to introduce surface tension as well as
natural convection into the rotational flow field. The temperature
field will be primarily studied, especially temperature oscillations
predicted under certain conditions by the past work on the floating
zone system.
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FLOAT ZONE EXPERIMENTS
John Verhoeven

-Dr. John Verhoeven reported on the experimental work being car-
ried out at the USDOE Ames Laboratory, Iowa State University. The ob-
jectives of this work are: (1) to determine if surface tension-driven
convection in float zone experiments may be controlled by means of sur-
face films and (2) if convection can be controlled, determine: (a)
whether homogeneous solute distributions will be achieved in float zone
solidification and (b) whether accurate measurements of liquid dif-
fusion coefficients may be obtained from float zone solidification
experiments.

The major goals of the program are outlined in Table I. Sn was
chosen as a model material because (1) it is a group IV element, chemi-~
cally similar to Si and Ge and (2) its low melting point and low vapor
pressure allow Auger spectroscopy to be employed with 1iquid samples.
Goog oxidation kinetics data are available for solid Sn for pressures >
107, but only limited data exist for liquid Sn. Oxides form via
nucleation of islands followed by lateral growth on a chemisorbed
layer. Above 1 Torr, the oxide develops internal cavities after
achieving continuous coverage. Belowl Torr, the oxide may not become
continuous. The oxide is in the form of Sn0 below 280 C and undergoes
a transition to SnOp between 280 and 600 C.

Surface analytical techniques that may be applicable are Auger,
XPS, EELS, and UPS. A literature search reveals that practically no
work has been done on Tiquid metal surfaces (with the exception of the
NASA-sponsored work at NBS on liquid Ga). There is a good line shift
between metallic Sn and oxidized Sn, but no observable shift hetween
Sn0 and Sn0p on either Auger or XPS. There is some evidence of a
thin layer of Sn0p on Sn0 films from valence band spectra of XPS and
in-depth selective Mdsshauer studies.

A schematic of the experimental concept is shown in Figure 1. A
molten zone of Sn is supported internally by a Ta tube which, in turn,
is heated and cooled from the inside. This maximizes the viewing of
the free exterior surface by the surface analyzer and solves some of
the heat transfer problems posed by attempting to get heat in and out
of a Tow-temperature sample in a vacuum. A more detailed design of the
heating/cooling mechanism is shown in Figure 2. At present, heating is
accomplished by E-beam. The thermal profile achieved by this apparatus
is shown in Figure 3.

A number of problems were encountered with the use of E-beam
heating in a low-pressure Oy environment. Even at 10" Torr, the
W filament reacts with 0, to form W03. Also, hoth CO and CO, may
be produced by the filament from any residual C atoms that may be pres-
ent. Oxygen ions may form in the beam which may change the heat input
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OUTLINE MAJOR GOALS OF GROUND BASE EXPERIMENTS

Design and build a float zone apparatus which would allow us to
control and measure in a high vacuum environment:

1. Temperature gradients

2. Growth rates

3. Residual gas levels, particularly oxygen

Develop techniques to measure: ,

1. Oxide layer thickness on molten tin empioying Auger plus
depth profiling equipment

2. Solid-liquid interface shapes and liquid zone lengths

3. Radial and longitudinal compositional profiles

Establish the effect of oxide film thickness upon:

1. Convection induced oscillatory temperature fluctuations
in a stationary floating zone

2. Interface shape and temperature profiles in stationary floating
zone experiments

In float zone experiments establish effect of:

1. Oxide film thickness
2, Temperature gradient
3. Composition level

Upon:

f—
.

Solute distribution
2. interface shape
3. Measured diffusion coefficients

Tabhle [
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and affect the oxide layer to be studied. Also, to produce thick oxide
films, the higher pressures required are not compatible with the E-beam
technique. For these reasons, an alternative heating method is being
developed.

Techniques have been developed to grow and characterize Sn0 and
Sn0, standards. These samples have known thickness and are used to
calibrate sputter rates. They are prepared by evaporation from an
alumina crucible in a furnace shown schematically in Figure 4. The Sn
and oxide layers are deposited on Ag-coated glass. The Ag layer acts
to passivate the OH surface groups on the glass. A protective layer of
Ag is deposited over the Sn layers to protect against additional oxida-
tion. A typical depth profile is show in Figure 5.

Finally, development work on the heating stage and gas-handling
system for high-temperature Auger work on Sn was presented. The pres-
ent Auger setup is being modified to accommodate molten samples, as
shown in Figure 6. A disc zone heater is being designed, as shown in
Figure 7, which will produce the thermal profiles shown in Figure 8.
The heater assemhly mounted to the sample manipulator is shown schemat-
ically in Figure 9. The schematic for the gas-handling system is shown
in Figure 10. This apparatus, when completed, will produce the first
data on the formation of oxide layers on liquid metal surfaces at mod-
erately high temperatures.
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Figure 9. Sample manipulator and
heater assembly for apparatus to
study surface of molten Sn,

47



UHV CHAMBER

z

:
[

Figure 10, Gas-handling system for
‘Auger analysis of molten Sn surfaces.

48



THERMOCAPILLARY FLOWS AND THEIR STARILITY
Steve Davis and Georqge Homsy

The final talk in session A was a summary of the work recently

started by Prof. Steve Davis, Northwestern, and Prof. George ("Rud")
Homsy, Stanford. The following is a summary prepared hy Professor

Homsy.

Our work on thermocapillary flows has just recently bequn,
and so I will briefly cover our progress over the last few months
and indicate our future directions. The work described below is
due in part to Mr. M. Smith and Drs. A. Sen and M. Floryan.

General Remarks

Thermocapillary flows represent a relatively little-studied
area of interfacial fluid mechanics, and, although many of the
general principles are in hand, there is not yet a great store of
experimental and theoretical knowledge of these systems. It
seems reasonable to expect, however, that the strength and nature
of the convective flows will have a strong dependence upon the
dimensionless group,

which is a Marangoni number based upon a characteristic length,

L., and an imposed surface tension difference, Ac. Furthermore,
as Ostrach has shown for this class of flows, Ma is equivalent to
a Peclet number. Thus we expect a progression of regimes:

Conduction Steady Steady
Domination Convection Boundary Layer
Convection
Oscillatory Interfacial

Convection Turbulence

as the Marangoni number increases. Not all regimes will occur
for all geometries, etc., and the transition points between
regimes will clearly depend upon all parameters of the problem.
Furthermore, as shown by Ostrach, the thermocapillary Reynolds
number is :

Re = Ma/Pr ,
and thus we see immediately that thermocapillary flows in low
Prandtl number liquid materials for which convection is

important, Ma > 0(1), are also ones in which fluid inertia will
be important.
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One may also show quite generally that the degree of
departure of the free surface from the rest state (i.e., the
state determined by isothermal capillary statics) will be
dependent upon a capillary number, which in the present context
takes the form

where og is the mean tension. Since Ca < 0(1), distortions due
to thermocapillary-driven flows may be in many cases adequately
described by perturbation analyses about the rest state. (For an
example of the effect of surface deformability on instability
points, see Davis and Homsy, JFM 98, 527, 1980.)

The general objectives of our program are to:

1. Describe steady convective flows for geometries of
varying complexity. This in general involves the solution of
nonlinear free boundary problems.

2. Determine the stability of these flows to more
complicated (perhaps time dependent) modes of fluid motion.
These include shear flow and free surface instability modes, with
possible coupling between them. ‘

3. Describe, in as much detail as possible, the effect
of surface chemical species, including impurities which act as
surfactants and insoluble oxide films, on the convective patterns
and their stability.

In order to illustrate this in more detail, I would Tike to
discuss our recent preliminary results on three problems.

Thermocapillary Convection in a Trough
(Sen and Davis, Bull. Am. Phys. Soc. 25, 1101, 1980)

We have considered the problem sketched below:

Hot' ?C—»—j;ﬂ Cold
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The parameters of this problem are:

A = H/L aspect ratio

Ma = AcolL/pk = Marangoni number
Pr = v/k = Prandtl number

Ca = Abofo, = capillary number
Bi = hL/k = surface Biot number

In addition, the contact between liquid and solid must be pre-
scribed. We have considered the two cases of (i) fixed contact
angle and (ii) pinned (fixed) contact lines as being probable
extreme cases.

We have solved this problem by asymptotic expansions for
shallow troughs (A << 1). The results consist of a nearly
parallel flow in the main regions of the container, with turning
flows near the ends. The flow field is as sketched below:

(a) Circulation
VPRI IINIIeYis

(b) Velocity distribution in the central region

In addition, we sketch the surface deflection for the cases (i)
and (ii) above:

(i) Fixed contact angle (i1) Fixed contact lines

51



The conclusions obtained thus far may be summarized as:

1. There is a region of parallel flow in the center
region of the trough; the existence of this parallel flow depends
upon Ma and A in a way which is analytically explicit.

2. Surface deflections may be calculated as perturba-
tions from the rest state and, in two dimensions, are generally
negative (positive) above hot (cold) currents.

3. Dynamic contact anqle phenomena may be modelled.

Stability of a Parallel Thermocapillary Flow
(Smith and Davis, Bull. Am. Phys. Soc. 25, 1077, 1980)

As we have seen, the flow in shallow troughs may be approx-
imated as nearly parallel in the regions removed from the end
walls. The stability of such a flow, treated as bheing unbounded,
is obviously of interest, as it may determine the onset of oscil-
latory convection in a shallow trough of finite size.

We have investigated the stability of the simplest of such
parallel flows, in which

To = -x+ 1 (1 -y
Ug = ¥
Vo = 0
he = 1

A sketch of this base state is:

Ay

Y

(a) Isotherms (b) Velocity Profile

The linear stabililty of this flow is described by solutions to
the governing equations in which perturbatins are taken to be of
the form of travelling waves, i.e., proportional to exp {ot + i
(kx - ct)}. To find the region between stability and instability
(i.e., 0 = 0), we solve the Orr-Sommerfeld equation, the Tinear-
ized energy equation, and we include the coupling of temperature
and velocity through the interfacial conditions.
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It is easy to show that for no surface deformation (Ca = 0)
and small Ma, the flow is stable, and we thus expect the stahil-
ity limit to depend strongly on capillary numper, Ca. In prelim-
inary calculations for Ca = 0.2, Pr = 3 x 1077, we find a
critical Reynolds number Re = 72 and a critical wave numher ke =
2.0 at which the wave speed of the neutral wave is approximately
1/3 the surface speed. This instability is primarily of the
shear flow type, since Ma. = Re, Pr = 0.2; i.e., the tempera-
ture is determined primarily by conduction. In addition, it il-
lTustrates the coupling between shear instabilities and free sur-
face modes. Future work will include a full parameter study of
the stability of this simple flow, as well as the parallel flow
which occurs in the shallow trough.

Thermocapillary Convection in Axisymmetric Capillary Bridges
(Floryan and Davis, Bull. Am. Phys. Soc. 25, 1101, 1980)

Convection in axisymmetric capillary bridges between solids
with fixed contact Tines represents challenging problems, since
the isothermal rest state may have two nontrivial radii of curva-
ture. Consider, for example, a bridge of unit aspect ratio (L =
D), containing varying volumes of fluid. The family of rest
states will appear as sketched:

Consider the case in which the solids supporting the bridge
are at different temperatures. Then the steady thermocapillary
flows will be toroidal circulations as sketched below.
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We have recently obtained preliminary numerical results for
this problem, including the effect of surface deformation
(Ca # 0), by the method of finite elements. Details of this
work will be forthcoming. -
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ITTI. INDUSTRIAL FLOAT ZONE CRYSTAL GROWTH
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FLOAT ZONE SILICON FOR IR DETECTORS
F. L. Kern

Dr. E. L. Kern, Hughes Aircraft Company, was asked to give an
overview of the state of the art of processing silicon for use as
infrared detectors and to consider what sort of improvements in the
process could be obtained in a low-g environment. He began by summa-
rizing the various requirements for the different types of Si detector
materials.

For visible or near IR, the material of choice is high-resistiv-
ity Si, with resistivities from 5 to 30 k @-cm. Avalanche photodiodes
and PIN diodes to detect Tight in the 0.9 to 1.06 um range use p-type
Si with resistivities in this range. These are used in very sensitive
imaging arrays, laser range finders and guidance detectors. The high-
purity requirements require a float zone process to avoid crucible con-
tamination problems. The performance depends greatly on the uniformity
of the material which, in turn, depends on the solidification process.

In the 3 to 5 um range the interest }1es grimari]y in Si:In and
Si:T1 with dopant concentrations up to 10*" cm™ These dopant

levels are difficult to achieve because of their limited solubilities
and high segregation coefficients. Constitutional supercooling becomes
a problem in the solidification process.

In tf? 8 %o 14 ym range, Si:Ga is required in concentrations of
1016 to 10+ em™2, Here the problem is not so much getting

the Ga into the Si, but in controlling the uniformity and impurities.
For examp]er there myst a}so be a uniform background of P in concentra-
tions of 1011 to 101 em™3, Less P than this, such that

the residual boron is not overcompensated, requires, operating tempera-
tures below 8°K. Higher concentrations kill the majority carrier life-
time.

For 18 to 22 um, shallow dopants such as As, B, and P are re-
quired. In all cases, the emphasis is on a high degree of uniformity,
especially for focal plane array applications. Starting arrays with
32 x 32 elements are presently avaﬂab]e6 and 64 x 64 arrays are under
development. Ultimately, arrays with 10° or more elements will be
required. The signal processing requirements from such an array are
formidable at bhest, and the additional burden of having to correct for
varying sensitivities must be avoided if possible. This is the primary
driver for improved homogeneity in detector materials.

Good carrier lifetime is important in obtaining the required
detectivity and demands control of defects and impurities. In addi-
tion, most spaceborne detector materials as well as solar cells and
signal processing devices must also have good radiation resistance.
Defects caused by energetic particles will heal unless they are pinned
by impurities. It is believed that electrically neutral impurities
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such as C and 0 may be responsible for pinning such defects. There-
fore, these concentrations should be kept as low as possible for radia-
tion-resistant material.

Dr. Kern summarized the various techniques for producing detector
grade Si; i.e., Czochralski, float zone, and cold crucible method. In
float zone, the grown crystal is usually 2.5 to 5 cm diameter. RF
heating is used, and the work coil is shaped to provide an hourglass
melt configuration approximately 25 mm diameter at the narrowest
region. This is shown schematically in Fiqure 1. Figure 2 is an
actual photograph of a crystal being grown by the float zone process.
Figure 3 is a typical float zone growth facility.

The primary advantage of the float zone process is the purity
levels that can be achieved. Crucible contaminants are avoided, and
volatile constituents can be driven off by making several zone passes
in vacuum before the final qrowth pass. The growth pass is usually
made in Ar with carefully controlled pull rate and neck-down after
seeding to obtain dislocation-free material.

The primary problem with float zone material is the inhomogenei-
ties in the composition of the material. Fiqure 4 compares the radial
spreading resistance profile of Hughes detector grade intrinsic silicon
with material grown by Wacker. Although the Hughes material is much
more uniform on a macroscopic scale, both materials exhibit substantial
fluctuations on a microscale which would affect the performance of a
device such as a focal plane array. The axial uniformity of the Hughes
material is shown in Figure 5.

With heavily doped Si, the microscopic inhomogeneities are even
more pronounced. Figure 6 shows the radial profile of a slice of float
zone Si:Ga. Fiqure 7 shows details of the structure of the striations
in an etched silica of the wafer. Notice that the large (50 percent)
variations tend to repeat every 280 um. This translates into 230 um in
the growth direction (<111>), which is the distance traveled by the
ingot during one rotational period. These fluctuations may be attri-
buted to the gap in the work coil which is located between the RF feed
points. The resulting asymmetry in radiated power causes growth fluc-
tuations in the material as it rotates.

Superimposed on the rotational striations is a series of smaller
fluctuations corresponding to differences of 20 percent with a perio-
dicity corresponding to 333 um in the growth direction. These are
attributed to thermal fluctuations and are believed to be the result of
some sort of convective instahility. The result of these striations on
detector performance may be seen in Fiqure 8.

Czochralski growth produces much more uniform material, as may be
seen by comparing Fiqure 9 with Figure 10. The rotational striation
from the work coil is, of course, eliminated, and it also appears that
the thermal fluctuations have been qreatly reduced. Figure 11 shows a
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cross section of an ingot of Si:In that illustrates the difficulty in
growing heavily doped Si:In. Because of the low Kg¢gs the con-
centration of In in the melt increases during the growth process.
Micropref;pita§es begin when the concentration reaches

2.0 x 10*7 cm™ because of composit;ona% supercooling. When

the concentration reaches 3.0 x 107 cm , the material becomes :
polycrystalline and microprecipitates are found throughout. The most
serious problem with Czochralski-grown Si, however, is the crucible
impurities. These are primarily 0, C, B, and P. While these can be
tolerated in many devices (indeed, well over 90 percent of Si used for
device manufacture is grown by the Czochralski method), they severely
Timit majority carrier lifetimes and cannot be tolerated in
high-performance optical and infrared devices. ‘

One technique that has sought to overcome the crucible contamina-
tion problem is the so-called cold crucible method. The melt is sup-
ported on the sides by a combination of copper cold fingers and RF
levitation. At the bottom the melt is supported either by a Hp0
cooled pedestal or by a rod of Si feed stock. In this technique
molten Si contacts only solid Si, just as in the float zone process.
Growth, however, is by pulling a crystal from a molten pool, just as in
the Czochralski method. Figure 12 shows a cold crucible assembly.

This technique combines the best features of float zone with
Czochralski. Its primary weakness is the high thermal gradient associ-
ated with the heat loss through the solid. This requires considerable
superheating of the molten Si, which tends to drive off the volatile
dopants such as In, Ga, or Tl.

Dr. Kern pointed out that most of the industrial advances in
growth technology have come about empirically and that analysis of the
growth process has not kept pace with these developments. Idealistic
modeling of the melt dynamics has Ted to some understanding, but it is
very incomplete. Physical constants, such as emissivities, viscosities
and surface tensions, are not known, making a precise energy and dynam-
ic analysis impossible. Real zone shapes have not yet been analyzed.

Even the analysis of impurities, in the ranges of interest for
electrooptical devices, is inadequate; however, there are prospects .
which need developing. The sensitivity and spatial resolution for
groups III and V dopants in silicon and for nonionizing impurities such
as carbon and oxygen are of particular concern. Ga and In can be
mapped spatially, according to the extent of ionization at room temper-
ature, by spreading resistance in a semiquftitativg manner. Boron and
phosphorgs background impurities in the 10** to 1ot '
atoms/cm® range can be measured by Hall effect, fgt only Xith 1 cm
spatial gesolution. Carbon and oxygen in the 10 to 10!
atoms/cm® range are not presently measurable, although a wavelength-
modulated infrared absorption technique appears promising. Methods
which measure light absorption or emission (photoluminescence) or
charge detrapping (DLTS) are appropriately sensitive to impurity and

70



|
g
]
1
1
B

HUGHES

B w2 me i e i s e e (o

COLD CRUCIBLE ASSEMBLY
IN CHAMBER

S
.

o

o

=

o

o

o

71

Figure 12



defect sites, but chemical and physical identification must still be
correlated.

Dr. Kern believes that flight experiments in float zone crystal
growth hold some exciting possibilities. The freedom of molten zone
configurations provided for by the absence of hydrostatic pressure
could be used to advantage in providing hetter control of the heat
flow, surface area, and thermal gradient at the interface. He recom-
mended that such an effort should initially concentrate on the Si:Ga
system and later extend to Si:lIn.

" The characteristics of the silicon float-zone melt need to be
accurately modeled. This understanding of heat balance and flow, of
isotherm shapes, of density (including a density possible inversion),
and of surface tension variations with temperature will lead to better
methods of controlling the growth conditions. In particular, the
instantaneous growth velocity should remain constant. This requires
the development of an RF heating coil without the present slot and
could require the use of a dc magnetic field to suppress melt flows.
These improvements should be designed, constructed, and tested in
float zone experiments. The effects of frequency on levitation shou1d
also be modeled and tested to maximize melt volume. ;

The emissivity of molten and solid silicon is not adequately .
known and needs to be measured. Real float zone shapes should be
modeled for dynamic and steady-state characteristics, and additional
melt parameters should be measured where necessary for accurate model-
ing.

The overall impurity levels and spatial variation of dopants need
to be characterized using resistivity and spreading resistance, IR
absorption, and striation decoration. Occasional analysis by Hall
effect and other methods can be used to confirm concentrations. Stria-
tion decoration would be used to define the growth interface shape as
it changes from seeding to steady state growth conditions.

The phase diagram of the Si:Ga system near the maximum solubility
l1imit needs to be better defined, especially 95 it is a retrograde sol-
ubility. Solar cells require Ga up to 5 x1 0 atoms/cm (0.1
ohm-cm). Such information is needed to determine segregation coeffici-
ents and to estimate conditions resulting in constitutional supercool-
ing. This will establish the time-temperature conditioning required
for growing the crystals and will provide information on maximum con-
centration and feasible growth rates.

Such an effort can be expected to provide valuable in-depth
~understanding to the present Si growth technology as well as to offer
the prospect of obtaining superior detector material grown in a lTow-g
environment.
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FLOAT ZONE REFINING: SPACE PROBLEMS AND SOLUTIONS -- A
SPECULATIVE PROPOSAL

G. L. Gill

, Dr. Gerald Gill, President of Westech Systems, Inc., represents
the major supplier of float zone apparatus in the U.S. He was asked to
consider how he might go about designing a float zone facility for use
in the Shuttle. He is presently developing a system in conjunction
with Hughes Aircraft to be delivered to the Army for the automatic
growth of 60 cm Tong boules of Si up to 10 cm diameter. The facility
is 21 ft tall, weighs 17,000 1b (without the sand ballast), and con-
sumes 60 kW power. As a point of reference, the facility will cost
approximately $500K without the automation which will be developed by
Hughes. The total price is expected to be approximately $1.2 million.

One of the major problems in the development of a space facility
is the enormous power required to melt moderate diameter floating
zones. Dr. Gi11 reported that typically 27 kW input to the RF oscil-
lator was required to pass a zone through an 8 cm diameter Si rod.
Additional power will be required to make up the power conversion
losses to g0 from Shuttle dc power to the high voltage required for the
oscillator input. If substantial 400 Hz power were available, the con-
version losses would be Tower. With only 5 kW input, it was estimated
that only 2 kW would be available at the work coil; and, based on the
performance of an early Siemans system, Dr. Gill estimated that only 1
cm diameter crystals could be accommodated. Some improvements which
may be possihle, such as the use of ferrite core transformers to mini-
mize losses may save some 20 percent of the system losses. Also, it
may be possible to minimize radiation losses from the zone itself by
use of reflectors. However, it does not appear that crystals much
larger than 1.5 cm diameter can he grown in space until more power is
available.

Dr. Gill recommended a 3-phase program with overlapping phases.
In Phase I, a process study would be conducted using a "standard" zone
refiner to explore coil desiqn and power transfer efficiency studies
and to develop the necessary remote and/or automatic operations that
would be required for space applications. Phase II would run concur-
rently with Phase I and would consist of the design and construction of
a prototype system that would optimize power transfer and test the
remote operation of the actual flight system. Design could begin as
soon as 8 to 12 months after Phase I, and construction could begin in
the 14- to 18-month time frame. Total time required was estimated to
be 36 months from Phase I go-ahead.

Most of the thinking was predicated on RF heating primarily
because that is the most widely used technique for heating silicon.
Several of thé major issues that must be resolved are: (1) How much
stirring is produced by RF heating? (2) Can the slot be eliminated by
coupling into a single turn coil? (3) What is the optimum zone shape
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and coil desiqgn for low-q operation? Other means of heating might be
considered but appear to have various shortcomings. E-beam heating is
perhaps the most efficient but requires a good vacuum and is not com-
patible with the Ar atmosphere used to achieve dislocation-free growth.
Various radiant heating schemes may be possible but generally have
lower overall efficiency than RF.

Other issues that must be considered are the requirement to
change samples, seeding and initiating growth automatically or by
remote viewing and manipulation, isolation from vibration, and control
of spills in low-g. Several systems have been automated to control
growth automatically once the seeding operation has been successfully
completed, but no one has yet developed a system for changing samples
or for seeding and initiating growth without direct operator interven-
tion.

Vibration isolation is a major problem in industrial float zone
growth, which accounts for the fact that most commercial units are
mounted on isolation pads and are heavily ballasted to reduce vibra-
tion. Since free surfaces are inherent to the process, any small
vibration will cause distortion of the zone shape and may result in
growth fluctuations.

Spills of a molten zone also occur even under the most careful
operations. In conventional practice on Earth, the nature of the spill
is predictable, and damage can be minimized by appropriate precautions.
However, in space, if the zone hecomes detached, there is no way to
know where it may go.

It appears that the problems of building an automated or remotely
operated float zone growth facility are formidable but manageable.
Westech would be interested in working with NASA to develop such a
facility. ’
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PRACTICAL ASPECTS OF SILICON FLOAT ZONE CRYSTAL GROWTH
T. F. Ciszek
Dr. T. F. Ciszek, Solar Energy Research Institute (SERI), was
invited to give a presentation on some of the practical aspects of
growing Si by the float zone process, particularly with regard to the
control of purity and defects. The text of his presentation follows.

Introduction

The float zone (FZ) growth method for silicon crystallization has
advantages and disadvantages when compared to the other principal
growth method, the Czochralski (CZ) technique. CZ growth is attractive
for the following reasons: large diameters, high single crystal yields,
low thermal gradients, low operator skill requirements, efficient power
utilization, and low feed material costs. Some areas where FZ growth
is advantageous include high purity, axial resistivity uniformity (on a
macroscale), visibility of the growth region, low consumable material
costs, and high growth rates. : '

Ironically, one of the reasons FZ material has not found more
application in the device industry is because of its low oxygen levels
and, hence, the alterations required in processing techniques. Other '
reasons include the generally higher cost of the process due to lower
single crystal yields, and the generally smaller FZ diameters compared
to CZ technology. The main fields of application include power
devices, where high breakdown voltages are attainable, and radiation
detectors, where control over undesired impurities is essential.

Growth Ambient and Purity Considerations

FZ growth may be carried out in vacuum, inert gas, and reducing
gas environments. The ambient has an influence on defect generation
and the ability to maintain single, dislocation-free growth. Both
vacuum and reducing atmospheres are poor choices in this regard. Puri-
fication, however, can be significantly influenced by growth in a
vacuum ambient because many impurities have a large evaporation coef-
ficient, g, which acts in conjunction with the effective segregation
coefficient, k, to achieve purification:

C n
Eﬂ'= (E—§}§> [T -0 -k%k-g) e—(k+g)x Zn]

0
where

n-

N
]

21 (n - s)(k + g)s-l e-s(k+g) (s + x)s'2
=1

sl
S

{(s - 1)x + (s +x)[1 - (k + g)x]}
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and

n = number of zone passes

x = distance along rod in zone lengths

C, = original uniform impurity concentration
C, = concentration after n passes.

Reasonably flat profiles are seen for the dopants bhoron, phos-
phorus, arsenic, and gallium after several zone passes. If g is < 0.1,
evaporation does not strongly affect the impurity profile.

Growth Characteristics

Large Si FZ crystals must be dislocation-free to avoid complete
degeneration of the single crystal structure during growth. To initi-
ate dislocation-free growth, a necked region typically < 3 mm in diame-
ter and > 20 mm in length is grown from the seed. This creates mechan-
ical stability problems as the crystal weight increases.

Dislocation-free silicon is partially singular and partially
rough in its growth morphology. The (111) planes with three nearest
in-plane neighbor atoms tend to be singular and are the low-surface-
free-energy planes. When the freezing isotherm is nearly parallel to
(111), supercooling on the order of 5° to 10°C and accompanying facets
occur on the interface. Two-dimensional surface nucleation and rapid
lateral growth are characteristic of this region of the interface.
Normal growth predominates on the remainder of the interface. Dopant
incorporation is significantly enhanced on the singular regions of the
interface if k is far from one. External crystal surface morphology is
also affected by singular regions near the periphery of the solid/liq-
uid interface. Particularly for 111> crystals, longitudinal meander-
ing bulges form on the crystal surface.

Defect Characteristics

Dislocations are gross defects in float zone crystals. During
growth in a vacuum amhient, they can be nucleated by particulate solid
silicon which had previously been vapor deposited on the work coil and
other surfaces near the liquid zone. Once nucleated, dislocations
multiply and rapidly deqrade the single crystal. One theory also
postulates that evaporation roughening of the hot crystal surface just
below the interface enhances the probahility of dislocation nucleation.
In any ambient, thermomechanical stresses exceeding the critical shear
stress will nucleate dislocations. Multiplication can occur at much
lower stress values.

_ In dislocation-free crystals, localized or point-like defects are
present in a helically striated arrangement and are called swirl
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defects. Much study has been devoted to this defect because it can
influence device performance, especially if it is associated with
impurities. Such defects were first believed to be vacancy clusters.
A later model proposed vacancy/oxygen complexes. Current thought is
that silicon self-interstitials are the source of the defects.
Collapse of the interstitials gives rise to dislocation Toops of
several microns in size. There is still debate over the interstitial
incorporation mechanism, explanation of the time/temperature behavior
of the defects, and the role of impurities. Carbon may play a role in
their behavior.

Other silicon defects include hydrogen cluster formation when a
hydrogen ambient is used, and large-area etching depressions covering
perhaps the central one-third of large-diameter (> 50 mm) wafers. The
hydrogen clusters are harmful to devices; the etching depressions
generally are not. |

A clean argon ambient, a low axial temperature gradient, good
rotational thermal symmetry, fast growth rates, and low carbon levels
all contribute to controlled defect-free growth. There is no apparent
Timit to crystal size, provided that (1) the external zone length does
not exceed 25 to 30 mm while melting through the interior of the feed
rod, (2) heat of fusion can be extracted from the interface region, and
(3) thermomechanical stresses can be held to sufficiently low levels.
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FUTURE FLOAT ZONE DEVELOPMENT IN INDUSTRY
R. M. Sandfort
Dr. Sandfort, Monsanto Company, represents a major industrial
supplier of float zone Si. He was invited to summarize the present
industrial requirements for float zone silicon and to comment on devel-
opments desired by the industry in the future. The text of his presen-
tation follows.

The five most significant problems faced today by the float zone
crystal growth method in industry are:

1. Economic
2. Larger Diameter
3. Resistivity Uniformity
4. Control of Carbon
5. Swirl Defects
I would like to consider these one at a time.

First Factor: Economic

Historically, float zone ( FZ) and Czochralski (Cz) materials
were sold indiscriminately into the IC market and the power device
market. However, as both markets have become more sophisticated, their
unique requirements have been recognized. Float zone material is now
sold mainly into a specialized market which requires high reverse
break-down voltages. Very little FZ material is sold into the IC
market.

The same reason why FZ material is preferred for power device
applications, its low oxygen content, is the reason why it is not pre-
ferred for the IC market.

Oxygen in Cz material tends to precipitate on native defect sites
at a rate which is a function of the thermal history of the material.
These precipitates can be thought of as causing local sharp band energy
fluctuations. The result is a lowering of the break-down voltage.
Float zone material, which has a very low oxygen concentration, is thus
able to support break-down voltages of a few thousand volts or more.

By contrast, this precipitated oxygen in Cz material is advantag-
eous as an internal gettering mechanism for many fast diffusing atomic
species which limit MOS recovery time.

Therefore, because the FZ material has been found less suitable
to IC applications and since the IC market has expanded much more
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rapidly in recent years than the power device market, the FZ business
has not been as attractive economically. Coupled with this is the fact
that the float zone crystal growth process has been a more difficult
one from an operator standpoint. More operator skill has been re-
quired, greater demands on poly quality have existed, and less zone
refining equipment has been available commercially. Thus, fewer com-
panies have elected to participate in the FZ material business, which
has slowed technical development. The area has been particularly unat-
tractive to those companies lacking backward integration into poly
silicon.

Second Factor: Increased Diameter -

Many power devices are made from an entire wafer of silicon. For
years this has meant a reluctance for some device makers to change to
larger diameter wafers. However, with the advent of microprocessor=
controlled laser scribers, device sized polygons can be scribed from
larger wafers. This, plus an emerging market for larger power devices,
has meant a need for larger diameter ingots.

For companies operating a pedestal pulling type of procesé, which
appears to be limited theoretically to ingots approximately 2.5 to 3
inches in diameter, this has meant a major change in their process.

Even for conventional float zone, Targer diameters are difficult.
The chamber size must be larger, the power levels are higher, the
opportunity for high voltage plasma and discharge phenomena is greater,
the ingot end losses are higher, and the crystal can no Tonger be sup-
ported by the seed alone.

Solutions to all these problems must be found on a continuing
basis as diameters are increased.

Third Factor: Resistivity Control

As the device maker has become more sophisticated in his ability
to improve his device performance, he has found the need for ever
tighter control over resistivity variations. This tighter control is
both axial and radial.

The answer for many of these device applications is neutron.
transmutation doping (NTD) which is capable of uniform doping to about
+10 percent, Because this process presumes a uniform volume distribu-
tion of Si30, the only sources of resistivity variation are nonuniform,
neutron flux profile in the reactor and unpredictable fluctuations in
polycrystalline base level.

For some applications requiring tight resistivity control and
high minority carrier lifetime, NTD may not be the answer. Associated
with the momentum exchange occurring during a collision of a neutron
with the silicon lattice is a measurable amount of lattice damage.
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This damage can have a marked effect on minority carrier lifetime,
lTowering it by more than an order of magnitude under some conditions.
A post-doping heat treatment is used to anneal out some of this damage
in order to reestablish a reasonable minority carrier lifetime. But
for some applications, this lifetime value is still too low. There is
an on-going need then to develop methods other than NTD for achieving
better dopant distribution in float zone ingots. Research on those
growth parameters which control microsegregation of dopant is impor-
tant.

Fourth Factor: Control of Carbon

In recent years, increasing concern has been voiced by power
device makers over the roll of carbon in float zone material. Particu-
larly from Japan and Europe have come reports that carbon must be held
to Tess than a few parts per million.

Impurity control has always been one of the key advantages of the
float zone crystal growth method. The level of impurities such as,
carbon which are reasonably strongly segregated by the crystallization
process theoretically can be lowered to arbitrarily low values. Prac-
tically, however, there is an economic limit to the number of zone
passes which can be made.

Also, there is an insidious aspect of carbon in that it can enter
the ingot once in the form of contaminated poly or mishandling by an
operator, or it can enter the ingot continuously from a contaminating
zone refiner. Carbon levels will have to be reduced in the future.

The various avenues of carbon entry into the ingot must be located and
measures taken to eliminate them.

Fifth Factor: Swirl Defects

For some applications of float zone material, such as in vidicon
tubes and CCD imagers, it is important to control the surface defect
level. A swirl-type defect, which is similar to the shallow pit devel-
oped in Cz slice surfaces after an appropriate etch, sometimes exists
in float zone material as well. This defect is quite different in
appearance from what was referred to as swirl in float zone some years
ago.

Only preliminary conjectures have been developed to date on the
reasons why this defect forms and how to control it. But it is ex-
pected that this problem will receive significantly greater research
attention in the near future.

I have tried to summarize for you five areas of major concern to
industrial float zone material suppliers. The answers to these con-
cerns, whether found in gqovernment R&D labs or those of private indus-
try, could markedly benefit the electronics industry.
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FLOAT ZONE GROWTH OF Si IN LOW-G
Ke Me Kim

Dr. Kim, IBM East Fishkill Labs, is an industrial research
scientist who has substantial experience in many aspects of growth of
Si and Ge by float zone as well as the Czochralski method. He was
asked to describe some of his work on zone stability and to comment on
possible advantages he could see for conducting float zone growth
experiments in a low-g environment.

Dr. Kim described a series of experiments to meanre the maximum
stable length of a floating zone in Si and in sapphire.* 1In the
absence of hydrostatic pressure, the maximum stable length was
predicted by Lord Rayleigh to be wd, where d is the diameter of the
melt. Coriell, Hardy, and Cordes ana1yzeg the stability as a function
of Bond number. The Bond number, B = pgd¢/4y is the ratio of
hydrostatic pressure to surface tension and can be made small
reducing either g or the diameter. Kim used small diameterr(lg%k%? mm)
float zones in Si and sapphire to test the theory at low Bond numbers,
which is fluid dynamically equivalent to performing a larger scale™
experiment in Tow gravity.

The zones were melted by a COp laser with a beam splitter, as
shown in Figure 1. Approximately 100 watts of Taser power was
required to melt a 1 mm rod of Si, whereas only 60 watts was required
to melt sapphire. This is because of the greater absorption of
sapphire at 10.6 um.

The results are shown in Figure 2 and indicate excellent
agreement with the analysis of Coriell, Hardy, and Cordes. Also, it is
interesting to note how closely the zero-g limit may be approached by
using small zone diameters.

Dr. Kim's comments on float zone experiments to be performed in
low-g are as follows:

Float zone silicon crystaﬁ growth has developed steadily
since the early 1950's. However? there are still problem areas
to be investigated and to be improved further.

Today float zone silicon crystals of 100 mm in diameter are
routinely grown. Further increase in the diameter is limited
mainly by the availability of suitable polycrystalline feed rods

1. These experiments are described in more detail in Dr. Kim's
recent article, "Maximum Stable Zone Length in Float-Zone Growth of
Small-Diameter Sapphire and Silicon Crystals," K. M. Kim, A. B.
Dreeben, and A. Schujko, J. Appl. Phys. 50 (6), June 1979, 4472-4474,
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and the economy of the growth process. Dislocation density of
the large diameter crystals is literally zero. In fact, zero-D
growth is the necessary condition for growing single crystalline
in large diameter crystals of any significant length. This is
due to the fact that even a single dislocation in the growing
crystal would multiply immediately under the thermal stress
present during the large diameter crystals, and this would lead
to polycrystalline growth.

Several problem areas which need improvement may be
" summarized as follows:

1. Uniformity of radial Segregation of dopant (for n-type
silicon, neutron transmutation doping can be used beneficially to
alleviate this problem).

2. Control of microdefects, point defects and low-level
impurities, including carbon, oxygen and metals.

3. Automation of the growth process in order to eliminate
the high operator dependency in the process and, thus, to improve
the economy and reproducibility.

The uniformity of dopant segregation and also the distribu-
tion and formation of microdefects should be highly influenced by
the fluctuation of the microscopic growth rate due to the fluid
flow in the floating zone. Float zone growth of silicon in space
may provide some favorable conditions with regard to the first
two items. The automation which is already in progress in the
semiconductor industry, especially in the Czochralski silicon
growth, could be speeded up in the development efforts, if addi-
tional support becomes available as a part of the NASA program.

For successful float zone silicon growth 'in the space lab,
it seems to he highly desirable to study first various aspects of
the float zone silicon growth. This study should include theo-
retical modeling, measurement of thermophysical properties of
silicon, and well-defined experiments which will delineate some
specific aspect of the float zone process. ‘Some suggestions may
be summarized as follows:

1. Investigation of thermal convection, capillary-driven
flow, and RF-induced flow in case of RF power source which is now
used mostly in the semiconductor industry and also might be con-
sidered for the space lab application.

2. Critical review of the thermophysical properties of
silicon, especially liquid silicon, which include kinematic vis-
cosity, thermal diffusivity, heat capacity, coefficient of volume
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expansion, emissivity, and diffusion coefficient of the dopants
and impurities. Some of these parameters may have to be remeas-
ured precisely; also, their dependence on the temperature has to
be investigated.

3. Influence of the various fluid flows in (1) on the dis-
tribution of the dopant, impurities, point defects and microde-
fects in the crystal because of their perturbation of the micro-
scopic growth rate and/or mass, thermal boundary layer at the
growth interface should be investigated precisley. Such correla-
tions have to he made on a one-to-one basis in time, which has
been established in some cases; for instance, in the crystal
growth in InSb under a destabilizing thermal gradient.

Results of the preceding studies would lead us to an intel-

ligent design and planning of the float zone silicon growth
experiment in the space lab.
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PROBLEMS WITH STATE-OF-THE-ART FZ SILICON
L. Jastrzebski

Dr. Jastrzebski, RCA Labs, Princeton, represents an industrial
user of float zone Si. He discussed an application in which CCD
optical imaging arrays with 250,000 elements are being fabricated from
the best commercially available float zone Si, boron doped to 10 @ -cm.
Two image defects were described which appear to be related to the
starting material. These are shown in Figure 1.

The striation effect appears to be caused by resistivity and
recombination center variations. Fiqure 2 shows up to 30 percent vari-
ations in resistivity measured across the sample. Similarly, Figure 3
shows 15 percent or higher variations in density of recombination cen-
ters from deep levels. These correlate well with EBIC and DSPS meas-
urements, as may be seen in Fiqure 4.

Dr. Jastrzebski believes that studies of the relationships
between growth kinetics and material properties have been neglected,
particularly with reqard to the cause and control of deep centers. It
was stated that this may be the ultimate material limitation of VSLI
technology. In GaAs, deep centers appear to be related to growth rate
fluctuations. It was speculated that in Si deep centers may be related
to clusters of point defects which, in turn, are somehow related to
growth kinetics. Any insight that could be gained in understanding
this process would bhe welcomed by industry.

The following comments were provided by Dr. Jastrzebski after
the meeting:

1. Modeling of growth kinetics.

I have been impressed by the extensive and exhausted effort which
has been devoted to calculate the flow pattern in the melt. If
surface measurements can be extended to high temperature materials
(I do not see any reason why not) it seems that the quantitative
hydrodynamic models can be developed which should allow to predict
growth kinetics during float zone growth of electronic materials.

So far the shape of the melt during float zone process has not been
taken into account. To what extent will this influence the calculations?
I would suggest, at least roughly, to estimate this effect.

2. Missing Tlink.

Analysis of the relationships between growth kinetics and material
properties seems to be completely missing from the present investigations.
Even if growth kinetics can be predicted, can we predict material
properties?
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3.

VLSI

It is well known which effect growth kinetics would have on distribution
of simple impurities. It is not known what is the relationship between
growth kinetics and formation on the growing interface of point defects
or impurities clusters, e.g. boron oxygen or carbon complexes. Also, our
knowledge about the effect which impurity clusters and point defect
complexes will have on the electronic characteristics of silicon (this

is important for device performance) is practically not existing.

This comment is not a criticism of the NASA program but rather an
expression of my concern on emphasis which are placed by the crystal
growth community on the research topics.

Industrial importance.

It should be proven in the first place that the striation free silicon
(no microscopic variations in impurities and deep level concentration)
can be grown in space. Striations in CCD imagers (due to microscopic
variations in recombination center concentration and resistivity) are

one of the major problems affecting performance of these devices. There
are different ways to get around this problem (epitaxial layers, different
device design, and changes of processing steps) but it seems that the CCD
imager technology will benefit first and immediately from the striation
free float zone silicon grown in space. Although, to consider any

real industrial applications, at least three inch in diameter crystals
are required. The CCD imagers can afford the higher cost of silicon
wafers because in this circuit cost of silicon wafers is a very small
part of the circuit price.

Power devices seem to be the second category of devices which can
benefit from striation free silicon. Although in this case the
economic aspects will be probably more important in the final
considerations. 1 would suggest to consult people working in the
power devices industry to establish if there are any special type
of devices which require p type striation free silicon and can
bare the high cost of starting material.

Silicon with high concentration of oxygen (in the order of 10]8cm_3)
is required for the production of ICs. Requirement for material
homogeneity for VLSI circuits has not yet been established. It is
likely that inhomogeneous distribution of impurities and deep centers
in the presently available silicon can lead to unacceptable variations
in the threshold voltages of transistors, to large back gate trans-
conductance or high 1/f noise level which cannot be tolerated in some
high performance VLSI circuits. If striation free silicon can be
grown in space one can imagine the possibility of growing float zone
silicon with high controllable oxygen concentration which could be
used for this high performance circuit.
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Conclusions

The part of the program devoted to modeling of hydrodynamics is
impressive indeed (I also included here surface measurements).

It seems that the research on the relationship between growth
kinetics and material properties did not receive enough attention.

It is a real need in the electronic industry for striation-free
material, especially for CCD imager technology. At the present
time it is unknown if for certain high performance VLSI circuits
striation free float zone silicon intentionally doped with oxygen
will be required.

It seems to me that the major objective of the present program should

be the demonstration that striation-free silicon could be grown in
space.
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IMPORTANCE OF CONVECTIVE FLOWS IN FLOAT ZONE PROCESSES
W. Wilcox

A few summary comments on the importance of convective flows in
the float zone process were offered by Dr. W. Wilcox, Clarkson College
of Technology. Dr. Wilcox and one of his graduate students, Dr. Chang,
published the first paper calling attention to the large surface
tension-driven flows possible in the float zone process of Si, provided
the .surface remains pure. Dr. Wilcox stated that their original paper
contained some mistakes of which they had become aware since its publi-
cation but that the general conclusions were still valid. The major
issues at present are:

1. Since RF induction heating is utilized in most industrial
float zone applications, how much stirring is caused by this heating?
Can it be avoided by appropriate changes in coil design or zone config-
uration? Is surface tension or natural convection significant in such
processes? -

2. Assuming RF-induced stirring can be avoided (either by appro-
priate coil design or by use of an alternative heating technique), does
the surface of the zone actually move because of surface tension ef-
fects for materials of technical importance? Or does the presence of
trace impurities or oxide films on the surface prevent such movement?

3. For those materials whose free melt surface does move because
of surface tension effects, what sort of measures can be taken to
inhibit movement without producing inferior crystals, e.g., due to
inclusions of oxide particles?

4. Can the heat source be made sufficiently symmetrical so that
crystal and feed rotation will not be required?

5. Can a more efficient heating system be found, or can reflec-

tors be used to reduce the heat loss so that high melting materials can
be float zoned in space with modest powers?

93






IV, SUMMARY
R. J. Naumann

At first'impression there seemed to be little correlation between
the research presently being sponsored by NASA and the types of problems
the industrial community is dealing with. One attendee stated:

There seems to be a chasm — The Grand Canyon — between
the expressed objective and the research being performed. ...
The research appears to be aimed at studies of convection
and at technologically unimportant materials. In addition,
the fluid mechanics work seems to have been directed to
totally different geometries from floating zone melting.

Given the facts that present industrial float zone efforts are primarily
dedicated to large diameter Si and that they employ RF heating and
highly distorted zone shapes, it seems unlikely that surface tension-
driven flow is of much concern since the process is probably dominated
by RF stirring. Also, it was stated by several presenters that the
float zone configurations and procedures are arrived at empirically
rather than by careful analysis. Not only are the real geometries very
complicated, but it was pointed out by several presenters that our ability
to model the process is limited primarily by our lack of knowledge of
thermophysical properties. Also, it appeared that the industrial pro-
ducers had most of their problems under reasonable control, especially
those pertaining to seeding and growing large diameters, maintaining
requisite purity, and obtaining dislocation-free growth.

The one major deficiency of current technology appears to be the
ability to produce uniformly doped material, free of radial segregation,
growth rate striations, and microdefects such as clustering of point
defects or impurity clusters of B, 0, or C complexes. Clearly, uniformly
doped Si can be obtained by transmutation doping, but this can only
produce P as a dopant and is, therefore, of limited value for device
application. It was evident from several presentations that presently
available material leaves much to be desired for the fabrication of
large focal plane arrays for both visible and near-IR applications. It
appears, therefore, that the direction of the NASA program should be
toward control of radial segregation and growth rate fluctuations and
understanding the mechanism of microdefect production. The subject of
Marangoni convection is certainly involved, but the emphasis may be
misplaced. A

Other major issues need to be considered as well. These are:

1. The major cause of striations in presently available float
zone silicon appears to be the growth rate fluctuations induced by
the asymmetrical heating from the slot in the RF work coil. Can this
be eliminated by inductively coupling into a continuous ring heater,
or by other heating methods?
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2. What is responsible for the smaller fluctuations that are not
attributed to the slotted work coil? Is this some sort of convective
instability? Is it gravity dependent? Can it be modeled?

3. What are the relative contributions to stirring of the melt
in the zone from the RF heating, natural convection, Marangoni convec-
tion? How are melt interface, growth kinetics, and distribution of
dopants, impurity, cluster, point defects, and microdefects influenced
by these flows? Is there any perceived advantage to having a quiescent
melt in which transport is dominated by diffusion?

4, MWhat is the nature of the surface of the molten Si zone? Is
the surface subject to Marangoni convection, or is surface flow prevented
by oxide layers? Can this be controlled?

It would seem that these issues must be resolved in order to pro-
vide the rationale for proceeding with a major space experiment. Some
precursory experiments may be necessary to provide the necessary informa-
tion, but it appears that most of the issues could be addressed by well-
planned ground-based investigations.
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APPENDIX

PAPERS RELATING TO DR. MANN'S WORK ON RIPPLONS
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A. RIPPLON SCATTERING USING GRATING HETERODYNE SPECTROSCOPY

R.S. Sirohif R.V. Edwards and J.A. Mann, Jr.
Case Western Reserve Unlversity
Chemical Engineering Department

Cleveland, Ohio 44106

Abstract:

Heterodyne photon spectroscopy is used for the study of the viseo-elastic
properties of the liquid interface by studyingbthe scattering from thermal
ripplons. A theory of a heterodyne apparatus based on a grating is presented,
and the heterodyne condition is given in terms of the parameters of the_
experimental set-up. Emphasis has been placed to the study of the instrumental
function and its influence on the measurement data. It is shown that the
instrumental function is not always gaussiah, but its functional form depends
on the parameters of the experimental set-up. An algorithm is suggested to
arrive at the center frequency and half width at half height of the spectrum
from the noisy experimental data, and applied to the meastirement data obtained

from ethanol and water surfaces.

* Permanent Address::
Indian Institute of Technology

Physics Department
Madras-600 036 (India)
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1. Introduction

The scattering of light from thermally excited capillary waves was
first predicted by Smoluchowski1 and experimentally observed ﬁy Mandelshtamz,
and Raman and RamdasB., These surface wave fields can be studied by measuring
the statistical properties of light scattered from the fluctuating interface
by using either homodyne or heterodyne photon spectroscopy. A review article
by Cummins and Swinney4 contains a detailed analysis of these measurement
teéhniques. Essentially one measures photo—-current and processes it either.
in time or frequency domain. The spectrum of photo-current has been used
to measure the properties of the 1iquid'interface5 and to study mbnolayers
" on the surface6’7.

In many studies using heterodyne spectroscopy, the local oscillator
beam was generated by scattering from dust particles in the experimental
set up, or from inserting rough optical elements, such as a teflon wedge,
partly in the beam, and tﬁe angular selectivity waé achieved by inserting
a2 pin-hole in front of the detector. Bouchiat et al.8 was able to achieve
sufficient angular resolution by using an incident b;am normal to the surface
and an annular  ~ aperture in fronﬁ of the detector. The maximum collgction
efficiency was obtained with minimum effect on thé shape of the spectrum.
Some of the researchers have used optimal grating for generating local
oscillator beam from the diffraction of the reflected beam6’9’10. A recent
paper by Hard et al.lo describes the theory énd experiments using grating
for generating the local oscillator signal. Since the‘optiqal properties

of grating can be defined and controlled, we believe it to be a superior optical

element for obtaining efficient heterodyne operation.
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In this paper we develop the theory of the grating heterodyne apparatus
by following the propagation of a gaussiah beam consistently through the entire
optical arrangement. Two different configurations which are equally well
sulited for heterodyne spectroscopy are analyzed. The influence of fiﬁite
beam size which leads to instrumental broadening on the spectrum of photo—-current
has beén discussed. An algorithm for computing the center frequency and half
width at half height parameters of the Lorentzian spectrum function from the
measured spectrum is given and applied to the measﬁred spectra of water and
ethanol respectively. Although the basic approach is the same as that of
Hard et al.lo, we.have given exact expressions for the heterodyne conditions
for two separate experimental arrangements. Emphasis is laid on the influence
of instrumental function on measurement data. Our analysis shows that the
instrumental effects are seriously large in the range of incident angles
suggested by them. We also present an algorithm to.obtain parameters of
interest from nbisy data.

The operation of grating heterodyne apparatus is as follows:

A beam of light incident at the liquid surface is scattered by thermally
excited capillary waves (ripplons). Just above the surface there are
specularly reflected and scattercd fields; the scattered field is easiiy
detectable in a very narrow angular range about the specularly reflected beam;
the scattered irradiance falls as 1/ |sin 8 =~ sin Oscatt {2 where the angles
are computed from the normal to the surface. The reflected and scattered
fields pass through a grating, which is designed for high transmittance.
Therefore, the scattered field is assumed to propagate unattenuated, but the

specularly reflected beam suffers diffraction. Various orders thus produced
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propagate in well defined directions, and a lens brings the diffracted field

to focus at its focal plane where one spot is observed for each order.

If, for example, the grating is parallel to the liquid surface and is located
very near to it, the component of the scattered field from surface ripplons
cbaracterized by the same wéve vector as that of the grating will propagate

in the same direction and will completely superpose on the focal plane, as

the focal spots will be of identical sizes. If a photo-detector is placed

at the focal plane, photo~mixing takes place. In order to minimize the

effect of homo-dyne, the local oscillator beam is stronger by many orders of
magnitude than the ripplon scattered field. The method of fébrica;ing gratings

of desired diffraction efficiencies is discussed in Section 6.

2. Ibeorz

The field distributions at the detector plane, énd consequently the
photo~current, depend on the geometric and physical parameters of the '
experimental set up as well as the statistical properties of the ripplon
field on the surface. We have analyzed two configufations (henceforfh called
A and B); in configuration A, the surface is illuminated by a lightly
convergent beam, while in configuration B it is illuminated by a collimated
beam. The schematics for both the configurations are shown in Figure la and 1b. "

The field at x, - Yy plane, just before the lens, is expressed by

1

o 2 2 2 L
V__(Xl;yl;t) = :‘(o)——"-z-:: ° e —(Xl + yl )/40- * e .1(wt + ¢), (1)

. . i e 2 . .. .
where Po is the power in the incident beam, and 1/e” points in irradiance
distribution are separated by 40. The coordinate systems is centered on

the lens. The lens L has an amplitude transmittance t(xl,yl) given by
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K, 2 2 :
t(x),y,) = e 1 Gq vy , 7

where f is its focal length and K = (2n/A) wave vector of the light.
Undgr Fresnel approximation, the field V_(x,y;t) at the, surface x-& )

can be expressed as

. : iR , 2 2 2
' 3 AKR g e o _ = {x"cos"0 + ¥7)
V_Gyst) = - g e Ot EVO 0. / Py v Mo ’
° _ 2n0”
2 2 "
: (xl 4! ) - iﬂg(x x, cos 0+ y y,)
1Rx 3408 [ T 7 o2 Z Ro 1 1
. e FEVA e 2p3 se  dnyady 3)
where
2p12 st 2E TR

At the ;uffaée, the beam widths along x and y directions wiilhbe different.

x-y plane represents the equilibrium ligquid surface. The ripplons on thle

surface are small amplitude (~10 2} decaying waves produced by thermal fluctuations
and at any instant of time equal numhér of ripplons travel din both positivc ,.

and negative x or y directions. Mode-mode cqupling has not.been observcd and

will be ignored. The surface ﬁay therefore be characterized. by the super--

position of travelling waves in the form of

3 =." 1 P z '
g(x,yst) j} aKS(t) cos (stx + Ksyy + st) szx d}sy . | 4)

. .'__)" ‘ . .
where Ké is the wave-vector of the surface wave, ¢, the initial phase and

KX
s

ay (t) is the amplitude. TFor the sake c¢f simplicity we assume initially a

s _ ,

surface supporting a wave of single Kgg namely
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s 4 .}. .
aKg(t) cos (ksxx Ksyy t ¢KS)

and include the influence of allﬁks's at a later stage. The field distribution

just above the surface, after scattering, can be put in the form of

where V+d(x;y;t) is the speculérly,reflected field. If we denote the
amplitude reflectance of the surface by rJﬁO), as the field is assumed to
be polarized in a plane perpendicular to ghe plane of incidence (i.e., the
electric vector of the field Va(x,y;t) lies in the surface. But for this
statem;ﬂt vector naturc of 1igh£ is not needed). The specularly'reflecfed

‘field V+ is, therefore, given by

d

V+d(XaY§t) = 1:1__(9) V____(Xs}';t)-

The direct field propagates to the grating plane and is diffracted by the
grating to form diffraction orders at the focal plane u-v. We characterize

the grating by an amplitude transmittance T(xz,yz) which is given by

T(xz,yz) = bO + b1 cqs (Kox2 + ¢o), _ (5)

where’io is the grating wave-vector, ¢0 its initial phase and bl is the
modulation. 1In practice hl << bo and bo = 1. The grating is very weak and
hence is nearly transparent. Usually a binary grating, for reasons of ease
of fabrication, is used in the experimental set up. It is straightforward
to include the binary grating in the analysis. The field distribution at
the u-v plane will contain three orders; strong zero-order due to the bo

term and two % 1 orders on either side of the zero-order. Since in heterodyne-
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spectroscopy we use one of the first orders as local oscillator, it is
adequate to write expressions for the fields in these orders only. The

 field distribution Vd-l(u,v;t) in ~1 order is

-1 -4 ' oo 2 FKf (et + ¢ -
Vﬂ (u,v;t) = 3E 'r.L(B? bl /21[0'21’0 e t e (w ¢ <bo)
Ly K BRI ®RL) o2 R (2.2 oo v Jo
2 3 K’  T2f , R,~L ‘K
. e ° . . @ 1
' 2 : K
2 X gy 0y 2 2] .
‘e-o ) {u+ (Ry-L) 3 4 v | ©
?

and the field distribution V:l(u,v;t) in 41 order is

Vzl(u,vzt), --L. x,(0) by 2% T (wt + ¢ +¢)

Af
;& (Rt (Ry-L) (fg_)z 1 K i2p?y g 9B (Eg)
2 f K 2f R,-L 'K
‘e ‘e < e 1
Y 2 K '
S ol 92 2
G ) Eu (Ry-L) 37 +v
‘e o @
where . :
. (R L) (R;-L)

f . .

While evaluating the integrals leading to these expressions, it is assumed
that ' the grating and the lens are large compared to the beam size. The
integrals are, therefore, evaluated between infinite limits. These expressions

show ‘that the spots have gaussian distributions and are centered at

K .
u = i(Rl—L) 7? and v=0. The 1/e2 points are separated by 2f/oK. 1t can
‘ b
be shown that the total power in each of the spots is ri?( 7%-)2P0.

The scattered field V+S(x,y;t) propagates through the grating, almost

unattenuated, to the focal-plane. We can express the field at u-v plane
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using Born's approximation, i.e.,:

2 _ i Kr
e .
Ve (u,vit) = b ay b Ga” = C(/’Q' 5 H V_(x,y3t) S
kn -si +cosﬂ]
. ' 8
cos (stx + Ksyy + ¢KS) dx dy , . (8)

where n is the refractive index of the bulk liquid.

The distance r can be expressed, under Fresnel approximation, by

2 2 2 2. 2
‘ + + 8+ yv
- R.— “in® (x"cos” 0 + y7) (WHv7) , X u cos

1 : 2R1 | 2Rl Rl'

The parameter bo~is,the d.c. transmittance of the grating. This integral

can be evaluated to give

R R K -id
Ry 1521 (2257 +<——1))te %6 -
N L osb
ISK(u,v;t); =Ce re
K K
R sx sy, 2.2 K
"o {u +v -+ ok Ry Kex 2 sy, 2 id
iK i Kcosb K - 5 [(u - ESEE-K- + (v - l )] Ks
e : e £ ' + e ;
R K K » 2 2 R, K
4w O SX syy _ OK 1 “sx z
iK — {u Feos TV X }‘ 5 [Tu = X2 4 (v + R, 7] 9)
e e f _ 1,
where the constant C is defined as
A2 1 o % 1/2 o e -€ .

s 2 2 .

s [(n"=sin"0) f cosB]2

The first and second terms in the square bracket are respectively — 1 and +1
diffraction orders of the surface wave. From the geometry of the set up, it can
be seen that the -1 order will propagate in the direction of +1 order of the
grating or vice versa. The physical extents of the diffraction spots are about the

same. It is interesting to note that the spatial distribution of the scattered
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field under Born's approximation remains essentially gaussian. The power in each

diffraction spot of the ficld scattered from the surface is

2 ' 2 2 4
ﬁﬂ.p b.2 !aK (t)lz (n” - 1) cos 0 .

, 4
12 °o ¢ s [(n2 - sinze)ll2 + cose]‘

The power is independent of focal length of the lens, and depends on the physical

properties of the liquid, angle of incidence, and the wavelength of light used.

Photo-current calculations:
The photo—current i(t) due to the two fields propagating in the same direction
and incident on the photo-cathode is proportional to the total irradiance and can

be expressed by

-1 2

SK ' dudv,

ne +1

where N is the quantum efficiency of the photocathode, e is the electronic charge
and hy is the energy of a photon of frequency v. The integration is carried on
the surface of the photo-cathode. Vd+1 is the field distribution in +1 order from
grating and VSKnl is the field distribution in the -1 order from surface waves.

. 1 - . . . 5
In practice V >>> VQK 1, so that there is no appreciable homodyne contribution.

d
The photo-current has a very strong d.c. part and an a.c. part which we call signal.

The expected value of photo-current (signal) is given by

ne ‘

c +1,  -~1% Hx -1
< > = — J<
iKS =iv IS Ve 1vSK + Vg " Vg > dudv. (10)

After substituting the expressions for the fields,the expected value of the

photo-current is found to be
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2 : 2 2
16n” =i 2 (n"-1) cos™ 0
<i, () = e () rL(O) bbb, P ¢ <a, (£)>- .
K he e AAIZ ol o KS [(n —sinze)llz + cosO]z
’ 2 2 R K R.K K
[ K™ | 1 : ) sy 2 2 2
(J'.~ 9~j2~[(u—é6;b--;x)? + (v - viA-y) + {u - (Rl~L) 39} + v©]
}) e f ' ~ . cos(¢o+¢K +¢ ' )dudv,
. s (11)
where '
Ko R0+L Ro st : Ro Ksy
T = . RSSO SR s Y - ¥ e
¢ ¢l+¢K (I)l-*‘K ul K f f X cosB} Kv £ ( K ), and
1 2 f K 2 f K cos® K :
The phase ¢K is dependent on u and v coordinates. The cos term appearing
in the integral is expressed by
P9+, Hbk D) id H (Pt F,F 5 -l
T 1 Mo YK, 1T 2 TR T AWk TP 27 TR
LN s s
cos(¢o+¢xs+¢l+¢x+ 2) 5 [ e e + e ]
and the integral is then evaluated.® After little manipulation, the exﬁected
value of photo-current is found to be
27 e k 2 2
c {n"~-1) cos O
< i (t)> = —"— rl(G) b b, P <a, (t)>
Kg he ' ol o Ke [(1'1"2-—5:1112())1/2 + cosS]2
& 2 o? £21,2 bk 2Ry 24 252 [ 46%R2Ry (Rq-L) 4R, (RAL) £2 Ksx .2
o 1 -
e ° % or?r AR %D - e 847K2£2 bo'k2Ry 24R 262 - cosf
+K__?] - (12)
sy ‘ _
-cos@l s
where ¢; = ¢_+ ¢KS gy Y +w/2, and
= K[( EQ.R°+L - EQ._vEEE EE.)&?SK R1~L §9.) - El.EE.( EEX )2]
v K £ f X cosb 2 K cosd 2 K 2 f K :
The maximum value of <iK (t)> occurs when
s
4™k% R (R,-1) + R (R 41)E> ¢
1Yl 0" o SX
Ko 4 2 2 2.2 = Cos0 °? and Ks =0 ' (13)
4o"K°R) " + R “f , ‘ y

*The n/2 term is due to (-i) factor in the constant.
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1/ 2.2 . .
In practice 4K204R12 >>R0 f?, which means that the lens is kept close to the
surface (R1 = f), the above condition becomes

Rl - K

$X ’
Ko R, = cost (14)

~ If the grating is kept very close to the liquid surface (L = 0) then

K
Kb = Egzaj,_a conclusion which can be obtained from elementary considerations.
Under the assumption 4K204R12 >>R02f2, the photo-current <iyp (t)> is
s
given by
21 e 2 2
. e (n"-1) cos 0
<i_ (t) = r, (8) b b,P <a, (t)> , .
L
l(s he o'l Ks [(n2~sin26)1/2+ cose]2
|2 R "'I.l K
-LZIZLil - 02 [(Ko ; o7 cize )2 + Ksi ]
. e .e 1 © cosdy, (15)
where
R v R
2 X.2,"1,2 2 2_ 2,71 .2
L7 = 4( Ko) (f ) ¢, and ¢ o” ( 3 )
127212

The term e " ol leads to attenuation of the signal. Its influence can

be lessened by increasing tﬁe magnitude of Ibl’ An examination of the expression
for Lil’leads to the conclusion that largér value of 0 and a coarse grating
w0u1A relax the condition of keeping the grating close to the surface. However
this is achieved at the price of impairing the spatial resolution.

Before proceeding to the processing of photo-current, it is appropriate
at thils juncture to’write the expression for the expected value of photo-current
for configuration B. Unlike in configuration A, the initial field distribution
is taken at any arbitrary plane distant R, from the surface. The surface
is illuminated by the collimated beam, and the grating is located a distance L

from the surface. Following the procedure adopted for configuration A, the

expected value of photo current is given by
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2 . 2 2
<, (£)> 16£ et (;*;— =, (6) b bP - o <a g (£)> 2( -1) c‘;s D
s ¢ PN s [(n ~sin 6) +cos0]
2.2 K R _+1, K
oK sx 2 - sy 2 ot e 2 2
. g2 T Teos b g ) TV
jje ” cos{¢ +¢ +¢B) dudv .
M -(16)
where
K, R_+L K R R K
v e o - __8X . 0 L0 sy _
¢p =¢p *ul = - Kcoso £1 XV F g = ¢p + épg> and
= -5 1R %k (2 (KSY> } 1.
B Kcost '
The phasetﬁh is dependent on u,v coordinates. Expressing cos function in
exponentlgl form, the integral is easily evaluated to give " 2 QZ.RO+L 2 R12
~ 2ﬂnce - (n -1) c0326 e 2 RotRy 464K2+Ro
<1KS(t)/ = The 5. (0) b bl o (t) [(n-—91n1051/2+ cosh 14 Te
4ohk24R 2 [k RotL 40[‘K2+R0(R0+R1) Ksx 32 + k.12
- ____Iwﬂn__ - s .
e 85°K2 © RotRy 404K2+R02 cosd y cosd,, L (17)
where ¢ ¢ + ¢K + ¢B + W + 2 , and
K, RoH. K R4, K, R K Ry, Koy 2
WB~K[(KR+R %.,____.__.S_’L £, SL2 0, BX oy L0 BN y4y,
1 K cosbd 2 f K K cosb 2 K
The maximum of <iK (t) > occurs when
s
Ry*L 45%%2 4R (RO+Rl) Kex ’ : g
K R 4R, 4.2 = cos0 and ksy = 0. (18)
° % 1 4o 'K +R
If we éssume that 404K2>> Ro2 or RO(R0+R1), the above condition reduces to
. R Ky, |
() R.O+Rl cos 0 ) (19)

This relation has an arbltrarlne 3s due to R , which is the distance of any
chosen plane from the liquid surface. This arbitrariness-disappears when
L = Rl, i.e., the grating and the lens are coincident. Then the condition
(19) simplifies to

K
) _ Usx
Ko " cosB . (20)
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Under this situation, the expected value of photo—currént is given by
2
o

2mn e 2 2
c (n"-1) cos 0
<i, (t)>= -+ r,(0) bbP <a (t)> - . e
K he o'l o K [(n2_31“20)1/2+cosﬂ}2
2 K
L _ 8%, 2 9
2 [(Ko cose) + KSY ]
>
e . cos@2
where
2, ,K\22
L2 ™ 4 (Ko) G -

Comparison of photo-current expressions for configurations A and B shows

that they are similar. However, there are following two noticeable

differences:

a) The heterodyne condition does not require the kndwledge of L

for configuration B.

b) The value of L0 is geometry independent for configuration B.

3. Calculation of Photo-Current Auto—Correlation Function

The expected value of photo~current <iT(t)> for configuration A and B,

when the laser beam is scattered from the surface characterized by g(x,y;t),

can be written in an abbreviated form as:

>

. = LI »
<1T(t)> f<aK (t) F (KO ‘st’Ksy) cos ¢i> dhsx dK

s sy
Qhere 2
122 i okl -k )%k 2 os’0]
' oi 2 oi sx’ . sy ?
F(Koi- st’Ksy) =Qe ce
21n e 2 2
and _ c . (n"-1) cos™0 .

° [(n2~sin 0) + cos6]2

The subscript i takes values 1 or 2 for configurations A and B respectively.

The parameters o4 and K;i are defined as

10

(21)

(22)



2 (R]—L)

o 2.8 ; K' = K —-+——cos0 for configuration A, and
1 2 ol o R
cos 0 1
=% — ;K!' =K cos® for configuration B
02 s Mo o Cos or configuration B.

2

The autocorrelation function Rl(Kgi}r) of the photo-current is expressed as

1t

RI(K;i;T) ‘F<iir(t) ijf(t + 1)>

. ' s B .
ff<aKs(L) aK;(t+T) cos @i(t) cos @i(t+T)> F(Koi st’Ksy)

PO - KK ) af ekl . (23)
If we assume that
a) the phase o, is statistically independent of the amplitude ay (t)
and is uniformly distributed between 0 and 2%, and c
>

b) the scattering at KS is statistically independent of scattering

-5
at any other stector, say i;, we can show that (see Appendix):

. . ‘ .
<aKS(t) aK;(t+T) cos éi(t) cos ¢i(t+r)> = 2'<aKs(t) aK;(t+f)> 6(ﬁ;~Ks).

Therefore the photo-current autocorrelation function Rl(%g_;T) is now expressed

as

L = _]_; ‘2 rt - . Y/
RI(Koi,r) 5 ff<aKS(t) aKS(t+T)> ¥ (hoi st’Ksy) dKSx szy . , (24)

" 4, Instrumental Broadening

It is obvious that the beam size has a profound influence on the

autocorrelation function and consequently on the spectrum of the photo-current.

Usually a correction for the instrumental function is applied to
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the observed spectrum. A simple relationship between the half widths of
the observed spectrum, and the expected Lorentzian spectrum(is given in
terms of instrumental width for the case of a gaussian instrumental function
by Hard et al.loﬂ The instrumental function can be far from gauésiau
depending. on the éxperimental qopfigurgtion.- Further an upward shift in
the mean frequency of ripplons was observed when the ethanol surface was.
illuminated with a narrow beam at large angles of incidence. 1In order to
understand these ogservations and to clear the confusion existing in Lhe
literature from the point of view of an experimenfalist, the sfudy of
instrumental broadening was undertaken. .

The power spectrum of the photo-current is obtained by takingftﬁe

Fourier transform of its autocorrelation function. It is given by

S N
LI 7.
oi st,ny) A (hs,m) szx dey’ (25)

where A(zg;w) is the power spectrum of <ay (t) ay (ttr)> , 1.e.,
s s

AR 0) = f< a, (6) a (t+)> e T ar . ' (26)
S S

-5
The spectrum'A(KS,w) can be characterized by two parameters: 1) a center

frequency parameterxr W and 2) the width parameterrl. The latter parameter may
: s

be a function of Wy - The center frequency parameter contains the dependence
s

-) -
on the scattering vector KS. At any particular f;, Wy and Tl are determined

by the physical properties of the scattering material. A(ﬁs;m) can be

written as

AR sw) = 1 Aw,0',T ") 80’ w, ) do’ . (27)
. s
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Substituting eq. (27) into eq. (25) and fiaverting the order of intepration

we get
: 0

ey = L ' ' ! PR - -
S(K  50) =3 jdw Aw,0',T) (W) J Fo(R, — K o Ksy) 6(w mKS) CL szy . (28)
The inner integral yields a function of K'.,-m', o, and'rl, and can be
denoted the Instrumental function, S (K ',w)

1 00

') =5 - - . 2

sI(Koi,w) 5 j F (Koi st,xsy) 8 (w Wy ) szx szy (29)

—c0 _S.
The function SI(Koi;w) contains the influence of the optical pérémeters on
the measurement outcome. Once it is computéd, the expected output for any
function A(ﬁs;w) can be computed. This format.can also be used for auto~-

correlation functions.

-1If we consider scattering from ripplons, then the dispersion equation

Y y 32 ;
o = (o T R = s R | (302)
relates the center frequency Wy and wave vector i; of the ripplons. The
s : ‘

parameters y and p are the surface tension and density of the liquid and

Yl is a dimensionless group whose value lies between 0.95 and 1.05 and can be
1 M |

calculated exactly’ .

After substituting for FZ, we obtain

2 2 .
-0, (K. .-K_ )~ -o,7K..
' 12 x Woi™Nsx y °sy 2 2,3/4 , :
SI(L;i;u)) =3 Qi ff e . e 6(0)—8(st +Ksy ) ) szx szy . {(30b
20210, 2 ‘2, 2. 2 2 _ 2 2
where Q; =-Q e , and o =0 /cos” 83 qy = 0"~ = 0, cos 0

for configuration A.
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2
Let y = B(Key + K 2)

3/4
sy Y2

1/2 2/3
- K] () :

SX

o YN4/3
Ky = [ (B)

After carrying out integration over K, we obtain
2/3

S 2 2 413 2
T R T TR LI (YIS R I
S_(K'.s0) = % 2 ——2’-——/ “ - e - dK_,.""
"4 /3 ) X
1701 g7 twey?/? [(w/m‘*“ sx211’2 (1)
By change of variable this equation can be put in a form more suitable
for numerical computation: . :
w .1/3 2 —q [(1—31n¢ /3) +7T cosz‘E 64[3]
s (K@) = £ g2 2L 1/3 e a3 (32)
1" oi’ 3 i 4/3 ™ >
B "2
o~ 52 2, 2 2 _ . _ v3/2
where w 3 T oy /ox cos“0 , q=0, K and_woi =8 Koi .

ol

The parameter q is a measure of the number of oscillations of the grating
projected onto the surface.

it is indeed possible to obtain a series solution of. this integral.
However, in the present form it is tractable numerically. This integral
is evaluated for a set of values of q and 6. The distribution GI(Kél,m)
departs from gaussian form. It is found that for larger values of q(> 25),
S (K ',m) can be represented by a gaussian function excellently. For
medium values of q(3<q<10) the gaussian fit is modest. WNevertheless, it is
a description of the spectrum with which an experimentalist is quite familiar.
The mean frequency ﬁm and the width parameter 61(01/woi) as a function of q
for a set of values of 0 are plotted in Figure 2. There is'an increase in

the mean frequency with decreasc of q for all values of 6. The increase is

rapid with larger angle of incidence. A point to bear in mind is that a
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larger value of q is desired to minimize this influence. A value of ¢(220)
may be satisfactory for measurements up to an incident angle of 60°. From
the point of optimum signal to noise ratio; Hard et al.10 arrived at a best
value of 6 around 70°. Unfortunately in this range of angles, the instruﬁental
function depa;ts considerably from gaussian particularly for small values of
q, and the increase in the mean f?equency ié noticeably larger.

An exact analytical form of the instrumental function does exist in
the form of an infinite series involving Bessel functions of increasing
orders. This series converges rather slowly. The exact form of SI(Koi;m)

is given by

S (KY | 3)= %Qiz al/3 »~‘—Z¥l—3—— ve e ¥ (2“'1)“"3'1 @2 31 e)“xn(2q2m2/3).
8 =0 at 2 _ (&3

where In(z) is modified Bessel function of order n.
For large values of q and smaller values of 8, the instrumental function
is well represented by a gaussian function. This limiting form can be

represented as

13 -e-daa? , (3

We shall now incorporate the influence of instrumental width on the
- B +
natural broadening. We assume for simplicity that the function A(Ks;w), when
the light is scattered from the surface of a real fluid, is given by

Tl )
A(Ks;w) =~ A—5 5 s (35)
) Pl + (w-u')
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: 2, . . . . .
where Pi (=2vKS ) is the half width at half height and @' is the Lorentzian
kg .) » 3 - »
frequency corresponding to the wave vector Ks' It is trivial to extend this
to more accurate representations of theAspectrumlz. This expression can be

written in dimensionless form as

: w4 | '
AR ;0) = A o (36)
s 2 683 4 (Gon)? -
w o' 2v K;iz :
where ¢ = — and & = —— , and the dimensionless width £ = ——> ' .
") W, w
ol oi oi

On substituting A(Ks;w) in eq. (28) and doing algebraic manipulation,
the power spectrum S(Koi;é) of the light scattered from the liquid surface
can be expressed as

2115232 + 12c0s%p 53

0 1/3 (o 513 (L + Teos’3 &)
S(K! 36) = %Qiz A °2/3 j > 8/36 5 iz e dsda . (37
° 877 ) £ T+ (e-w)

N

This integral has been evaluated numerically for a set of values of § and q,

and for a range of angle 0.

5. Experimental Procedure

The experimentalist is interested in obtaining the parameters Pl and

Wy from the measurements obtained. Fven if the measured spectrum was
s

noise-~free, one would find:
a) a peak of the spectrum is not located at Wy s and
s .

b) the relation between the measured width and the parameter Pl is

non~trivial since it is an involved function of Koi’ Gx and 0.
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Real spectra are usually noisy and thus some kind of curve fitting
algorithm is generally used. A popular procedure is to curve fit the measured

spectrum with the theoretical spectrum using wy and Pl as the adjustable
' s

parameters. We have not succeeded in formulating an efficient numerical
algorithm for the theoretical spectrum. We offer the following algorithm

as a good approximate method for extracting the parameters Wy and Pl from a
5

measured spectrum:
a) Fit a three parameter gaussian distribution plus a constant base-line
to the measured spectrum using a least squares fitting procedure}

The fit function is of the type:

- _(_.‘*11%)2

,B) =A+Be 2°M2 ,

G(w,wo,GM,

where A is the base line, B is a constant, w, is the mean frequency

and o,, is the standard deviation. This fit yields two useful

M

parameters,wo and OM. .

b) From the optical configuration, obtain q(sngo£=KoU) and 0.

¢) From the graph (fig. 2) obtain & ='01/w0 for the given q and 0.

I

¢y can also be computed by first evaluating SI(KOi,m) for given q
and 0 and then doing a three parameter gaussian fit.

d) From the graph (fig. 3) or the formula (eq. 38), compute

e) From the graphs like figs. 4 and- 5 réad_&_= w‘/wO = £{(q,0). Since

q, 6 and w, are known, w' is known.

&_ and 8 are known and hence g(or'rl) can be computed.

At this point, 6M’ I
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In order to construct the parameters, for the fitting algorithm, the
spectrum S(Koi,é) has been evaluated numericallyvfor a set of values of &, q
and 6. A gaussian distribution is then fitted over the spectrum S(Kbi,ﬁ)
using a least square procedure and the center frequency ER and standard

“deviation oy are thereby obtained. There exists a functional relationship

between PlloM and © /oM which depends on 8. For the following four angles,

1

the relationship can be expressed as

! U12 °12
-6;[- = 0.925372 '(1 - -;—~2— ) exp (a(®) ;—f ) _ (38)
.M M
where a(®) is given below:
0 a(®)
0° 0
45° -.011576
60° -.060975
75° -.226475

The constant.0.925372 is the ratio I‘l/cM when a gaussian distribution is
fitted to a pure Lorentzian distribution of half width at half height of Pl.
The expression corresponding to 6 = 0° is of the same form as that of Hard
et al.10 but has been expressed in terms of standard deviations rather than the
half widths at half heights. The influence of angle 6 is expressed through
the exponential term. A plot of 1‘1/0M versus 01/0M for 9 = 0°, 60° and 75°
has been illustrated in Figure 2. This graph may be utilized to obtain
P1/0M when oI/oM is known.

Another interesting feature of this fitting procedure is the shift in
the center frequency of the gauésian with respect to that of Lorentzian

distribution. The center frequency of the best fit gaussian distribution
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is plotted as a function of I‘l/oM for a range of angle 0 and for two extreme
values of interest of q, namely 6 and 25 in Figures 4 and 5. For smaller
values of ¢ there :i,:;‘ very large upward shift of the center fr('qnc;;m:y,‘
particularly for larger angle of incidence. For some values of 8 there is
a downward shift of the centef frequency as well, which is due to the fact
that the damping is weighted heavily towards the smaller frequencies in the
spectrum. One point of interest is that these departures from the mean
frequency are significant only for smaller beaﬁ size and for angles greater
than 60°. When beam size is such that q = 25, the maximum departure of center
frequency is less than 0.8% even at an angle of 75°. TFor angles of incidence
smaller than 60°, the departure is less than 0.1% and is practicaily independent
of rl/oM + It is therefore strongly recommended that the exper%mentalist
chooses a sufficiently fat beam and arranges the experimental set-up so that
the.angle of incidence does not exceed 60° in order to minimize the
instrumental effects.

| As an example to demonstrate the method, we stﬁdy scattering from ethanol
surface. The original data were'obtained as 400 point autocorrelation functions.
These were then converted to 256 point digital spectra by a digital Fourier
fransform. ihe time and frequency parameters for the numerical procedure

along with the optical parameters are given in the table below:

:Table:

Ethanol
correlation time step v 10 usec.
spectrﬁm frequency step » 195.31 Hz
0 | 7.2°
K, 247 cnt
q : 9.5
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The parameters w, and OM obtained by three parameters gaussian fit

after the removal of base line from the measured spectrum of ethanol are

w, = 20322 rad/sec and Oy = 3470 rad/sec. From Figure 2, the value of

oy for q = 9.5 1is obtained to be oy = 2267 rad/seg. Further from Figure 3,
we obtain the value of Fl/UM corrééponding to the value of oI/oM = 0.6532.
Therefore Pl = 1841 rad/sec. The center frequency is 0.9987 W, . From these

measured data, we obtain the value of surface tension and viscosity of ethanol

as
2
“o
Y =p ———— = 22.16 dynes/cm, and
| (x co%O)BI
o COS
l‘1
v=o=——0p=—0 =0.0153 S or n = 0.0121 P.
p 2 K “cos 6
o
In these calculations, it is assumed that Yl = 1.00. The calculations
for the spectrum off the water surface are performed in a similar fashion and

gave appropriate values of the surface tension and viscosity.

As a further check, the measured parameters were subsfituted into the
nunerical scheme (eq. 37) for computing the spectra. Figures 6 and 7 show
the computed and measured spectra plotted together for ethanol and water.

The fit is excellent except at the low frequency edge., The error at the low
frequency end is due to the non-white noise present in the measurement system

and can be eliminated.

6. Fabrication of Gratings

Though the theory presented here utilizes sinusoidal grating, for

reasons of convenience in fabrication, a binary grating is used in practice.
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Experience has shown us that a grating having a diffraction éfficienty of
less than 10_4 gives good results, although satisfactory correlogramshave
been obtained with gratings having the diffraction efficienty of 10-2. The
diffraction efficienty, na(m)'in mth order of a binary grating of pefiod 'q’

and width of the opaque région 's' is given by

: . 2
¢ 542 '« 2{sin_ (mm s/d)
nam) = (£)7 oo (B (mslD )
where M' and M" are the extremal values of transmittance. For a binary
grating M' is about unity and M" = 0, while for grey grating M" takes a
finite value. It can be seen that the diffraction efficiencies of complimentary
gratings are the same. Therefore a grating with narrow lines in transparent

background is used for experiments. For such a grating, the sinc function can

be approximated by unity for the first few orders. Thus

)2 a2,

=R 1/

n, (m) = (

The diffraction efficiency can be controlled independently by two
different mechanisms. We have fabricated gratings with s/d ranging from
0.1 to 0.0125. One can also exercise a fairly good control on (M' -~ M")

during development if an emulsion with larger latitude is used.

7; Discussion and Conclusion

The thrust of this paper is the analysis of the grating heterodyne
apparatus which we believe to be superior for the measurement of the spectra
of surface waves induced by natural fluctuations occurring at liquid-fluid
interfaces. For simplicity we have assumed that the interface is between a

“simple liquid and its vapor. Even for that case we have used a simplified
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line shape formula (eq. 35) as noted in a preVious section.

We wish to point out that generalizations can be made easily without
changing the theory’we have developed and illustrated with simple systems.
Firstly, our formulas can be easily adapted for liquid-liquid interfaces.

If the upper phase is sufficiently thick, >ca 5 mm, the beam paths at the

vapor-liquid and liquid—liquid’interfaces will be sufficiently separated

that one can compute the scattering geometry inside the-liquid phése by

Snell’s law using the appropriate refractive index numbers. A simple

modification of the equations containing the refractive index, e.g., eq. 11,

to now read as the refractive index ratio is sufficient. The wave numbers

of the incident and scattered light must be computed for the medium into which
:

the scattering occurs. A

The second generalization is that of the response function of the
surface. Equation 4 is sufficiently general for small amplitude waves for
which the modes are decoupled. However, we have used a r;ther simple response
function which takes into account only the surface tension of a one component
liquid, its density and viscosity. Equation 29 is still exact within the
decoupled mo@e assumption. The formula for the center frequency, Equation 30a,
-is also correct because the dimensionless group, Y;, can be computed once the
response function for the surface is formulated as was first shown by
Hansen and Mannll. The major approximation we ﬁave made for simplicity is
to use the single Lorentzian line shape formula in Eduafion 35. Ve wish to
emphasize that it is only a minor modification to use more accurate %epresénta—

. . . R . 12,1
tions of the spectrum associated with the response function of the surface™ ™’ 4
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Of special interest is the extension of A(fs;w) to the situation in
which monolayers are adsorbed or spread on the interface. In that case,
Azis;w) depends on the surface tension as well as the visco-elastic properties
of the monolayerl3. In principle, the order parameters will also be involved.
Unfortunately, the center frequency is still given by Equation 30a for which
the range of Y1 is rOugﬁly Y1 e (.9, i.l), where Yl is a function of the
bulk and surface properties associated with the scattering interface. 1In
particular the center frequency shiff is relatively insensitive to the surface
visco-elastic coefficients.

The line shape is sensitive to the surface visco—elastic-coefficients.
Mann et al.14 have shown some of the characteristics to be expected using
the simple Lorentzian function and assuming that the classical boundary
conditions for deriving the surface response function are correct. Bouchiat
and Meunier 15 derive the djspersion function using appropriate boundary
conditions for the correlation . function coupling the vertical displacement
of the interface and the vertical component of the bulk velocity field in
the limit close to the suxface. The power spectrum function is derived which
is equivalent to what we need for Equation 35. Unfortunately they have not
included the complications of a spread monolayer at the surface. So far
as we know, the Mann et al. formulation of the capillary ripple problemll’u”5
includes all of the information of interest about the surface response function
of monolayer cbvered surfaces except certain orientation effects. The
formulation of Bouchiat and Meunier15 develops the appropriate power spectrum
dispersion - These two formalisms can bé combined rather easily so that

-
accurate predictions can be made for A(Ks;w) for a large range of monolayer

conditions. This work is left for future publications.
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Our analysis here has generalized the range of validity over which
the grating heterodyne technique can be used to obtain the true power spectrum
characteristics of fluctuatingninterfaces. Our formulas are consistent with
those of Hard et al.10 in the limit of Kg being very large and 6 smaller than

Al
45°, ,However, this limit is rather restrictive in practical experimental work.
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Appendix
We wish to show that
~ 1 -y >
< v - 1 . ~K 1 .
ay (t) a '(t+t) cos @i(t) cos @i(t+r) > <ap (t) ay (t+T1)>6 (ls hs)

s KS 2 S S

.
We make the following assumptions:
1) The phase o, is statistically independent of the amplitude a, (t) ana
are distributed uniformly between 0 and 2w. Therefore we cansreplace
<cos¢i(t) cos@i(t+r)>with its expected value 1/2.
2) The scattering at ﬁs is statistically independent of scattering at any
other vector ﬁ;. |
Let us express <ap (t) aK' (t+1)> through the Fourier transform relation
of the fofm °

R 4 74 K
l(ksxh ksyy)

<ay (t) aK'(t+T)> S— o JI<alx,yst) a(x',y';t+1)> e .
[ s (2%) ’

- 7 1 71
1(hsxx+ksyy)
. e dxdydx'dy', . (A-1)

where a(x,y;t) is the space domain description of the amplitude ay (t).
s

If we make the following substitutions,

x' = x + Ax,
y' =y + Ay, or
¥, > >
r' =1+ Ar,

the above expression is rewritten as

3 z . (]
1(I\SX RSX) x

<a, (t) a,,(t+1)> = —2s [f<a(;t) a(@Hz;te)> o ~
K K 2
s s (2%)
~i(K _-K' )y i K Mx i K Ay
o sy sy o SX e Y dx dtx dy day.  (A-2)
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o e RV . . ,
The term <a(¥;t) a(rtAr;t+t) is scen to be the space-time correlation
function for the surface scattering irradiance. If the system is homogeneous

in tvo dimensions, we get

<a(¥;t) a(z}A¥;t+T)> = H(A?;T), (A-3)

i.e., the system is statistically stationary both in time and space. The
boundaries are mnot important at all.

Equation (A-2) can be rewritten as

>
_ 1 _, A KD-T  ARUAT,
<a_. (t) a,,(t+1) > = —=—x JJ H(AT;T) e e ar 4ar .
K K. 2 .
s 5 (2n)
Carrying out the integration on T leads to ‘
| c(i\’sié) R 1 K!-aF .
<3K8(t) aK;(t+T) > = *—§;—~—-f H(AT ;1) e | dA .

The integral can be recognized as Fourier transform of Haﬁ?;t) and hence

. 5 > ‘
<aKs(t) aKé(t+T)> = <a, (t) aKé(t+T)> B(KS—K;) .

s

Therefore we. can sum up as

<aKS(t) aK;(t+T) cos Qi(t) cos @i(t+T) >

= <aKS(t) aK'(t+T)> < cos ¢i(t) cos éi(t+T) >

=1
=3 <aK () aK.(t+T) >
S S

._!-_ 2
=3 <aKs(t) aK;(t+T)> G(Ks—ks) .
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B, Report of the measurement of surface flow velocity with ripplon scattering

This manuscript represents a report of the work‘by Dr. R. S. Sirohi on
the surface flow field problem. Notice that the correspondence between
theory and experiment was good. Sirohi points out the limitation of the
technique but Edwards and I are more optimistic about the lower limits of

teh speeds that can be determined when using a careful curve fitting procedure.
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MEASUREMENT OF SURFACE FLOW VELOCITY WITH RIPPLON SCATITERING
R. S. Sirohi, R. V. Edwards, J. A. Mann, Jr.
Chemical Engineering Department

Case Western Reserve University
Cleveland, Ohio 44106

Abstract

It is shown that the light scattefed from the ripplons on a moving
liquid interface can be used to measure the velocity fields in the interface.
The technique measures the true interface velocity. It is, however,
limited to the measurement of relatively fast moving interfaces because
1) the scattered irradiance is large only in a very small angular range
about the specularly reflected beam, and 2) the concerted influence of
inétrumental and natural broadening of the power spectrum leads to\severely

overlapping doublet for low velocity fields.
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1. Introduction

The scattering of light from capillary waves has been used for the
study of visco-elastic properties of the liquid interface.l-é It is not
always appreciate? that surface waves can be quantized and represented by
quasi-particles called ripplons. In this language the light scattering
problem can be thought of as a photon-ripplon scattering process. The
quasi-particle model suggests that ripplons can be used as tracers for
following surface velocity fields much as solid particles are used in
tracing velocity fields in bulk fluids ﬁsing laser "doppler"6 effects.
Unlike solid particle tracers that might be used for the same purpose,
ripplons are confined to the true interface. |

. We show that su;face veloéity fields can be measured easily but there
are experimental limits to the range of speeds that can be covered with the
state of the art techniques. We will describe the physical basis for the
technique, show results of measurements made on a simple system and comment

on the range of applications we can anticipate in view of the limitations.

2. Theory

In most of the recent studies, an optimal grating is an essential
element of the heterodyne scheme. The grating provides a well defined and
controllable local oscillator by diffracting the beam into. various order
spots in the far-field. The photo-detector receives light, scattered from
the capillary waves, that propagates along with one of the diffracted beams
from the grating. Mixing of the selected diffracted beam and the scattered
light beam occurs on the surrace of the square-law detector; a photomultiplier
tube is used in our experiments. The time varying photo-current is studied

either in the time domain by a correlator or in the frequency domain by a
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spectrum analyzer. The function of interest, however, is the power spectrum
of the photo—current. The central frequency m; of the power spectrum and
the wave vector KO of the surface wave are related through a well known
dispersion equation for capillary waves:

mﬁ =Y, %K(? = BKO3 (1)
whére Y is the surface tension and p is the density of the liquid. Yl is a
dimensionless group whose value lies ﬁetween 0.95 and 1.05.and can be
calculated exactly.5 The width of the spectrum can be calculated exact‘;lyl”5
and depends on the bulk viscosity as well as other physical properties of
the surface and bulk phases.

The ripplons aré decaying travelling waves propagating in random
directions generated by local thermal fluctuations in thé surface profile.
If we consider the propagation of waves along x direction, on the average,
equal number of ripplons will cross any line in the surface x = % at any
instant of time from both positive and negative x directions. TIf the
interface is translated along the positive x direction with a velocity v,
the frequency of ripplons propagating along the positive x éirection is
increased by KOV while of those propagating along negative x direction is
decreased by the same amount. The power spectrum of the photo-current, thus,

exhibits two peaks situated at w = W, * Kov. A detailed mathematical

. 7 ; R .
analysis  leads to a dispersion equation

3
@+ kv =y YK (2)

This equation has two roots at w = W, * Kov. The purpose of this note is
to shown that the study of the field scattered from a moving interface can

be used to extract surface velocity information. It is known that the field
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scattered by ripplons is mostly concentrated in a very narrow angular range
about the specularly reflected beam, and hence relatively coarse gratings
(Kg'i 1000 cm*l) are employed in practice. A measurable frcqugncy shift

. can be obtained from relatively fast moving interface, > 1 cm/sec.

The important factor which réstricts the application of this technique
to the measurement of fast surface flows is the concerted influence of
instrumental broadening and -natural broadening:of the péwer spectrum. It
has been shown8 that the power spectrum of the photo-current, when both

instrumental and natural broadenings are considered, is given by

ddos

o » ”/2
w 173 n5/3 2 '\»2/3 2,02 05 2o/ 3]
S(K_3w) _ 1 Q 2 o Ew ! [ (1-singw os ¢w
30 A3 |28l w2
00 —-17/2
n v A ZvKi : '
vhere @ = = , @ = T £ = o > 4= 0K/ and T = cos 0. w' is the frequency
o o o

corresponding to the peak of the spectrum for wave vector KS, andle is the
gngle of incidence. Qi is a function of experimental parameters. The |
instrumental width is governed by ¢ and 0.

When the interface is moving, in the laboratory frame, uniformly with
velocity v, the resultant spectrum is obtained by the linear superposition
of the two spectra with their peaks at W - KOV and Wy + KbV7 Therefore‘

~

the resultant spectrum Sc(w) is given by

”~

S (w) = §

u)+k () +Sw-—l(v(w)’
(o] o]

o)

where § ., (W) is the spectrum with the peak located at w_+ Kv. For
wy KoV o o
smaller velocities the resultant spectyum may not be resolved and hence

exhibits only a single peak. Velocity information is then contained in

the shape of the spectrum. In fact, the shape of the spectrum can be
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analyzed for extracting velocity information for speeds < ca 1 cm/sec.
However, as the velocity of flow increases, the two peaks may develop.

Indeed there is a velocity for which the resultant spectrum is just resolved.
One can define various criteria for this just resolved spectrum depending

on the signal ﬁrocessing scheme. The point to nofe is that the resultant
spectrum may be resolved even for smaller velocities provided a grating of

higher Kg is used.

3. Experiméntal

In order to confirm the theory, the experiments are conducted on the
surface of ethanol. A circular disk of ca 30 cm in diameter containing
ethanol was rotated slowly (6 sec per revolution) and the laser beam was
reflected off thé surface at various distances from the center of rotation.
A grating of Kg = 247 cm“1 was used, and the beam was incident af an angle
of 24.8°, giving an effective Ko of 224.8 cmnl. The beam at the surface
was such that it provided a value of q = OxKo = 18.

The measurcments are made at various locations on the surface of
ethanol in the rotating disk. The original data was obtained as 400 points
auto-correlation functions. These were then converted to 256 points spectra
by digital Fourier transform methods. Figure la shows the spectrum from
the stationary ethanol surface. Figure 1b shows the spectrum obtained by
shining the laser beam at a location where the mean velocity was 5.5 cm/sec.
The spectrum is not resolved and appears identical in shape to that of
Figure la except for the higher width. However, when the mean velocity is
9.5 cm/sec, the spectrum is well resolved with the frequency separation
between the two peaks of 635 Hz. This spectrum is shown in Figure lc. The
theoretical spectra using the experimental data in eqn. (3) are computed and
plotted in Figures la, 1b and lc for the sake of comparison. There is an

excellent fit between experimental and theoretical spectra.
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Figure 2 shows the plot between the separation of resolved peaks and
the distance of the measurement recgion from the center of rotation. The
measurements were made at distances of 5 cm, 8.75cm, 10 cm, 11.25 cm and
12.5 cm from the center of rotation. The spectrum corresponding to the
meésuremeht at 5 cm is nbt resolved, however, the shape of the spectrum
still contains the velocity information. The bars in Figure 2 represent
the uncertainty of distance (or velocity) measurement due to the fat beam
(40 23 mm) used in the measurement.

In summary, we may state that surface flow velocities can be measured
by studying the light scattered from the capillary waves on the moving
interface. A non-linear least squares procedure will be requifed in the
analysis of the line shape of spectra obtained from slow floﬁs. The
experimental and theoretical understanding of the experiment are sﬁfficient
for this extension to be accoﬁplished.

As a final rcmgrk, we note that the unexpected splitting of the power
spectrum, measured by Mann et al.a for scattering from a pumped ripplon
field was very likely due to a surface velocity fieldlset up by the device

used to force the surface into high amplitude (< 10—4cm) random waves.
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C. Surface Fluctuations of Nematic Liquid Crystals
L. B. Shih, G. H. Brown, J. A. Mann
Fall Meeting of the American Chemical Society,
25 August, 1980 in Las Vegas, Nevada

We presented the results of L. B. Shih's work on determining the surface
tension of materials as a function of temperature using our light scattering
techniques.

The figures used in that presentation are included here and form the
basis of a paper that is being written for publication and is part of the
thesis to be submitted by L. B. Shih. A copy of her thesis will be submitted
as a final report of the design effort we have made on utilizing the light
scattering methodology for surface tension studies.

We have concluded that surface scattering is the method of choice for

a wide range of systems. In fact we feel that commercialization of our

methodology might be possible.
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Figure 1.

A general schematic of the surface light scattering apparatus.
Temperature controlled to ca 0.01°C and the temperature gradiants
are about 0.01°C/cm. This is satisfactory for the studies of

mercury and gallium but it is a bit crude for modern phase transition

studies.
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Figure 2.

A close-up view of the scattering cell showing details of the

thermostate and the optical path.
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Figure 3.

A typical autocorrelation function of the scattered field. This

is the form of the raw data.
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Figure 4.

The raw data is transformed into the uncorrected power spectrum.
The instrumental effects that involve grating effects (see Sirohi,
Edwards and Mann in a previous section) must be applied in order to
find a deconvolved spectrum for fitting to the power spectrum.
Alternately, the line width ard frequency of the raw power spectrum

can be converted to the numbers corresponding to the deconvolved

spectrum.
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Figure 5.

The autocorrelation function has been transformed into a corrected
power spectrum which is then fit by the Lorentzian line shape funtion.
The line width parameter, T', and frequency, wo, are determined by a

weighted least-squares algorithm.

156



/'O St $ 3 4 + !
* t o—=~EXPERTMENTAL
*x kmw=LEAST~SQUARE FIT
PR
0.8" & % -k;
~ LI 'r:
D06t % 2
! .
3
w
Noad i
O O
Q ° P
a %
.
0.2 bl
F, |
0.0 '
0 /0 20 30 40 50 60 7O 80 90 /0.0

FREQUENGY , KHZ
_ , I
PW)=A+3 ( ) ]
"+ —w)2 r +(w+w)2
DATA CODE : PAAI — PSI440
PAA of 1323°C
f = W,[2T = 3469 KHz CENTER FREQUENCY

bf =T[TT =1.532 KHZ ,BANDWIDTH AT HALF -HEIGHT

Figure 5.

157



Figure 6.

The surfact tension variation with temperature is shown for para-
azoxydianisole. The precision of the measurements were t .2mN/m and
the accuracy was about t LAmN/m. We expect to refine the technique to
the .1mN/m accuracy range. However, we feel that the results shown
here support our view that the light scattering method is suitable for
determining the surface tension to high accuracy without invading the
s ample with porbes. The technique is fast. The data collection takes
ca 1 min. The data reduction is handled by APL functions as a part of

the data acquisition system. These calculations execute within 1 min.
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Figure 7.

Temperature jump measurements are reported here and in the next
figure. The temperature was "jumped" from 134.4°C to 135.5°C over
15 min. The result was a striking change in the power spectrum as
shown here. The W_ value increased by ca 1000 Hz and the width

0

increased as well.
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Figure 8.

The transient experiment is summarized heré showing the extreme
sensitivity of surface fluctuations to very small changes in temperature
close to the transition temperature. The large effective surfacebtension
numbers represent a transient effect and are not equilibrium surface
tension numbers. We do not have a good model for these observations at

this time.
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II., Surface LDV Design and Evaluation

The purpose of this subproject was to develope a crossed beam
LDV that would work for surfaces seeded by small particles. Further,
we are to compare the sensitivity and acguracy of this instrument with
the ripplon light scattering apparatus. In particular we intended to
run the evaluations on the A.D. Little thinr film apparatus for arranging
surface tension driven flows due to temperature gradients.

We have completed the development and this work is described in
the next paragraphs. The evaluation is not yet completed singe the
A.D. Little experiment could not continue for fiscal reasons. Howevei,
we have worked out an alternate way of evaluating the two pieces of
eéuipment with the following conclusions.

The seed system to be described works down to the Brownian motion limit
of the ca 1l0um/sec wvelocity range. Typically, 2% to 5% precision is
obtained in these measurements. However, the problem of seeding the surface
is harder than we expected. At this time, appropriate seed material
(ca 1lum particles) must be selected for each system studied.' The surface
chemistry of floating thé seeds cén be difficult and they are often a
source of surface contamination. It is apparent that curved surfaces can
be handled more easily using the crossed beam techniques than with the
ripplon techniue.

The ripplon technique enjoys the great advantage that seeding is not
necessary. It certainly is the method of choice when surface tension

measurements are to be studied along with the surface velocity fields.

164



However, the technique is limited to faster flows than is possible with
the cross-beam, seeded LDV technique. The magnitude of the surface
velocity should be above'looﬂm/sec for effective ﬁse of the ripplon
technique. In fact, 1000um/sec is a confortéble range. In contrast
the seeded system will go down to 1l0um/sec without difficulty.

We have shown that there is a strong curvature effect in the
ripplon scattering power spectrum. Fortunately the theoretical basis
for the effect is obvious and can be dealt with effectively. Never the
less, the problem of deconvolving the ripplon power spectrum isg harder
for cylinder interfaces systems than for flat interfaces.

In late March, early April of 1980, the initial wversion of the laser
anememeter was installed at the recently completed surface tension driven
flow apparatus located at the A.D. Little facility in Cambridge, Massachu-
setts. At the time of this installation the need for modification of
several design parameters became obvious and an effort to construct a second
system to incorporate these needed changes was initiated by our group.

We obviously needed a flow cell which would model the fluid flow char-
acterigstic of the actual cell being used at A.D. Little. Preliminary
attempts to generate mechanically flows on the order of one millimeter per
se;ond or slower, involving fluid depths of only a few millimeters were
deemed inadequate due to overall flow rate instability and control, and the
seemingly ubiquitous presence of fluid vibrations of a compatable dimensional
scale with those of the desired fluid velocities.

For these reasons, a simple convection driven flow cell was constructed.
A combination of electricai resistance ‘heaters and a solid state thermo-
electric cooling‘module was employed to create a fluid density gradient

across the surface of a teflon block of area of 16 cm2
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The heating and ;ooling clements were affixed to aluminum flanges which

" set flush againsf the interior walls of the cell. The hot side of the
cooling module was joined via a copper block of approximately 16 cm3 in
volume to a large tank which functions as a heatsink. Becauée the working
temperature differential between the module and the ambient room temperature
is only on the order of 2-3°C, the surface aréa of the heatsink was .
calculated to be 5000 cm2 or greater. This was accomplished by constructing
a copper tank in the form of a cube 20 ¢m on a side. Three sides are
covered fully by finned aluminium panels. The tank was then filled with

HZO to aid in uniformly distributing the heat throughout the volume. ' Even
without the aid of a servo—regulated temperature controller, it was observed
that flaws on teh order of 10“l mm/sec or less could be eésily generated in
a stable fashion. Under such operating conditions, the heating and cooling
modules were presenting about 7 watts of power to the fluid volume. Note
that we designed only to obtain surface flows we have not duplicated the
A.D. Little apparatus.

The optical modifications centered around three main fe&tures. Most
importantly, the f number of the main converging lens was increased by a
factor of 4. 1In doing so, the k vector presented to the surface was increased
by the same factor, which facilitatced the accurate detection of much smallerxr
rates of flow. 1In addition, the depth of the sample volume was decreased by
the same factor, thus providing a morc accurate measure of the actual flow
at the surface.

In the initial optical system, the dual beams were generated by presenting
a spatially expanded laser source to a flat glass dish with selectively

mirrored spots deposited on its surface. The additional working space created
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by the larger diameter converging lens allowed this disc to be replaced
by a combination of beam splitters and corner reflectors. In addition
to béing easier to align, the intensity of the interference pattern
projected onto the fluid surface was greatly'increased, since’the laser
source did not have to be intially expanded spatially.

The third modification was essentialiy to provide for increased ease
of operation. By positioning a 45° reflecting surface at the top of the
optional column, the sensitive alignment procedure could be undertaken
from beside the apparatus, instead of from above. A 4x microscope was
also incorporated into the viewing aperture in order to more closely
observe the sample volume. The microscope is secured to a pivoting mount;
once the system has been aligned, the microscope is moved out of the focal
.region, and the photomultiplier tube is connected to the pinhole aperture
via a fiber-optic bundle.

Tests were run to show that the flows could be detected and measured
accruately at the 10um/sec velocity range. These tests were satisfactory.
We did find a problem with the preamplifier for the deéection system which
has now been corrected. This system will be taken to A.D, Little for the
remaining studies when their funding situation allows the work to continue.

We feel that this phase of the development work promised in the contract-
is finished. A separate report will be written over the next six months
describing the LDV apparatus and its evaluation in detail.

We set up a cruder version of the LDV apparatus for a series of meaéure—
ments on the apparatus designed by the Ostrach group. The preliminary data
will be discussed in his report. A refined apparatus will be set up for their

use when appropriate.
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III. Studies of Surface Structure of Monolayers

Several subprojects supported by the contract are advancing but at a
slower pace as a result of directing most of our effort toward the ripplon
scattering technology and toward the surface LDV surface technology.

A. Interferometric method for the study of the visco elastic properties
of contaminents on liquid metal éystems.

The optical part of this system for characterizing small amplitude,
forced fluctuations on surfaces is complete and works well. Devices for
forcing the liquid surface into motion are being developed. One such
device uses an oscillating, large, electronic field gradient. The sécond
device uses a ultra sonic generator of special design. Our rate of progress
on these details is frustratingly slow.

Manipulation of liquid metal surfaces requires special techniques. The

NBS work (S. Hardy) is sufficiently advanced that we will be able to use

several of their methods to attain relatively clean surfaces. These techniques
are difficult to implement in our apparatus. In general we are using the
techniques devised by Dr. B. J. Kinzig (Naval Research Laboratory, Washington,
D.C.) fér dealing with liquid mercury.

Mann and Kinzig have done a detailed analysis of the electron beam
scattering to be expected from liquid gallium when monolayers of various
materials are distributed on the surfacce. There is no doubt left after this
study that low energy electron diffraction or high energy electron diffraction
studies will be definitions in determining the structures of moﬁolayers packed
on liquid gallium surfaces. This work will be complimentary and supbortive

of the NBS effort by $. Hardy.
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IV. Future Work

A. The light scattering work will be directed toward the analysis of
monolayers spread on liquid mercury and liguid gallium. Temperature
effects on the Visco—elasfic properties of monolayers will be determined.
We will éompare our results, where possible, with those coming from the
NBS group. The effect of surface visco-elastic properties of liquid gallium
under float zone operating conditions on surface tension driven flows will

be studied.-

B. Reports and papers will be written on the crossed beam LDV system we
have designed. Some additional data may be collected as part of the evaluation

program.

C. Work on determining the structure of compact monolayers on liguid
gallium will be continued with the hope of attempting a definitive experiment
using a high energy electron diffraction system located at NASA-Lewis in

Cleveland.

D. We wish to initiate a fundamental study of the solid-liguid float zone
interface using interfacial fluctuations in a transparent medium. The

fluctuations would be studies using our several light scattering techniques.
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