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Preface

This publication was formerly entitled The Deep Space Network Progress Report.
Although the practice of reporting progress in the development and operations of the
Deep Space Network continues, the report has been expanded to include developments in
Earth-based radio technology as applied to other research programs. These programs are:

(1) Geodynamics: For several years, the laboratory has been developing radio
interferometry at microwave frequencies for application to geodetic measurc-
ments. This branch of telecommunications technology is now being applied to the
study of geodynamics.

(2) Astrophysics: The deep space stations, individually and in pairs as an inter-
ferometer, have been used by radio astrornomers for astrophysics research by
direct observations of radio sources.

(3) An activity closely related to radio astronomy’s use of the deep space stations is
NASA’s continuing program of radio search for extraterrestrial inteiligence in the
microwave region of the electromagnetic spectrum,

Each succeeding issue of this report will present material in some, but not all, of the
following categories:

Radio Astronomy
Search for Extraterrestrial Intelligence
Radio Interferometry at Microwave Frequencies

Geodetic Techniques Development
Spacecraft Navigation
Orbiting Very Long Baseline Interferometry

Deep Space Network

Description

Program Planning

Planetary and Interplanetary Mission Support
Advanced Systems

Network and Facility Engineering and Implementation
Operations

Spacecraft Radio Science

Planetary Radar

Energy

In each issue, there will be a report on the current configuration of one of the seven
DSN systems (Tracking, Telemetry, Command, Monitor and Control, Test Support,
Radio Science, and Very Long Baseline Interfeiometry).

The work described in this report series is either performed or managed by the
Telecommunications and Data Acquisition organization of JPL.
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Radio Astronomy

R. D. Shaffer and P, R. Wolken
Control Center Operations Section

S. Gulkis
Planetary Atmospheres Section

This article reports on the activities of the Deep Space Network in support of Radio
Astronomy operations during the first quarter of 1981. Preliminary results of the use of a
low-noise maser on loan from NRAQ are presented, as well as updates in DSN support of
experiments sanctioned by the Radio Astronomy Experiment Selection Panel.

I. Introduction

Deep Space Network (DSN) 26-, 34-, and 64-meter-antenna
stations are utilized in support of three categories: NASA
Office of Space Science (0OSS), Radio Astronomy Experiment
Selection (RAES), and Host Country.

il. Radio Astronomy Operations
A. NASA 0SS Category

During this period, support was given for 95 hours of
station time for Planetary Radio Astronomy (OSS 196-41.73)
and Interstellar Microwave Spectroscopy (0SS 188-41.5S5.
12-55) at DSS 43 utilizing the Tidbinbilla Interferometer (0SS
188-41.55.16). This support includes the installation of a
K-band (20-25 GHz) maser on loan from the National Radio
Astronomy Observatory (NKAQ). A particular observational
objective of this configuration is the search for spe-troscopic
lines of molecules. Of special interest is the search for
interstellar molecular water at 22.235 GHz.

Preliminary results of work in progress reveal startling
technological as well as scientific advances. A reflection-type
maser is used as the first RF amplifier, providing an instantane-
ous bandwidth of about 150 MHz. A feature of this system,
which is unique to low noise systems is the beam switching
allowed by a cryogenic switch in front of the maser. Two
avenues of spectral analysis are available: a 256-channel digitxl
FFT (Fast Fourier Transform) spectrometer (10-MHz bani-
width) and a wideband 36-channel filter bank system. To date,
this configuration has measured a system temperature of about
65 K at zenith and aperture efficiency of about 20% at 45°
elevation. Observationally, three new water-line masers, as well
as six ammonia-line sources. have been detected thus far.

B. RAES Category

1. RA 175 (858433). During the first quarter of 1981, the
Goldstone 26-meter station supported VLBI observations of
the source SS433 (1909 + 04) for a total of §5.5 hours. These
observations represent continuing efforts in support of the
experimental objective of resolving this bizarre galactic object

R
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to determine its angular radio structure and possibly its origin.
Preliminary results are reported in TDA Progress Report
42-62, January — February 1981

2. RA 176 {Twin Quasi-Stellar Object (QSO) VLBI). 51.5
hours of 64-meter antenna time (DSS 14 and DSS 63) was
devoted to observing two apparent twin QSOs: 0957 + 561 A,
B and 1038 + 528 A, B. The first twin is postulated to be a
single QSO, whose image has been optically split by an
intervening galaxy, the mass of which is thought to be acting
as a gravitational lens. This is supported by the identical red
shifts and other structural similarities between the A and B
components of 0957 + 561, as well as independent optical
resolution of the intervening galaxy. 1038 + 528 A, B is
considered to be a coincidental twin or double QSO, analogous
to optical or apparent binary stars. Of approximately 1500
known QSOs, these two sources are unique as the only known
apparent twins. Proof of the gravitational lens effect has
ramifications in terms of determining mass distribution in the
cluster of galaxies of which the lens is a member as well as the
location and distance to the QSO. The double QSO displays
apparent morphological changes with time, the explanation of
which could be useful in resolving questions concerning
structure, origin, and evolution of QSOs in general.

The DSN’s participation in this experiment was as an
integral component of a VLBI network encompassing radio
observatories across the North American and European
Continents.

3. RA 177 (Milliarcsecond VLBI). In the ongoing statistical
investigation into milliarcsecond quasar and galactic nuclei to
determine the frequency of their occurrence, the DSN
supported 34 hours and 50 minutes of observations with
64-meter antennas (DSS 14 and DSS 63) utilizing VLBI
techniques.

C. Host Country

Pulsar observations conducted for the Commonwealth
Scientific and Industrial Research Organization (CSIRO) in
Austraha, as described in TDA Progress Report 42-60,
September-October 1980, are the only Host Country activities
to report for this period. This continuing research is supported
by the 26-meter antenna at Honeysuckle Creck (DSS 44) for
six hours per week, allocated as two distinct periods of three
hours each.
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Mark IV-A DSCC Telemetry System Description

R. Burt
TOA Engineering Office

This article provides a description. of the Deep Space Communications Complex
(DSCC) portion. of the Mark IV A Telemetry System. This system is currently being
designed as a replacement for the Mark Ill. The Ground Communications Facility (GUF)
and Network Operations Control Center (NOCC) portions of the DSN Telemetry System
will be changed less extensively. These changes, which are presently not well understood,

wili be described in later articles.

I. Introduction

The present DSN Telemetry System, the Mark 111, is de-
scribed in Ref. 1. The DSN is undertaking a3 major modi-
fication of the Mark IlI. The modified Network, described
elsewhere in this volume, will be called the Mark 1V-A, and
wili be implemented between 1983 and 1985. The DSCC
portion of the DSN Telemetry System will be changed in two
major ways as a result of the Mark IV-A DSN implementation:

(1) Two 34-meter antennas will be added to each Deep
Space Communications Complex (DSCC). The array ing
of those antennas with the existing 64- and 34-meter
antennas will provide the equivalent of two separate
64-meter antennas or two 64-meter antennas arrayed
together. To accomplish this, the DSCC will be modi-
fied to provide carrier arraying and baseband com-
bining of three 34-metar antennas and one 64-meter
antenna.

(2) The Telemetry System will be configured to support
either two deep space nussions and onc highly elliptical
orbiter, or two highly elliptical orbiters and one deep
space mission. Highly elliptical ctbite: (HEO) mussions

will have data rates up to 1.2 Msps modulated directly
on the carrier. Since the maximum Ground Com-
munications Facility (GCF) rate will be limited, data
rates higher than 115 kbps will be recorded at the
Signal Processing Center (SPC) and played back in
non-real time.

Implementation of these changes, when combined with the
existing capabilities, will prepare the network to support bot.
DSN and HEO missions.

The DSN mussions will be the following:

Pioneer 6 through 9
Pioneer 10 and 11
Pioneer Venus

Viking

Voyager

Galileo

International Solar Polar

Dy
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The Highly Elliptical Orbiter (HEO) missions will be the
following:

ISEE-C (International Sun Earth Explorer)

AMPTE (Active Magnetospheric Particle Tracer
Experiment)

~ CCE (Charge Composition Explorer)
— IRM (lon Release Module)
OPEN (Origin of Plasmas in the Earth’s Neighborhood)
— IPL (Interplanetary Ph-ssics Laboratory)
- GTL (Geomagnetic 1an Lehoratory)
PPI. (Polar Plasma . .aboratory)
-- EML (Equatorial Magnetosghere Laboratory)

Note that there are two AMPTE and four OPEN spacecraft,

il. Key Characteristics
The key characteristics of the DSCC portion of the Mark
IV-A Telemetry System are:
(1) Standard DSN data rate capability: up to 250 kilo-
symbols per sec (ksps).

(2) Hughly Elliptical Orbiter Mission data rates up to 1.2
megasy mbols per sec (Msps).

(3) Cairer arraying and baseband combining for up to 6
antennas.

(4

~—

Deletion of analog recording.

(5) Four complete groups of telemetry equipment at each
complex, each with the capacity to support one of the
above nitssions.

l):m-\dilgtinn of Manchester coded (Big-1.) or NRZ-L
data modulated directly on the carner.

(6

~——

(7) Maxiraum lhikehhood decoding of short-constraint-
lengta convolutional codes and sequential decoding of
long-constraint-length convolutional codes.

(8) Precise measurement of receved signal level and sys-
tem nosse temperature.

{9) Centialized control by (and real-tink r2porting to) the
Monitor and Control Subsystem.

(10) Production of a digtal Telemetry Onginal Data
Record (ODR) at each telemetry group wath, playback
via local manual control or in automatic response to
GCF inputs; reduced playback rates for data rates
above 115 kbps.

The characteristics that reflect new or modified capabilities
due to Mark IV-A design requirements, are underlined. The
handling of increased data rates and demcdulation of NRZ or
bi-phase data modulated directly on carrier directly respond to
a requirement for telemetry support of Highly Elliptical
Orbiter (HEO) spacecraft. Baseband combining and carrier
arraying provides for improved sensitivity to high data rate
X-band signals in support of deep spacs telemetry and is driven
by the Voyager project requirement for support of 19.2 kbps
at Uranus encounter. The provision for tour groups of telem-
etry equipment at each SPC responds to the requirement to
provide telemetry support to three projects concurrentty. The
absence of project requirements for analog recording allows
that function to be removed. The characteristics which are
non-underhned exist presently in the Mark III and are dis-
cused in Ref. 1.

ill. HEO Mission Data Rate and Coding
Requirements

HEO missions are for the most part compatible with the
existing DSN cap-buiities. This is illustrated in Table 1, which
defines the single link data handling requirements for the HEO
projects included in the Merk IV-A missior :et. A telemetry
single link can be defined as ail of the functional elements,
from the antenna(s) through an SPC telemetry group, that
have been selected for support of a project. The data rate and
coding requirements not supportable by the existing DSN
capabihities are:

(1) Bi¢-L (Manchester coding) directly on the carrier.
(2) 600 kbps.

The combination of Manchester coding and 600 kbps data rate
produces a symbol rate of 1.2 Msps. The next section describes
the way these HEO requirements will be met by the Mark
1V-A DSN Telemetry System.

IV. DSCC Conceptual Doscription

The DSCC block diagram in Fig. 1 provides a conceptual
description of .he portion of the Mark IV-A Telemetry System
to be located at the DSCC. At each complex there will be one
o4-meter antenna, three 34-meter antennas, and a 9-meter
antenna. The od-meter aad 34-meter |, ansmut/receive antem 8
will be able t. receive an S-band plus an X-band carrier
simultane..uy\ while the 34-meter Listen Only antennas will
recewve either one S-band or one X-hand carrier. The receivers
recover the baseband signals which are routed to the
Telemetry Subsystem.
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The Telemetry Subsystem is arranged to provide four
telemetry groups. All growps will include existing strings
of equipment (Symbol Synchronizer Assembly, Maximum
Likelihood Convolutional Decoder and Telemetry Processor
Assembly, TPA). Groups 3 and 4 will also be equipped with
the capability needed to support HEO missions. i..'s will be
accomplished by incorporating a Spaceflight Tracking and
Data Network (STDN) bit synchronizer as well as a newly
designed coupler for interface with the TPA. The other two
Telemetry Groups (Groups 1 and 2) will be equipped with a
new Baseband Assembly (BBA) which will include the func-
tions of baseband combining, subcarrier demodulation and
symbol synchronization. The BBA will be designed to accom-
modate either deep space or highly elliptical orbiters. HEO
missions will have data rates up to 1.2 Msps (600 kbps !..¢-L)
modulated directly on the carrier. Since the maximum GCF
rate will be limited, data rates higher than 115 kbps will be
recorded at the SPC and played back in non-real time.

The 64- and 34-meter antennas can be arrayed by com-
bining the carriers within the receiver subsystem. Then the
detected baseband signals are combined in the BBA in either
Telemetry Group 1 or lclemetry Group 2. The .ombined

signal is then decoded in the Maximun Likelihood Convolu-
tional Decoder and formatted for transmission to JPL in the
Telemetry Processor Assembly. When combining is not re-
quired, outputs from any antenna may also be routed by any
Subcarrier Demodulator Assembly, or directly to the GSTDN
symbol synchronizer.

Any of the telemetry equipment groups can accept two
data streams. In Groups 1 and 2, one data stream is processed
by Channel A and one by Channel C. Similarly, in Groups 3
and 4, one data stream is also processed by Channel A while
the other is processed by Channel B. The perfcrmance param-
eters for Channels A, B and C are listed in Table 2. Comparing
Table 1 with Table 2, it may be noted that Data Stream 1 in
Table 1 is processed by Channel A, while Data Stream 2 is
processed in Channel B or C. Similarly, deep space missions
require dual data stream support, which is provided by
Channels A and B or C. Channel B is used to sup port higher
rates for deep space missions unless combining is required and
then Channel C is used. Channel B or C may be used to
support HEQ missions except for the data rates above 250
ksps, which can be supported by Channel C only.

Reference

1. Gatz, E. C., *DSN Telemetry System Mark 11177, in DSN Progress Report 4249, Jet
Propulsion Laboratory, Pasadena, Calif., Feb. 15, 1979.
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Table 1. Single link requirements for Earth Orbiter Missions

Table 2. Telemetry Suisystems 1 and 2, performance parameters

Channel A

Mission

Data stream 1

Data stream 2

OPEN-PPL

OPEN-EML

OPEN-1PL

OPEN-GTL

ISEE-C

AMPTECCE

AMPTE-IRM

Uncoded; NRZ-L;
25 kbps

Uncoded; 6 kbps
NRZ-L; or 14 kbps
Uncoded: NRZ-L;
Y kbps

Uncoded; NRZ-L;
6 kbps

Convolutionally coded.

K=24,R=1/2,
NRZ-L: 64 bps

Uncoded; NRZ-L;

1590 bps

Uncoded; NRZ-L;
1000 bps

Uncoded: Bi¢-L;
600 kbps

Uncoded Big-L;
600 kbps early in
mission, then 94 kbps

Uncoded: Eit-L;
94 kbps

Uncoded Big-L; 94 kbps

Uncoded; Bi¢-L,
256 bps.

or
Convolutionally coded:
K=24,R=1/2;512-
2048 bps; Big-L

Bip-L: convolutionaliy
coded; K =7, R=1/2;
60,000 bps

Process one NRZ-1. coded or uncoded data stream needing

Subcarrier demodulation 512 Hz to | MHz
Symbol synchronizing 6 to 25 ksps

Sequential decoding 6 to 10 kbps - K = 24,32; R = 1/2,
frame length variable

Block decoding; Reed Muller 32/6; up to 2 kbps

Channel B

Process e NRZ-L biphase data stream nceding

Subcarrier demodulation; 512 Hz to | MHz or Manchester
decoding. 10 sps to 1,2 Msps

Symbol synchronizing; 6 sps to 1.2 Msps

Sequential decoding 6 to 10 kbps; K = 32;R = 1/2, frame
length vanable

Maximum likelihood Viterbi decoding - 10 bps to 125 kbps
{K=7,R=1/20r1/3)

Real-ime data rates up to 115 kbps

On-site recording and non-real-time playback for data rates
above 115 Lbps

Channel C

Process one NRZ-L or biphase data stream needing

Bascband combining of up to 6 antenna receiver signals
Subcarrier cemodulation: 10 kHz to 2 MHz

Symbol synchronizing and Manchester decoding: 4 sps to
1.2 Msps

Sequential decoding 6 to 10 kbps: K = 32, 24; R = 1/2, frame
length variable

sMaximum hkelihood Viterbi decading - 10 bps to 125 kbps
(K-7,R=1/20r1/3)

Real-time data rates up to 115 kbps

On-site recording and non-real-time playback for data rates
above 115 kbps

- e e arn
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Fig. 1. Telemetry System: DSCC level block diagram



S TN

N§1-27126

TDA Progress Report 42-63

P e |

March and April 1981

The DSN Tracking System

J. A. Wackley
TDA Engineering Office

The DSN Tracking System, one of the eight generic systems of the DSN, has recently
undergone a period of extensive software and hardware changes. This article presents a
description of the functions of the Tracking System and details the recent changes.

I. Introduction

The Deep Space Network (DSN) Tracking System consists
of the hardware, software, personnel and proceduies requiie
to perform four primary functions:

(1) Acquire and maintain a communication link (uplink
and/or downlink) with a spacecraft

(2) Generate radio m.etric data
(3) Transmit radio metric data to the data users

(4) Perform radio metric data validation t assure that
performance requirements are satistied

The radio metric data are defined as range, range rate and
angle data. These data are used by flight project navigation
teams for spacecraft orbit determination, platform parameter
determination and ephemeris development. Additionally, as
described in Ref. 1, the data have numerous radio science
applications for celestial mechanics experiments, planetary
atmosphere studics, interplanetary media studies and relativity
experiments. Within the DSN, the data are used to monitor the
operation of e Tracking System and to validate its
perforn.ance.

AT v b (ax < T . . ~ - R

fhe following sections of this article will present a
functional description of the DSN Tracking System and
explanations of the many modifications to the system that
have been made since the last report (Ref. 2).

ll. Functional Description

Figure 1 illustrates the various subsystems and intersub-
system data flow of the Tracking System. The Receiver-
Exciter subsystem provides a range modulated uplink carrier
to the Antenna Microwave Subsystem where it is amplified
and channeled to the antenna. The antenna is precisely
pointed by the instructions given to the Antenna Mechanical
Subsystem by the Antenna Pointing Subsystem. This allows
the uplink carrier to be radiated toward and eventually
received by the spacecraft.

At the spacecraft, the carrier is coherently multiplied to
provide a downlink carrier, modulated with range data and
retransmitted to earth.

The downlink carrier is received and focussed by the
antenna and provided to the Antenna Microwave Subsystem.
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Here it is amplified and channeled to the Receiver Assembly of
the Receiver-Exciter Subsystem. The receiver phase tracks the
received signal via a phase-locked loop. The output of the
phase-locked loop is provided to the Doppler Extractor
Assembly wheie it is compared to the transmitted frequency.
The frequency difference (doppler) is counted by the Metric
Data Assembly of the DSS Tracking Subsystem (DTK).

Simultaneously. the receiver provides a range modulated
intermediate frequency to the Range Demodulator Assembly
of the DTK. Here the ranging signal is demodulated and cross
correlated with a model of the transmitted range code The
Planetary Ranging Assembly of the DTK uses the correlation
measurement to make a precise determination of the range to
the spacecraft

" The range measurement is provided to the MDA where it. as
well as the counted doppler and various status and configura-
tion indicators, is formatted for trarsmission. The MDA
provides the formatted data to the Communications Monitor
and Formatter Assembly of the Ground Communications
Facility (GCF).

The GCF transmits the data to the Network Operations
Control Center. The GCF additionally provides an Intermedi-
ate Data Record of all data to the end user of the data.
typically a project navigation team.

At the NOCC. the radio metric data are received by the
NOCC Tracking Subsystem, which generates data displavs and
alarms used for real-time validation of the data.

The data received by the navigation team are eventually
returned to the DSN 1n the form of ephemeris data for use in
generating tracking predictions. These predictions are used for
acquisition of the downlink and uphnk of the spacecraft as
well as radio metnc data validation.

Details of the required performance parameters of the
elements of the system may be found i Ref. 2.

. System Modifications

Since the last report concerning the Tracking System,
modifications have been made to the software and hardware in
the Receiver-Exciter Subsystem, the DSS Tracking Subsystem
and the NOCC Tracking subsystem,

A. Receiver-Exciter Subsystem

In July. 1980, implementation of the new microprocessor
based exciter frequency controller was begun. The controller.

or DCO (digitally controlled oscillator) as it has been dubbed,
has the following characteristics:

(1) Control via the Metric Data Assembly or a computer
terminal

(2) Capability of storing up to 100 ramps
(3) Minimum ramp duration of 0.1 second
(4) Maximum ramp rate of 100 kHz/second

(5) Maximum phase error (over 8 hours) of 0.0001 cycle

The initial installation of the DCO was hampered by
hardware, software and operational problems. The DCO
hardware was modified in early 1981 to resolve a problem of
sudden  -ge exciter frequency changes. The MDA control
interface originally was not compatible for frequency rate
reporting and required modification. The operational proce-
dures were, at first. incomplete and resulted 1n a significant
number of errors.

At the completion of implementation in February 1981,
the DCO’s were installed in the 64 meter and 34 meter
subnets. The POCA’s remained in the 26 meter subnets.

B. DSS Tracking Subsystem

The Metric Data Assembly (MDA) and the Planetary
Ranging Assembly (PRA) of the DSS Tracking Subsystem h.ve
had extensive hardware and software moditications during the
past vear.

i. Metric Data Assembly. The MDA software has been
modified to provide, among other items:

(1) A real-time interface with the Meteorological Monitor
Assembly. This interface allows the real-time validation
of data by NOCC and transt rence of data to the
Occultation Data Assembly (ODA) duting VLBI obser-
vation sessions,

(2) An interface with the ODA for support of VLBI
observation sessions. Besides the previously mentioned
MMA data, this interface allows for the transference of
the source schedule which is used for data recorder
control, source identification, and angle residual
calculation.

(37 Autematic control of the DCO and POCA and manual
contro} of the DCO

In the automatic mode of operation, the MDA supplies the
control parameters necessary to accomplish the special uplink
tuning required to support the Voyager 2 spacecraft and



standard uplink tuning required to support the other space-
craft. A complete description of this capubility may be found
in Ref. 3.

Upon receipt of uplink control predictions (consisting of
frequency and time pairs), the MDA computes the parameters
(such as rate and time) necessary to tune the uplink to
compensate for doppler and allow coherent tracking of the
Voyager 2 spacecraft.

Additionally, the MDA can generate the control statements
to allow the performance of the “seven point best lock
frequency check.” This special procedure is performed during
Voyager 2 tracks to determine an estimate of the spacecraft’s
receiver frequency. In order to perform the “‘seven point best
lock frequency check,” the MDA constructs a special set of
uplink control predicts. These predicts cause the DCO (or
POCA) to tune through a series of predetermined changes in
frequency as shown in Fig, 2.

Turing starts at the estimate of the spacecraft receiver best
lock irequency. Five minutes prior to the transmitter being
turned on, the MDA-generated predicts cause tre DCO (or
POCA) to snap +1.5 Hz and then continue tie tuning
necessary to compensate for doppler. Five minutes after the
transmitter is turned on, and every five minutes thereafter, the
frequency 1s snapped -0.5 Hz until the lower limit of 1.5 Hz
below the estimated best lock frequency is reached. Between
snaps the uplink frequency is tuned to compensate for
doppler.

Five minutes after reaching the lower limit, the predicts
cause the DCO (or POCA) to return to the original estimate of
the best lock frequency and to continue tuning through the
remainder of the pass. One round trip light time after
performing this procedure, the spacecraft signal levels are
analyzed to determine the actual best lock frequency. Pre-
viously, this procedure required constant operator intervention
in order to be accomplished.

For other spacecraft, the MDA computes the control
statements for a wide spectrum of sweeps. The type of sweep
performed is dependent on both the activity and the relation-
ship between appropriate frequencies. If an uplink acquisition
sweep is desired in order to achieve a two-way link with the
spacecraft, the operator enters the expected Tracking Synthe-
sizer Frequency (TSF), spacecraft best lock frequency (XA),
sweep range and tuning rate. The MDA determines the
appropriate direction to tune (by differencing TSF with XA)
and the frequencies which encompass the desired sweep range.
Possible sweep profiles as determined by the MDA are
illustrated in Figs. 3(a) through 3(d). To accomplish these
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sweeps the MDA generates special uplink control predicts and
loads them into the DCO (or POCA).

If an uplink transfer is desired, the operator enters the same
information as previously described. In this case, however, the
sweep range must be equal to zero hertz. The MDA will
generate a predicts set that causes the DCO (or POCA) to tune
to the XA and, after the specified time interval, return to the
TSF. This type of sweep is illustrated in Figs. 3(e) and 3(f).

Prior to the addition of this capability, a Hewlett-Packard
calculator was used to determine the sweep parameters. The
parameters were then manually entered into the DCO.

The MDA also provides the control point for manual
operation of the DCO. In this mode, DCO control statements
are transferred to the DCO. The MDA also provides a display
of DCO status.

In order to provide a precise report of tuning activities at
the DSS, a new data type, Programmed Frequency data, was
deveioped for inclusion in the radio metric data stream. These
data, consisting of precise frequency and frequency rate
information, are required to allow for correct processing of the
radio metric data by the project navigation teams and to allow
remote monitoring of the tuning activities.

Because of the addition of these capabilities the MDA
became seriously overloaded causing numerous processing
errors. In an attempt to alleviate this problem, floating point
hardware was retrofit to the MDA. As of this writing, it had
not been determined if this change was completely successful.

2. Planctary Ranging Assembly. The quality of ranging
data generated by the DSN has been improved by several
major modifications to the Planetary Ranging Assembly
(PRA). These modification include:

(1) Doubling of the highest frequency component to the
1 MHz

(2) Addition of selectable high frequency components

(3) A new harmonic filter to decrease wave form distortion

All of these changes combine to decrease noise levels on
ranging data and to improve ranging capabilities under
conditions encountered as the angular separation between the
spacecraft and the sun decreases. Figure 4 illustrates the
improvement obtained using the new PRA hardware and
software. Ranging data acquired by DSS 12 when in its
original hardware and software configuration are given in Fig.
4(a). As can be seen, the noise level for these two passes is
quite high; more than eight meters during each pass. Figure
4(t) presents data taken after the configuration was modified.
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In both of these passes data noise is well less than four meters,
an improvement of at least 100 percent. (The absolute
differences between the passes are due to orbit and other
errors independent of PRA performance.)

C. NOCC Tracking Subsystem

The Prediction Assembly software of the NOCC Tracking
Subsystem was replaced by new software. The original
software was developed in the mid-1970’s to meet existing
Tracking System requirements and to provide the NOCC with
a replacement for capabilities then residing in the Mission
Control and Computing Center (MCCC) 360/75 computer.
Because of recent requirements to generate Radio Science
predictions and uplink frequency control predictions, the
software had been extensively modified to the point where it
was difficult to operate and contained many anomalies.

The redevelopment of the software consisted of: making
ample use of Network Support Controller (NSC) operating

system functions not available when the original software was
developed; revising data generation algorithms; updating out-
put formats to correspond to current desires and print
capabilities; and most importantly, integrating the functions in
a coherent manner.

The result was an improved software package with more
easily understood input, and improved running characteristics
(run time was decreased well over 50 percent).

IV. Conclusion

Over the past year, various elements of the Tracking System
have undergone extensive modifications to both hardware and
software. These modifications have, in general, resulted in
improved data and increased operational support capabilities.
Because of the upcoming Mark IV-A implementations, the
Tracking System should remain unchanged over the next few
years.
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TOA Progress Report 42 63

March and Apri 1981

Pioneers 6 Through 12 Mission Support

R. Nevarez
Control Center Operations Section

This article discusses the activities of DSN Operations in support of the Poncers 6
through &, Pioneer 10, Pioncer 11, and Pioneer Yenus Orbiter (Pioneer 12) Missions from

June 1980 through March 19681

l. introduction

The mformation contained m this report covers the con-
tinumg efforts of the Deep Space Network m support of
Pioneer Mission Operations during the cruise phases of Pio-
neers 6 through Y, Pioneer 10, Pioneer 11, and the orbital

operations ot Ploneer 12 spacecrafts.
p

il. Mission Operations and Status
A. Pioneeré

In June of 1980. Pioneer 6 weunt through superior conjunc-
tion. The first track after supertor conjunction found the
spacecraft on-board systems in good 1.calth and functioning
nominally. In December of 1980, Pioneer 6 celebrated s
fifteenth year in operation with signs of continuing for
another fifteen years.

B. Pioneer?

During this reporting pernod, traching support increased due
to tracking availability of the Network. The spacectaft has
been and 1s left in the engineenng tormat to provide an early
means of cstablishing the spacecraft’s health in the event of a
problet 1. The on-board science experiments, which continue
to function nominally, are turned on only when the spacecraft
is tracked.
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C. Pioneers

In August of 1980 as the spacecraft approached penthehion,
the Sun sensor and plasma analyzer on hoard the spacecraft
functioned for the first time in several years and produced
valid data. Dunng perihelion, tracking support was hmited.
Additoral tracking support 1s scheduled for the next penhe-
lion.

D. Pioneer9

The spacecraft continues to tunction nonunally An analy-
sts indicates that the spaceciaft on-board systems counirae 1n
good health

E. Pioneer 10

A special procedure using the imaging photopolanimeter
(IPP) instrument to determine the roll pulse was developed.
When the spacecraft loses its Sun pulse. which is estimated to
reach threshold in approximately two years, there will be a
means of determung the spacecraft roll reference tor expen:
menter use plus the capabiity of determuning precession my.
neuvers :.ad conscans will be maritmned A signal strength test
was performed to determine the spacecratt recewver threshold
at low to high transnutter powers. The results are not known

—
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at this reporting period, however; further ‘csting will be per-
formed in the future. The spacecraft continues to perform
nominally and all on-board sysiems are healthy.

F. Pioneer 11

The spacecraft went through superior conjunction in Octo-
ber 1980 successfully. The spacecraft continues performing
nominaiiy and based on data analysis all systems on board the
spacecraft are in good health.

G. Pioneer 12

The spacecraft we..t through a long eclipse season in August
1980 with no problems experienced. The decision to cease
controlling periapsis altitude was made; th iy the spacecraft
will continue to rise until 1986. As a result of this decision.
requirements for the radar altimeter (ORAD) instrument were
completed, thus eliminating the need of daily ORAD instru-
ment command loads. Occasional ORAD calibrations and
various other proceduses are still planned. Imaging will

continue for some time, with radio science experiments to be
~rformed upon request. The spacecraft started & superior
conjunction phase in mid-March 1981 and will continue
through April 1981, The spacecraft continues performing
nominally with all on-board systems in good health.

ill. Special Activities

Pioneer Project continues to utilize the Deep Space Net-
work Compatibility Test Area (CTA-21) in concurrence with
the Project’s command sofiware development and operations
training.

IV. Summary

As of this reporting period, all Pioneer spacecraft appear in
good health and are operating nominally. Pioneers 6, 7. 8,9,
10, and 11 are in the cruise mode. Picneer 12 operations
continue in orbit about Venus. Tracking coverage from June
1980 through March 1981 is shown in Table 1.
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Table 1. Tracking coverage, Juie 1900 through March 1981

Month, Pioneer Station Number Trfckmg Month, Pioneer Station Number Tracking
year spacecraft type of tracks time, year spacecraft type of tracks "mf,'
o of tr P h:min
June 1980 6 64-m 10 §1:15 Nov 1980 6 64-m 4 19.30
7 64-m 3 19 20 9 64-m 4 20:30
9 64-m 7 4900 10 34-m 10 57:38
10 64-m 58 466 10 04-m 38 743:00
11 26-m 47 356.35 .. 11 26-m 24 219.55
64-m 22 180:15 64-m 7 79:15
12 26-m 100 918.30 ) 12 26-m 35 352:40
34-m 5 44:39 . 34-m 2 16:00
64-m 1 10:30 Dec 1980 6 64-m 2 13:00
] 64-m 2 13:30
July 1980 6 64-m 5 19:50 9 64-m i 4:50
7 64-m i 10:45 10 34-m 5 29.25
9 64-m 6 44:45 54-m 45 353:45
19 54-m 47 319:20 il 26-m 24 222-30
11 26-m 46 386.45 34-1p 3 33-25
34-m 3 25-35 64-m 18 170:20
64-m 14 110.30 i2 26-m 40 394:05
12 26-m 82 754-50 34-m 3 27:45
34-m 2 17:05 64-m 23 220 40
64-m 2 10 55

Jan 1981 6 64-m 2 15 00
Aug 1980 6 64-m 6 24:10 ; 22: i :;i(s}
! 64-m I 3:05 9 64-m 3 14:20
8 64-m ! 8:10 10 26-m: 8 28-45
9 64-m 3 16.20 64-m <2 156 15
o Som » e 1 26-m 41 280.20
aem 8 “50.30 34-m 2 1900
o . 12 64-m 30 235,35

64-m 30 227.00 M
12 26-m 27 703 30 26-m 7 646 S0
;4-m 6 26 ;0 34m ,3 27 35,
64-m 8 %6 15 _ 64-m 28 3358.3¢
—_— Feb 1981 6 64-m 3 18.00
Sept 1980 6 64-m 3 12 5§ 8 64-m 2 1210
8 64-m s 20,40 9 64-m 3 20 15
9 64-m 5 28 30 1o 26-m 6 20.35
10 64-m 62 476 20 34-m 4 16 15
n 26-m 46 314.10 64-m 39 327 10
4-m 16 1935 11 26-m 32 286 05
641 15 116.00 34-m 23 198 03
12 26-m 80 763.55 , 64-m 17 146-05
4-m 1s 139 20 12 26-m 26 173:20
64-m 14 117.25 34-m 31 30220
. 64-m 49 372 50
Oct 1980 6 64-m 1 350 March 1981 6 64-m 2 11.50
7 64-m 1 4:55 9 64 m 3 20020
9 64-m 4 15.35 10 26-m 3 9:00
10 34-m 6 28.55 34-m 4 12 45
64-m 53 353 20 64-m 50 378.30
1t 26-m 23 162.55 11 26-m 33 333 30
3d-n 11 56 40 34-m 17 186°35
64-m 6 5208 64-m 16 129 30
12 26-m 36 508:20 12 26-m 21 13415
34-m 8 83.45 34-m 16 262.10
64-m 11 118 20 64-m 82 576 00
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March and Apnt 1981

Voyager Mission Support

N. Fanelli and H. Nance
Control Centt. Operations

This is a continuation of the Deep Space Network Report on Tracking and Data
Acquisition for Project Voyager. This article covers the period of December 1980 through

March 1981,

I. Introduction

Voyager 1 completed he Saturn Post Encounter Phase of
its prime mission operation and started the extended mission
phase of onerations.

Voyager 2 continued in the Jupiter-Saturn Cruise Phase
with increased tracking in anticipation of the Saturn
Encounter.

il. DSN Support
A. Voyager 1

The Post Encounter period was scheduled to end on 15
December 1980, but due to the unusual observations of the
nngs during the near encounter, the post encounter period was
extended te 19 December 1980 so that another movie could
be made.

1. Long time-base observation and system scans. The post
encounter support consisted primarily of the observations of
Saturn’s atmosphere at high phase angles over a long-time base
and periodic imaging of Saturn and system scans at phase
angles and at latitudes different from those in the pre-
encounter phases. Imaging data was returned at the higher data
rates (29.8 and 44.8 kpbs) in the imaging formats. The system

scan data was returned at the lower data rate (7.2 kpbs) in the
general science format. Deep Space Stations (DSS) 14/12 and
DSS 43/42 in the arrayed configuration were scheduled to
receive the imaging data, with DSS 61 or 63 scheduled to
treceive the general science data consistent with station view
period.

2. Saturn ring movie. The Saturn Rings movie activity was
conducted on 18 December between Day of Year (DOY) 353
1012Z and DOY 354 0523Z. DSS 14/42/43/61/63 supported
the activity with the DSS 61/63 and the DSS 42/43 complexes
being in the array configuration fo enhance the image data
reception. This activity completed the Voyager 1 Saturn
Encounter phase and the spacecraft entered the extended
mission phase of activity.

B. Voyager2

During the Post Encounter phase of the Voyager | mission
operation, the activity of Voyager 2 was relatively quiet, with
the majority o1 the tracking support being provided by the
26-meter network (DSS/11/44/62).

L. Navigation cycle. On 3-4 December 1980 a navigation
cycle was conducted with Voyager 2. The Navigation cycle
was supported by DSS 42/63/12. Software problems with the
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Metric Data Assembly-Digitally Controlled Oscillator {MDA-
DCO) interface required that the VGR.2 Navigation cycle
support be conducted with a Programmed Osciliator Control
Assembly (POCA) configutation. DSS 42 and 12 were, there-
fore, required to reconfigure with the POCA, vice the DCC,
before their supporiing passes. DSS 63 was configured with
the POCA, so was not required to reconfigure for support.
Near simultaneous ranging was conducted during the DSS
63/12 and DSS 12/42 overlap periods in addition to normal
ranging. The Navigation cycle was completed successfully.
with required data being delivered to the Project.

2. Mini cruise science maneuver. On 16 December (DOY
351 22132 to DOY 352 03217) a mini crujse science maneu-
ver was completed. The maneuver consisted of four yaw turns
and four roll turns being accomplished, during which the
spacecraft antenna was off earth point, therefore, no data were
reccived. DSS 42 supported the activity that immediately pre-
ceded the maneuver with DSS 63 supporting the reacquisition
activity. Playback reception of the data recorded by the space-
craft during the maneuver was supported by DSS 43 on
17 December (DOY s52).

3. Trajectory correction maneuver. On 26 February 1981
(DOY 057 2059-2246Z) a Trajectorv Correction Maneuver
(TCM-B7) was completed successfully. The objective of the
mancuver was to place Voyager 2 on a more accursie trajec-
tory to rendezvous with Saturn. The spacecraft was pro-
grammed to execute a negative roll turn followed by a nega:ive
yaw turn to align itself on a required burn vector. The TCM
thrusters imparted a 0.574 meter/sec delta velocity after a
burn duration of 218 seconds. The spacecraft returned to
earth point by accomplishing complementary yaw and roll
turns. The actwvity was supported by DSS 43 during the pre-
paration phase and by DSS 63 during the actual maneuver.
During the burn, the spacecraft was off earth point, no telem-
etry data were being received in real-time, but were being
recorded aboard the spacecraft. The playback of the recorded
data was accomplished during DSS 43°s viewperiod the next
day.

C. General

1. Doubly differenced range. In continuing effort to fur-
ther refine tracking techniques . provide more precise space-
craft position information, the DSN is supporting doubly
differenced range activity. The first activity supporicd
occurred on DOY 355, This technique required that both
DSS o1 and 12 track and range on Voyager 2, then, after a
quick turn-around, track and range on Voyager 1. The turn-
around from Voyager 2 to Voyager | was accomplished in 20
munutes. The stations were required to perform pre- and post-
track calibrations on the ranging equipment for both space-
craft (8/C). This wrs a new requirement, as a station normally
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tracks only one S/C and performs the necessary pre- and
post-track calibrations to support that one S/C. Although
there were some problems in preparing for and executing the
activity events, the results look promising. Anotler test was
supported on DOY 031 (1981) by DSS 6l and 12. Fewer
problems were experienced during this test and the results are
being evaluated.

2. Metric data assembly software. Metric Data Assembly
Software, DMK-5106-OP-F, which provides the capability to
automatically control the Digitally Controlled Oscillator
(DCO) and the uplink frequency required for tracking Voy-
ager 2 started engineering testing at Goldstone on 6 January
1981. DCO implementation at the 34/64 meter stations was
completed on 26 Fcbruary 1981. After a series of Voyager
demonstration tracks, during which problems were identified
and corrected, a preliminary operational disk was provided.
The Goldstone stations began Probationary Testing on S Feb-
ruary 1981 with this disk supporting all projects. The software
was also sent to the overseas stations where they began Prcba-
tionary Testing on 10 February 1981. The software was trans-
ferred to operations on 2 March 1981 fur an Operational
Certification period by the staidons prior to the official
replacement of the previous operational support software. The
software became the prime support software on 28 March
1981.

lil. DSN Capabilities
A. Radio Science

The Saturn Near Encounter Radio Science activities for
Voyager 2 will occur during the viewperiod of DSS 43. Since
DSS 63 was the prime supporting station for the Voyager |
Saturn Encounter Occultation Experiment, it was necessary to
relocate the DSS 63 Radio Science equipment from DSS 63 to
DSS 43. This equipment included the four channel narrow/
medium band multi-mission receiver plus the backup wideband
four channel multi-mission receiver and its associated digital
recording assemblies. DSS 43 sent its two channel open loup
receiver to DSS 63. This equipment relocation was accom-
plished during the month of January 1981. DSS 14 has the
narrow/medium equipment comparable to DSS 43. Following
successful installation of the equipment and subsequent sys.
tem performance tests, a series of operational verification tests
were conducted with the new equipment and an updated
version of the Occultation Data Assembly {ODA) software.
The checkout of the new software (DMO-5123.0PC) was
start~d over DS> 14 on 4 February, since their equipment was
installed and operational at the time. Pioneer and Voyager
X-band signals were used during this testing. The ODA OP.C
testing started at DSS 43 on 19 February and at DSS 63 on
27 February. Only minor problems have been encountered:



the operational procedures are being refined and crew training
accomplished during the testing. The software was transferred
to operations on 16 March and tests will continue through
August 1981 to ensure and maintain fucility readiness. Thase
tests will continue to use live spacecraft data and accomplish
the functions of recording open loop data, playback of
recorded data and on-site validation of recording quality, as
will be required during the encounter.

B. Adaptive Tracking

The problems caused by the failure of the receivers on
Voyager 2 (DSN Progre .s Repori 4249, Nov-Dec 1978) with
the resultant 200 Hz bandpass in the operating receiver aie
complicated by space-raft internal temperature changes. It has
been determined that after various spacecraft activities, com-
partment temperatures rise and change the center frequency of
the receiver bandpass and the rate of drift as the temperatures
return to normal. Therefore, after these spacecraft activities,
the Best Lock Frequency (BLF) is unknown and ..ormally a
command .qoratorium is declared, due to the uncertainty ot

stablishin, a proper uplink. During the Saturn Neo
Encounter, after the spacecraft comes out of occultation, this
condition will exist, but it will be necessary 1o command the
spacecraft sooner than a moratorium would allow. To provide
background data on the frequency offset and to allow better
estimates of the BLF after these activities, the PSN has been
supporting, , ««at tracking procedures called ““adaptive track-
ing and BLE determination”. Essentiaily. after a spacecrafi
temperature change, the 34/64 meter station will accompiish
the BLF determination sequence. This is a sequence of five
predetermined ramps by the DCO through the estimated BLF.

The data are analyzed in near-real-time to réfine the BLF. The
adaptive tracking sequence is exercised, during which the DSN
is provided a frequency offset to “snap to”, then to automati-
cally ramp with the appropriate predicts. The frequency drift
from the predicted is used to determine the new frequency
offset, and used to keep the uplink centered in the receiver
bandpass. This procedure is continued as long as necessary to
ensure a proper uplink for commanding activities. This proce-
dure relies on the DCO and the capabilities of the MDA S/W
DMK-5106-OP-F automatic uplink feature.

C. DSS 12 Antenna Efficiency improvement

DSS 12 was decommitted from support operations on
o March 1981 and scheduled to become operational again on
24 April 1981. The prrpose of the DSS 12 downtime is to
improve the overall antenna efficiency.

The two outer rows of the primary antenna dish panels will
be replaced and all panels reset. The subreflector surface
tolerance will also be improved. This additional antenna work
should improve overall antenna gain by at least 0.75 dB.

Duning the downtime, the subreflector controller will be
moditied and upgraded. New wicuit boards and internal
adjusuments will provide improved antenna pointing accuracy,
which will also improve overall antenna performance.

Atter the antenna work is completed, and prior to returning
the station to operational support siatus, a series of star tracks
sl be performed to evaluate actual antenna gain improve-
ment
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Navigation Using X-Ray Pulsars

T. J. Chester and S. A. Butman
Communications Systems Research Section

Approximately one-dozen X-ray pulsars are presently known which emit strong stable
pulses with periods of 0.7 to ~1000 s. By comparing the arrival times of these pulses at a
spacecraft and at the Earth (via an Earth-orbiting satellite), a three-dimensional position
of the spacecraft can be determined. One day of data from a small (~0.1 m2) on-board
X-ray detector yields a three-dimensional position accurate to ~150 km. This accuracy is
independent of spacecraft distance from the Farth. Present techniques for determining
the two spacecraft coordinates other than range measure angles and thus degrade with
increasing spacecraft range. Thus navigation using X-ray pulsars will always be superior to
present techniques in measuring these two coordinates for sufficiently disiant spacecraft.
At present. the break-even point occurs near the orbit of Jupiter. The Crab pulsar can also
be used to vbtain one transverse coordinate with an accuracy of ~20 km.

I. introduction

At present, as spacecraft are targeted farther from Earth, it
becomes increasingly difficult to measure the transverse space-
craft coordinates (the two other than range). Fundamentally,
present techniques measure the angular coordinates of a space-
craft and hence the positional uncertainty of the spacecraft
grows linearly with distance. Thus navigation to the outer
planets and beyond will be limited by these large uncertainties
unless a better measurement tool is used.

We present in this article a promising new technique that
involves comparing the arrival times of pulses from X-ray
pulsars at a spacecraft and at the Earth. The positional accu-
racy given by this technique is independent of distance from
the Earth. Only a small (~0.1 m?) X-ray detector need be
carried by the satellite. This is in sharp contrast to navigation
using radio pulsars, which give more precise times but require
impractically large antennas on the spacecraft.
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i. Details

Several relevant parameteis of the known X-ray pulsars are
given in Table 1, as well as the parameters of the Crab pulsar,
which is a radio pulsar (an entirely different beast) that is also
detectable in X-rays. There arc two major classes of X-ray
pulsars -- “steady™ and transient sources. The transient sources
are detectable only at (usually) irregular intervals -- for
example, perhaps for only 30 deys — and then are below
detection limits for a year or more. Thus only the “‘steady™
sources can be relied upon for navigaiion. Unfortunately, even
the “steady” sources sometimes turn off for about a month.
This can occur at regular intervals, as for Her X-1 which is
detectable for 10 days and then undetectable (except briefly)
for 25 days, or the off period can be irregular, as for Cen X-3
and SMC X-1. Nonetheless, this should cause little problem,
both because it is unlikely that all usable sources would be off
simultanecusly, and also because the long transit times neces-
sary on deep space voyages allow seme shoit gaps in the
measurements of some coordinates.
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The pulse~ from X-ray pulsars are largely sinusoidal, with
only a little power in the lower harmonics and no power in the
higher harmonics. This is quite unlike radio pulsars, which
pulse for only ~10% of their periods. Thus the time of arrival
accuracy 1s given by how well the phase of a sinusoidal pulse
can be measured, and not by the arrival of any sharp feature in
the pulse.

Tauking Her X-1 as an example, 20 seconds of data taken by
the UHURU satellite, with a detector area of 0.1 m?, deter-
mined arrival times accurate to 0.03 s (Ref. 1), which gives a
positionai measurement good to 10,000 km in the direction
toward the X-ray pulsar. One full day of measurements would
beat the errcr down to 10,000 km+/205/86,400s = 150 km.
Both SMC X-i and Cen X-3 are similar to Her X-1, and would
give comparable positional accuracies. Thus these three pulsars
would suffice to pive a three-dimensional spacecraft position.
Figure 1 shows the geometry of these three pulsars, referenced
to the ecliptic plane.

Of course, with ranging, only two pulsars are needed for a
good three-dimensional position. The other short-period pul-
sars can provide more informaiion when they are pulsing. Even
the long-peniod pulsars give positional measurements which are
only slightly worse because they tend to have more harmonic
content in their pulses, and thus timing accuracies do not
degrade as badly as lincarly with pulse period.

The Crab pulsar, with its period of only € 033 s and 1ts low
duty cycle pulse, gives much more precise arnival times, and is
always detectable. However, a larger detectir would be
required to take tull advantage of this resolution, With a small
detector, again 0.1 m?, the time resolution should be ~10
times better than for Her X-1. Unfortunately, the Crab pulsar
is in the ecliptic plane and thus cannot give any information
about the spacecraft coordinate perpendicular to the ecliptic
plane. Of course, except when the spacecraft hes along the
direction to the Crab, such timing observations will measure
one transverse spacecraft coordinate in the echiptic plane.

P it S

Because the pulse periods of X-ray pulsars (and radio pul-
sars) are derived from the rotation of a neutron star, the
period is very stable. Typically, P/P ~ 10~ !, except for some
of the long-period X-ray pulsars, which can have P/P ~ 10-4.
The most unportant source of timing error on the spacecraft
will therefore come from the spacecraft clock itself. Fortu-
nately, any drift of the spacecraft clock can be treated as an
additional unknown, if it is important enough, and can be
found by using an additional pulsar. In that case, with ranging,
three pulsars are needed for a good three-dimensional position
and the determination of the spacecraft clock offset. The
spacecraft clock need only be stable over the chosen integra-
tion time for an individual arnval time determination.

Finally, the positional uncertainty of the X-.ray pulsars
themselves can be neglected. An angular uncertainty of @ in
the coordinates of a pulsar gives rise to an error of 82/2 times
the distance between the Earth and the spacecraft projected
along the pulsar direction. Thus it 8 = § X 10-7 (0.1 azc sec),
then the error at Saturn is less than 10 ¢m.

iil. Discussion

Navigation using X-ray pulsars is a practical method that
yields three-dimensional positions accurate to ~150 km with
one day of data. It is the best practical method for sufficie «tly
distant spacecraft, requiring only a smail X.ray detector on
board the spacecraft coupled with an Earth-orbiting satellite
that provides the arrival of X-ray pulses at Earth. (In the last
decade, there has been an average of several such satellites in
orbit at any given time.)

fresent positional accuracies for the transverse coordinates
of a spacecraft are ~300-400 km at Saturn (Ref. 2) with ~1
day of data. Thus X-ray navigation is comparable to present
techniques at roughly the orbit of Jupiter and is clearly supe-
rior at Saturn and beyond.
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Table 1. The known X-ray pulsars

Name? Period. s Peak counts/sd Class¢
300531 + 21 0.03 100 R
Crab pulsar
U015 -37 0.7 28 S
SMC X-1
JU1653 + 35 12 100 S
Her X-1
400115 +62 36 70 T
U118 <60 48 160 S
Cen X-3
JUL626 - 67 7.7 10 S
0A01653 - 40 38 600 T
A0S35 + 26 104 1900 T
JUL1728 -~ 24 122 60 S
A1239-59 191 12 S
RIS RAL Y ] 272 47 S
V0900 - 40 283 100 S
4U114S - 61 297 72 S
Al118 - 61 405 )
JU1s3g -52 529 1 S
U223 -62 696 32 S
3U0352 + 30 83§ 20 S

4 The name beginy with 4 1- or 2<haracter catalogue designaticn, fol-
lowed by the right ascenston (HHMM) and the dechnation

Y26 keV counts per second for a 0.1 m= detector
steady, T - transient
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Propagation Path Length Variations Due to
Bending of Optical Fibers

K. Y. Lau

Communications Systems Research Secuon

The propagation path length variation due to bending of optical fibers is analyzed in
this article. Both the ge.metric effect and material stress effects ar- included in the
analysis. These calculations put an upper limit on the expected phase shift in single mode
fibers. The fractional change in propagation constant 1s given by

56 a\?
3 = (0.15)(R) .

where a is the core radws of the fiber (ewther single or multimode ), and R o the bending
radius of curvature. Moding effects in multimode fibers cause extraneous phase shifts of
unusually high magmitude. This does not occur in single mode fibers, rendering them very
insensive to bending with a theoretical it given by the above relation.

I. Introduction

To transmit a time and trequency standard with accuracies
required for such applications as VLBI (very long baseline
interferometry ), boin a stable transmission path and a sophisti-
cated electronic compensation system are required. The choice
of a relatively stable transmisston medium can greatly alleviate
the stringent requirements for the electronic compensation
system. Contenders for the transmisston path include coaxial
system, microwave, and optic-fiber system. Preliminary phase
noise messurements on a 3-km multimode fiber-optics link
indicate that its performance surpasses all of the other avail-
able systems (Ref. 1). It was also observed thut bending the
optical fiber introduces noticeabl: phase shift in the trans-
mitted RF signal. The purpose of this article 1s to analyze this
phenomenon and to establish a limit on the amount of RF
phase shift introduced due to bending of single-mode fibers.

This same calculation procedure cannot be applied to multi-
muode fibers It has been observed experimentally that bending
a multunode fiber introduces unusually high phase shift in the
carried RF signal which cannot be accounted for by changes in
propagation constants alone. The reason, we believe, is due to
moding effects. Mulumode fibers carry a large number (several
hundred) of transverse modes, some tightly held, some loosely
held, and some are even cladding modes. These different
modes have different propagation constants (which, in fact, 1s
the ongin of dispersion in mulumode fibers). Bending the fiber
causes a redistnibution of the power contained in each mode,
with some tightly lield modes converted into loosely held or
cladding modes. If these loose modes were allowed to enter
the receiver, a very large phase shift will be observed, because
the effective propagation constant between the receiver and
the point when the bend occurs is changed. Mowever, if the
loosely held or the cladding modes were lost before they enter




the receiver, no effect should be seen on the {F paase shift.
This proposition is supported by the experimental observation
that, while bending the fiber within several hundred meters of
the recetver produces several degrees of phase changes in a
100-MHs RF signal, bending the fiber more than ' km away
from the receiver does not produce any signiticant eftect on
the phase.

The above phenomenon does not occur in single-mode
fibers because they carry only one mode. Experimentally,
bending a single-mode hiber anywhere along the hink does not
produce any noticeable phase stutts on the signal (as observed
with a 100-MHz RF signal on a vector voltmeter with a phase
resolution of 0-1 degree). The analysis below gives an upper
limit on the amount of phase shift evpected in single-mode
fibers.

Il. Field Solutions of a Straight Optical Fiber

Figure | shows a step-index fiber cross section and the
refractive index vanation. Typical core dimension for a multi-
mode fiber 15 50 um diameter, for a single-mode fioer 1t 1
about 5 to 10 um diamster. The refractive index difterence
(N, = Nyt between the core and cladding matenal 1
typacally of the order of 10 3. A multimode fiber supports
hundreds of tranmsverse modes, i a single-mode fiber all but
one of these modes are beyond cutott The tundamental mode
(HE,, mode) that propagates m a single-mode fiber theoret.
cally does nor have a cutott frequency (in vontrast to a hollow
metallic waveguide ), but for sutticiently low optical frequency
the power contamed n the core v so small that for all
practical purposes 1t can be regarded as beyond cutoft.

Flectromagnetic wave propagation mside a dielectne tiber 1s
governed by the wave equation

CE+hknY e, v E = 0 (h

where E s the electnic tield vector, » s the refractive «des
and R 15 the tree space propagation constant = 2n X For
weahly guiding fibers (smail ditfference between cladding and
core index) the fields are very nearly unitormly and hnearly
polanized (Ref. 2) <o that a scalar wave equation, obtained oy
replacing the E vector by a scalar quanuty v, suffices (o
describe the modal behavior. As iljustrated in Fig. 1, propaga-
tion 18 n che v direction, giving rise to a tactor ¢ % n the
tield v, and the transverse maode pattern can be solved trum
Eq. (1) subjpected to pertinent boundary conditions. They can
be represented n cylindneal coordinates by the Bessel
functions

-
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‘Jl(ur;al C )

\ll,(r@) = cos (2)
l K,(urw’a) ‘A',(u) ’ r>a

where r and ¢ are the radial and azzmuthed coordinates on a
cross section § the fiber. .7, and A, are respectively the Bessel
and modifie. Sessel functions of order 1, L1s a positive integer
describirg the mode +~rder, and « and w are a pair of param-
cters related to the propagation constant g through a set of
transcendental charactenistic equations. These field solutions
have  been  extensively computed and well documented
{Refs. 3. 4).

The problem of sclving the field inside a bhent fiber ix
considerably more comaplicated. The circular symmetry, which
enables closed form solunions to be wntten down as in the case
of a straight fiber, no longer exists when the fiber is bent.
Previous analyses on bending effects concentrate on radiation
loss (Refs. 5, 6). It was shown that such bending loss 1s
neghgible 1f the bend radius s larger than a few centimeters
(Ret. 3). This would be assumed n the following analysis.

il. Analysis of a Bent Optical Fiber by
Conformal Transformation

Figure 2 shows a sketch of the top view of a bent fiber.
With the help of contormal transformation (Ret. 7), a hent
section ol tiber can be transtormed into » s.raght section with
1 muditied idex of retraction profile. For laree radius of bend
curvature, this wmodifi 1 oandex profile differs only slightly
from the unmoditied (straight tiber) one. s that a perturbe-
tion techmque can Ye used to evaluate the change i propaga-
ton constant due to benui.

The bent fiber, as lustrated 1in Fig. 2a. hes on the v
plane. Define a compley number Z = x + v, and a complex
functin

W=ty =Rln(/') H
K

which maps every point on the x-v plane oato a point in the
u-v plane  Under ths transformation, a circular annulus as
shown in Fig 20 will be transtormed into a straght section as
shown i big b The equation which descnibes wave propaga.
tion i the 1+ plane 18 obtained by applying « similar coordy-
nate transtormation, kq. (2), on the wave kg (11, aad results

2. -t a.‘v v s 2
af'av‘( v'k'n‘\&)‘ldi=0 (4)
ot \az? dwl
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On the oiiginal x-y' plane, the wave propagates along the
circular arc of the bent fiber governed by the wave equation (1).
On the transformed u-v plane, the wave propagates along the v
direction of the transformed straight fiber, governed by the
transformed wave equation (4). The factos 1dZ/dwi? can be
easily evaluated from Eq. (2):

|g-§ l = exp(u/R) (5)

Not unexpectedly, as the bend radius R goes to o, |dZ/dw]
goes to 1 and Eq. (4) is the same as that for a straight fiber,
resulting in mode solutions given in Eq. (2).

IV. Modification of Index Profile Due to
Bending Stress

The conformal transformation technique illustrated above
takes care of the geometric factor due to bending. However,
there is a matetiai factor due to the stress and strain induced in
the bent fiber. Obviously, when a fiber is bent, the inner part
‘s compressed and the outer part rarefied. We can assume that
.t the mean radius of bending R (along the axis of the bent
fiber) the density of the fiber material is unchanged, and that
the local density of the fiber material is inversely proportional
to R, the local radius of hending.

To calculate the variation of the refractive index due to a
variation 1n fiber material density, we use the Clausius-Mosotti
relation (Ref. 8) for the refractive index of dense material:

n? =1 +~/*VL,--— ()
1 _(Ag
3

where n = refractive index, NV is the number of atoms/unit
volume of the medium, and « is the atomic polarizability. N is
inversel, proportional to the local radius of curvature R:

e

N =N (N

0

where N, 15 the material density of the fiber without bending,
which corresponds to a refractive index ng, of about 1.5:

Noa
nd=1 —Na - (1.5) (8)

@

1,.__—..

3

The refractive index at a point in the fiber where the radius
of bending is R = K + p is given by substituting Eq. (7) into
(6), expanding in a Taylor series, and assuming p <<R:
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Using the actual numerical values,

2
n*(p) = ul (1 ~-%(1.4167)+(%) (2.0069) + ) (10)

where 1t is understood that n, = n_, inside the core and
Ny = N, inside the cladding.

Since the conformal transformation Eq. (3) transforms the
radius p into the u-<coordinate, Eq.(10) can be substituted
directly into the wave equation (4)in the transformed u-v plane:

2

2 2 2
v, 2% +(9—f 4 k’nz(u)w)’%i— =0 (1)
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V. Perturbation Calculation of the
Propagation Constant

As mentioned at the end of Section 11I, when the bending
radius R is large, |dZ]dw| will be very close to I, and we
can assume that the transverse mode profiles themseives are
not significantly modified. We can, however, calculate the
change in propagation constant of each mode due to bending.
Perturbation theory gives the following first order corrections
86, to the propagation constant §, of the !th mode
(Appendix):

og) = & /A w,:’(:—i’?—z

where , is the ith transverse mode profile as given in Eq. (2),
IdZ/dw| is given in Eq.(5), and n%(u) in Eq. (10). The area
integral of Eq. (12) is evaluated over the cross section A4 of the
fiber, namely the uz plane. Substitution for the various quanti-
ties in Eq. (12) yields

= k2 2 42| p2u/R B u_
kff W w2l "o[e ! (1 L4167
A
-1
+ 2.0069(—‘1—)z +) ]dudz
R

S kznéf/ |w,(xc.z)l’(4‘:(o.5833)
, R

2
+(%) (1.1736) +) dudz (13)

n(u) - né) dA (12)

In the following, we shall compute the change in propagation
constant in single-mode fibers, using the above Eq. {13).

Only one mode propagates in a single-mode fiber: the HE,,
mode. This mode is circularly symmetric, and is given by
Eq. (2) with ¢ = 0. Moreover, it can be very closely approxi-
mated by a single Gaussian function (Ref. 9) to within 1%
error:

2 _,2,,2
botr.9) = 2 (14)

n
where the mode width J is given by

"
D065+ L(’—ll—g 4287 (15)
a VJ,2 ye

a is the radius of the fiber core, V is the normalized frequency

V= (ngom- n?bd)m (2 ) (16)

and A is the free space wavelength. Substituting Eq. (14) into
Eq. (13) gives

I 2 3,2

2 2.2 2r /b

) (BO) k ’10/ wz "e r/
A

( 2 (0.5833)
R

2
+(%) (1.1736)+---) dA an
R
= 22t (12950 g 533)
b2 m R
+—~°9—s—?(1 1736) + +»- )rdrd¢ (18)
kzng ” P
= 1.1736 g2 in’ L ar
b? R?
0
+ higher order terms iné (19)
R
b 2
8(8%) = 0.293 k*n? (:) (20)
R
2
5 0147(”) Q)
8 R

The fractional change in the propagation constant is thus pro-
portional to the square of the ratio of mode width b to bend-
ing radius R. According to Eq. (15), the width b of the funda-
mental mode is approximately equal to the core radius, which
is about 5 um for single-mode fiber. Eq. (21} can thus be
rewritten as

2
5~ 4x 10‘“(_——'——_) (22)
B R (in cm)

A bending radius of, say, 4 cm will thus cause a change in

the propagation constant of 1 part in 108 in single-mode
fibers.
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VI. Conclusioini

Measurements on an experimental multimode fiber link
indicate that fiber-optics is the most appropriate means for
transmitting time and frequency standards. The avove calcula-
tions indicate that single-mode fibers can be very insensitive to
bending perturbations. However, the problem still remains as
to how to efficiently couple the laser source to a single-mode
fiber in a convenient, compact and noncritical way. W..h very
tight focusing and critical alignments, a coupling coefficient of

over 50% has been achieved (Ref. 10). However, typical cou-
pling loss in actual single-mode fiber systems amounts to
10 dB or more (Ref. 11}, compared to an easily achieved 3-dB
coupling loss in multimode fiber systems. The type of lasers
used is also crucial in determining the coupling coefficient.
Since the mode in single-mode fibers is symmetric, a laser with
a symmetric output field would facilitate coupling. Means of
achieving noncritical coupling into a single-mode fiber (such as
tapers) are currently under investigation. Also under investiga-
tion are means to reduce moding effects in multimode fibers.
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Fig. 1. Cross section of a step index optical fiber
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(o)

Fig. 2 Top view of 8 bent (2a) and a transformed straight (2b)
fiber section
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Appendix
Perturbation Analysis of a Bent Optical Fiber

The perturbation formula Eq. (12) is derived here. The
equation that describes wave propagation in straight fiber is

Eq. (4)

2 2 2
M+Lf’+<u+k2ngw) =0 (A-1)
au’ et \az?

Propagation is & the v direction (Fig. 2b); hence the factor is
¢®” where § it the propagation constant. With this, A-1

becomes
(_Q‘ *_gf_‘kk;nz )'1/ = g2y (A-2)
au? 9z’ 0
or
HY = 82y (A3)

where the operator H is as defined from (A-2) and (A-3).

For a bent fiber, the wave equation becomes (Eq. 11)

2 2 2
oy %, -@Jf+k2n2(u)w l‘—igr =0 (A4)
u?  av? 9 dw

Assuming a propagation constant isfi | in this case we can write

%y [V, 20 ).‘!L:'l A-S
<|»(az2 +k‘n (u)d/ ldWI By (A-5)

du?

or

HY =8y (A-6)
where
2 2
He Lo L) |Z] @
au? \az? aw
32

If the bending radius is large, H 'is not very different from H.
and we can write

H' =H+H, (A-8)
where H, is “small” compared to H, and §'2 =§2 + 5(§?),

where 5(3%) represents a small correction to the original 2.
The problem now is in the standard form of the perturbation

theory (Ref. 12), and the correction to 2 is given by
&%) = f H 1y? dA (A9)
A

where the area integral is evaluated over the cross section of
the mode . From Eqgs. (A-8), (A-7) and (A-2) we have

H =H-H
_ 9 [jdz)? 2 [ o2 A
= > (‘dw 1) +k* {n* ) dw! ng

(A-10)

Now, since a mode can be interpreted as plane waves
bouncing along the waveguide walls at grazing angles, the field
variation in the transverse direction is much smaller than a
wavelength, and thus

2
OV cckiy (A-11)
az?
H | can thus be approximated to
H = k*(n*(u) dz|* (A-12)
1 dw 0 )

Substituting this into Eq. (A-9) gives Eq. (12).
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Performance of Concatenated Codes for
Deep Space Missions

S. A. Butman, L. J. Deutsch, and R. L. Milier
Communications Systems Research Section

Computer simulation results are presented on the performance of convolutional codes
of constraint lengths 7 and 10 concatenated with the (255, 223) Reed-Solomon code (a
proposed NASA standard). These rcsuldts indicate that as much as 0.8 dB can be gained by
concatenating this Reed-Solomon code with a (10, 1/3) convolutional code, instead of

the (7, 1/2) code currently used by the DSN.

|. Introduction

The purpose of this article is to present new resuits on the
combined performance of short constraint length Viterbi-
decoded convolutional codes and Reed-Soit inon codes. When
one coding scheme is superimposed upon annther the resulting
combination is called a concatenated code. Those interested in
learning  about these coding schemes can find elementary
presentations in Ref. !. Qur interest is in their performance.

The DSN currently has both (7. 1/2) and (7, 1/3) Viterbi
decogers. The performance of several convolutional codes of
rates 1/2 and 1/3 with constraint lengths between 7 and 10
have been known for some time (Refs. 2, 3). At the time that
the DSN Viterbi decoders were built, hardware speeas were
not fast enough to build Viterbi decoders of constraint lengths
beyond 7 that were sufficiently reliable and inexpensive.
However., with current and expected technological advance-
ments in mind, we have given another look at the possible
performance of Viterbi decoders of constraint length 10 and
rates 1/2 and 1/3.

This article not only extends previous Viterbi performance
results, but also contains new performance results for convolu-
tional codes concatenated with a (255, 223) Reed-Solomon
code. (The performance of the DSN (7,1/2) code concat-
enaied with this Reed-Solomun code appeais in Ref. 4.) The
Reed-Solomon bit-error probability depends not only on the
(average) Viterbi bit error rate, but also on the lengths of the
Viterbi error bursts and the density of the errors within the
bursts. Consequently, additional simulations are required to
gathe: these statistics

The Galileo Project and the International Solar Polar
Mission are planning to employ a concatenated Reed-
Sclomon/Viterbi coding scheme for telemetering science and
engineering data over the space communications channei. Even
the Voyager mission has this capability on boaid. The reason
for using a concatenated coding scheme over convolutional
coding alone is due to its more efficient use of signal power to
achieve bit error probabilities in the 10”5 range. Such low
error rates are necessary to make data compression schemes
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workable. Data compression algorithms, while promising to
remove substantial information redundancy, are very sensitive
to transmission errors.

The quest for good codes is more than just an academic
pursuit. A I dB or 26 percent improvement from coding is
equivalent to enhancing the utilization of the current DSN by
arraying a 34-m and a 64-m antenna. With current DSN
antenna costs estimated near $100 million, such a gain
represents $26 million. Similar tradeoffs can be made on board
a spacecraft.

A block diagram of a concaterated coding system is shown
in Fig. 1. Binary data generated on board the spacecraft are
first encoded by the Reed-Jolomon encoder. This encoder also
interleaves the Reed-Solomon symbols so as to minimize the
effect of error bursts on individual Reed-Solomon codewords.
After this fiist level of coding the data pass to the convolu-
tional enccder. The modulator converts these binary data to a
phase modulated radio frequency signal which is amplified and
sent out towards the Earth. Two modulation stages are
actually performed in the transmitter. The binary data are first
multiplied by a square wave subcarrier, and then the resulting
waveform is used to phase-moaculate a high frequency sinu-
soidal carner.

On the ground, the analog signal 1s detected and tracked by
the receiver. A carner reference s derived and is used to
heterodyne the signal to subcarrier frequency. The subcarrier
demodulator assembly {SDA) removes the square wave sub-
carrier, and the symbol synchronizer assembly (SSA) attempts
to recover the original coded bit stream. Due to channel noise
(and other degradations caused within the receiver system) the
SSA does not output the original binary sequence. Instead, it
outputs a stream of quantized estimates of these bits. The
Viterb1 decoder takes these estimates as inputs and decodes
the convolutional level of the coding. The Reed-Solomon
decoder then deinterleaves the symbols and does the final
decoding.

The simulations discussed in this article assumed that there
are no losses from carrier and subcarrier tracking and
demodu’ation, and that the Viterbi decoder retains node
synchronization at all times. Studies of these degradations are
being undertaken, and the results will appear in future
publications. For the purpose of this article, only signal
degradation caused by the Gaussian noise of the space channei
is assumed. The comparisons made in this article should
remain valid when degradations are added.

M

il. Summary of Simulation Resuits

Figure 2 indicates the performances of several decoding
schemes as a function of bit-energy to noise ratio. In particular
it shows the relative performances of several Viterbi decoded
convolutional codes including the (7, 1/2) code, which is the
present standard for deep space applications. Also shown in
Fig. 2 are Shannon's theoretical performance limits for rate
1/2 and rate 1/3 binary codes and the performance of uncoded
transmission. The Shannon limits represent the best possible
error performance for binary codes of these rates (Ref. 5). It is
easily seen that the (7, 1/2) code is 2.3 dB away from the
theoretical limit at an error probability of 5 X 1073. Also, the
(10, 1/3) code is less than 2 dB from Shannon’s limit for rate
1/3 binary codes.

Also shown in Fig. 2 are the results of concatenating these
convolutional codes with an outer Reed-Solomon (255, 223)
code. Ideal interleaving is assumed as well as no system losses
other than Gaussian channel noise. The performance of the
concatenated scheme is very sensitive to SNR; a 1 dB change
can result in a biterror probability jump of several orders
magnitude. Consequently, the use of such a concatenated
scheme should be accompanied by tight control of the signal
to noise ratio of the communications link. Otherwise, the
additional operating margin may negate the advantages derived
from coding.

Il. Simulated Performance of Several
Coding Schemes

The key to computing the performance of the concatenated
coding system is determining the Reed-Solomon symbol-error
statistics. This information cannot be deduced from Viterbi
bit-error performance curves. Consequertly, extensive simula-
tions were performed on the Xerox Data Systems Sigma 5
computer to calculate both the Viterbi bit-error and Reed-
Solomon symbol-error statistics. Each data point was gener-
ated by processing 900,000 bits through a modification of the
software Viterbi decoder developed by J. W. Layland. The
simulations assumed that there were no system losses due to
receiver noise or lack of synchronization. The only degrada-
tion present in the simulation was that of the random number
generator simulating additive while Gaussian noise to reflect
the channel SNR. Also. sufficient Reed-Solomon symbol
interleaving was assumed so that the symbol error events were
independen.. This is referred to as ideal interleaving. It is
worth noting that interleaving to a depth of 5 is nearly ideal
for the DSN (7, 1/2) inner convolutional code at SNRs above
2.0dB.



Figure 3 shows the results of these simulations. In addition
to the plots of Viterbi bi‘-error probability. p. as a function of
channel SNR (£, /N,), each graph displays the Reed-Solomon
symbol-error  probability. n. The Reed-Solomon bit- and
word-error probabilities ar* calculated from m and other burst
statistic information derived from these simulations. These
Reed-Solomon verformance curves are plotted against concat-
enated channel SNR which is 0.58 dB greater than that of the
Viterbi channel due to the overhead of the Reed-Solomon
perity symbols.

V. Concilusion and Discussion

The Viterbi decoders currently used by the DSN sufter loss
of node synchronization at low SNRs. This means that if the
signal is too weak, the decoder cannot decide which of the two
code symbols associated with each data bit should be first. The
concatenated coding system allows transmission of data at
SNRs lower than those required for a convolutional-only
scheme. This means that node synchronization losses will be
higher in the concatenated scheme.

There are also synchronization problems associated with
the Reed-Solomon code. A method for determining Reed-
Solomon symbol and word boundaries is needed. If a packet
telemetry system such as the one proposed by the EEIS
(Ref. 6) 1s to be implemented, then a frame synchronization
device is also required

For this article. only the error correcting capability of the
Reed-Solomon code v as considered. However, thus code s also
capable of correcting a number of erasures, 1.c.. Reed-Solomor
symbols that are previously known to be in error. The (255,
233) code can correct £ errors and e erasures in each
codeword as long as 2F +¢ < 33. If erasures ¢n be detected.
then the performance of the Reed-Solomon decoder may
improve by as much as 0.3 dB.

[t should be noted that the loss of node synchronization
and subsequent recovery by the Viterbi decoder may cause a
deletion or insertion of a bit into the data stream entering the
Reed-Solomon decoder. When this occurs, Reed-Solomon
symbol and word synch will be lost. In the proposed EEIS
packet telemetry scheme a node synch failure could result in a
loss of over 8000 information bits. Consequently, the sensitiv-
ity of the concatenated coding to node synchronization losses
is potentially greater than that of convolutional coding alone.

The effects of carrier, subcarrier, symbol, and bit tracking
in the system are also important to the overall performance of
the coded channel since poor tracking increases the number of
Viterbi decoder bit errors.

The strict error rate requirements of data compression are a
major reason for investigation concatenated coding schemes.
These requirements stem from the removal of redundant
information, hence compression. As an example, one of the
data compression schemes under consideration (Ref. 7)
reduces the number of bits per picture by over one half
without loss of information. The reconstructed compressed
data, however, are more sensitive to transmission errors than
the original data. Hence error correcting coding schemes must
be used. Notice that the concatenated schemes described in
this article more than douhle the number of bits that are
transmitted per information bit. This seems to neutralize the
useful effects of data compression. Actually, this is not the
case since an SNR of 9.5 dB would be required if no coding
were employed to achieve an error rate of 1075 (see Fig. 2),
whereas the concatenated scheme with the (7, 1/2) inner code
requires only 2.3 dB, and only 1.6 dB is required when the
(10. 1/3) inner code i wused. It might be beneficial to
consolidate data compression and channel coding into a
one-step process.
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High Power Semiconductor Lasers for
Deep Space Communications

J. Katz

Commumications Systems Research Section

The parameters of semiconductor lasers pertaining to their application as opticai
emitters for deep space communications are discussed. Scveral methods to overcome their
basic disadvantage, which 1s the low level of powers they emut, are reviewed. Most of
these methods are based on a coherent power combining of several lascrs.

I. Introduction

The DSN is currently cons.dering optical frequencies for far
deep space communications. In (Ref. 1) it was shown that
optical wavelengths in the 0.85 um region appear to be the
most desirable, primanly due to the facts that quantum detec-
tors exist for such wavelengths and the optical signals can be
generated by AlGaAs semiconductor mjection lasers. It is the
purpose of this report to present the basic operational charac-
teristics of semiconductor injection lasers, discuss their basic
limitation, namely, the low power levels that they emut, and
finally. to outline various possible methods (o mitigate this
problem. For reference purposes, three tables are given in the
Appendix which list the semiconductor laser devices that are
commercially available today. Further details on semicon-
ductor lasers can be found in one of the following textbooks
{Refs. 2-4).

Il. Advantages and Disadvantages of
Semiconductor Laser Devices

Semiconductor injection lasers have many inherent advan-
tages, which loom significantly in our application. First, they
have a high overall efficiency. An etficiency of 35 percent was
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demonstrated for a particular device at room temperatu:2
{Ref. 5), and efticiencies of over 20 percent can be expected
for most device structures. Furthermore, an additional
improvement can be expected at lower temperatures (sec next
section).

Semiconductor lasers are also small in size, rugged and
reliable solid state devices. Projected room temperature opera-
tion lifetimes exceeding 105 hours have been demonstrated
(Refs. 6 and 7). Finally, semiconducter lasers can be easily and
directly modulated at high rates up to the GHz region (Ref. ).

The primary drawback of these types of lasers 1s that a
single laser cannot supply the amount of optical power needed
for far deep space communication. For this reason. combined
operation of several lasers must be iccomphshed. This topic
will be discussed in Section 1V of this article.

Serniconductor laser operation has been demonstrated in
many atomic systems. Among these. lasers based on the
(A1,Ga)As system are an attractive choice because the technol-
ogy of this system is the most mature, compared to other
candidates, These lasers emit their radiation in the 0.8-0.9 um
(near IR) regiun.



Other current research is conducted mainly in systems
which produce lasers witi: longer wavelengths (1.3 1.5 um).
Such wavelengths are optimum for fiber-optic communication,
but not for space appheations, where shotter wavelengths are
desirable because of their smaller beam divergence.

ilt. Operational Parameters of
Semiconductor injection Lasers

A semuconductor myection laser s basically a p-n diode
where the domuint rechmbination process s radistive. thus
enabling under the conditions of high mjection (necessary for
sufficient population wversion) and optical feedback a laser
operation. The population inversion is established directly via
the current passing through the device, and the optical feed-
back is usually supphied by the mirrors formed naturally by
the cleavage planes ot the semiconductor erystal itself. A
schematic view of an injection laser 1s shown in Fig. |

The most important charactenstic of the miection laser is
the light vs current (L-f) curve A typreal curve for a good
laser 1s shown in Fig. 2. The mportant parameters shown
this figure are:

th 1, threshold current Below this current the hght
output consists of multimode, incohierent and weak
spontaneous emnssion. For cunents above 7, fasing
oceurs

(! Maximum amount of hght that can be
ntas )

extracted trom the Laser betote a tmlute occuts,

(3 n, < ed he WA AN difterential cuantum efficiency {7
18 the electron chige, A s the ermsson wavelength r s
Planck’s constant and ¢ 18 the velocity of hight)y Values
exceeding 30 pereent per facer have been acheved
(Kefs 9 13)

The overall operaiional etficiency of the laser at an opetating
pomt /L)

- (n

The tactor of 1 21s due to the fact that in most apphications,
light from only one of the two Laser facets s utthzed. Ohme
losses 1 the contacts of the diodes have not been included in
g (.

Pe—————

e s . prows

In the following paragraphs, some of the laser parameters
will be described 1n more de‘ail.

A. Threshold Current (/,,)

For commonly ussd heterojunction lasers (see below), the
threshold current density (/) ranges from about 1-3 KA/em?
at wom temperature (depending on the laser type). leading to
threshold curren s of few tens to a few hundreds of miltiam-
peses for typical device dimenzions. The rormula for caleulat-
ing Jy, can be found in (Ref. 3). An important feature of £ is
its rather strong dependence on {emperature. As the laser
temperature s decreased (by A7) the threshold current s
reduced, accordine to (approximately) exp | AT/T, (T,
~120" K), thus ncreasing the overall device efficiency. (1t is
wortle mentioning that there is also a ten-fold improvement in
reliabulity for every 307 K cooling). This propertv of semicon-
ductor lasers is an added advantage, since i deep space mus-
sions 1t 1s possible to cool the optical enutter passively (i.e.,
without investing power) down to temperatures of sbout
1207 K.

B. Limitations on the Power Output

The maximum power that can be refiably extracted froma
laser diode depends both on the type of laser (with cleaved
mrtors or distnibuted feedback) and on the mode of operation
(pulsed or (W),

For lasers with cleaved mitrors (winch are the most com-
monly used), the ultimate ot i pulsed operation is reached
when the light intensety at the laser facet exceeds a certain
T, Thas failure mechaias.n, known as catastrophic degrada-
tion, 1 somewhat analogou: to dielectric breakdown, The light
mtensity at the faduie v about 16 MW,cm? although this
value depends inversely on the square root of the pulse width
(Ret ). Specu! laser structures (Ref 1), (Ret. 15), o1 special
laser coating {Ret 10), have been demonstrated where the
catastrophic damage occurs at much higher intensities. The
catastrophic degradation imit may be a function of the oper-
ating temperature, but this dependence 1 as vet unknown. As
an example, assume that the safe workmg limit of a speatic
Jdevice is S MW.em?. Then, an enutting area of 200 (um)? s
needed to achieve a peak power of 10 watts,

When the laser s operated m a CW fashion, which is not
likely to be the case in om application, the limitina factor s
ustally due to thermal effects. This it is lower than the
catastrophie damage it (eg . 10 mW for CW operation vs
~ 100 mW tor pulsed operation).
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As a final remark, we should mention that for lasers with-
out mirror feedback (e.g., Distributed Feedback (DFB) and
Distributed Bragg Reflector (DBR) lasers), the limiting mecha-
nism is not known. The ultimate limit--the dielectric preak-
down of the material -occurs above 1 W/(um)?, which is about
one to two orders of magnitude higher than the catastrophic
facet damage. It is possible, however. that other mechanisms
will prevent one from achieving this limit. Although mirrorless
lasers are more amenable to integration, they usually have a
higher threshold current and a lower differential quenium
efficiency than the ones with cleaved mirrors. Thus lasers
without mirror feedback are less attractive for our application,
although their possible pplication must not be completely
ruled out.

C. Radiation Pattern of a Laser

Due to the small dimensions of the laser active region
cross-section, the light output is emitted into a large solid
angle: up to 50° in a direction perpendicular to the junction
plane and about 10° in the direction of the junctica plane.
This large angle can interfere with subsequent efficient light
processing (collimating, etc.).

D. Single Spatial Mode Operation

For deep space applications one needs more power than a
single laser diode can supply. We have seen before that the
limiting device parameter is the light intensity at the laser
facet. One could ask why is it not possible to get higher power
levels simply by increasing the cross-section area of the device
active region. The answer is that this is not a good solution
since by doing so, the active region cross-section dimensions
become much larger than the radiation wavelength (~0.9 u),
and such a structure cannot support a stable radiation pattern.
Thus, the use of a single large emitting area would cause the
transmitted beam to vary spatially in an unpredictable fashion,
a situation which is unacceptable for deep space applications.
Possible methods to overcome this problem are discussed in
the next section.

IV. Possible Approaches for Obtaining High
Power Semiconductor Laser Emitters

It has been noted that a single commercially available
semiconductor injection laser, operating in the fundamental
transverse mode, can deliver a few milliwatts in a CW opera-
tion, and at the most, a few hundred milliwatts in pulsed
operation. This amount of power is far below that needed for
space communications, which is about | W average power and
with peak powers as large as possible.
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There are several approaches to partly or totally overcome
this problem, as outlined in the following.

A. Optimization of the Parameters of Single
Laser Diodes

This is done by modifying the cross-section shape of the
active region, which results in a better mode selection
(Refs. 17 and 18). By using this approach, it seems feasible to
obtain devices that maintain a single mode behavior up to
power levels of 100 mW.

B. Phase Locking of Several Lasers by Placing Them
in 8 Common External Cavity

The cavity includes optical elements which cross-couple the
radiation ficlds of the individual lasers. Under certain condi-
tions. the amount of coupling is sufficient to obtain phase-
locking (Refs. 19 and 20). An example of such a device is
shown in Fig. 3.

The disadvantages of this method are that it rclies heavily
on mechanical structures, which makes it inherently less
stable, and it is larger in size. The advantage of such a struc-
ture, however, is that the powers of individ 1a. diodes can be
combined coherently, thus providing a more finely defined
radiation beam. Tl:s is similar to the fine pointing character-
istics of phased arrays.

C. Monolithic Phase Locking: One Dimensional Array

In this method the power of several lasers is also combined
coherently. However, unlike the last method, in this scheme all
the lasers are grown monolithically on a common substrate,
and all the lasers in this array are electrically operated in
parallel (Refs. 21-24). In this case, the coupling mechanism
leading to phase locking is achieved via overlapping the electro-
magnetic fields of adjacent lasers, To achieve this, the lasers
must be in close proximity (< 10 g) to one another. With such
a device, there is no need for an external cavity. This method
has been used to produce devices consisting of 10 phase locked
diodes and which are capable of delivering up to 900 mW of
peak power in 100 ns 1 percent duty cycle pulses.

D. Monolithic Phase Locking: Two Dimensional Array

In this method, each laser diode i the parallel monolithic
array describvd above is replaced by either a vertical combina-
tion of several diode lasers (Fig. 5), or by a laser diode that can
emit higher power levels (for example, diodes of the types
described in paragraph A. of this section). Operation of a
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device with a vertical combination of several active regions has
already been demonstrated (Ref. 25). Basic potential problems
expected in the fabrication and operation of a two-
dimensional array are mzintaining the uniformity of the emit-
ted radiation patterns and the coupling required for locking, as
well as the removal of heat generated within the device
structure.

E. Hybrid Device

Hybrid combinations of tle above approaches have also
been recently suggested {Ref. 26). The proposed device would
consist of many injection lasers put on a common substrate in
a common DBR resonator which supplies the cross-coupling
between the lasers (see Fig. 6). The proposed device 15

B e R e i B DN g

expected to emit 0.1-1 W average power from an emitting area
of about 10 mm?.

V. Conclusion

The basic properties of semiconductor injection lasers were
described and their advantages discussed. The primary disad-
vantage of these devices (i.e., low single spatial mode output
power) was then identified and several methods for over-
coming this limitation were discussed. The technologies for
solving the power limited emitter problem are just now emerg-
ing. but with so many independent approaches in progress, one
can be quite confident that commercial devices capable of
delivering the requisite power will soon be available.

0.
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Appendix
Devices Available on the Market

The next three tables summarize the parameters of GaAlAs lasers and laser arrays that
are available on the market. Table A-1 lists double heterostructure diodes, which have
high reliability and operate at 1ow power levels. Table A-2 lists diodes intended for high
peak power pulsed operation. These diodes have lower reliability and less controlled beam
pattern. Table A-3 lists laser arrays, made of diodes of the type listed in Table A-2. In
each table, only the best device in each category of each manufacturer 1s listed.



Table A-1. AiGaAs injection lasers: CW low power double heterostructure diodes (available on the market, March 1981)

Nomnal Operating Power Single .
. . e Source Beam Diver-
Company Country Maodel lype Qutput Fectneal Fificiency Transverse S1ze | ’l nee [de el
Size [u? sence fder
Power [mW | Power [mW] LM Mode vis Fene £
Hitachn Japan HI P3000 Runed 6 81 7.4 Yes 200 x 3§
Optical
Guide
1. Us SCW-20 sp 78 170 44 Yes 02x 7 10 x 35
Mitsubishy Japan ML-2200 1JS 3 72 41 Yoo 04x2 10 % 40
RCA s CR60141 Dou e 7 200 s Yeu 2x 6
Doverad
General s GOLS Proten S 200 2s Yes 10 x 45
Optronics Bombard-
ment
Evvon'Ols LS Ol 3150/ N 220 23 Yes 1 x 12 0 48
111 UN LS7737 7 320 22 Yo
LS7738 Broad 0 60 RN No

Arca-DH

VRN SRy
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Table A-2. AlGaAs injection lasers: puised, high peek power diodes
(avallsble on the market, March 1981)

S

Nominal Dut
Prak (‘;’c:’c Power Source
Model Type Output Fficency Size
{may) Y 2
Power R {ume]
(W}
LD 68 Single 20 01 33 2 x 400
Hetero-
Structure
SG 2012 Single 20 01 17 2 x 600
Hetero-
Structure
LA IS Single 15 02 19 2% 230
Hetero-
Structure
LB1 Double 02 IN] 44 0S5 x 100
Hetero-
St:ucture
Table A-3. AlGaAs injection laser arrays (avaiiable on the market. March 1981)
Nominal Dut
No o Peak v ‘I?: Power Source
Maodel . Output o 1 Hiciengy Size Renmuarks
Diodes (mavx) i ?
Power ) K fum#)
(W]
LA 410 120 1000 00l R} 3900 x 4600
MH 167 s LU 0.0} A 400 = 400
IDI 167 s 80 004 4 S0 > 500 Array with
fibwr
Inteprator
C 30042 6 100 0 01 SO0 < SO0
C 30009 &0 3 0N 3 1500 x 3000
187728 40 300 3 SO0 x 3800
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Capacity of a Multimode Direct Detection
Optical Communication Channel

H. H. Tan

(Consuitant from University of California at irvine}
Communications Systems Research Section

The capacity of a free-space optical channel with received baeckground noise using a
multimode direct detection recetver 1s derived under both peak and average signal power
constraints and without a signal bandwidth constraint. A random telegraph wave t(vpe
signalling scheme of Kabanov is shown to achieve capacity provided enough signalling
bandwidth is available. In the ahsence of received background noise, an optimally coded
PPM system is shown to achieve capacity with greatlv reduced bandwidth as compared to

Kabanov signals.

l. Introduction

There has been considerable researchi on optical communi-
cation systems in recent years. In particular there 1s consider-
able interest (Refs. 1-6) 1n determmning the channel capacity or
the maximum theoretically attainable information rate at
which reliable communication 1s possible over optical chan-
nels. This article is concerned with the channel capacity of a
free-space optical communication system. The rehability of
such channels 1s affected by the quantum mechanical hmita-
tions on the measurement of the received optical field as well
as the presenice of noise 1n the recetved field. In addition the
channe! capacity depends on the particular type of receiver
employed  for example, coherent hnear amplifier receivers,
heterodyne receivers, homodyne receivers and direct detection
receivers. Furthermore, constraints imposed on the allowable
transmitted signal power also affect the available channel

capacity.

In order to put the results of this paper in proper perspec-
tive, we briefly review related work. Gordon’s benchmark
work (Ref. 1) gave the ultimate .apacity of any free-space

optical coramunication svstem under an ave: sge signal power
constraint. This value of channel capacity determined by
Gordon (Ref. 1) places no limitation on the receiver employed
other than the guantum mechanical limitation on the accuracy
of measurement of the recetved optical field and the presence
of additive noise in the recetved field. Hence it represents the
maximum rehable information rate that can be attained by
any system. The importance of this result notwithstanding, the
channel capacity with specified receiver structures is also of
interest. Gordon (Ref. 1) has obtained the channel capacity
using coherent amplification, heterodyne and homody ae
receivers respectively. These channel capacities are substan.
tially less than the ultimate channel capacity

We are concerned here with determining the channel capa-
city using 3 direct detection or photon counting receiver. In
direct detection systems, the photon counter output can be
modeled Dy a Poisson process with a stochastic intensity rate
function {Refs. & 10, 17). The stochastic intensity rate pro-
cess describes the average rate at which photoelectrons are
generated by the detector. It contains stochastic signal and
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stochastic noise components The noise component in the
stochastic intensity rate process arises because of the back-
ground notse ohserved in the recetver’s field of view and can be
modeled by a Gaussian white noise process (Ref< 8, 17).
However, for the purpose of determining channel capacity,
this Poisson miodel does not appear to be tractable without
further simphfying assumptions. This 1s because of the di/fi-
culty in dealing with the Gaussian white noise component in
the stochastic intensity rate process of the Poisson process.
This problem is of course not present in situations of negligible
background nowse, th removing the Gausstan white noise
component from the stochastic intensity rate process model.
This 15 the situation considered for example in Refs. 3.5,
where the channel capacity 15 obtuined under various signal
power constraints and signal modulation constraints.

We are concerned here with the situation when the back-
ground noise cannot be neglected. Suppose also that the
recetver either observes many spatial modes (1.e., a large field
of view) and or many temporal modes exist (1¢., the signal
bandwidth 1s much smaller than the recerver’s optical band-
width) tRet 17) Then the stochastic photor arnval rate due
to the bachgrouny uoise can be replaced by 1ts expected value
(Ref. 17). This i the sitwauon considered here  Kabanov
(Ref. 6) has previously derived the channel capacity n this
situation under a pe ik signal power constiaint. We shall extend
his results by consiaenng simultaneously a peak and an average
signal power constramnt. Fmally. consider the other situation
of a small number ot spatial and temporal modes This 1s the
situation of a small field of view at tae receiver and signal
bandwudths approaching the vptical bandwidth of the receiver.
In this cane Prerce et al. (Ref. 18) have deternmuned the chan el
capacity

Summanzing, thas article 1 concerned with a free-space
optical  commumcation  system  using a direct  detection
recerver. It 1s assumed that the receiver either vbserves a large
nwnber of spatial modes and cr a large number of temporai
mades. This 1s generally called a mulumode direct detection
systern. The man result of Lus article {Theorem 1, Section 1
gives the average and peak power constrained channel capacity
in this siturtion The denvation of rhis theorem 1s given 1n
Section 11 A random telegraph wave type signalling scheme
due to Kabanov (Ret 0} 1s shown to achueve capacity provided
that sutficient signatling bandvidth 15 available. Finally, in the
case of no hackground noise, it 1s shown 1 Section IV that the
channel capacity can be achieved uung M-ary pulse position
modulation (PPM) along with coding, provided that sufficien:
signaling bandwidth s avaluble. It 135 also shown that the
coded PPM signalhing scheme achieves capacity with a greatly
reduced bandwidth as compared to the Kabanov signallir,,
scheme.

3?2

Il. Channel Capa.ity

Consider an optical channel using an intensity modulated
hght source transimtter and a multimede direct ¢ tection
receiver with an ideal photedetector. The transmission
medium 13 assumed to be free space so that no degradation
other than a geometric power loss is imparted on the trans-
mitted light beam. The receiver light power at the photo-
detector 1s assumed to be weak (Ref. 7) so that the photo-
detector current output can be characterized by the sequeace
of time instan,.* of the photon absorption photoelectron emus-
sion process of the photodetector. We can then mode! the
photodetector output in terms of a counting process « V{¢)
t 2 0" where V(1) = number of photoelectron emission events
in (0, 7). Hence this type of recewver s often called a “*photon
counter.” It has been shown (Refs. &, 17) that N(#) can be
modeled as a conditionally Poisson counting process given the
intensity of the received light process at the photodetector
Let A(r) be the instantaneous average rate at which photoelec-
trons are generated at time 7 in umts of photons per second
We shall assume tht M(r)is given by

Ay = A_‘mw'z {1

where A (f) 1s the mstantaneous average rate at which photo-
electrons are generated as a result of the received signal field
and 7 1s the average rate of photoelectron generat.on due to
the received background noise tield and detector dark current.
We shall assume that 71 1s constant since the receiver is assumed
to be mulumodal (Ref 17). Let S(r)* be the infoimation
bearning message stochastic process that is fransmitted. Since
A (1) depends on this process S(7):, it is also a stochastic
process. In the case where there 1s instantaneous reedback
from the photodetector o ut to the transmitter, A (¢) can in
addition also depend on {..(r): 05 7 < t;. In this case | V(1)
15 referred to as a compound regular pownt proces. by Rubin
(Ref. 9), who first studied detection problems involving these
processes. In the case where there 1s no feedbhack link of any
hind present, A (1) depends only on the external message signal
process {S(2)%. In this case {V{(): 15 often called a doubly
stochastic Poisson process (Ref 10). In either case, the sto-
chastic process «Mr)- given by Fq (1) 1s usualty called the
intensity rate process of the point process {Ntr):. We shall call
«A,(r)-the signal intensity rate process.

The goal of thas artacle is t determine the channel capacity
with constraints on the average and the peak received light
siral power. Since A (1) 15 directly proportional to the instan-
taneous received ignal power, we shall impose peak and aver-
age value constraints on the admusinle A#) processes in
calculating the channel capacity. In ordes to define the chan.
nel capacity, denote
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S, = {8() 10 <r<T}, (2)
N, = (V@) :0<t<T}, (3)
Ay = ) 0SI<T), )

for each T > 0. Also let /(S; .V,) =average mutu.. inferma-
tion between S, and N, (in units of nats)

Fcr each 0<§<p, let ¢°(5,p) denote the class of all
message processes {5(¢)} and signal intensity rate processes
{A, (1), satisfying the following conditions.

(a) A is a deterministic function of S for each T 2> 0.

(b) 0K AN <P (5)

(c) Forevery7 >0,

1N >

T
I . .
GN, ) ?f EM0] dr <. (6)
0

We shall use ‘€°(3,p) as the admissible class of message p.o-
cesses and signal intensity rate processes for calculating the
channel capacity without teedback. In particular, for each
T >0 define

- i
C (5.p) = sup ?I(ST:NT). (7)

WS A (b e € G
By definition (Ref. 11},

(5.5) = lim C,5.p) (8)
Tosom

is the channel capacity (in units of nats per second) without
feedback under peak power constraint Eq.(S) and average
power constraint ky. (6). it .8 clear that the maximization in
Eq. (7) is over ail possible message processes {S(#)} and over all
possible modulation formats by varying A(t). Moreovar
Eq. (5) limits the received peak signal power and Eq. (6) limits
the received average signal power.

Next let 7 ,.(5,p) denote the class « [ messape processes
{S(); and signal intensity rate processes {\ ()} satisfying the
conditions (b) and (c) ahove along with the following condi-
tion (a') in place of (a) above:

(a) Apis a det. .
T>0

“istic function of S, and N, for each

provenee It

Then € (5,p) will be the admissible class of message and
signal intensity rate processes used to calculate the channel
capacity with feedback. That is, define

w = 1
CppE,8) = sup T”ST:NT)’ (9

{SM. A (1)} € € (5, 5)

for each T>> G and let

C5,p) = lim C(5.p). (10)
Tsoo

CA5,p) is the channel capacity (in units of nats per second)
with feedback under peak power constraint Eq. (5) and aver-
age power constraint Eq. (6). The presence of instantaneous
feedback ari-as through the possible dependence of the modu-
lation format A(f) on the photodetector output as given by
condition (a') de”.ning @5, p). The following th.eorem gives
an expression f¢. ((§, p) and also shows that 3, p) = C(5. p).
That is, the use of instantaneous noiseless feedback does not
increase channel capacity. This feedback result is really just a
special case of a similar result (Ref. 19) that is valid for all
memoryless channels. The Poisson optical channel considered
here is also a memoryless channei.

Theorem [

Let
0 T min {s,(/) +h) exp[%log (l +%)~ l] - r'z} photons/sez.
' (11

Then
C.G.p) = (G,p)
where
CG.5) = (1 -%)ﬁ log i +(—;—)(;3 +7i)log (B +71)

- (v +#) log (o + /) nats/second. (12)

Moreover, in order to achieve channel capacity with or with-
out feedback, the received average signal power must be o
photons/second.

The case when 7 =0 corresponds to the situation where
there are no received photons due to extraneous background
radiation and when the detect- dark current is zero. This
situation has received considerable recent attention
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(Refs, 3-5). Setting /i=0 in the above theorem yields the
following expression for channel capacity in the no back-
ground noise case.

Corollary !

When
i = 0,C.6.5) = CG.B),
where
Qs,p) = olog—ﬁ-nats/sec. (13)
and
o = min (§, e”! p) photons/sec. a4

is the received average signal power required to achieve chan-
nel capacity.

Since the average received signal power § is always less than
or equal to the peak received signal power p, then by setting
s=p we effectively remove the constraint on the average
received signal power. That is, Cp.(p. 5) and C(p, p) are respec-
tively the peak power constrained channel capacity with feed-
back and the peak power constrained channel capacity with-
out feedback. Hence we obtain the following corollary.

Corollary 2

Under only a peak received signal power constraint of p,
the channel capacity with feedback is Cp(p, p) and the chan-
nel capacity without teedback 15 (5. p). Then Cp(p,p)=
Q\#, p)is given by Fq. (12) with

- n p -
a=(p #n)exp[;.)—log (l +~,-.;-) l] -n. (15

Proof

We need only show that p 3 o given by Eq.(11). This 1s
true because it is clear that

(—g‘)log (l +%)~l <0 (10)

by using the inequality log (1 + x) < x. QED.

We note that Kabanov’s expression (Ref. 6) for the peak
received signal power constrained channel capacity when i = |
is a special case of Coroliary 2.

In most laser communication systems, the available peak
signal powe: is usually substantially greater than the available
avetage signal power. The usual case is that p>>5. It is
interesting to note that in contrast to additive Gaussian noise
channels (Ref. 13), the primary constraint on the available
channel capacity is the available peak signal power, rather than
the available average signal power. This can be easily seen from
Egs. (11) and (12) where for a fixed background noise level i
and fixed available average signal power s, the channel capacity
(5. p) can be made arbitrarily large by making the available
peak signal power p arbitrarily large. We also note in this
regard that constrainine only the available peak signal power
results in an unrealistically large estimate of the maximum
achievable reliabie information rate of the channel. This can be
seen more readily in the no background noise case (7 =0),
where the peak signal power constrained channel capacity is

Qp.p) = e pnatsfsec (17

and the average and peak signal power constrained capacity is
QG.p) = Elog(—%) nats/sec as

when p > €5. S0 in the usual case when p >>5>> 1, (§. p)
is substantizlly smaller than (\p.p). For example, in a deep
space optical channel present technology (Ref. 5) can achieve
a system with negligible hackground noise, § = 104 photons/
sec and p = 107 photons/sec. Then (X§,5) = 6.9 X 10% nats/
sec and ((p,p)= 37X 10% nats/sec. We also note trom
Eq. (13) that in order to achieve (\p,p). § must be at least
¢! p. In a laser communication system, the available peak
signal power must be reduced considerably to attain such a
high aveiage to peak signal power ratio. Similar con:lusions
can be reached in the case where there is background noise
present.

The derivation of Eq.(11) and (12) follows Kabanov's
approach (Ref. 6) and involves the following two steps:

(1) The first step estabhishes the tormuia tq.(12) as an
upper bound on G (§, #) and so also an upper bouna
on Q8 p).

(2) The second step gives a sequence of message proce. ses
{$,(0.0<I<T}

and sigral intensity rate processes
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helonging to € (s, 5) (see Eqs. (48) and (51) in Sec-
tion tl) with average mutual information /(S,, ;- : V)
and demonstrates that KS, .. N;)/T converges to
Eq. (12) as m tends to infinity. This then proves that
the upper bound in Step (1) can be achieved and is
equal to ((§, o) and C,{5. p).

The technical details involved in these two steps are discussed
in the next section of this article.

The optical signalling bandwidth of this photon counting
optical communication system can be taken to ve the band-
width of the signal intensity rate process. Section IV of this
articie investigates the optical signalling bandwidth required to
achieve channel capacity. The bandwidth i the signal inten-
uty rate process {Ai’"’(r)} used 1n Step (2) above to achieve
channel capacity is determined and is shown to be unbounded
as m tends to infinity. Thus the formula Eq.(12) is the
channel capacity without bandwidth constraint. The rate at
which the bandwidth of {)\f""(r)‘; increases as capacity is
approached is also derived. In the case where there is no
background noise, an optimally coded pulse-pusition modula-
tion (PPM) system is shown to be capable of achieving channel
capacity at a reduced bandwidth as compared to the signalling
scheme used in Step (2). The reader who is more interested in
these results than the mvolved technical details in Section 1l
can skip that section and go directly to Section IV without
essential loss of continuity. Section V relates the results of this
article to previous work.

. Derivation of Channel Capacity

We first carry out Step (1) to establish that Eq.(12) is an
upper bound cn Cp{§, p) and hence also an upper bound on
Qs, p) since (5, P)< L3, ). In order to examine Egs. (6)
and (7) we must use the following formula for the average
mutual information, which is valid for all {(S(r). \("))} in
€ .5, D):

.
I(S,.:N’.)=f (EOD + 7 log (A (0) + )]
0

-EIR 0+ log B D+ Ydr (19)

where

A0 = ENOIN,) (20)

is the conditional mean estimator of 4 (f) given vbservations
N = (NM7):0<r<r). The formula Eq.(19) is given in

t

Lt e AL - L. . e L e e

Ref. 12. We provide a formal derivation of Eq. (19) in Appen-
dix A for complcteness. Note from Eq. (20) that /(S N;)
depends on 5 only through A ;.. So denote

a
KSp:N,) = I,

2n
Note that since the function f(x) = x log x is convex, Jensen’s
inequality gives

E[QR (1) + ) log (A1) + #)]
> [ER () +#)] log [EQ (1) + )]

= [EQ + m] log [E(A () +n)], (22)

the last equality following since E[’)\\s(t)] = EEAOIV]] =
F[A(N]. Hence Eqgs. (19) and (22) yield

T
I )< f LE[ALD + @) log A (0 + )]
[}]

-~ [EQ (0 + )] log [EQ\ (1) + @)} dr

a
= J(A (23)

sT) '

From Egs. (9), (21) and (23) we have the following upper
bound on Cp(§, p):

s .
TCW(s.p)Q sup J()\:T) = Jr(s.p).

{S. A1} e ¥ G )
(24)

We shall solve the optimization problem Eq. (24) to deter-
mine J(5, p). Let us first introduce a slack variable for this
optimization problem to change the inequality constraint
Eq.(6) to an equality constraint. In particular, define
" {(5.5) to be the set of all message processes {S(r)}, signal
intensity rate provesses {A(f)} and nonnegative numbers x
such that conditions (a') and (b) in the definition of .5, 5)
hold and such that

0<x<s, (25)

CA ) *+x = 5. (26)

Then it is clear from the definitions of ‘¢’,.(5, p) and /.5, p),
and Eqs. (24) through (26 that
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J,65.p) = sup
S, AN « 4G F)

JA) . @D

Let us next intrcduce the Lagrange multiplier for the equal-
ity constraint Eq. (26) in the optimization problem Fq (27)
In particular define /,.(53) to be the set of all message pro-
cesses {S(/)} and signal intensity rate processes {A(/)}such
that conditions (a') and (b) 1n the definition ot ‘€,.(S, /) hold.

Now fc  each real number u 2 Q, consider the following
optimization problem:

sup JA ) - w6 A )+ x]
Oxyn§

WS At e 7 (28)

The following proposition then r-lates (28) to (27).

Proposition 1

. Suppose there exists a v*¢ [0,5] and {{S™r). Af())ic
) which achieves the suptemum in Eq. (28) for some
M2 0 so that (x*. {(S*(2). AMNY ¢ L 5. p). Then this (x*,
{(S*(). AN achieves the supremum in Fg. (27).

Comment

This proposition essentially says that if we tind a Lagrange
multiplier g0 so that the solution of the optimization
problem Eq. (28) 1s also feasible for the optimization problem
Eq. (27), then this solution of Eq. (28) also solves Eq. (27).
Note that sirce J(A ) is not concave in A .. generalized
Kuhn-Tucker theorems valid in function space could not be
invoked here to obtain this proposition.

Proof
By hvpothesis,

(X AUSHAEND € L 1(5.P).
So from Eq. (27).
JAL)SJ, 6.8 (29)

where

A% T (AN 0KI<T)

But for this u 2 0. it follows from Eqgs. (26) and (27) that

./7.(3.1’) = sup
(L (S AN D € 2,45 7

JQA,)

= sup
(SN ¢ o 45 P)

J\ )

= ulG ) +x - §)

@
< sup JQA,)
0% x%§

S AN F (9
- ulG, )+ - §]

@
= JA) - ulG ) X - f]

®
= JQ%). (30)

where @ is because (x. (S, Ax(t))'r) € /5. ) implies that
O< x<sand {(S(O. A (M ¢ './’F(i’);® is because (v*, {(S*(2).
AXNY achieves the supremum in Eq. {28): and @ is because by
hypothesis G p(A%) + x*=§ since (x*, {($*(7), AN D¢
P A5, p). Then Eqs. (29) and (30) establish the proposition.
Q.E.D.

We shall solve t. timization problem Eq. (27) by finding
a solution of Ec. (28, which satisfies the hypothesis of Propo-
sition 1. Let u = 0 be arbitrary for the time being. We shall
restrict u later. The optimization problem Eq. (28) may be
written as

f

sup ) sup

IJ()\”.)- u(.‘T()\x.,.)l - u.\-}.
(S AL} € F 1)

[N

(3N

Then from Eqs. (€) and (23) we have

sup JA ) - uGA,)
S At e ,45)



A

= sup

T
f {E[(?«,(t) +r)log (\U) +71)]
{(S(). AN} e Fp(p) Y0

- [EQ(0) + 7)) Tog [EQ\ (1) + 7))
- (—“f)l:'[x‘(r )]} dt

€V
=T sup {E[(z\ +n)log (A + 7))

Ac.R(p)
T . . S (Heeart N
(B + D)) log [EGA + @] - (£0)ETALS (32)
where .4 (p) is the set of all random variables A such that
0<A<Pp. To establish @ in Eq. (32), note that for each 1 ¢
{0. 7. the integrand in the preceding line cannot be larger
than {1/TX last line of Eq.(32)]. Hence the last line of
Eq. (32) is an upper bound. This upper bound can be achieved

if we restrict {(S(£), A ()} to be such that for every ¢,
A () = A €. °(P) in the supremum n the preceding i

In Appendix B we prove the following proposition, which
gives the solution of the cptimization problem in the right-

hand side of Eq. (32).

Proposition 2

Suppose u 2 0 is such that k = 0, where

k= (f»m)exp[(ir‘— + l)+-;.;—lng (1 +f.:—)]4,3. (33
Then

T sup {HL\ +adlog (N +m)] - [E(A+ @) log [K(A + )]
AeR(D)

(£}

Tky -, - S LAPTIP
=1k;_,—)(p tMlog(ptn)+ (l ,-))" log n

- (k + i) log (k + 1) (fTi)k] (34)

where the A*e.#’(p) which achieves the supremum in Eq. (34)
has distribution

P(A* = p) = 1- P(A* = 0) =-5—. (35)

p

In particular £{A*] = k.

s ais |

From Egs. (31), (32) and (34) of Proposition 2, the value
of this optimization problem Eq.(28) for 420 such that
k 2 0 is given by

sup JAA ) - MG (A )+ x]
6Kx<7§

{5 AN} € F ()

= sup {T[(-'E—-)(ﬁ+ﬁ)log(ﬁ+ﬁ)+(l——g)ﬁlogﬁ
Ot ST p p
—(k+ﬁ)log(k+ﬁ)~(—;‘.—)k]-m}
=7 (-’f—)(ﬁ+ﬁ)1og(,3+a)+ (1 —Jf—-)ﬁlogﬁ
p p
- (k + 1) log (k + i) (—;—)k] (36)

Moreover, the solution x*e [0.5] and {(S*¢). AfUMe
& () of this optimization problem is given as follows for the
two cases u > Qand u=0.

Case 1. u> O such thatk > (0

(i) x* =0 37)

‘f), with probability —5
(i) AN = A* =

I 0, with probability (l - %) (38)

Cuse 2. p = 0 (in which case k 3 0) (see Appendix B).
(i) x* arbitrary in [0.5]. (39)
(i) AF(?) given by Eq. (38).

Also, in either Case 1 or Case 2, Eq. (38) gives
GAAN) =k (40)

In order to solve the optimization problem Eq.(27) we
now appeal to Proposition 1. From Proposition 1, we need to
find u>Q so that the above solution x* [0.5]. {((S*%1).
AN € S p(p) of the optimization problem Eq. (28) is also
feasible for the optimization problem Eq. (27). That is, we
need to find g 2 0 so that (x*,_{(S*(1), AR D) € &£ (5. p).
In examining the definition of £, (7) and (5, p).atis clear
that we need only find u 2 0 so that

G +x* = §. “@n
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To de this we consider two separate cases below:

Casel  §<(5+7) exp[% log (1 +{:—) 1] -

In this case it follows from Eq. (33) that there is a u 2> 0 so

that
)- l] -n=15.(42)

So here, Case 1 above applies for this g > 0. Then from Egs.
(37). (40)and (42) it is clear that Eq. (41) is true. So the
hypothesis of Proposition 1 is satisfied. Moreover, Egs. (23),
(27), (38), (42) and Proposition 1 then give the following
expression for J (5, p):

=

k =(ptn)exp [—#ﬁ%log(l +

JG.p) =T [(1 » ﬁ)n log 7 +(-§-)(ﬁ +7i) log (5 + A1)
-(otn) log(a\‘ﬁ)] 43
with
0=35 (44)

Casell: $=2p+n) cxp[—;::' log (l +{::—)~ l] - i
Let = 0. It then follows from Eq. (33) with g = 0 that

k = (ﬁ*ﬁ)exp[’% log(l +%)- l:l- n<s. (45)

Since p =0, Case 1l above apphies. Now x* = 5 - k satisfies Eq.
(39) since O Kk <5. Also it follows from Eq. (40) that Eq.
(41) is true for this choice of xv*. Hence the hypothesis of
Proposition | is satisfied. Finally Eqgs. (23). (27). (3R), (45),
and Proposition | show that J,(§, p) is given by Eq. (43) with

o= +Fx)exp(% log (l + %) l) - A. (46)

We can now conclude from Egs. (10), (24), (43), (44) and (46)
the following upper bound on Cp.(5, p):

CoG ) < (1 : ;’l)n log / + (-—;—)(p + i) log (5 + A)

- (et n)log (o +n), 47

where ¢ is given by Eq. (11). That is, we have established that
the expression Eq. (12) in the theorem is an upper bound on
Ce(5,p) and hence, also an upper bound on (\5,p). This
completes Step (1).

Let us now carry out Step (2). In his derivation (Ref. 6)
of the peak power constrained channel capacity, Kabanov
constructed a sequence of signal processes {S,,(¢)} and asso-
ciated signal intensity rate process {A{")(r)} satisfying the
peak power constraint, so that for each T, (1/T)I(S,,r:
Ny ) converges to the upper bound on channel capacity
as m - oo, OQur derivation above in Step (1) of the upper bound
on the peak and average power constrained capacity differs
considerably from Kabanov’s work (Ref. 6). In the sequel,
however, we shall show that Kabanov's construction can still
be used to attain our upper bound.

Kabanov’s construction applied here is as follows. Denote
1, () as the indicator function of the set 4. For each integer
m 2 1, define a {0, 1}~ valued left-continuous stochastic pro-
cess {S,,(r) : £ >0t by

s, () (—g) ('T) [1=2X1,4(8,,00] (DO

(%)J'(:) MO ifs (©0) = 1
) (%) (32—) 1M ifS_(0) = 0 (48)
for £ > 0 where S, (0) =S, , has distribution
a2 P, =D =1-PS =0 =% (49)

and where o is given by Eq. (11). Here {M(r)} is a regular point
process (Ref. 9) with intensity rate process

a

ml {0}(3'"(' Ntm (“I".;‘““) | {‘}(Sm N

ni)

1]

‘m afS (1) =0

l m (_l_&_g_) JfS, (1)

In other words, {S,, (1)} takes on values O or | and switches
between 0 and 1 at random times according to the occurrence
times of the point process {M(¢)]. The instantaneous average
rate at which these point occurrences arrive at a given time ¢
depends on the immediate past value of S, (1), being of rate m

(50)




when S, (+7)=0 and rate m(1- a/a) when S, (t)=1.
Finally, set

A = IS, (0) = pS, (). 51

It can bhe seen from Fgs. (48) and (51) that in the Kabanov
signalling scheme A{™)(¢) is a random telegraph wave type
process. A typical sample path of this process is shown in
Fig. 2 in the case when a = ¢/ p << | (for high peak-to-average
signal power ratios). When a << 1 it can be seen from the rate
process i{¢) given by Eq. (50) that S, (¢) stays in the O-state a
larger percentage of time than in the I-state. This results in a
typical A¥™)(¢) as shown in Fig. 2.

It is clear that 0 < A¢)(r)<p. Kabanov (Ref.6) has
shown that £1S,,(r)] = a. An elaboration of his derivation is
given in Appendix C for completeness. Since ES,, (/)] =a,
then from Egs. (49) and (51) we have

EPN@0) = o, 5

so from Eqs. (11) and (52) we can conclude that

T
%j EN™(0)] dr = 0 <5, (53)
(1}

Finally, it is clear from Eq.(51) that A= (A™() :
0</¢<T}is a deterministic function of §, =15, (¢):
0 << Tlor cach T>0. So ({S,,(NL A € €5, p)
for each integer m 3 1. Thus we conclude from Eq. (7) that

foreach T>0and cachm 2 1,

CEP) 2 5 1S, 1N, (54)

Next, a mmor modification of Kabanov's proof (Ref. 6) is
given in Appendix D to show that for each 7> 0,

. 1 . = _0)- sl Sl is 4+
lim T”Smr'Nr)" (l ,.))nlogn+(ﬁ)(p+n)

m oo

log (p + n)~ (0 +A)log (o +n). (55)

Since (5,p) K C.(5.p), Eqgs. (8), (47) and (55) show that
Q5,p)=Cp(5.p) is gven by Eq.(i2), thus completing
Step (2) and establishing the theorem.

-,
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IV. Signal Bandwidth and Coded PPM

Consider the sequence of signal intensity rate processes
{A™(0)} given by Eq.(51) used in the pievious section to
attain channel capacity. The bandwidth of this process can be
taken to represent the optical signalling bandwidth of the
channel. In order to examine the bandwidth of the {A{")(r)}
process, consider

K1, 7) = Cov A1), A7), (56)

Appendix E shows that

)(, -m ﬁ(n_l)lr-- Tl

(57

'SIIQ

K(t,1) =K, (¢-1) = po (l -

Thus the power spectral density of this process is

Sy(w) = =T — 2L, (58)
] +(Tn—5)

So the bandwidth B of the {?\§"')(l)} process and hence also
the optical signalling bandwidth can be taken to be

g="E (59)

We see from Lgs.(55) and (59) that in ovder to approach
capacity with this sequence of signal processes (A}"')(r)}given
by Eqs.(48) and (51), the optical signalling bandwidth B has
to tend to infinity. Hence (\s,p5) given by Eq.(12) is the
channel capacity without bandwidth constraint.

Let us examine the amount of bandwidth of {A{)(r)}
required for the average mutual information (1/TY(S,,, . V)

to approach channel capacity C(, p). it follows from Egs. (12),
(D-2).(D-7) and (D-13) that for 0<e <l and any T> 0,

CE.P) - (DS, 1 NL) = € OG, p) (60)

implies that the bandwidth B of (AU™)(¢)} satisfies

b IF-¥4
gy L| AP (61)
e L20%G.5)

where A is given by Eq.(D-6). Consider a case where /i =0,
p =107 photons per second, § = 10* photons per second so

- e e
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that ((§,p)= 6.9 X 10* nats per second. Then Eq.(61)
becomes

L) 10
B> i?lg_ Hz (62)

¢
For € = 0.1, we require B> 2 X 10'? Hz and for € =0.01, we
require B> 2 X 101 Hz.

We now show that for the no background noise case
(n=0), using coded PPM to achieve capacity is much more
bandwidth-efficient than the signalling given by Eqgs. (48) and
(S1). Consider a M-ary PPM modulation scheme shown in
Fig. I with signal duration T, pulse duration T/M and peak
power p. The A possible signal intensity rate functions
Ag... o Agyy (#) are given as in Fig. 1. The average power of
this signal set is

|‘3‘

(63)

-
.

We shall assume that M 2 3. For peak power constraint p and
average power constraint § given by Eq. (63), Corollary 1 gives
the channel capacity as

C = §log M nats/sec. (64)

Let us determine the capacity of a system that uses the PPM
modulation described in Fig. 1 along wath the coding. Since
n =0, the demodulator then decides that the mth signal was
transmitted 1f a photoelectron 1s emitted in the mth time slot
in {0,7]. and declares an error £ 1f no photoelectrons are
enutted in the entire interval {0, T]. Since the Poisson process
has independent increments, one use of the optical direct-
detection channel with modulator and demodulator is equiva-
lent to one use of the DMC with input alphabet {1, 2. ..., M},
output alphabet {1,2...., M, £} and transition probabilities

l-n.j=k
Ajlk) = n g =E1<k<M (65)
l 0 ,otherwise

where

n=e " (66)
is the probability of havirg no photoelectrons emitted in the
tume interval [0, T}. If we optimally code this DMC, then the

capacity of the above coded PPM channel is just the capacity
of the DMC given by Eq. (65). Let Cpp,, denote the capacity

of the optimally coded PPM channel. Then it is easy to show
(Ref. 11) that

S U-mlogM e
Coppy = T nats/sec
1-¢e37
= ( T )logMnats/sec. (67)

From Eqs. (64) and (67) we see that

c 5T
peM _ 1-e )
it <1 (63)
and that
I Cerm =1
im —=
-0

Hence this optimally coded PPM system is capable of achieving
channel capacity C in the limit as 7 0. This also entails
increasing the signalling bandwidth to infinity because the
bandwidth Bppy, of the PPM signal set can be taken to be

M _(p)\L
Bppyy =71 '(g)r : (69)

Note from Egs. (68) and (69) that for any 0 <e < 1,

c-C

ey = €C (70)

implies that the bandwidth Bp,, satisfies

| - exp(-p/B,.,)
[ - h PR s (71
B/Bppy)

For small (5/Bppp). Eq. (71) is approximately
B, > L. (72)

Fore=0.01 we would require Bppy, =5 X 108 H7 when
P =107 photons/sec. This can be compared to the bandwidth
B > 2 X 10" Hz required by the signalling scheme given by
Eqs. (48) and (51) to achieve the same rate. A comparison of
Egs. (72) and (61) shows the relative bandwidth advantage of
coded PPM versus the signalling scheme given by Eqs. (48) and
(51). This is because B increases at least inversely with €2 while
Bppy, increases only inversely with €, where € is the desired
proximity to channel capacity. These results apply to the case
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where p/Bppy, is small. For large values of p/Bpp,, even less
bandwidth is required for PPM modulation to approach
capacity.

V. Conclusion

We have derived the capacity of a free-space optical channel
using a direct detection receiver under both peak and average
signal power constraints and without a signal bandwidth con-
straint, This result is a generalization of Kabanov’s work
{Ref. 6). where only a peak power constraint was imposed. In
the absence of received background noise, an optimally coded
PPM system was shown to achieve channel capacity in the
limit as signal bandwidth approaches infinity. All of these
results did not consider the effect of a signal bandwidth
constraint. It would be interesting to derive the channel capa-
city under a fixed bandwidth constraint also.

Recent work (Ref. 3) has advocated considering the chan-
nel capacity per received signal photon. In the no background

noise case (fi = C) it can be seen from Eq. (13) that

Qas.p) . log%nats/photon (73)

in the capacity per unit signal photon. It can be easily seen
from Eys. (14) and (73) that for a fixed peak signal power
constraint p, the capacity per unit signal photon increases to
infinity as the average signal power constraint § approaches
zero. However, as §—0, the throughput channel capacity
Q3. p) 0. Thus it does not appear meaningful to consider
capacity per signal photon without fixing the throughput
channel capacity. The expression Eq.(12) for (A5, p) can be
used in this regard to determine the average signal capacity per
unit signal photon for a fixed throughput capacity. This is
another problem of interest that has been addressed by
Butman, Katz and Lesh (Ref. 20) in the no background noise
case.
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Appendix A
Derivation of Eq. (19)

Let p(N,} be the sample function density (Ret. 1) of the
compound regular point process {Mr): 0<t< T} and
PN IS,) be the conditional sample function density of
{M1t): 0Kt<T} given the message signal process {S(7).
0 <+ < T} Then from Ref. 9 (Theorems 2 and 4) we have!

T
p(NTlST) = exp [~f (7\‘(:)+f1) dt
0

T
+f l()g(A,(I)‘H'z)dN(l)]. (A-1)
(1]

T
PNy) = cxp[—f (A0 + A)de
0

r
+f log(XJ(t)H'x)dN(t)]. (A-2)
0
Now since
TR [I mN"IsT)} 3
(S,..N,) = Kllog ————], (A-3)
r''r P(N,)

we have from Fgs. (A-1) and (A-2) that

T
1S,V » p[f (AL - A () dt
0
r A +a
tf lug(ﬁ'i"*-':{)dz\/(”
0 3
® [T x,mn’,)
=k j; log(m AN

I ) 7«,(!)”’:) 1
=k f (A 2) + i) log (ﬂ'l‘{’;." d!j
0 ]

"The integrals with respect to Nir) tn Fqgs (A-1) and (A-2) and hence-
torth in the remainder of this paper s interpreted in the [to sense
(Rets 9, 1),

T A:(:)n?.-.
i f o8 (555 )
o0 } 4

(dN(t)-(?\’(l)i*l'z)dl)] . (A4)

where @ is because
ER (D] = E[EIDIN | = E[a(n)].
Next, since

t
N(t)-f(ky(r)w‘ii)dr
0

1s a martingale (Ref. 14, (3.20)), then from a theorem on
stochastic integrals (Ref. 15, p. 437), the second expectation
in Eq. (A<4) 1s zero. Hence Eq. (A<4) can be rewritten as

T
1SNy =f {EIA + D log A (1) + )]
0

= B0+ A log R (0 + R)] } dt
® .r
= J‘ (K[ + ) log (A (1) + 7))
0
-EIRD i log Rty + i)} Y de. (AS)

which establishes Eq. #19). In Eq. (A-5) ® s because

ElOn + ) log R + i)

FIEI0 + @ tog (R (0 + )N )]

"

b‘[.‘:‘[(\sm + i)l \,l log (A (1) + 7))

ENA () + iy log (X (1) + 7). {A-6)

The above denvation 1s formal and not rgorous We have
assumed interchanges of integration and expectation without
ngorous justifications. A ngorous denvation of Eq. {19) can be
found in Ref. 12.



Appendix B
Proof of Proposition 2

Lev. #(p, k) be the set of all random variables A such that Usc A = p and £{A] = &k where 0 S A <p. Then

sup

{I{[(A + i) tog (A +m)] - [E(A + )] Tog [E(N+ )] - (-;:)EL\]}
AcR(p)

=~ sup { sup  E{(A+aYlog (A + )] - (k+ A)logtk fﬁ)+(%)k§. (B-1)
0« k=< pUNe'p, k)

Notz from #1¢ B-1 that «f 0 < A < p, then the possible valuss of £ (A + /) log (A + 7)] mwc lie 1n the set of all v-coordinates of
the closed convex hull of the graph of v = (x + 1) log (x + 71) for 0 = x < 5. Hence the largest possible values lie op the cord AB.

These values can be achieved using a random variable A with the following distribution

AN =p)=1-AAN = D) = «a (B-2)
where ac [0, 1] must be chosen so that #{.\} =k in order for A 1o be in (P, A). In order for E[A] = k. we must have
Hence
(B-4)

’aalk

sup Fl(A+mlog(\ + )] =(%)(ﬁ*ix)lng(f)+ﬁ)*(l- )r'zlogﬁ,

Ne.w(p, A)

where the A\ achieving the supremuam s given by Eqs (B-2) and (B-3) Hence the optimization problem in Eq. (B-1) can be wntten

a
sup o glh), (B-5)

Onhep

where g(A) s given by
(B-6)

£tk =(*§*)lﬁ+f:)lnp’.{f’*ﬁl* (l 'é_)fllngﬁ (ktmylogthk +ry- (,*_')k
p p 1
Since gAY s conene mAL the supremum n b (B-S) s actueved by « &k € {0, 51 such that (k) = 0, provided thet such a k exists.

Setting g'(A) = 0 gets
S u i p
k= (ptirenp ( (-i:f l) f-;; log (l + -,-.’-)) n (B-7)
It tollows immediately from kg (16) since g = 0 that A < pan kg (B-7) Since by hypothests of the proposition, k » 0, we can
conclude that & given by Eq. (B-7) achieves the supremum in Eq. (B §). This establishes the proposiiion

Also note from Eq. (B-6) that when g = 0, g00) = 0 and £'(0) 2 0. This means that when j = 0, the solution & to g'(k) = 0 must

be noanegative So when g = 0 the & given by Eq. (B-7) 1s nonnegative.
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Appendix C
Proof that E[S,,(1)] = «

Since M(f) is nonnegative irceger-valuxd, (-1)M) =
cos (7 M{t)). So Eq. (48) can Le rewritten as

\
Sm(t) = (—l—,*f [1 {l}{Sm(O)) - %]cosmM(r)). (C-1)

for t > 0. So for each ¢, S, () is a function of M(7) and hence

we may use the Stochastic Differenual Rule (e.g., Ref. '0,
Theorem 4.2.2) to obtan

ds, (1) ={(—;—)+ [1 8,00~ Hos (a iy + 1)

((L_)+ [1\ 'S, (0) -—;~]cns(n1u(x)))}dm(t)

\

0}
- 128 (0] dM(o
= {1-25 (0] nn)ut
+1i- 28 ) [dM() - we) dre)
=)

s 2s, ()] [m L io)S, ()

1-a\ N
tm (";—) { .‘}(Sm(t ))J at
{128, (0] [dM() - un)dt], (€

where @ 5 obtained asing Fq. (C-1) and @ s because of
Eq. (50). Rewriting Eq. (C-2) in integral form gets

t
5.(1 =S, (0)+ f (1-28,,@)] [m 1 (S, @)
0

l_
+m ( aa) ) {1}(Sm(u”] du

t
+ f fl- 2Sm(u)] [aM(u) - v(u) du]
()}
@

t
=S, (0)+ f ma! (a- S, (u))du
)

t
+ f (1-28 ()] [u)- wu)du], (C-3
0

where @ follow since §,,(1) is cither 0 or 1. Now it follows
from Eq. (49) that E{S,,,(0)] = a. Next, since

t
M(t) - f wWu) du
0

is a martinga.e (Ref. 14, (3.20)). it follows that the expected
value of the last integral in Eq. (C-3) iz zero (Ref. 15, p. 437).
So, taking expected values in Eq. (C-3) gets

1
EiS,, (0] = at+ma’! f la- £[S,, )] ] du. (C4)
(i}
The unique solution of this initial value problem Eq. (C4)
is

ES (1) = a. (C-5)
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Appendix D
Derivation of Eq. (55)

Note that since S, (1) =0 or 1, it follows from Eq. (C-5)

that £(S,, (N =1)=a. So from kgs. (49) and (51) it follows
that

e

EQY@5 + i) fog A e) + 1)

= (—;_:—)(ﬁ+ﬁ)log(ﬁ 1)t (l - -g-)r'xlugﬁ. (b-1)

p

So from Egs. (19 and (D-1),
—l—l (S N - (I - —(f—)r’r log it —(:L)(ﬁ +a)ylogpin)
T r p p

mil®

t+(u+n)logo+)

-

1 AN ) PN N

= Tf I {j(x: ')(l)) o) de (D-2)
0

where
JX) = (v Fa) log(x A, (D-3)
anid
~ A
(m) = o) '
)\‘tm ([) = [ IA;" (l)l‘\')
=pFIS (DINV]
3o
= p .Sm(n (D-4)
Now 1t can be castly shown that for0< x < p,
fixy flnlsAle ol (D-9)
where
M sy o v g
A = !(—",l-—’i(-)—) . |f(0-)——’—£—")| . (Do)
p o a |

since U o p. So trom Egs. (D4 (D S) and (49), we have

;
; f EUR™ N - fod dr

(U

——— T s e U AP PR e i e s e e

- r
. Ap e
\“T— [ f:{|5m(f)‘ allde

“'0
@jAﬁ LN I
< (i:[(Sm(r)- o) ] ) de
[
®4ﬁ T o a s
=20 | IS, 07 - o P ar,
[}]

(b-N
Here @ is from Jensen’s inequahty and @ s because

EIS (0] = E|EIS, (0IN,]} = E1S, ()] = @

”m ”m

from Fq (C-5). The remainder of the derivation now foliows
Kabanov's proot exactly to show that I:'|§m(/))2] a® con-
verges to sero as m oo umformly in 7. Speatfically, trom
Fq.(C-3Vand (Ref. 16, Eq, 1.6a) we can wnite

~ B ) ~
dSm(t) = mo (« bm(!))dt

+ ?ilsi"l(_’j (Sm(n ) S‘\m“le l
)i} Smu) +h

Sl (BE )+ Ry di]

D
= ma 'a Sm(t)ulr

ﬁ§m‘”“ ) 3:m“n
t- -y T
Pym(!)ﬂl

SN - (B, (1 + R de ], (D-8)



where @ s because S, ()= $2 (r). Next, using the Stochastic

m

Differential Rule (Ref. 10, Theorem 4.2.2), we obtain
dS, () = |2mat§ (-8, ()

B3, (-5, 1)
+ S PRSI

AT !

ﬁ Sm“) tn

- Q 2 ~
ip_ (:3,"(1)) (1- S (1)

P> () +a

ﬁ§',’(l)(] B S:m“)) :
AU

M (S (N +@de]. (DY)

+

Now usmg the martingale property of

t
N f p §m(u) + i) di
o

as i Fgs. (A4, (A-5) and i (C-4), we can take the expected
value of the integral of Fq (D-9) to abtain

t
I"|(§m(n)’| =a’+2ma ! f wat F |§m(u)] b du

[\]

59 o 2
. fr , ) .Sm(u L(l bm(u))l "
T TS T T e .
o pS Ayt

(D10

- w——— - - - Y

Define

[5 §m(”” §",(I))]2
2 —% =
pS ()+n

m

it

g

I

AEIS (-8 (1)
<pES, (1)

=g, (R-11)

Now since (§",(0))2 =(F{(S,,(0])? = a2, the umque solu-
tion to the initial value problem Eq. (D-10) 1s

S 2 L ~1
El(sm(f))’l = a*e 2ma Ot

T
+ ¢ ma Y f (&(u) + 2ma)
0

o1
st M gy (D-12)

Since from Eq. (D11, 0<g) <o, we have from
Eq. (D-12) 1hat

FIS, (102 - o

. g -t
—= {1l e 2ma I)

= (D-13)

Theretore Egs. (D-2), (D-7) and (D-13) estabhsh Eq. (55).
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. It follows from Egs. (51) and (C-5) that

Kye.1) = p2{EIS, (DS, (D] - a®}. (B

n

Since P(S,,,(1)=1) = a fromEq.(C-5).it follows that for ¢ = 7.

EIS, ()8, (D] = E[S, (1 E[S, (IS, ()]

«E[5 (IS, (1= 1], (E-D)

Then we may wnite, using Fq (C-3), forr > 1
T
Sm(l) = Sm(r) +ra ! f (a - Sm(u))du
T

14
+ f (1- 28 (u)) [dM(w) - v(u) du).
T
(E-3)
Hence forr 2 1,
ElS s, (n = 1]

m

t
=1 +ma’! f (a- k‘[S"'(iz)ISm(r) = 1du.
T

(E-4)
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Appendix E
Derivation of Eq. (57)

because

'
t{f (1-25 (uhdMu - u(u)du]lSm(-r) = l}

f
= f{f (1- 2Sm(u))[d(M(u)

®©
- M(7)) - v(u) du) 1S, (1) = l} = 0, (E-5)

where @ follows since

s
{M(s)—M(r)—f u(u)du:s>‘r}

T

1> a martingale given that S(r)=1.

Smce F[S, (T)1S,,(r) = 1] = 1. the solution of the initial
value problem Eq. (E<4) can be shown to be

-1
EIS (OIS ()1=1]=(1-a) ™ U-T4qa (1)

when ¢ 2 7. Thus Eqgs. (E-1). (E-2) and (E-6) gets

-1
K(t,1) = p ofl-a)eme -7 (E-7)

for 1 2 7. Since K. =K, (r.0) and since a = o/p, Eq. (57)
follows from Eq. (E-7).
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When high precision is required for range measurement o+ Earth-space paths, it is
necessary to correct as accuratelv as possible for excess range delays due to the dry air,
water vapor, and liquid water content of the atmospherc. Calculations bused on repre-
sentative values of atmospheric parameters are useful for illustrating the order of magni-
tude of the expected Jdelavs Range delay, time delay, and phase delay are¢ \imply and
directly related. Doppler frequency variations or noise are proportional to the time rate

of change of excess range delay.

l. Introduction

Increasingly sophisticated deep-space missions place high
requirements upon the precision of time delay and Doppler
frequency measurements. The interplanetary plasma is one of
the factors limiting the precision of such measurements. The
excess time and range delays due to the plasma are propor-
ticnal to total electron content along the path and inversely
proportional to frequency squared. Doppler frequency varia-
tions are generated by the plasma in direct proportion to the
rate of change of total electron content and in inverse relation
with frequency. When unwanted, as 1 often the case, such
variations are commonly referred to as Doppler {requency
noise. In deep-space missions conducted by the Jet Propulsion
Laboratory. range has been determined by using coded two-
way transmissions at S-band for the uplink and S-band and
X-band for the dewnlink. Because of the need for increased
precision 1n range and Doppler frequency measurement, it is
planned to demonstrate the rzpabnity of the higher frequency

v e — - .- - - .

X-band for both the uplink and downlink, retaining S band up-
and downlinks as well. K-band links may be utilized at a later
date. High precision is needed for range measurements when
using very long baseline interferometry (VLBI) techniques,
and mgh precision and sensitivity for Doppler froquency mea-
surements are required if gravitational waves ac to be re-
corded {Refs. | and 2).

When high precision is needed for range and Doppler
frequency measurements, it becomes necessary to consider
effects due to the gaseous and liquid water content of the
troposphere as well as effects due to tie interplanetary plasma
and jonosphere. The tropospheric effects may dominate if the
interplanetarv plasma Doppler noise is reduced by adding
X-band uplink capability (Ref. 3). The purpose of this report
is to analyze the tropospheric effects as part of an overall
consideration of the capability of precision two-way ranging
and Doppler systems.
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The term precision is used here in distinction from
accuracy. The state of knowledge concerning the velocity of
light limits the absolute accuracy of range measurements. but
it 1s possible to overcome propagation effects and hardware
hmitations sutficiently to obtain high preciston and a high
degree of consistency.

Il. Excess Range Delay Due to Dry Air and
Water Vapor

A. Refractivity of Troposphere

Range to a target is commonly determined by radar tech-
niques by assunung that electromagnetic waves propagate with
the velocity ¢ (299792458 X 10* m/s or approximately 3 X
10* m/s). A velocity of ¢ corresponds to an index of refraction
of unity. In the troposphere, liowever, the index of refraction
n s slightly greater than unity with the iesalt that the phase
velocity of an clectromagnetic wave is slightly less than ¢. A
range error then results if the velocity ¢ 1s assumed. The slight
error 1n range is unimportant in many applications, but may be
important i other situations. In practice, when high precision
in range 1s desired. 1t is anticipated that the range indicated by
using the velocity ¢ is greater than the true range, and an effoit
is made to estimate as closely as possible the excess range
delay AR (the amount by which the indicated range exceeds
the true vange) in order to correct for it.

To consider the excess range delay. which can be referred
to also as excess group delay, note that the integral fndl
evaluated along a path, with n representing the index of
refraction and ! an increment of length, gives the true dis-
tance along the poth it =1, but gives a value which 1s
different from the true distance if n # 1 (By defimtion, the
index of refraction n of a particular wave type in a giver
medium is the ratio of ¢ to v _, the phase velocity of the wave
in the medium.) The difference AR between the true and
indicated distances is given by

AR =ﬁrr- Ndl (H

The index of retraction of the troposphere is only slightly
greater than | and for this reason the usual practice 1s to use .V
umits, detined by N =(n - 1)10® and commonly referred io as
refractivity. The refractivity of the troposphere is given by

Tep, LT3 3I5¥ 10%e

St (2)

N T T r?
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where p is the pressure of drv nonpolar atr in millibars (1nb),
e 1s water vapor pressure in mb, and 7 1s absolute temperature
in kelvins (Ref. 4). NV is seen to vary inversely with tempera-
ture and to be strongly dependent on water vapor pressure e,
which egnals the saturation water vapor pressure ¢ times the
relative humidity, RH. The saturation water vapor pressure ¢_
is a function of temperature as shown in Table 1.

If Equation (2) is expresse. in terms of total pressuie p,
where p = p, + e 1t becomes

_T77.6p S6e + 375 X 10% ¢

N -
T 7 T2

(3)

The last two terms can be combined to give. approximately,

Y

_116p + 373X 10%¢
T TZ

H

The form is widely used and gives values for N that are
accurate within 0.5 percent for the ranges of atmosphern
parameters normally encountered and for frequencies below
30GHz (Ref. 6). It one wishes to consider sepurately the
effects of dry air and water vapor, however, with V=N + .V
where N, refers to dry air and .\ to water vapor, Eq. (2)
should be used witi

77.6 p,

Nl, = —T— ()

N, 5,
N - J2e, 375X 10% ©)
w T r2

B. Excess Range Delay Due to Dry Air

We coasider first the magnitude of AR . the excess range
due to dry air, for a zemth path. For this purpose, S1 umits will
be used with p, in newtons/meter’ (N/m?) rather than mb.
Then N, =0776p,/T and, by using Eq.(A-3) of the
Appendix, p /T is replaced by Rp/M so that

Nd = _QM (7)
M
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where R is the gas constant. 8 3143 X 10? J/(K kg mol) with }
standing for joules. M 1s the molecular weight tn kg mol and is
taken as 28 8 corresponding to an atmosphere that is 80
percent molecular nitrogen and 20 percent molecular oxygen.
The density p in Eq.(7) 1s m kg/m’. AR, the excess range
delay due to dry air, can be calculated for a zemth path in
terms of N, by

. 100776 R [~
AR, =10 “f*’d dh = ——— f pdh &)
0

The surface pressure p, 18 related to density p by

Py = gfpdh N

where g s the acceletation of gravity and has the value of
. 2 . N -

9.8 m/s* at the Earth’s surface. The resulung approvimate

expression for AR . using this surface value of g.1s

. Q7760 (83143 x 107

AR P
! M8y OA0t)
so that
AR, = 229X 107 pj.m {10a)
with p i N/m® and
AR, = 229% 10 p m (10b)

with poin mb. The presswre p s the surface pressure of dry
air and equals total pressure p minus water vapor pressure ¢,
Note that the temperatute 1" drops out and the result depends
on surface pressure poonly. If pg = 1000mb. AR = 2.29 m.
Hoptield (Ref. 7) has exammed the apphicabiity of this re-
lation and, using 2.2757 as the coefficent corresponding to
the value of g at about 6 km above sea level, has concluded
that 1t allows detetmination of the range error due to dry air
on g zenith path to an accuracy of 0.2 percent or about
0.5 ¢m. Her torm tor Eq. (10) 15

AR, = 22737 % 107 py (100)

with Py mb.

- Ao st e e “.3

C. Excess Range Delay Due to Water Vapor

The delay caused by water vapor 1s considerably smaller
than that for dry air, but total water vapor content along a
pat' is variabie and not predictable with high accuracy from
the surface water vapor pressure. Theretore, water vapor is
responsible for a larger error on uncertainty in range than dry
air. N can be expressed in terms o1 water vapor density p
rather than water vapor pressure ¢ by using

_ ot

¢ =367 (an

. cd ‘ — . 3 ,
as derived 'n ll}c Appendix, with p in g/m” and e m mb. .V
then takes the form

N, = 03323 py——r - E (1)

from which

+1731X 10 ‘f—,;)—,dl. mo (13

Sometimes the first term of Egs. (12) and (13)15 nov used, but
for highest accuracy it should be retamed. For example, if
1.721 X 107 15 divided by a temperature near 280 K. then the
tirst term amounts to about § percent of the total delay. The
value of the integral of Eq.(13) can be determined from
radiosonde data, assunung that p and 7" vary only with height
above the surfuce and not horrzontally to a significant degree
within the lumits of the path.

Microwave tadiometry has the advantage of bemng able to
provide continuous real-ume estimation of AR by use of
remote sensing t hmgues. The basic relation utihzed for
microwave radiometry applies to the bnghtness temperature
T, that is observed. when a source at a wemperature of 7 1
viewed through an ahsorbing medium having a variable tem-

perature 7. 7, 15 given by (Ret. 8)

'I.h = le‘fw + f T(h)a(h)("'dh (1)
0
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with

-
1

- f alh) dh

V]

and

-3
n

h
f a(h)dh
0

where a(f) 15 the attenuation constant that is a function of
height h. The expression for 7, takes a simpler form when T is
constant or when an effective value 7 can be employed. In

that case

T, =T e "+T (1-¢7) (1)
which form s used tor remote sensing of attenuation due to
precipitation. The source temperature T represents cosmic
noise m the case considered here and has a small value.
Therefore. attention 1s directed pnimanly to the second term
of Eq.(14). The attenuation constant ath) 15 due to thiee
forms of matter' water vapor, the hquid water of clouds, and
oxygen. To obtain information on water vapor, for example, 1t
15 necessary to separate out the effects of hiquid water and
oxygen  The separation can be accomplshed by making
observations at 2 or mors frequ. ncies.

Consider first the problem of obtaming the total water
vapor and hqud water content along a tropospheric zenith
path. For this purpose, one can use a pair of frequencies such
as 20.6 GHs and 31.6 GHz, the fitst near the peak of and thus
sensitive to water vapor absorption and the second more
sensitive to hiqud water than to water vapor. Taking this
approach, M, and M, , the total vapor and fiqud contents in
g/em?, can be obtamed from (Refs. 9 and 10)

il

M, =a ta, T, +a,T, (16)

2 3

and

H

M T, (a7

hl * hl Thz + b.\

where Th, s the brghtness temperature at the lower fre-
quency and Th,  the bnghtness tem erature at the hugher
frequency. The a's and b’s ate determined by a process of
statistical mversion Simultaneous radiosonde dJata and read.
ings of bnghtness iemperature are utilized to carry out this

T4

process. For Denver, Colorado, the particular relation obtained
is

My = -018+011T, - 0053T,
M, = -0.017- 00017, +00027T,
’ 2 3

The relative sensitivities to water vapor and hquid water are
shown by the relative magnitudes of a, and a, for water vapor
and b, and b, for hquid water. The coefficients a, and b,
take account of oaygen and cosmic noise.

For range delay due to water vapor, however, the integral
fp/Tdh makes a larger contnbution than fp dh =M .. For
determining fp/T dh, using two frequencies stmilar to those
mentioned above, and therefore, utihzing two equations
having the form of Eq (14), leacs to (Ref. 11)

I -T. T, -T. w
by ey by T p
- - ; = w(")T‘l"+To (18)
fl fz 0
where
o Qa
2 B 1 v r
Wik = —e - L (19)
S /3
and
- T 2
‘ 0‘0‘ ¢ a°: ¢
70 = T — 7 ~ 3 ‘:0)
0 x 72

The total attenuation a is the sum of three contuibutions so
that

a=apte, ta, (2N

where a . is the attenuation constant associated with water
vapor, a, 18 that associated with liquid water, and o, 1
associated with osnygen. By assuming ihat a, for clouds vanes
as f1.a, has been elinunated and the factors of £ and s?
appear in the denonunators as shown, Tc‘ and T“z represent
values of the first term of Eq.(14) and, being small, are
treated as constants. By suitable chowce of frequenaes and
other refinements. Wk} 1s made to assume an essentially
constant known value so that 7 p/T dh can be deternuned.
Pairs of trequencies that have been found to be satisfact: *v are
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v

o,

20.3 and 314 GHz, 200 and 260.5GHs. and 245 and
31.4 GHs (Ref. 11).

The development and testing of water vapor radiometers
has received considerable attention at the Jet Propulsion
Laboratory (Refs. 11 through 15). One of the systems devel-
oped utihzed 18.5 and 22.235 GHz as the frequency pair, this
combination having the advantage of using the same size of
waveguide for both frequencies (Ref 14). It was concluded
later, however, that the 20.3 and 31.4 GHs pair provided
better performance.

Profiles of troposphenc temperature can also be obtamned
by microwave radiometry utilizing three trequencies near the
60-GH/ oxygen absorption peak and one frequency each near
20 GHs and 3G GH/ to separate out water vapor and hquid
witer effects {Ref. 10). Ovygen v a maor constituent of and
occurs as st essentially fixed fraction ot the troposphenc
composition, and the temperature of ovygen at a gven height
15 thus the temperature of the troposphere at that height. The
frequencies utihized allow a coarse deternunation of the water
vapor profile as well, but the use of several frequencies near
the peak of a strong water vapor absorption hne such as that at
i83 GHe 1s stated to be necessary to provide accurate profiles
of water vapor content (Ret 10)

D. liustrative Calculated and Measured Vaiues of
Excess Delay Due to Water Vapor

The precise value of AR na particular situation depends
on the water vapor and temperature profiles, but an indication
of the magmitude of AR can be obtamned by assunung an
exponential decrease of NV wath a scale height /f of 2 km.a
water vapor density p at the surface of 7.8 gm®*. and a
temperature of 281.65 K (that for a standard atmosphere at an
altitude of 1 km) It 1s of mterest that the value obtained for
AR in this way 1s the same asat .V were constant up to the
height # and zero beyond The values of 7.5 g/m* and 2 km
are mentioned as being representative values in CCIR Report
719 (Ref. 16). The values of p and T at the surface result in
values of e and N ot 9.748 mb and 48.57, respectively Then,
for a senith path,

"

AR

w

10* f 48 §7 ¢ h/300C 4
0

n

10 ® (48 573420005 = 0.0972 m
=972 em (22

The excess range due to water vapor for a zemith path may
thus be about 10 ¢m. For paths at elevation angle € of about

-

10 deg or greater, the range delay equals the zenith value
divided by sin 8. That s,

AR = ARO=90dg) e
sin 0

. . . " 3 > Iy C ) 1
For an elevatior angle of 30 deg. for exampie, AR might be
about 20 ¢m.

An extreme value of 44.8 ¢m for AR for a semth path
could oceve for the highest accepted weather observatory
values for ¢ and p of 53.2 mb and 37.6 g/m’. respectively, at
the temperature of 34°C (Ref. 17). These values were recorded
at Shariah, Saudi Arabia, on the Persian Gulf. The value of
AR of 448 ¢ 1s based on an exponential decrease of N,
with a scale height of 2 km as in the previous example.

Mean semth values ot AR determined from radiosonde
measurements i a semiand location in Cahitormia ranged from
4 to 1o cm (Ref. 18). With respect to the accuracy to which
AR can be determined, Wu (Ref. 11) stated that the calibra-
tion for water vapor delay, using 4 water vapor radiometer, is
accurate to < 2 em at all elevation angles greater than 15 deg.
Slobm and Batelaan (Ref 15) state that the rms error m AR,
as determuned by a water vapor radiometer, was less than | ¢m
over a total delay range of 9 to 38 ¢m at a 30 deg elevation
angle.

E. Time Delay

Range delay and time delay are directly related. Uf one
prefers to think in terms of time delay Ar or wshes to
determine numerical values of time delay corresponding to
values of range deiay. use

Ar = - - 24

for one-way paths. For monostatic radar modes of operation
tfor which electromagnetic waves twice traverse the distance
from the ongnal transmitter to the target or repeater,

_ AR

¢

At (25

A range delay of 10 cm for water vapaer on a one-way path
corresponds to a tume delay of 0.33) ;. The extreme range
delay on a one-way semith path of 44.8 ¢m 1s equivalent to a
ume delay of 1.5 ns,

£



Il. Excess Range Delay Due to Liquid Water
A. Effective Index of Refraction of Medium

The hquid water content of the troposyhere can also make
a contribution to range delay. To distinguish the range delays
due to water vapor and liqud water, we shall henceforth use
AR, for the delay due to water vapor and AR, for the
contnibution due to hqud water. To determine AR, due to
the small droplets o clouds, one can make use of the fact that
a small spherical particle wn the presence of a sinusoidally
time-varying electrie field acts as a tmy antenna having an
electric dipole moment p . By application of Laplace’s equa-
tion (Ref. 19, pp. 218 1o 224, for example), it can be shown
that, when the drop diametes 1s small compared to wavelength,
p, s gven by

2
P = 3;'(—"--—~—')c I (26)

where 1718 the vol ime of the sphencal particle and n 1s now
the index of refraction of the particle, in the case of interest
here the index of refraction of water. The quantity €, is the
clectnie permuttvity of empty space (8,854 X 10 "2 F/m) and
ks the electrie field intensity of the incident wave m Vim.

0
In a regron contaning N such particles per unit volume

M
n

A
.

P - ‘\'pl = 3.\'!'(
n-+

)eal'.‘0 (27

ta |~

where £ 15 the electnc dipole moment or electrie polanization
per unit volume (consider: g only the effect of the sphencal
water particles and neglecting all other possible contributions
to Py The basic relations, by defimtion, between £, D (electnie
flux density ), and P tor an isotropie medium are that

D= el +P=c 1+ 0F = € KE 28

where A v the rele o dielectnie constant and y s electne
susceptibility - The relative dielectric constant A (commonly
designated by ¢ ) v equal to €/e . where ¢ s the clectne
permuttivity of the medium, D and P have units of C'm? From
Eq. (28).

AN =1 +y (29
In the case consdered here, A s an etfective relative diclectie
constant of a nedium consisting of small spheneal water

droplets in empty space

The excess range delay in the medium s proportional to the
index of refraction of the medium munus unity as in Eq. (1),
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As n has already been used in Section HI tor the index of
retraction of water, however, we will use m for the index of
refraction of the medinm. tndex of refraction squated equals
relative dielectric constant. Thus

m? = K 30

Then as, in general, (1 +a)? =1+ tora << 1 and n this

case y is much less than i,

m =1+ »}— (31
By comparison of Egs. (27) and (28),
2_ g,
Y = .wv(ﬁ ') (32)
nt+2
and
N 2
m-1= -} = :—:—'(!E;" -—l—) (33)
- “ \nt+2

The relation comparable to kq. (1) for determining the excess
runge delay AR, due to the hqud wawer content of the
troposphere 1s

..\Rz :ﬁc' (- D! R2Y)

tere m 1s used 1 place of the nof £q (1) and the expression
ndicates that the real part of m - 1 should be used. This
notat:n s needed because the index of refraction of water is
compien and m s therefore complex also. The real part of m
determines the phase shift and range delay, and the imaginary
part determines attenuation. In denving Eq (33), no mention
was made of the fossy nature of the d:oplets, but relations
denived for g icssless medium can be applied to the lossy case
by merely utthzing the proper complex value in place of the
real value. Whereas the index of retraction of dry air and water
vapor are independent of frequency in the radio frequency
range up to about SO GHz. the mdex of refraction of hiqud
water 1 a function of frequancy and temperature,

B. Hiustration of Excess Range Delay Due 10 a Cloud

To allustrate the range delay due to water droplets w a
cloud, consider the range delay tor a sepmith path through 3
dense cloud -k thick and having a water content o | g/m’
For = frequency of = 3CHz and a temperature of 7= 20°C,



1t can be determined from curves given by Zufferey (Ref. 20)
(see also Hogyg and Chu (Ref 21), or values presented by Gunn
and East {Ref. 22)), that n - 8.88 ;0.63. As water has a
density of 1g/cm®, the water contert of 1g/m® fills only
107® of a cubic meter. Then NV of Eq. (33)is 107° so that

m-1 = _3_10-(, (8.88-/0.63) - 1
B (8.88 - j0.63)* +2

and

1}

Re(m- 1) = 3/2(0967)(10™ %)

1.45x10°¢

1

As a region of uniform water content and a thickness of | km
is assumed, the mtegral of Eq. (26) simplifies to become the
product of Re (m - 1) and 104 m so that

145 % 10°¢ (10%)

X
It

[

S 1ASX 10 m

0.145¢m

I

For =10 GHs, n = 82 ;1.8 and the value of AR, 15
O0.144 cm, while for f=30 Gz, n=06 2.8 but AR, 15 still
about 0.144 ¢, The excess range delay in this case 1s quite
insensitive to the value of i, which coudition nught be antivs-
pated by notng tat #® appears in both the numerator and
denonunator of bq. (33). The excess delay 1s theref..se insensi.
tive to frequency as well.

The water content of 1 g/m? assumed w the above examy ..
1> that of a rather dense cloud, but 1t has been reported that
the mavimum water content of clouds hes between 6 and
10 & m? (Ref. 23).

C. Excess Range Delay Due to Rain

Raindrops are considerably larger than the small droplats of
couds, and to analyze the effects of randrops one r:usi
generally us: the Mie scattenng theory or refinements of it
The techmque of denving an equivalent index of retraction
can nevertneless be employed for rain, this approach has been
utilized most extensively for determining the attenuation con-
stant foi propagation through rain. £ m =m_ - 1m, the field
intensity attenuation constant a is given by

a = f,m, neper/m (35)

where §, = 2n/x; 15 the phase constant and )\, is wavelength
for propagation in empty space. {One neper equals 8.68 dB.)
The phase constant § for propagation through a region of rain
is gaven by

B =Bym, rad/m (36)

For calculating the excess range delay AR, due to ran, one

can use
fRe(m- Ddl =f(m’— 1) dl (37)

Tables giving values of m, - | have been provided by Setzer
(Ref. 24), and Zuffercy (Ref. 20) has presented these values in
graphical form (Fig. 1). Setzer’s value for m, - 1 for a rain of
25 um/h at a frequency of 3 CHez, for example, is 1.8 X 1076,
The excess range delay in a 1-km path of uniform rain of that
rate 1s (1.8 X 107%) (10%)=0.18 ¢m, a value comparable to
that for a zemith path through a Jdoud 1-km thick. For a heavy
ran of 150 mm/h, the delay would be 0.92 ¢min 1 km.

For estimating total excess range delay due to ramn, one
needs an estimate of cffective path length through ramn, This
topie: of effective path length has been considered wath respect
1o esumating attenuation due to rain (Refs. 25, 26). Rain 1s
largely contined below the 0°C isotherm, and the height of the
isotherm and the elevation angle of the path determine the
path length through ram. In addivon, 1t develops that the
average ram rate along a path tends to differ from the instanta.
neous point ran rate, the average rite being less than the point
rate for heavy rains. Effective path lengths through rain tend
10 be i the org.: of 4 or 8 km for an elevation angle of 45 deg
at a latitude of 40°N (Ref. 20) and these figures can be used as
a rough gude. Information on the height of the 0°C 1sotherm
as a function of probability of occurrence is given in Fig. 2. In
contrast with attenuation in rain which increases with fre
quency up to about 150 GHz, excess range delay decreases
above 10 GHz and stays nearly constant below 10 GHe to
1 GHz or lower, but has modest maxima in the 6- to 10-Ghz
range, depending on rain rate (Fig. 1). it appears that the
excess range deluy due to ramn may be of significance in some
heavy ramstorms.

The concept of an equivalent index of refraction of a
medium contasming small particles has been discussed by van
de Huist (Ref. 27) and Kerker (Ref 28), but eatly consid-
ton of this topic is attributed by Kerker toan 1899 pa;  y
Rayizigh and 1890 and 1898 papets by Lorens.

e
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IV. Phase Delay and Doppler Frequency

A. Relations Between Range and Time Delay, Phase
Delay, and Doppler Frequency

Rarnge delay, time delay, and phase delay are ail directly
and simply related. It was pointed out 1n Section |1 that time
delay Atis related to range delay AR by

for » one-way path. The phase delay A¢ associated with a
range delay can be determined by taking the product of the
range delay AR and the phase constant 8. Thus

4 -
36 = B,aR = 3T ag = T ag (38)
(1]

Doppler frequency f;, and phase ¢ are related by

1 d¢

]I) = 57 -‘T’-.HI (39)

This relatton can also be writte: in terms of finite quant ties as

(40)

where 7. 1s a count ttme o7 count interval. Also, as 3¢ =
(2m/Ag) AR,

- . L AR
o 5. T Hz (41)

for a one.way path, where v, 15 the average radial component
of veloaity anu £}, 1s the average Doppler frequency dunng; the
tume 7 .. For a two-way ranging system,

o =5 (42)

It can be noted that 1f a value /), 1s recorded during an
interval 7. a correspunding change in range AR has taken
place duning 7. In tius case, AR can cepresent either a true
change in range or a change in exvess range delay or a combe.
naton of the two. (Elsewhere AR has been used for total
excess range duc to water vapor or hqud water, but in this
section AR 18 any noitracy change or increment or range.) © ot
an accuracy of 10 % m/s in veleaity T, may be as low as | to
10 s when a spavecraft 1s near tle Earth or another planet, o1

n

it 1y be as long as 1000 s when the spacecraft is in a cruise
pha e (Ref. 29).

B. Dopp 1 Frequency Noise

Precise calculation of range delay due to the troposphere
requires information concerning the water vanor, liquid water,
and temperature profiles, but representative values can be
calculated readily. Fewer data concerming Doppler frequency
are available and it 1s somewhat more difficult to establish
representative values for Loppler trequency noise. Poth bulk
changes in water vapor and liquid water content along the path
and tropospheric sciatillation involving scatic, from turbulent
irregularities can contribute to this noise. The term scintilla-
tion is usually applied to rather rapid variations of amplitude,
phase, and angle of arrival. For considering tropospheric
effects, it may be distintuished from refractive fading that
results from the large-scale structure of the index of reiraction
and tends to involve amphtude variations of fairly large magni-
tude but of lower frequency than scintillation.

Because of the relations between phase, excess range delay,
time deiay, and Doppler frequency, the occurrence of phase
santillation implies also the occurrence of range and time
delay jtter and Doppler noise. The noise is gencrated n
proportion to the rate of change of phase as indicated bv
Eqgs. (39) and (40). In some investigations of phase scintilia-
tion, records were taken showing the variation of phase with
time. These allow the determination of corresponding Doppler
frequency values. Using phase records obtained by Thompson,
et al., (Ref. 30) in Hawun. Armstrong, Woo, and Estabrook
(Ref. 3) estimated the fractional Doppler frequency stability
for propagation threugh the troposphere on Earth-space patl.s
for a 1000-s count interval to be about §X 107!4 or less
lo, (1000s) ~ 5 X 1074 where o is referred to as an Allan
variance]. It was estimated also thzt plasma scntillation at
S-band, primarily involving the solar plasma contribution
which dominates the ionospheric contribution, would cause
noise correspor ding to 0, (1000s) ~ 3¥ 107 Minimum
Doppler frequency noise due to the solar plasma is observed n
the antisolar direction. Use of an X-band system 1s estimated
to reduce the plasma noise to that corresponding to o,
(1000 s) ~ 3 X U '3, Thus it was inferred that tropospheric
swintillation may dominate for the case of an X-band system.
Also using data from Thompson, et al., (Ref. 30) and radio-
sonde data from Edwards Aur Force Base, California, as well,
Berman and Slobin (Ref. 18) have esumated a fractional
Doppler frequency stability for two-way oropagation and a
1000-s count interval as ' 6 X 10 14,

C. Gravitstional Wavys

It 1s generally considered that graviiational waves may
produce a fractional vanation in Doppler frequency equal to

et



or less than about 10715 (Refs 2 and 3). Thus detection of
gravitational *vaves will require careful attention und efforts to
minimize the effects of all sources of Doppler nouse and
instability. On sufficiently lony paths, gravitational waves
should impart a charactenstie triple-tmpulse signature to the
Doppler record. The three impulss arise from buffeting of the
spacecraft and Earth by the passing gravitational wave and
i the travel times between the Earth and spacecraft. For
example. the gravitational wave mught first buffet the Earth
and the antenna of the telecommunication system and thus
produce an immediate corresponding Doppler impulse 1n the
recerved signal. Then the gravitational wave nught buffet the
spacecraft, and this would produce an nepulse in the Doppler
record after a tin.e defay corresponding to the travel ime from
the spacec-ait to Earth. Finally, a third impulse wonld appear
in tne Doppler record of the recerved signal, corr sponding to
the ongnal buffeting of the Earth antenna, out delayed by the
travel time from the Earth e the spacecraft and back. The
form ol the actual seqrence of impulses would depend upon
the geometncal configuration of the Earth and spacecraft and
the direction of travel of the gravitational vave. An eftect due
to clock speedup 1s also expecied (Ret. 2). As the pertods of
gravitational impulses are tong (10 to 10,000 s), long telecom-
munications paths involving round-tnp travel times of about
1000s and longer are reqaired for the detection of gravita-
tional waves by the techmigue under discussion.

V. Excess Range Delay in Terms of Total
Water Vapor ard Liquid Water Content

A. Delay Due to Liquic Water

Constdera 10n 1> given ain this section to expressing excess
range delav in terms of the total masses of water vapor and
liquad water in @ vertical column Expressions of this type have
been i use (Ref 15), and the Lass fur them will now be
exanued. The case ot the small water droplets of a cloud »
the simplest to analyze For *his purpose, Eq. ©33)1s repeated
below,

{5
N . -
m-1 = } = '\\! (", l") (33)

Range delay AR | *or a zenith path through a urator.n cloud of
thickness i s given by

AR, “m- 1hh 43
which 1 merely 4 statement of kg (34) for 4 uniform cloud.
The total hquid water conent m a vertical column M, s gven
for the untform case by

M, = Niho (44)

L

where N is the numt.er of droplets per unit volume, V is the
volume of an irdivicual droplet, & s the vertical extent of the
cleud, and p is the density of water, namely 1000 kg/m? in SI
units. Of the four factors of Eq (44), all kot o already appear
n the expression for AR,. The remaining Guar ities in the
expression for AR, are 3/2 (n? - D)/(n? + 2 . which equals
(3/2%0967)= 145 for f=3GHz. If p=13 is to be
introduced into kq (35) where it did not ongnall; appear, so
that AR, can be expressed in terms of M, a factor of 1073
must be introduced to compensate. Thus

AR, = 145X 107° M, . m (45)
with M, for the example of Section Il having the val'~ of
(107X 103%10%) = | kg/m?, where the three factors t-~re-
sent NV, h, and p respectively. If it 1s desired to express AR,
incmand M, in g/cni?, then

AR, = 145 M, .cm (46)

2
with M, = 0.1 g/cm? {)r the same example of Sectic + .. For
other frequencies, the value .. (n2-1)/tn? + 2) wib change
only very sightly, so Egs (45) nda (46) are generally
applicable with reasonable accuracy. The expressions apply to
the smail droplews of clouds, or in geaeral, when DN ioedh
scattenng can be assumed to take place The dioplets ot wicuds
actually vary in size such that one should use a sumination
XMF, m place of VI, but the smple form of Ea.(33) 1
suffictent tur present purposes

B. Delay Due to Water Vapor

Consider next the case of water vapor The applicable
expresston 1n this case s

’.
AR = 331310 ’j:)dum.n x "0 3}-‘;‘”
(13)

witmoin 'm® o

AR = 3323x 10! [ 4 i.mff’; (47)
w J

with o o kg/m’. The Jdelay 1s a functios of temperature as
well as total water vapor cositent, If 718 ta¥en to be 285 o3 K
(the temperature i a standard atmosphere at an elvvation
above scea level of 1 km) as was assumed 1n Section I,

AR = A4EX 10 M .m (48)

where M, , the muss of water vapor in a vertical column,
equals fp dI, and, in the example o Section ll with p =
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7.5¢/m3 = 7.5 X 103 kg/m? at the surface and a scale height
of 2km, is 15 kg/m?. If it is desired 1o express AR, in cm and
My in g/cm?, then

AR = 648M ,,cm (49)

For the same example of Section II, M,, = 1.5 g/cm? and
AR, = 9.72 cm. Equations (45) and (49) apply strictly only
for a constant or average value of temperature of 281.65 K,
and choice of this value, while reasonable, was arbitrary.
However, the equations can be used for rough estimates of
AR, if deisred, and if the temperature profile does not depart
excessively from the constant value assumed here.

C. Combined Delay

The combined delay due to water vapor and small water
droplets on a 22nith path is given roughly by

AR = AR, +AR,= 648 M, +145M, .cm (50)

with M, and M, ir g/cm?. The delay due to water vapor AR,
is actually a function of temperature as well as the mass of
water vapor in a vertical column M, . If information on
temperature and water vapor profiles are available, Eq. (13)
should be used for ARI instead of Egs. (48 through 50) to
obtain a better estimate.

V1. Conclusion

The excess range delay due to water vapor and liquid water
content of the troposphere require attention when high
precision is required for range measurement or Earth-space
paths. The physical factors affecting excess range delay have
been discussed and illustrative calculations of range delay have
been presented in this report. The use of radiometer tech-
niques for continuous monitoring of the range delay and
Doppler frequency due to water vapor appears to be advan-
tageous when high precision is required. The various possible
systemms for accomplishing this purpose should be carefully
considered. The s¢me general principles have been used for
remotely sensing the water vapor and liquid water content of
the atmosphere from Nimbus satellites (Refs. 31 and 32), but
in these applications total water vapor content, fp dh, and not
f(p/T) dh, is obtained.

Excess range delay at an elevation angle 8, AR(0), may
generally be related to delay for a zenith path (8 = 90 deg) for
elevation angles greater than about 10 deg by

AR(6) = AR(0 = 90 deg) (23)

sin @

For clouds, information on the thickness and liquid water
density of a cloud is required to estimate range. For estimating
excess range delay through rain as accurately as possible, one
needs to take into account that average rain rates tend to be
less than point rain rates for heavy rains (Refs. 25 and 26).

The separ- te but related topic of Doppler frequency noise
has been constdered briefly. Whereas range delay involves the
integial of t.. index of refraction minus unity along a path,
Noppler frequency noise involves the time rate of change of
ne integral. Range delay can be analyzed as involving
propagation in a locally homogeneous medium, but considera-
tion of Doppler noise requ. 2s attention to scintillation,
involving scatter from inhomogeneities as well. Variations in
range delay imply Doppler frequency noise, and Doopler
frequency noise implies jitter in range. Correction for range
delay allows increased precision in range measurement. Mini-
mizing Doppler frequency noise of interplanetary origin by
moving to higher frequencies increases the probability of
detecting weak effects such as gravitational waves, but Doppler
noise of tropospheric origin may then dominate.

When striving for the highest possible precision in range
measurement, the limitations posed by the state of knowledge
of the velocity of light should be kept in mind. The value of ¢
of 299,792.458 m/s involves a fractional uncertainty Ac/c of
4 X 1072 (Ref. 33). Specifying ¢ to nine significant figures
may seem impressive, but the fractional uncertainty in ¢
corresponds to an uncertainty in velocity of 1.2 m/s and an
uncertainty in meters iin one-way range of 1.2 times the
propagation times in seconds. For spacecraft near Saturn, say
at 10 AU, the corresponding uncertainty in absolute range is
about 6 km. This consideration should not be regarded as
unduly discouraging. When using the VLBI technique, for
example, it is the difference in range to the spacecraft from
two locations that is important and not the absolute range. In
other situations, it is the consistency and precision of range
measurements that is essential, rather than accuracy of
absolute range. One should take care, however, not to imply
that the precisions of a few meters or centimeters in range
measurement on long paths represent the accuracies to which
absolute range can be measured.
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Table 1 Saturation water vapor pressure, ¢,in mb
{adapted from Smithsonian Meteorological Tables, 1958 (Ret. 5]

i YT W S KD TN A e .

T,°C eg, mb T,°C g, mb
-30 0.5 20 234
-20 1.3 22 26.4
-10 2.9 24 29.8

0 6.1 26 33.6

2 7.1 28 37.8

4 8.1 30 424

6 9.3 32 47.6

8 10.7 34 53.2
10 12.3 36 594
12 14.0 38 66.3
14 16.0 40 73.8
18 20.6
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Fig. 1. The real cart of the equivalent index of refraction minus unity
(m, - 1) of a medium consisting of raindrops in empty space, as a
function of frequency (Re‘ 29) (Temperature 20°C; L aws and Par-
sons distribution)
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Fig. 2. Height of the 0°C isotherm as a function of latitude and
probability of occurrence (Ref. 28)
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Appendix

Relation Between Water Vapor Pressure and Density

'The perfect gas law in the form applying to one molecular
weight of gas is

pv = RT (A-1)

where, in SI units, p is pressure in N/m2; » is specific volume

in m3; R is the gas constant, 8.314 X 103 J/(K kg mol), where

J stands for joules and T is temperature in kelvins. To obtain
density p in kg/m?3, use

=M _pM
P = RT (A-2)
where M is molecular weight in kg mol. Also note that
P__R_Rp i
T v M (A-3)

If we apply Eq. (A-2) to water vapor and thus set p equal
to e, the water vapor pressure in N/m?, and M equal to
18.02 kg,

e1802  _2.167X107%e
8.3143X 10°T T

Jkg/m?  (A4)

If e is to be expressed in mb, however, rather than N/mz,

- 0'—2;:0-7—8,kglm3 (A-5)
Finally forp = g/m’ and e in mb,
- 21;.7e g/m? (A-6)
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Atmospheric Noise Temperature Measurements

C. T. Stelzried

Radio Frequency and Microwave Subsystems Section

Radiometric microwave noise temperature measurements are used to estimate
atmospheric transmission loss. It is common practice to use the following lumped element
model expression for the noise temperature contribution,

T"= T, (1-1/L)

This relationship is used to estimate the transmission loss L in terms of T' and the
a.mosphere effective physical temperature T . This report evaluates Tp in terms of
assumed distributed loss and temperature models. Simplified expressions are presented
for low loss applications. For these applications 1. is determined directly and accurately

without integration or iteration.

. Summary

Radiometric microwave noise temperature measurements
are used to estimate atmospheric transmission loss. It is
common practice to use the lumped element model expression
for the noise temperature contribution

T = Tp(l- /L)

This relationship is used to estimate the transmission loss L in
terms of T" and the atmospheric effective physical tempera-
ture T,. This report evaluates T, in terms of assumed
distributed loss and temperature models For exponential loss
and linear temperature distributions

T, =T, +k(T,- T,

where

_ 1 aafa gz
I = --—ang —z-— dz
(lnaz/al)e ala

These equations are evaluated and T, is presented for a
range of values for L and & /o, . For low loss (L = 1)

. GZ/G' ) 1
(ayfa)- 1 In(a,la,)
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As an example, if a,/a, = 10, we have k = 0.6768. Then for
this model

T, >T, +06768(T,-T,).

This provides a useful estimajp of Tp (in some aoplications T
is estimated and T, measured). Then from the lumped element
model

1

L= —=
I-T/Tp

This indicates that for low loss, L can be directly and
accurately determined from these models without integration
or !teration.

il. Introduction

Radiometer microwave noise temperature measurements
are used to estimate atmospheric transmission loss (Ref. 1). It
is common to use the lumped element model expression for a
lumped element model for the noise temperature contribution

T" = T, (1-1/L) )
where
L = propagation path loss, ratio
Tp = atmosphere effective physical temperature, kelvins

to estimate the transmission loss

1
l: = ~ P (2)
1-T /Tp

This article invxstigates methods to evaluate T, required for
the appropriate transmission path model.

ili. Theory

We have (Ref. 1, Eq. 3, using the same symbols and
definitions)

!
] -f a(x’) dx’
T =J‘ a)T{x)e “* dx )
0

Substitute, x = y!

1
1 —J‘ a(y' M dy’
T =f aW)iT@)e " dy (4)
0
Using
1
Z = f a(¥)ldy' Q)]
yi
results in
Z
T" = -f T(@Z)e dZ (6)
0
where

IV. Application

Consider the variable parameter inodel (Ref. 1. model 2)
with exponential propagation constant and linear temperature
distributions,

a(y) = a, ™

{7
TW) =T +(T,-T))vy
Then, with Eq. (5),
Z = (a,/a) (e - )
= (a,/a) (") - (a, /a)
Zl = (a‘ = az)
a
and
a
(a -a,)/e In (%é*;:l')
T" = —f T, +(T, - Tl)——a'l—_ e’d: (8)
(}
Expanding
T"=T,0- l/L)+(Tz-T‘)(l—l) 9

—— s emex eba e e



where (al = In a,/a), a,/a = In Li(ay/a, - 1),(a; - a,Va =
InL)
ayla
04
/=-—1 £ dz

az VA
(Inaz/al)e 2 a,la

Iis solely a function of a, /a, and L. Equating Eqgs. (1) and (9)

‘ T, = (1- k)T, +kT, (10)

where

. 11
k= 1- 1L

The solution for & is obtained from numerical integration of /.
The results are shown in Fig. 1. Over this range of parameters,

k=>0.5+0.01768 L (dB) + 0.01768 (azlal)(dB)
- 0.00()3681,(d8)(02/01)(d3) (1

For example, if (a,/a,) (dB)= L (dB)= 10, we have k >
0.8168 so that for T, = 250K and T, = 290 K, T, =2827K.
which agrees with previous calculations (Ref. 1, Table 2,

case 3).
For £, = 1, (from expanston of Eq. 8)
L -1 L-1
> 1-(o,/a,) ;
¥ ey /e ) 1 in (a,/a;)
so that

kal[az’/a‘ S ]
(azlal)—l In(az/al)

a,/a, |
> - — (1
(a:/al)- 1 In (ay/uy)

and sinularly for (012/01l ) = 1 (also trom Ref. 1, model 3)

1

so that
yAdaTy
S 172 (3
for both L = I and a, /o = 1 this reduce: to k >~ 0.5

In Figs. 2,3 and 4 T, is shown plotted using model 2 for a
range of values of azla L, T and T Precise transmission
loss estimates can be made from radnometer noise temperature
measurements for this model without integral evaluations
using Eqs. (2) and (10) {Egs. 12 or 13 if appropriate]. The
procedure is to calculate the loss using Eq. (2) iteratively with
T evaluated from Eqs. (10) ané (11). The required initial
estimate of T is given by 280K, (T, +T,)/2 or other choice
as appropnate

For example, if T = 2544 K, (a /a ) = 10, T = 250K,

T, = "90K, we have (using for mmal esumate T =(T, +
T,)/2 =270 K) from Eq. (2)

= 124dB

First iteration (Eqs. 11, 10 and 2)

k = 0.8504

Tp = 2840

L =98dB
Second iteration

k = 0814

Tp = 282.6

L =10.0dB

which indicates rapid convergence. For most applications, the
second iteration is not required. For example, starting with

b 270 K as above and 77" = 210.6 K, 1395 K and 57.1 K
results in {with 1| iteration) L = 6.02 dB, 3.01 dB, and 1.00 dB
respectively, (in agreement with previous calculations, Ref. 1,
Table 2). This technique is useful for other models with
application of Eqs. (4) and (6). The solution for k 1s tabulated
in Table 1 for vanious models. Further, these methods apply
not only to atmospheric measurements, but to any determina-
tion of loss from radiometer calibrations such as transmission
line loss (required for thermal load standards, Ref.2) or
radorae loss calibration (Ref. 3).
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For an application example at small loss, assume (a,/a ) =
10, L = 1. Then

Tp > T, +06768(T,- T)) (14)

In som+ _rolications, T would be estimated and T, mea-
sured, Lsig £ - (14) and (2):

Case |
r, = 250K Tp = 277.1K
T2 = 290K j=> [ > 0.159dB
T°= 10K

Case 2
T, = 250K T >~ 2906K

T, = 310K = L > 0.1524B
T"= 10K

The small ditference between £ calculated for cases 1 and 2
ustrates that tor small losses L 1s insensitive to errorsin T .
In these examples, the error in Tp using Eq. (14) 15 approxi-
mately LIK, resulting in an error in [ of approximately
0.01 dB. This example demonstrates that for low loss applica-
tions, determune or estunate, a, /a . caleulate & from Eq. (12).
T, trom Eq (10) and 1. from Eq. (2). This 1s sccomphished
directly without integration ur tteration.

For comparnson, a hnear/hnear variable parameter model
(Ref. 1, model 6) 18 analyzed in Appendin A and summartzed

in Fig. A1 and Table . This model results in (using
parameters of Case 1 above)

£ > 0.6364

T > 2755K

I = 0.161 dB

s

This indicates that for low loss, the solution for /. is insensitive
to the model choice.

V. Conclusion

Various expressions are derived for the effective physical
temperature T of the atmusphere for use in the lumped
element model expression for the noise temperature
contribution

T" = Tp(l - /L)

We have
Tp =T, +k(T2~ T,
where
R
T

1 15 denved and evaluated for a range of values for L and
{a,/a,) tor 2 models. Low loss, useful and accurate approxi-
mations are given by

a/a, 1 model 2
k> .
a)/a, - 1 Ina,la, {exponential/linear)
> 0.6768 (for az/aI = 10)
K~ L*l/_% I(az /a_‘,) - a model 6

la,/a, Y41 timear/linear)

~ O‘M(A(fura:/ai = 10)

Forboth /. = 1 and a,/a, = 1, these nduce tok 05 With
these low loss approximations, T can he evaluated in terms of
a,/a,. T, and T,. Then /. can ﬁc deternuned accurately and
ditectly without integration or iteration, using

1

L~ e
|- (T7IT,)

[O———
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Table 1. Summary of various approximations for k required to calculste T,

Model o Parameter
alx) Tx) 1 k
o] T
=(,5+0.01768 L (dB) + 0.01768 — (dB) - 0.000368 L (dB) — (dB)
“ %
r a,fa
1 1
=L )2 - @L=~1)
(az/al)— 1 In(az/al)
(az »al)l or
/D ira,la,) In (a,/a,)
aye 2 T,*(Tz—TI)—J;— e a,fa, 1 @~
- (O’z/“l)_l h l"("z/al) =1
|+ 1 1 )
T T [+ 4
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1-1/L ‘ o
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2
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1 1
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Appendix A
Linear/Linear Variable Parameter Model

Consider the linear/linear variable parameter model (Ref. 1. @, , n L
model 6) with 2y +(--" - l) y
1 Al )
ay) = a, t(a,- a)y 1=1 e R dy
(A-1) L
FQ) = T +(T,-T,)y 0
Then Equating Egs. (1) and (A-3)
T, =T, +k(T,- T) (A4)
T = ~2Inl
@, where
i (;"‘f l)
A | -~
K = 1-1
1-1/L
! il The solution for k from integration of / is shown plotted in
o « Fig. A-1 over a range of values for (o, /e, ) and L. This can be
o i [2,»' +(—»—— 1) yz] approximated with the expression
1 1
T+l—-1)v]e
[ ( o ) ’ ] k > 0.5+0.01768 L (dB) + 0.01364 a,/a, (dB)
(i
- 0.000309 1. (dB) a, /a, (dB) (A-5)
AT+ (T, - Ty dy (A-2)
forlL =~ 1
Expandin P+ 1/3 {a,/a, ) - 1]
P g ko~ - 2™ (A-6)
(ay/a)) +1
T"=T (- 1IY+(T,-T)H(1-1 A3
y { Y+ (T, - T ) (A-3) k > 0.6364 (fora,/a, = 10)
where

k=05  (fora,/a; = 1)
(o, +a )l . . .
—_— T, is shown plotted in Figs. A-2 for T, = 250K and T, =
L=e¢ 290K for a range of values for (ay/a,)and L.
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Second-Generation X/S Feedcone: Capabilities, Layout
and Compconents

J. R. Withington
Radio Frequency and Microwave Suisystems Section

High-power (20-kW} S- and X-band transmitting systems are added to the Second-
Generation Common Aperture X/S Feedcone System to demonstrate X- and S-band
uplink/downlink capabilities. Design considerations of new X-band components, cone

layout, and capabilities are discussed.

I. Introduction

One of the feedcones normally installed at DSS 13 is called
the XSR or first-generation X/S feedcone. This listen-only
system incorporated for the first time the common aperture
feedhorn, enabling simultaneous X- and S-band reception from
a geometrically symmetrical antenna. Figure | shows this feed-
cone mounted at DSS 13, The second-generation X/S feed-
cone, though having the exact same outward appearance, has
been made a multifunction feedcone on the inside by the
addition of transmitters and diplexers with extended band-
widths and power handling capabilities. There were four
aspects to the system development:

(1) The development of a common aperture feedhorn and
combiner to handle the added bandwidth and power
(Refs. 1 and 2).

(2) The development of the 20-kW X-band transmitter/
exciter (Refs. 3. 4, and 5).

(3) The design of new X-band broadband devices to handle
the added transmit functions.

(4) The integration of all these elements within the con-
fines of a new feedcone.

Parts 1 and 2 above have already been covered in previous
reports and will not be discussed to any length here. We will
confine ourselves to system capabilities, block diagrams, func-
tional layout of the cone, and the performance of the new
X-band diplexer and polarizer.

Il. Planned Capabilities

This new feedcone will transmit 2110 to 2120 MHz and
receive 2200 to 2300 MHz at S-band, and transmit 7145 to
7235 MHz and receive 8200 to 8600 MHz (with the best
receive performance between 8400 to 8500 MHz) at X-band.
Each function is fully independent with each band diplexed.
The bandwidth of the horn 1tself easily covers the full S- and
X-band spectrum, with RF efficiencies of 68% and 72%
respectively (Ref. 1).

The X/S combiner design requires the polarization of the
S-band signal to be a *nard-wired” function. Right circular
polarizat.on (RCP) will be the one provided. The addition of
left circular polarization (LCP) would involve a new waveguide
run and an extra switch, for an estimated 2-K additional
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system noise. S-band ellipticity measurements have yet to be
made with this new hom. As is standard in other S-band cones,
the system will consist of either a low-noise listen-only path,
or a tully diplexed path for simuitaneous transmission/
reception. The system is intended for a single S-band maser,
and a direct VLBI port is not supplied. Because of limited
X-band rejection uncertainty in the combiner section, a
waffle-iron filter is placed just in front of the maser for added
X-band isolation. This will add 3.4 K to an approximate 24-K
(baseline) system noise temperature. It 1s expected that
tests on the antenna will indicate sufficient X-band rejection
to warrant its removal. (Ultimately, cryogenic filtering within
the amplifiers will be developed.) In the diplexed position, the
additional waveguide and S-band diplexer will add approxi-
mately 5 K over that for a total of 27 K and 33 K, respec-
tively. These figures are based on performance of the first-
generation feedcone and known effects of various S-band
components. The S-band system 1s designed to  transmit
20-kW, powered by the present transmitter on DSS 13, An
S-band transmit filter will reject S-band beam noise. However,
there 1s presently no fourth-harmonic filter in the system to
suppress X-band receive harmonics.  An effort 1s being made
to locate one.

The X-band system will have switchable polarization (LCP
or RCP), but will have only a diplexed configuration, first
because of the high performance of the new X/X-band
diplexer, and second because the dipi <er’s receive band will
cover the proposed VLBI band (8200 to 8600 MHz). Again,
the design s tor a Block 1I-A maser (100-MH7 mstantaneous
bandwidth) that will cover 8400 to 8500 MH.. The diplexer
has 1ts best match, lowest loss, and highest isolation at these
frequencies. A VLBI receive-only port is supplied, but no
X-band transmit function will be possible in that configura-
tion. An approximate system noise temperature tor the
diplexed receive band of 8400 to 8500 MHz is 30 K. A listen-
only path could conceivably drop this to 27 K (baseline). but
at the same time would degrade the diplexed receive link by
7K. for a total of 34 K. Ellipticity meastrcmnents of the
feedhorn/polarizer combination await ¢ pletion of the
broadband polanizer. The new transmitte, will s¢ iy the
required 20-kW signal for the X-band uplink demonst:ation on
this project. The X-band transmtter is located in the cone.

A dual -54-dB loop coupler at S-band and a dual - 54-dB
cross-guide coupler at X.band are supplied to monitor the
respective transmitter signals, run phase calibration checks,
and perform other required microwave tests. Both an X-band
and S-band calibration system will be supplied for maser
calibration. They will incorporate noise diodes (three levels), a
receive-band signal source, and both will be NAR capable. Ail
microwave switches, the X-band polanizer. and both calibra-
tion boxes will be compatible with on-going automation pro-

jects. The block diagram (Fig. 2) shows the other couplers and
loads supplied by the microwave group. The signal paths and
cone interfaces shown are generally those believed necessary to
operate the fully operational feedcone. However, only those
functions necessary to demonstrate the principles will be sup-
plied in FY 81. Some functions (such as the X-band transmit
functions, doppler extraction being an example) are scheduled
for implementation in FY 82 and 83. (Ref. 4).

lil. Planned Layout

The housing of the microwave subsystem mirrors the first-
generation feedcone in construction. To a basic straight base
cone shell (approximately 429 cm tall) we again bolt a cone
extension (approximately 196 ¢m 1n height) te the top of the
base cone. An adapter ring (3.73 cm thick) is then used to
mount and position the X/S feedhorn/combiner in the cone. A
flat plate bolted to the X/S combiner enables us to directly
mount a standard DSN X-band polarizer package to the feed-
hom. A 23-em section " WC 137 (a 0.6-K loss) waveguide 1s
used to fill the gap between the feedhorn and the polanzer
caused by the shorter throat section of the X/S feedhorn, and
a new foursection stepped transition is used instead of the
tapered transition to make room for the -54-dB cross-guide
coupler. The new broadband polarizer is designed to be a
direct replacement for the standard single-frequency polarizer.
The X/X-band diplexer (water cooled) 1s placed between the
WRI125 two-position switch and the -35-dB calibration cou-
pler on the X-band maser. Approximately 366 cm of WRI2S
(water cooled) wavegmde join the diplexer and the X-band
transmitter positioned directly below it on the cone floor.
All X-band waveguide microwave components will be con-
structed of copper.

The S-band system will employ the same waveguide bridge
network found in the First-Generation Feedcone System. The
horn is fed through four separate circun ferential ports 90 deg
apart on the side of the horn. The phasing at each port 1s
controlled by ‘“equallength” waveguide runs, two 90-deg
hybrids, and a magic “T"* (all in WR430 waveguide). Coupling
the magic “T” to the correct two ports of the two 90-deg
hybrids **hard wires” either RCP or LCP operation. Between
the “E" plane port of the magic “T" and the S-band maser, a
- 54.dB loop coupler, approximately 91 ¢cm of WR430, a two-
pusition switch, the waffle-iron filter, and a - 33-dB cross-guide
coupler constitute the bsten-only low-noise path. add to
that another switch, the S.band diplexer, and 213 cm of
WR430 for the diplexed mode and you have the diplexed
receive path. Since the transmitter input to the S.band
diplexer is some 427 ¢cm above the cone’s bottom floor, the
transmit waveguide runs 2/3 the length of the cone through
the S-band transmit filter to the floor. A WR430 waveguide



run connects the cone to the S-band transmitter located in the
DSS 13 equipment room below the dish. Most of the S-band
waveguide will be made of aluminum, and the S-band system
in the cone will not be water cooled (Fig. 3).

IV. Feedcone Components

This feedcone is Lasically two separate systems sharing a
common feedhorn aperture. Except for the X/S feedhorn/
combiner, no new S-band hardware was developed. Much the
same thing can be said for the X-band system, except for the
aforementioned X/X-band diplexer and the broadband polar-
izer. Both will be the subject of a separate report when all final
models and tests are completed. Following are exerpts of the
more pertinent characteristics of each.

A. X/X-Band Diplexer'

The diplexer consists of three separate components. The
center three-port T combiner section consists of a high-pass
filter in the receive arm and a band-pass filter in the transmit
arm. Two “F" plane cavity-type band stop filters (BSF) are
added, one each to the transmit and receive ports for the
necessary added solation. The “T™ section combiner was
electroformed  (copper electrodeposited on an  sluminum
mandrel), while the two BSFs were constructed of three flat
plates, all machined separately. and then pmnned and bolted
together to give a section of WRI2S wavepuide with induc-
tively coupled “E™ plane cavities. A two-cavity BSF 1s used in
the receive link and was originally destigned for 40d” rejection
of the tiansmut band (7145 to 7235 MH/) and a tour-cavity
BSF 1s used for the transmit ink with better than 70-dB rejec-
tion of 8400 to 8500 MH/. The transmit arm of the “T" was
tuned in comunction with the four-cavity BSF, and as such
must be used as a single umit. However, the recewve arm of the
“T" and the two-cavity BSE were matched independently and
are meant to be used together or separately depending on the
desired 1solation. The high-pass receive arm atself has > 38 dB
of rejection of the 7145 to 7235 MHz band, but the two-
cavity BSEF added only 30 dB more Originally it was felt that
the total 68 dB would be enough, however, new tests on the
interference eftects (RFD in the TWMs linuts to 1 mW the
transmit power recewved betore expenencing some drop in
maser performance. The degradation in performance is due to
overcoupling between the two cavities, and the cavitics are
now being respaced to give the necessary S-dB more isolation.

1. Measured performance of the receive band.

VSWR (8200 to 8600 MH7) <l.17.1
(8400 to 8500 MHz): <1.07:1

'Orimnal design by W. Erlinger of Wenzel/Eslinger Associates.

<0.05 dB?
{(<3.5K)

loss (combiped).

isolation/rejection:

(7145 to0 7245 MHz) >68 dB (goal: 73 dB)

2. Measured performance of the transmit band.

VSWR: (7145 to 7245 MHz): <1.07.1
loss: <0.08 dB?
isolation/rejection:

(8400 to 8500 MHz2) >>93 dB?

The results of the rework of the two-cavity BSF will be
reported at a later date when the full report on the diplexer is
made.

B. WC137 Broadband Polarizer

A polanzer converts a linearly polanzed TE|, mode, gen-
erated from TEjy, by the WR125 to WC137 four-step transi-
tion, into a circularly polarized TEy, mode by “quarter-wave
plate”™ action. Because of the wide separation of the transmit
and receive bands, the performance over this extended range
of the quarter-wave plate is questionable, and will be replaced
with an iris-type polarizer. At present, only an aluminum
prototype exists, but these test results should be representative
of the finished product. The results below were obtained using
the Automated Network Analyzer.

1. Measured performance for 7000 to 8600 MHz.
<0.5dB
<1.07:1

ellipticity :
VSWR:

2. Current fabrication. A polarizer is now being fabricated
from a solid block of copper. Its loss, VSWR, and ellipticitv
will be measured as time and equipment allow, and will be
reported at a later date when a full report on this polarizer is
made.

V. Conclusions

A new Cassegrain feedcone assembly designated the XSU
feedcone (for common aperture X- and S-band uplink) is being
built to replace a XS8R (tor common aperture X-and S-receive
only) feedcone presently in use at DSS 13.

3The loss measurement was made using a maser and a hquid nitrogen
load

3The loss measurement was done using an Automated Network Analy zer.

*The senutivity limit of the equipment used (the onginal design called
for 100 dB). Full isolation will be done when a maser is available.
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This feedcone is the prototype for six wideband listen-only
SXC cones (convertible to XSU) to be implemented through-
out the operating DSN network. The microwave design is essen-
tially complete, fabrication of the cone shell is complete, and
assembly has begun. The microwave component installation
will be completed at JPL and shipped to the DSN Miciowave
Test Facility where the X-band transmitter will be installed.

Following fabrication and installation, testing will take place
at the Test Facility and at DSS 13. Ground tests will measure
system noise and power handling capabilities.

This feedcone greatly extends the state of the art in perfor-
mance offered to the DSN, and will greatly enhance experi-
mental as well as DSN capabilities in the coming years.
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Improved Cooling Design for High Power
Waveguide System

W. C. J. Chen and R Hartop
Radio Frequency and Microwave Subsystems Section

An inproved cooling method in waveguide system was designed for high power test.
Experimental results indicated that this improved design can increase high power handling

capability.

l. Introduction

An improved cooling technique has been developed for high
power waveguide systems. Testing of X-band high power com-
ponents in a traveling wave resonator has shown that this
improved cooling design reduces temperature in the waveguide
and dange. The waveguide power handling capability and
pewer transmission reliability have therefore been increased
substantially.

ll. Description of Problem

High power transmission capability has be .. a challenging
problem affecting the 400 kW CW X-band 1.<ar feed cone at
ISS 14. It is well known that breakdown of RF energy often
occurs in wavervde systems when power increases to certain
levels. There are many factors contributing to the breakdown,
e.g , impurities in the waveguide, dimensional mismatching,
inadequate cooling, etc.

In the past, several experiments have been conducted to
investigate the susceptibility of waveguide to the arc phe-
nomenon during Deep Space Network (DSN) station high
power transmirsion. For example, Yen (Refs. 1, 2, 3) made
efforts to stuay the high power waveguide arcing by using
wodels. Kolbly (Ref.4) developed an X-band traveling wave
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resonator (Ref.5) for high power simulation. In Kolbly’s
work, heat dissipation in the waveguide was considered to be
the major problem in operating the traveliug wave resonator,
and limited its stable operation to 300 kW CW. Hartop and
Bathker (Ref. 6) also pointed out that a major problem in high
power X-band planetary radar work was excess heating of
waveguide components.

In present high power CW waveguide systems, the waveguide
is provided with coolant flowing through ducts scldered on
both broad walls of the waveguide. However, it is difficult to
apply coolant to the flange area and still provide for easy
assembly/disassembly and maintain standard bolt hole patterns.
Figure 1 diagrams the common technique of interconnecting
WG sections with flexible tubes.

When :he waveguide is filled with a dielectric gas, break-
down occurs at a higher power level. Electric strength of
dielectric gas at radio frequencies has been researched thor-
oughly by various authorities (Refs. 7, 8, 9). This research
concludes that resistance to breakdown depeids mainly on
the capability of the gas to absorb free elscirons generated
by the applied electric field, and then convert the free elec-
trons to heavy negative ions. Under the influence of the
increased thermal energy produced from RF insertion loss in
the waveguide, the dielectric gas exhibits a thermal effect that
speeds up the ionization process, lowers the corona onset,
and considerably lowers the gas breakdown potential.

K s A et w [
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lil. Improved Waveguide Cooling Technique

To reduce localized heating (i.e., temperature discon..nu-
ities 1in the waveguide) thereby reducing the single electron
avalanche probabilities in the dielectric gas, a new cooling
method® for the waveguide system has been designed as dia-
grammed in Fig. 2. In this improved design, the coolant
flows through holes intu the waveguide flanges with suitable
O-rings designed to prevent coolant leakage at the flange mat-
ing surface. A small pressure relief groove is provided between
the O-ring and the waveguide to insure that no coolant can
leak 1nto the waveguide even in the event of O-ring failure.

IV. Experiment

The JPL-CPR type flanee for WR-125 waveguide was
modified according to the improved cooling concept. For the
purpose of high power testing, .« X-band traveling wave
resonator was rebuilt with the m dified flanges and cooling
duct: Thermocouples were installed on the traveling wave
resonator to measure the temperature vi:iation at different
power levels, tlow rate and types of gas.

A 20-kW CW Klystron was used to drive the X-band travel-
ing wave resonator. Betore actual field testing, the modified

*Patent applied for, NASA NPO-15401.

flange design was measured for RF performance. No increased
RF leakage through the flange mating surfaces due to the
modified design was measured. The levcl was less than the
capability of the instrumentation used for the measurement.
The capability of measurement was -90 dB.

V. Results

Water coolant flow rates of 5.67, 7.57, 946, 11.35, and
12.11 liters per minute (1.5, 2, 2.5, 3 and 3.2 gpm) were used
during the operation of the hizh power traveling wave resona-
tor. Nitrogen and sulfur hexafluoride were tested separately
and at different flow rates. Test results showing stable, 5600-kW
power levels were obtained in the X-band traveling wave re-
sonator by using this improved cooling design. The maximum
power level was limited only by the 20-kW source. It is ex-
pected that higher resonant power would be achieved if the
input power could be increased. The temperature in the flanges
was 53.3°C (128°F) at 600-kW of power with 2-gpm flow rate.
Temperature variations on the waveguide at 7.57 Ipm (2-gpm)
flow rate are reported here since this flow rate is common at
the DSN stations. Flange temperature as a function of resonant
power is shown in Figs. 3(a), 3(b).

No arcing was observed during high power testing when
either nitrogen or sulfur hexafluoride was used in the wave-
guide.
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An Evaluation of the Intel 2920 Digital
Signal Processir.g Integrated Circuit

J. Heller
Communications Systems Research Section

The Intel 2920 integrated circuit is a device for aigital signal processing. Consisting of
a digital-to-analog converter, accumulator, read-write memory and UV-erasable read-only
memory, the cwrcuit can convert an analog signal to a digital representation, perform
mathematical operations on the digital signal and subsequently convert the digital signal
0 an analog output. In addition to the 2920 circuit, Intel also offers development
software tailored for programming the 2920. This is a report of experiences with the

2920 circuit and its software.

l. Introduction

Intel’s 2920 digital signal processor is the first commercially
available integrated circuit which allows the user to implement
custom digital signal processing algorithms. (Two other cir-
cuits, American Microsystem’s S2811 and NEC's UPD7720 are
not available yet.) Unlike the 7720, Intel’s device performs
both analog-to-digital and digitai-to-analog conversion on the
chip. All the circuits are designed for the high-speed multipli-
cations and additions which are the basis of digital filtering
algorithms.

The 2920 is being evaluated for use as a low-pass filter. This
report describes the experiences obtained from the circuit
itself and the support software from Intel. Although the soft-
ware proved to be exceptional, the chip has drawbacks of a
serious nature which could limit its use.
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Il. 2920 Functional Description

The functional block diagram is reproduced in Fig. 1. The
chip can accept up to 4 analog signals at 1 to +2 volts peak
depending on an external reference voltage. These signals can
be multiplexed to a sample-and-hold circuit which, in conjunc-
tion with a digital-to-analog converter, can be configured,
under programmed control, to act as an analog-to-digital con-
verter with 8-bit precision plus a sign bit. The digital section of
the 2920 features a 40-word, 25-bit wide read/write memory
(RAM), and a shift register capable of shifting up to 13 bits to
the right or 2 bits to the left in a single instruction cycle. The
shifter is connected to one port of an arithmetic and logic unit
(ALU), while the other ALU input port receives data from the
RAM. The output of the ALU returns to the RAM. The ALU
features addition, subtraction, absolute value, *“exclusive or,”
“and,” “limit” and other operations. Individual bits can also



be tested, although not in the ALU. The digital-to-analog
converter used for the conversion of analog signals is also used
to convert the digital representation back to the analog form
for one of eight sample and hold circuits. The chip sections are
controlled by a program stored in an UV erasable read-only
memory (EPROM) which can accommodate 192 24-bit
instructions. All instructions take the same amount of time to
execute which, for the 2920-16, 1s 600 nsec.

ill. Programming Considerations

The 2920 program runs as an endless joop with no jumps
allowed. One instruction (EQP) can be used at the end of the
prograta to jump to the beginning it not all 192 EPROM
locations are needed. This instruction must be located at word
addresses divisible by 4 and must be followed by 3 NOPs,

In order to convert analog signals to digital values, an
instruction sequence consisting of a group of IN codes fol-
lowed by a CVT-NOP-NOP group for cach bit is required.
Thus, a 9:bit conversion requires 35 instructions. To output an
analog signal, approximately 7 NOPs are needed prior to the
OUT instructions to allow the digital-to-analog buffer ampli-
fier to settle. Seven OUT instructions are recommended in
order to ensure that the sample-and-hold circuit captures the
correct value.

Instructions can be executed on a conditional basis depend-
ing on the state of a specitied it in the DAR register. 1 the
instrucuon condition is not fulfilled, a NOP is executed
instead. During program segments in which the DAR is not
used, it 15 possible to execute IN or QUT instructions simulta-
neously with ALU instructions.

V. 2920 inadequacies

The 2920 circuit has a number of problems which can cause
difficulties of varying degrees. These include faulty instruc.
tions as well as gain and oftset errors. It should be noted that
the following comments apply to the 2920-i6 (600-nsec
instruction cycle time). The 400-nsec part (2920-10) is
unavailable.

Two instructions fail to work properly. The ABA instruc-
tion, which takes the ahsolute value of the contents of a
source register and then adds it to the contents of a destina-
tion register, does not execute correctly at 600 nsec. In order
to use this instruction, the clock rate must be reduced to
4 MHz or less; otherwise the instructior should be replaced by
the sequences ABS and ADD. The second faulty instruction,
EOP, is used as a jump from the end to the beginning ot the
program, a useful feature when not all 192 ROM locations are
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needed. The EOP instruction requires a pull-up resistor on
pin 21 where the pin is connected internally to an open drain
MOS transistor. The pin is also an input, presumably to a
MOS transistor gate, tor the reset tunction. Thus in order for
the EOP instruction to operat. properly. the voltage at pin 21
must go low at the proper time in order to reset the program
counter. At present, in addition to the pull-up resistor at
pin 21, a 15-pf capacitor must be connected between pin 21
and ground for the EOP instruction to work. According to
Intel, another open drain output at pin 22, OF, does not
operate properly. This pin goes low when the accumulator
overflows,

The 2920 is subject to analog complaints as well. Given a
reference voltage of +1.000 volts, the maximum analog cut-
put voltage is approximately $0.93 volts instead of %1 volt.
For a 2.V reference, the range is +1.8 V. The 2920 also suffers
from a large output offset error which varies with the signal
sign and magnitude. As an example, the offset error measured
for one 2920 output channel ranged from +13 mV at -09V
to -62mV at 0.0V to -77mV at +0.9 V. The results of an
experiment point to a nonlinearity in the sample-and-hold
buffers dnving the output pins. Whatever the cause, errors of
this size are serious in low-pass filter applications; hence a
number of fixes have been suggested.

With the first method an uncommitted output pin is con-
nected to an unused input. The desired output signal from the
DAR is first sent to the previously uncommitted output chan-
nel and then read-in to the DAR via the previousl unused
input channel. The difference between the new value in the
DAR and the original DAR contents 1s used as a correction -
the corrected value is then output to the appropriate channel.
The success of this method depends on how closely the
“uncomnutted” output channel matches the channel which
outputs the corrected signal.

Another scheme chops the signal by alternately multiplying
it by +1 then -1. The output 1s capacitively coupled to a
rectifier which detects the waveform envelope, followed by a
low-pass filter for smoothing out the sampling pulses. The
chopping can be accomplished by first loading the DAR with
the true digital signal representation and converting it to its
analog value. Then the same number is exclusive or’d with - 1,
loaded into the DAR and converted to its analog value. Both
signals are alternately output on the same channel.

3

A third method is based on “correction cun.” code
appended to the filter nrogram. The curve is determined
experimentally by programming the 2920 to act as a wire and
then applying accurately measured wnput voltages over the
range of operation and measuring tie output voltages. These
data can be used with the Intel-supplied signal processing

109

T e M TN, 5 K+ v TG

L M

L



compiler software to generate code which multiplies the digital
value by a correction factor prior to loading into the DAR for
output. This approach requires a substantial amount of read-
only memory for good accuracy.

A revision of the 2920 from the present “D step™ to an
“E step” version is planned by Intel for this summer. To what
extent the above problems will be solved remains to be seen.

V. Program Development: Hardware

The only necessary hardware for 2920 programming is an
EPROM programmer (and an ultraviolet light EPROM eraser).
However, in order to take advantage of the support software,
an Inte! Intellec Development System is required. The 2920
applications software is shippcd on both single and double
density floppy disc formats. Software modules are included
which utilize the floating-point hardware board option in the
Intellec: otherwise, software is used for these calculations. A
special PROM programming card and adapter socket are also
required for the Intellec PROM programmer.

VI. Program Development: Software

Three programs are used to develop code for the 2920: the
2920 signal processing applications software/compiler, a 2920
assembler and a simuiator. The applications software/compiler
program is the centerpiece of the 2920 software development
scheme. The use of the term “‘compiler” is appropriate as the
program enables the engineer to examine and specify filters
with familiar design terminology which the compiler in turn
converts into 2920 assembly code.

The compiler provides the user with three planes. s, Ts, and
z. and the commands for creating, moving and dele’ing poles
and zeros on these planes. The s plane s used to characterize
any circuitry preceding the 2920 in the signal path. This is a
particularly usetul feature for modehng anti-aliasing filters.
Poles and zeros are also placed in the /5 and 2 planes, and it s
these values which are used to represent the 2920 digital filter.
The Ts plane 1s provided for designers who prefer a samphing
plane that corresponds more closely to the s plane than the -
plane does. Prnior to code generation, the poles and zeros
placed on the T plane are mapped to the z plane using the
o sform e@2m TSy where T is the sampling peniod and
s(x + 1 are the pole/zero coordinates on the I's plane. Readers
may recognize this mappiing as the “matched z transform.”
Finally, since the 2920 uses sample-and-hold circusts on the
analog outputs, 1t is pussible to model this effect as well by
using the HOLD ON command.

The usefulness of the compiler is apparent after the poles
and zeros tor the signal path have been speaified, tor thenat s
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possible to graph, with simple commands, gain and phase as
functions of frequency. In addition, the step and impulse
responses of the filter can be displayed. After a suitable
pole/zero consteilation is determined, the compiler is used to
generate the 2920 assembly code. It is also possible to gener-
ate code for implementing operations such as limiting or
rectification.

Another powerful capability of the compiler is the macro
feature. A macro is a compiler directive which executes
sequences of compiler commands upon invocation of the
macro name. Macros are utilized where repetitive sections of
code are required or for designing a family of filters, where the
structure is the same but parameters such as cutoff frequency
and ripple vary. The compiler comes with a number of macros
including ones for generating Butterworth and Chebyshev fil-
ters. The user can also write and save new ones.

Another helpful aid is an arithmetic interpreter which
allows the user to enter a Fortran-like mathematical expression
for evaluation. An extremely valuable option is the ability of
the compiler to create a file which contains 4 record of all
subsequent compiler commands and responses. This is an aid
for reviewing previous design sessions.,

The compiler has some drawbacks which the user should be
aware of. First, the matched = transtorm which is used to map
from the Ts to = plane can give incorrect results (¢.g., when the
zeros n the 75 plane have center frequencies greater than half
the sampling frequency (Ref. 1)). Another difficulty occurs
when the compiler generates 2920 assembly code. The code
for each pole and/or zero is produced independently of the
previous poles and zeros; hence it is necessary to use equiva-
lence statements such as QUTP1 EQU INPZ. to link the
output variable of a pole o1 zero to the input variable for the
next pole or zero. A similar procedure is required for connect-
ing the analog mput and output routines to the rest of the
filter code. Finally, the gain calculation occasionally suffered
from overflow.

The 2920 assembler is an easy-to-use program that can be
nvoked, along with options, with a single command. The
assembler termunates after the creation of an object file sun
able for loading into the 2920 EPROM and a list file showiny
the original assembly code and its address assignment in th.
2920. An important debug option is available which, when
used m conjunction with the simulator (see below) enables the
designer to reference 2920 memory locations with the same
symbolic names as specified in the assembly code provided the
names are preceded by “RAM.” or “ROM.” ROM instructions
can be altered using symbolic code also.
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The 2920 simulator is the other significant piece of soft-
ware that Intel provides. Using as input the object code gener-
ated by the assembler, the simulator interprets the 2920 code
instruction by instruction. It is similar in operation to software
debuggers as it provides a breakpoint, a bieakpoint qualifier
(i.e., those conditions which must be met at, and prior to, the
breakpoint), and a trace feature which saves the values of
selected analog inputs and outputs as well as the contents of
2920 memory locations as a function of time or iteration
number. Also the simulation can be halted so that chosen
memory location-, etc., may be displayed. The stmulator also
provides a “‘calculator” feature similar to the compiler; how-
ever, 1t does not accept numbers n scientific format (e.g.,
4.2E5). unlike the compiler version, an omission which 1s quite
annoying.

[t is recommended that the simulator be used in conjunc-
tion with a floating point hardware board in order to speed up
calculations. Another time-wasting operation is the ssmulation
of input and output conversion codes. Thus, in order to reduce
execution time 1t is worth the bother to create a “streamlined”
version of the assembly code tor submittal to the suaulator.
Even this will not be satisfactory for ssmulations which must
evaluate the 2920 over minutes, not just seconds. One simula-
tion carnted out dunng the course of the project required 4
days to generate 15 minutes worth of data. Users should also
be aware that the RAM locattons in the simulator representing
the 2920 RAM are not cleated prior to execution of the
simulation. It appears, however, that the 2920 circuit RAM is
not cleared and indeed has random values on power-up, so this
is perhaps a “realistic™ (1f unwitting) simulation. The simulator
allows users to imtialize RAM locations it desired.

The simulator’s analog output values include an added
offset error representing the error mcurred by conversion of
the two’s complement digital representation to a sign magni-
tude format in the 2920 D-to-A converter. As the offset errors
seen on actual 2920 devices are large, the simulator offset
error 1s neghgible.

One other inconvenience s that the simulator must be
informed of the time required to execute one complete pass of
the code. It would be desirable to specify the execution time
for a single instruction instead and let the simulator figure out
the rest. Nevertheless, the simulator along with the compiler
and assembler are indispensible foi the development of 2920
code in a reasonable amount ot time.

All the software operated flawlessly. None of the programs
entered states from which there was no return. Some of the
terminology could have been coordinated better. One LOADs
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a file in the simulator but INCLUDE: a file in the compiler,
for example, and the “calculator” feature was not identical in
both the simulator and compiler. Nevertheless, these are small
gripes about smooth-operating software. The compiler and
simulator have HELP commands which provide the user with
explanations about program commands. These were not found
to be useful.

Vil. Software Documentation

Three manuals accompanied the software — one each for
the assembler, compiler and simulator. There is very little
overlap of information.

The 2920 Assembly Language Manual (Intel No. 9800987-
01) discusses the 2920 functional elements, instructions and
assembly language symbols and format. One chapter describes
design techniques including multiplication and division meth-
ods. The bit patterns of the 2920 instructions are presented
in an appendix. Two other appendices are devoted to carry
and overflow and two’s complement data handling considera-
tions. This information is important and is not repeated
clsewhere.

The 2920 Signal Processing Applications Software/
Compiler User’'s Guide (No. 121529-003, Rev. B) is the least
accessible of the three manuals. The guide does not give a
satisfying overview of the design approach - instead, a
“sample session” of 19 pages is presented for the reader to
glean whatever information he can. Most of the manual is
devoted to compiler command definitions, which are not
always clear. Listings are inciuded for the macros which have
been supplicd with the compiler. Some of the more useful data
are in the appendices under “Notes and Cautions,” “*Design of
Complex Digital Filters Used i the 2920, and “Formulas
Used by the SPAS20 Compiler.” In short, it is more of a
reference manual than a user’s guide.

On the other hand, the *2920 Simulator User's Guide™
(No. 9500988-02 Rev. B) is easier to assimilate due, in part, to
its brevity. The commands are not involved so the user can get
started quickly.

A fourth document is necessary for programming the 2920:
“Universal PROM Programmer User’s Manual™ (No. 98008 19-
01). Sections 5-33 through $-38 are devoted to programming
the 2920 FPROM. Although somewhat understandable. an
example showing the required commands would be of great
value if only as a timesaver. To summarize, users will find it
necessary to famiharize themselves with all three software
manuals.
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Vill. Other Documentation

Intel publishes two other pieces of literature which are
worth reading. The **2920 Analog Signal Processor Design
Handbook™ 1s a nonmathematical tutorial in digital signal
processing followed by a discussion of the 2920 architecture.
Subsequent chapters deal with realizing arithmetic functions
(stmular to the discussion in the assembly language manual),
oscillators and nonlinear functions, different filter types,
implementation techniques, etc. Design examples are shown
including one section on breadboarding. A weak chapter on
the software support programs (1.€.. compiler, simulator, etc.)
is inciuded. For designers who are considenng the 2920 as a
filter candidate and need a detailed discussion of the 2920,
this book is the recommended one.

The final document which shou:d be consulted is the
*2920-16 Signal Processor™ data sheet (October 1980, marked

“Preliminary”). Unlike the earlier data sheet *“2920-10”
(which mcidentally refers to a 10-MH7z 2920 not mentioned on
the newer sheet) this paper provides specifications on the
analog performance of the device. although no mention is
made of the inadequacies cited in Section [V above. The
document presents the only good discussion of wnput and
output code-timing requirements.

IX. Conclusion

The concepts embodied by the 2920 device represent a
formidable tool for realizing compact digital filters. The soft-
ware support is excellent. However, new users should be cogni-
zant of 2920 device problems.

Reference

1. Rabiner, L., and Gold, B., Theory and Apptucation of Digital Signal Processing, New
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High-Power Transmitter Automation — Part Il

M. A. Gregg
Radio Frequency and Microwave Subsystems Section

This report describes the current status of the transmuster automation development.
The wrk being done is arnlicable to all transmitters in the Deep Space Network. New
interface and software designs are described which improve reliability and reduce the time
required for subsvstem turn-on and klvstron saturation.

I. Introduction

The benefits of transmutter automation are the reduction of
hfe cycle costs and increased availability. Life cycle costs will
be reduced not only by the requirement for fewer operators,
but also by more etfective preventive maintenance through
mcreased and more accurate reporting of cntical subsystem
parameters. Increased avaiability will be provided by elimunat-
ing the need for operations personnel on evening and weekend
shfts. Automatic tault diagnosis and programmed recovery
procedures will also increase avalability.

The development work currently being done for the DSS 13
100-hW S-band transmitter 1s apphicable to all other known or
planned transnutters i the Deep Space Net (DSN) including
the X-band uphnk development at DSS 13. The difference in
operationa! parameters of the vanous transmitters s provaded
tor by inciuding a configuration table installed on an individ-
usl PROM (programmable read-only memory) for each
Klystron (or multiple klvstrons) at an individual station. Since
each kiystron has its own table, a change of Klystron due to
tatlure, repair, or replacement requires only a single PROM
programmed and delivered to the statton with the klystron,
Thus will allow the PROM to be mstalled directly at the Ny-
stron in the tuture. The configuration table (shown in Fig. 1}
was discussed in Ref 1.

14

Il. History

Prior history was discussed in Ref. 1. Current equmpment
used includes the latest multibus microprocessors (1CS-80)
using an 80/204 CPU with 9 k-bytes of RAM, 24 digital
output lines, and a PKOM card for program storage. Communi-
cattion 15 provided by a SBC-534 module with tour RS-232C
ports. A SBC-519 mput-output card provides for 72 digital
input signals. A 32-channel differential input multiplexer and
analog-to-digital converter 1s used for analog inputs (only 16
channels are used in the transmitter at this »me). This con-
troller 18 located in the Local Control Console (LCC). with a
second controlier (without the interfaces) located at the con.
trol room 1n the Remote Control Console (RCC), where this
controller acts solely as a commumecations buffer for the
15-hine standard interface to the Station Controller.

ill. New Hardware

The new controller :s based on the Intel Industnal Control
Series (1CS), changing only the package design from an ICS-80
chassis to an ISBC 660 chassis, which sull uses the standard
ISBC 640 power supply. The interface modules have been
changed trom the Intel ICS 910 and 920, to a common
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distributed plug-in type inodule having a higher driving capa-
bility. T'he interface between the transmitter controllers is a
serial interface (RS-232C) through short haul modems as
shown in the block diagram of the transmitter controller
tFig. 2).

The automation of the heat exchangers is complete and
operational, with the louvers thermostatically controlled upon
demand of the system. The heat exchanger at DSS 13 is in
three bays and has a separate set of louvers for each bay (see
Fig. 3). As the system power increases, the heat exchanger
automatically adds more cooling capability to the heat
exchanger by opening another set of louvers and turning on
another cooling fan.

IV. Software

The software coniorms to the top-down structured method-
ology, using 100% PL/M. The communications is being investi-
gated with regard to the use of an RMX-80 interrupt system,

which may speed up the communications a.d aliow better
access to the program through the CRT. A compusite top-level
flow chart is shown in Fig. 4. The programs are separated into
three parts consisting of the RMX, XMTR, and COMM pro-
grams. The RMX program resides in PROMs on the 'PU board
and provides the communications and control of the prioritiss
of the individual tasks. The XMTR program is the operating
program of the system and operates the transnutter and verifies
the operating parameters. The COMM program resides in
PROMs on a CPU board aid provides the communications
between the main controller and the remote controller.

V. Preaent Status

Testing of the controller with the transmitter simulator s
presently being conducted in order to improve the operating
system and add engineering changes into the programs. Also
being added are system calibrations, using new temperature
sensors and water flow devices.

Reference

1. Goshne, R., “High-Power Transmitter Autonation.” in The TDA Progress Report
42-57. March and April 1980, pp. 7181, Jet Propulsion Laboratory, Pasadena, Calit
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A Multiple Access Communication Network
Based on Adaptive Arrays

S. Zohar

Communications Systems Research Section

We consider here a single-frequency communication system consisting of K possibly
moving users distributed in space simultaneously communicating with a central station
equipped with a computationally adapted arrav of n 2 K antennas. Such a configuration
could result if K spacecraft were to be simultaneously tracked by a single DSN complex
consisting of ar. n antennas array The array employs K sets of n weights to segregate the
signals received from the K users. The weights are determined by direct computation
based on known position information of the K users. Currently known techniques require
(for n=K) about (4/3)K* computer “operations” (multiply and add) to perform such
computations. We develop here an improved technique that accomplishes this same goal
in 8 K3 operations, vielding a reduction by a factor of K /6.

I. Introduction

Consider a narrow-band communication system consisting
of a central station trying to simultaneously receive signals
from K spatially distinct users sharing the same frequency.
Assume, further, that the continuously varying geometry of
the network (positions of the users relative to the central
station) is known to the central station. A reasonable approach
to such a muitiple access system may be based on equipping
the central station with an n-element antenna array where!

n2k, (1)

and providing this array with K processors. each of whuch
treats one specific signal <nirce as the desired signal and the

"When n <~ A we do not have enough degrees of freedom to accom-
modate all K users (see Ref. 4). In this preliminary analysis it is
reasonable to assume 1 = K. However, there are indications that a
somewhat larger 7 would decrease the incidence of momentary patho-
logical geometrnic contigurations of the network (see Appendix). With
this in mind, we preserve the distinction between # and K throughout
this paper.
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remaining (K-1) sources as jammers. The kth processor wouid
thus enhance the message of source k while attenuating all
other sources (see Fig. 1).

The actual implementation of such a processor involves
multiplying the output of each array element by a complex
weight and summing these weighted outputs to deliver the
processor’s output. The crucial task here is the determination
of the nK weights (n weights for each one of the K proces-
sors). The equations yielding these weights as functions of the
system’s parameters have been known for quite some time
(Refs. 1.2) and have been widely applied in the field of
adaptive arrays. Here we propose to proceed differently and
apply these equations to solve for the weights directly. Let us
elaborate: An adaptive array usually operates under the prem-
ise that the locations of the various transmitters are unknown
to its processor. Its operation may be visualized as consisting,
in principle, of two distinct parts:

(1) Extracting from the received signals the unknown
parameters pertaining to the geometry of the network
(using cross-correlators).
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(2) Using this information to set up and solve (iteratively)
the eigenvalue equation yielding the optimal weights.

In our case, the first step is superfluous since the network
geometry is assumed known at any instant of time. Further-
more, it is well known (Refs. 1, 2) that the eigenvalue equa-
tion for the weight of each processor is a particularly simple
one which reduces to a set of n linear equations (with complex
coefficients). It can be shown that a straightforward applica-
tion of these equations to our problem yields the Kn weights
with an investment of (4/3)Kn3 > (4/3)K? computer “opera-
tions.” (A computer “operation” is defined here as one real
addition plus one real multiplication.)

Now, it should be borne in mind that the feasibility and
ultimate limitation of the scheme proposed here depend on
the speed with which these computations can be carried out.
Assume that we have the pruper weights for a given geometri-
cal configuration of sources. As time gces on, the sources
move, leading to a different configuration requiring a new set
of weights. The obvious speed constraint requires that the time
taken to compute a new set of weights should be shorter than
the time it takes the system geometry to change to such an
extent that the older weights lead to unacceptable reductions
in the SNR's.

The tact that the computational load increases with the 4th
power of the number of members in the network imposes a
severe constraint on the network size that can be accom-
inodated with this approach. Our main pui pose here is to show
that by utilizing a recent analysis of adaptive arrays (Ref. 4)
we get a computational load that increases only as the 3rd
power of K. More specifically, the new scheme proposed here
reduces the number of computations by the factor K/6.

It should be pointed out that the value K/6 is arrived at
under the constraint K >> 1. Thus, the seeming implication
that tor K <6 the new scheme is inferior to the old one is
false. s a matter of fact, the new scheme requires fewer
operations in all cases. saving at least (4/3Wn? (1 - K3/n?)
operations each time we compute the weights. For n = K| this
1 a saving of (4/3)K4 {1 - 1/K) operations.

The weights are derived herc in the context of a one-way
communication network  from the outlying members to the
central station. Thus, the array operates as a receiving antenna.
It should be pointed out. though that there are well-known
techniques whereby the ieception-mode weights can be uti-
lized to generate the same directivity pattern in a transmission
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mode. Thus the inethod proposed here is applicable to a
two-way communication system.

It should be apparent that a communication network of the
type considered here will require a number of detailed studies
before it materializes as an operational deployed system. Qur
objective here is a limited one. namely, the development of the
new method of weights determination which makes such a
system feasible for a network of rvasonable size.

il. Formulation of the Problem

As our development here is based on the formulation devel-
oped in Ref. 4, we start with an introduction of the notation
and formalism used there. The reader interested in the under-
lying derivations should consult Ref. 4.

Let the array consist of n antennas and let G,(p) be the
voltage antenna pattern of element r of the array, where pis a
unit position vector. (Throughout this article, barred .ariables
and bold face variables represent vectors.) We assume that the
receivers fed by each antenna have ilentical thermal noise
characteristics and denote by o? the thermal noise power
referred to the terminals of each antenna,

To prescribe the geometry of the array and the network, we
choose an arbitrary reference point in the array and use it as
the origin for two sets of position vectors I, {bk}f;, ,
where g, is the position vector of the rth array clement divided
by the wavelength, and g, is the unit vector pointing to source
k (see Fig. 2). To complete the description of the network, we
assume now a hypothetical isotropic antenna located at the
array’s reference point and use it to define the incident powers
of the network sources. Speafically. we denote by ¥} the
power delivered from source k to the termunals of the refer.
ence antenna (}, is real positive). We see then that the overall
system is prescribed in terms of the following parameters

6@, JBf o
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As shown in Ref. 4, the analysis of the system is most
conveniently handled in terms of entities derived from these
parameters, namely. a set of complex, normalized vectors
{u,‘}f , in an abstract ndimensional space the excitation
vectors, and a set of scalars{e*}‘,f, 1 » the power parameters.
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Let {g,{7-, be an orthonormal basis in the n-dimensional
space; that is,?

g 8 =8, (ji=12....n )
and let
n
v = Y, V8 (1<k<K) 3
r-t
where
_ Cox L JINB, B, ,
Vo, =V, G B)e (1S<k<K;1<r<n)
(4

is the voltage at the terminals of the rth antenna due to source
k. The ¢, power parameters are defined as

a?

¢ = —— (%)
v, 12

u, is a normalized version of v, ; that is,

u, = *l;;-' (6)
More explicitly, this means
n
u, = Z u,,8, (N
r=1
with
Ve,
ukr - “(T vkr (8)

Finally, we find that we have to deal with all possible scalar
products of the u, -vectors. Hence the notation

‘u (9

Consider now the kth processor and let 7, be its output
SNR defined as follows:

Yrhe asterisk (*) denotes complex conjugation. In handling vectors
over the field of complex numbers, we adopt the approach of Morse
and Feshbach (Ref. §}. A short summary is given in Appendix A of
Ref. 4.
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[power of signal from source k] (10)
{thermal noise power]
+
{power of signals from other (K-1)sources]

The basic task facing us is the determination of the optimal
weights in each of the K processors, that is, the weights that
maximize the v, ’s. Here, we aZopt a more meaningful design
parameter, namely,

(1)

x
I
4)} <2
x »

where 7, is the “available SNR” (Ref. 4) of processor k, that
is, the maximal 7y, achieved when all other sources are
removed. We refer to », as the normalized SNR. Obviously,

o<y, <1 (12)

and the combination of weights that maximizes v, will also
maximize v, .

Let w,, be the optimal weight multip’_ing the output of
the rth antenna in the kth processor. We define now the
optimal weights-vector for the kth processor

n
w, = 2 owhg  USK<SK) (13
r=1

It is shown in Ref. 4 that these vectors lie in the subspace
spanined by the set Ju,}},. Therefore, we are at liberty to
adopt the following alternative representation for w, :

?
w,= Y wu (14)

—

where 7is the rank of the {u k}ﬁ -y set; that is, 7 is the size of its
largest subset which is linearly independent. (In (14) it is
implied that the sources are numbered in such a way that the
rank of;u,‘!; o IsT)

It turns out that the value of 7 has far-reaching implications
for the system’s performance. We examine these in the Appen-
dix and proceed here under the assumption (shown there to be
reasonable)

r=K (15



so that

K
w, = E W, v, (16)

r-t

In adopting the (16) representation we are transforming the
weights problem into that of finding the coefficients w,,. It
turns out that this simple change of representation is the
crucial step which ultimately leads to the significant speed
advantage mentioned in Section 1. The underlying, more fun-
damental reason for the emergence of a different algorithm
{which, fortunately, happens to be more efficient) is that, in
adopting the (16) representation, we are led to a different set
of equations involving the w,,’s. This is explained more fully
at the end of Section II1.

iil. The Weights Equation

We have shown in Ref. 4 that when the desired signal is
source number 1, the optimal w, ;’s are given by?

A
2om v s e, =0 =1 (17
7-1

A
dm ores o, =0 Ci<K) (1R)
j

Equations (17). (18) form a homogeneous set of equations for
the w,,'s. We now combine and reformulate them as the
following nonhomogeneous set:

A
Z(m‘.,*f, 6,.,)w” =8, tedw, {1l <i<Kk)
" (19)

The generalization of (19) to the “’M“ of the kth processor 1s
trivial, namelv,

A
+

z: (m” 3 6,,)‘"“

[N

-‘-Bu(vk+ck)wu G k=12....K) (20)

Y These follow directly trom (4.18)44.22) ot Ref. 4 when we recall that
we proceed here under the assumption 7 = &',

N L

Now, since the {wk ,}f.:, set is a solution of a homogeneous set
of equations, we may impose for each k the arbitrary condi-
tion?

W, te)w,, =1 (1<k<K) (20
thus, getting:
x
Yoom ted dw, =5, (IKIKK)  (22)
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Let us denote by M the K X A matrix whose (i, /) element is

M, =m+ €8, (PR}

Equation (22) now reads

X
Z M, w,, =8, (29)
11
But this implies that
= 1
Wy T M ),.k (25)

In other words, the w-weights of processor k are just the kth
column of A" Inverting M will thus yield all the Wy,'s.

The validity of (21) (see footnute 4) can now be verified.
From (6), (9) we infer that

m, = 1 (26)

Hence (23, A-2). |M] is closely approximated by the Gramian
(Ref. 6) of {u‘}'k‘ \» Which is nonzero since 7 = K. This means
that a solution of (20) exists only if w,, + 0.

An incidental result of the obiained solution is simple
formulae tor the SNR’s realized by the optimal weights. From
(21) we get

b= @7

tquivalently (see 11, A-1),

=,,i5_- | (28)
T Wi )

“There is an imphed assumption here that w,, # 0. This s justified
later on

21
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Having solved for the «w,;’s, we now have to find the
corresponding physical weights {w,.,}. This follows in a straight-
forward manner from the two representations of w, (13, 16).
Starting with (13), we find that

n n
. _ K3 . - . — .
W, CR = z w, 8, g; = Z w8, = wy, (29)
r

r-4

But (16). (17) yield

A
WY, -g,'= Zwuui'g,

[ ]
A n A
.
= Z Wy 4,88 7 Z Wy 4, (30)
[ S | i1

2]

A
W, = QL w u (ISASKIIS <m) (31
11
Let us now regard wy, as the (A, /) element of a A X n
matrix W. Sinularly, let «,, be the (1. 7) element of a A X »n

matrix {7, Recalling now that w,, =« the (/, k) element of the
matrix M-, we conclude that (31) 1s equivalent to®

W= U =M (32)
But M is hermitian.® Hence

w=M'U" (KR}
or equivalently,
Mw = 1" (34)

This i our main result. We already know that (34) is much
more etficient than tne result based on the direct approach.
But the o, 's do not appear in (34) and if we recall defimtions
(W), (23), we conclude that both approaches yield equations
relating w, }tope, | What 1s the ditference then between these

Lo
“The svmbol ~ indicates transposition
*Hom 23,

v ‘e 8 w8
= = .
( )" m" AL o Y

.
. te & =m 4 8 - M
Uty ety i Yty
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two sets of equations involving the same entities? An examina-
tion reveals a very simple answer: The kth equation of the
direct approach set involves the weights of ali antenna ele-
ments in the kth processor, {wk,‘le. The rth equation of the
indirect approach involves all the weights in all the processors
connected to the rth antenna element, {w, X ..

IV. Operations Count

We propose now to solve (34) by the LU decomposition
method (Ref. 3). Specifically. we express the matrix M as

M= (3%)

where #'is a K X K lower triangular matrix with units along
the diagonal and #7 is a K X K upper triangular matrix. This
decomposition requires (4/3)K? operations” and transforms
(34) into

duw = U (36)

Denoting
W = X, a7

we obtain
Y = U (38)

The solution now is quite simple: Starting with (38), we solve
for Y. Since ¥’ is lower triangular, this solution is trivial
requiring 2K 2n operations. Having done that, we substitute X
in (37), getting W trivially with an additional investment of
2K 2n operations.

In addition to the above operations, we have to consider
the extra ~omputations required to transform the physical
parameters into those of (34) Since the operations count for
the solution of (34) involves 3rd urder terms (A3, K2n), we
may gnore  computations leading to lower order terms.
Strictly speaking. this leaves us with only the 2K operations

“Here and subsequently, the operations counts are actually multi-
nomiah e A, 7 Sinee i watems of anterest 7 > A > 1, we
approvmate each multinonnal by ity haghest order term. Note also
that multiptving two comples numbers and adding theu product to
another complex nuiber, requires 4 operations.

o Sy
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required to computc{mii}from;u X ,}.8 However, the computa-
tion of the u, ’s themselves requires Kn polar-cartesian conver-
sions.” Taking a conservative attitude, we allot (2/3)K?/n
operations per conversion, getting a grand total of 2K3(1+3
n/K) operations per set of weights. For n = K, this reduces to
8K3 operations.

Let us compare these results to the direct method. It can be
shown that, in this case, we have to perform 1U decomposi-
tion on K different nth order complex matrices. Hence we
have here an investment of (4/3)Kn? operations. The remain-
ing computations have 3rd order computation counts which,
however, are larger than the corresponding terms in the new
scheme. Therefore, the number of operations saved in the new
scheme is greater than

2
-‘-‘-l\'n:’—-‘ll(3 -‘-il\’n3 1--K—
3 3 3 n?

For n = K this reduces to a saving of at least (4/3)K* (1 - 1/K)
operations. Alternatively, for K >> 1, the ratio of the num-
ber of operations in the two scheme is

4 end '7(_"_3
B R V'
~3r3 ‘;i ' _’!_
K (l+-K) 3(“31()

ia favor of the new scheme. For n = K, this reduces to K/6.

V. Parallel Computation

Given the available hardware and the number of vperations
as computed in the last section., we can easily get the fre-
quency of possible updates for 4 single arithmetic unit per-
forming all computations serially. 1t it turns out that knowl-
edge of the velocity vectors of the network members can yield
sufficiently accurate short-term predictions of their position
vectors, then pipelining can be employed to increase the fre-
quency of updates and/or increase the network size. Let us
examine the possibilities here. For n = K, the RX'3 operations

a“‘c assume al' array clements to be identical and aligned so that
G AR, ) i (4) 1 replaced by Gy ) leading to only A pattern computa-
tions. Quite complen pattern formulae would thus have a neglyuble
eftect on the opergtions count.

v .
uy s mtally computed in g polar torm according to (8), (4) and then
converted to cartestan torm tor the subsequent computations

are divided roughly equally among four tasks which can be
pipelined as follows:

(1) Computing M.
(2) LU decomposition of M.
(3) Solving for X.

(4, S~lving for W.

We assign one arithmetic unit (AU) to each one of these
four tasks and allot them the time required to perform 2K3
operations. This is the correct value for tasks 1. 3, 4 if we
assign to task 1 an additional special-purpose chip for the K2
polar<artesian conversions.'0 It is longer than needed for
task 2 ((4/3)K? operations) so we have the option of using
here a slower (and cheaper) AU.

With this scheme, we could update every 2K 3 operations. It
is important to remember, though, that the m,'s computed in
task 1 should not be based on the current 5,’s but rather on
the 5,’s predicted to hold when the corresponding W comes
out at the end of task 4. Thus, our prediction has to be good 4
pipelining cycles ahead.

It should be pointed out that tasks 3, 4 allow n-fold
paralleling. If other parts of the system call for a slow micro-
processor allotted to each antenna,!' then these n micro-
processors could perform tasks 3 and 4 as an additional duty.
To see this, consider equation (38): X, U * are K X n matrices.
The microprocessor of the rth antenna can solve for the rth
column of X in K2 operations and, having done that, proceed
to equation (37) and solve for the rth column of W in another
K? operations. Thus, in 2K'? operations this microprocessor
will have obtained all the weights needed by the rth anterna.
During that time, the fast processors assigned to tasks I, 2
perform about 2K3 operations. We see, therefore, that the
antenna micropiocessor may be quite slow and yet keep up
with the pipelining rhythm and its other tasks,

Neediess to say, there is still much to be studied and
analyzed prior tu embarking on the design of a multiple access
system of the type described here. We believe, though, that
sufficient merit and promise have been demonstrated here to
warrant such further studies.

10 These can be carred out in parallel with the mamn ettort of task |
computing zm”‘

My example, to digitally set the weights multiplying its output.
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Appendix A
Pathological Excitation-Vectors Configurations

The dimensionality of the u, vectors is n, whereas their
number is K < n. This implies that if we were to select the u,
vectors at random, they would most likely be linearly indepen-
dent and thus display 7 = K. However, in a constantly varying
geometrical configuration of sources. it is reasonable to expect
from time to time shortlived pathological configurations
which have 7< K. We refer to such configurations as rank-
deficient. A simple, obvious example is a configuration i,
which the angular separation of two users (indexeu i,/
becomes small so that g, = g, and hence u, = u,. Needless to
say, there are many situations where the cause of rank-
deficiency is not so obvious.

The eftect of rank-deficiency on the system is two-fold:

(a) The system will fail to provide adequate services to
some users. Obviously, if we go to the extreme of
b, =5, in the above example. no choice of weights
could distinguish between users i and J.

(b) The whole system could collapse if we are not aware of
the rank-deficiency and are thus led to illvonditioned
equations for the weights.

Let us consider (a) first: It is easy to show (Rer. 4) that 7,
the “available SNR™ of processor k, is given by

~ _ !
7 ‘. (A-1)
Theretore. in the system design we must make sure that
€, << (1 €k <KX) (A-D)

But, under these conditions, we can mvoke theroem (8.15) of
Ref. 4, which may be rephrased to state that af u, of the
desired source 1s expressible as a linear combination of the u,’s
of the other sources, then », << I. Now, if the rank of
{udt , 87 A, then atleast(K  7) of the u,'s fall into this
category. Therefore, even if we succeed in obtaining error-free
values tor the weights, the relevant (A - F) processors will stll
perform very pootly, delivening vy, <<7, (11). In other
words, (A - 7) of the hnks will be non-serviceabl:. But this
does not mean that the other 7 links will provide satisfactory
service. One could certainly concetve of a rank-deficient vector
set in which each and every member of the set 1s expressible as
a linear combination of the other members of the set. All we
can say here is that {A - P s a lower bound on the number of
maltunctioning links.

We turn now to (b). First, let us point out that given 7 and
given a specific set of 7 linearly independent vectors!? , we can
certainly modify our formulation so as to avoid the singular-
ity. We present here a brief sketch of this approach based on
the developments in Ref. 4: Equation (34) is still valid but A
is now an 7 X 7 matrix with

M” =m, te (8" + ‘?.,) (A-3)
where!?
A a, m
Yy 1 F<k)
~ RS €
q, = (A-4)
0 (7 =K)
and a, is defined by
I
u, = Z a, u (F<s<K) (A-S)
t 1
Finally, (21; .s replaced by
Wt ) (@, 8w, =1 (I<k<P)
;-1
(A-6)

Equation (34) will now yield the Jg,| components “fiwkﬁ .

As we have indicated betore, the (A - 7) processors P+ 1,
F+2,....K will yield unacceptably low SNR's so there 1s no
need to conipute {wkﬂ\;-;,, and we see that (34) yields the
complete solution.

Though this approach 15 mathematically sound, it does raise
serous guestions concerning the extra cost of determining 7
and selecting a corresponding set of linearly indepen  atu,’s.
We have not looked into this in detail but, assuming the cost is
prohibitive, we propose here an alternative line of attack basc
on a combnation of three partial “fixes™ one for a special
but rather important circumstance and the other two of more
general applicability.

12
We assume tor conventence that they are numbered 1, 2, .

n 3" 15 a trvial moditication ot g, o Ret 4



The special circumstance we consider is that of &, =i,
(1#7). This covers the example cited earlier but is more
general since the functional dependence of w, on p, is such that
widely different p,’s may yield identical u,'s. Our strategy here
is tu forego hinks i, j altogether but combine their effect on the
rest of the system in a single vector (say) u, and a modified ¢,
to account for the combined power of both sources. Obvi-
ously, 1f the original rank deficiency was due to u, = u, then
removal of u, would rectify the situation.

The implementation of such a scheme is quite simple and
straightforward: In computing the m, s for the M matrix, we
set a gate to “sound the alarm™ whenever |1 - m, |2 falls below
a certain smatl tolerance. The reaction to this “alarm™ is
simple too- Eliminate (say) u, and replace ¢, by €; where

4
¥ Recall that mj, 15 comple x

g G > 102 prm—

’
[
i

i
+ P (A-7)

4
€ €

Note that thiz same algorithm is applicable to any number of
colinear u,’s. ;
The other two “fixes™ are:
(1) Increase the difference (n - K). This increases the
dimensionality of each u, and thereby decreases the

likelihood of 7 < K.

(2) Devise a network protocol geared to overcome the
effects of short-tern fading.

Obwiously, these are just outlines and the whole subject merits
further study.
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The Effect of Noisy Carrier Reference on
Telemetry with Baseband Arraying

D. Divsalar, D. Hansen, and J. H. Yuen
Telecommunications Systerns Section

Antenna arraying is coherently adding individually received signals from different
receiving stations to improve telemetry performance. The array configuration of the
current DSN Nerwork Consolidation Project (NCP) will consist of a c4-meter station and
three 34-mcter stations.

This article examines the effect of noisy carrier reference on telemetry link perfor-
mance in . us NCP configuration when individually received signals are combined at
baseband. This imperfect carrier reference causes a degradation in detection performance
in coherent communication systems. A measure of this deg.adation is the radio loss,
which is the amount of increase in data signal-to-noise ratio (SNR) per bit required to
achieve the same bit error ratc when carrier reference is perfect. Performance analvsis and
numerical results are obtained for the Voyager high raie telemetry link with naximum
likelihood convoiutional decoding.

The arraving of antennas provides not only improved performance due to an increase
in effective entenna aperture, but also a decrease in radio loss with respect to a single
antenna. This telemetry link performance improvement s a function of the carrier loop
SNR and data bit error rate. When the carrier loop .- R’s are low. it provides a significant
improvement in the telemetry link performance since the decrease in radio loss with

respect to a single station is substantial.

I. Introduction

Antenna ar.aying is a technique for coherently adding the
1eceived signals from different stations in order to achieve
improved downlink telemetry performance. Previous articles in
the DSN Progress Report (Refs. 1 and 2) discuss the use of
arraying. Wilck talked about the baseband combiner used to
array the signals from DSS’s 12, 13 and {4 for Mariner 10.
Arraying provided a 0.8-dB gain in telemetry signal-to-noise
ratio. Brockman discussed carrier arraying for improved track-
ing capabilit;, .

In this report we consider baseband arraying of V stations.
Results are applied to ar array consisting of a 64-meter station
and three 34-meter stations, which is the current DSN NCP
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configuration. Radio loss for a high rate telemetry link is
analyzed when baseband arraying is used to add the signals. In
this analysis we have assumed that the subcarrier tracking and
symbol synchronization are perfect. It is also assumed that
there is no carrier arraying. Numerical results are obtained for
the Voyager high rate telemetry link with maximum likelihood
decoding. Performance analysis shows that the bit error rate is
less sensitive to the noisy carrier phase reference when Lase-
band arraying is employed than when a single station is used.

Il. System Model and Performance

A system for baseband arraying of V stations is depicted in
Fig. 1. Consider the case where the telenictry signal is an RF
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carrier that is phase-modulated by a squarewave subcarrier (Sin
W, 1) at o peak modulation index @. The subcarrier is bi-phase
modulated with a bmary data stream D(r). The telemetry
signal can be expressed (without loss of generality, assume
station 1) as

Sl(r) =

VP sin(w t o 4+ D)0 Sin(wg ft G N ta
(H
where P, is the total received power. w,. is the carrier radian
frequency, ¢, is the carner phase, w_ . is the subcarrier radian
frequency. ¢, . ts the subcarnier phase, and n,(¢) i the addi-
tive white Gaussian noise with two-sided spectral density
N, /2
ANTTES
The signal 8,(7) is conerently demodulated to the sub.
carner {requency by a reference signal generated by the carnier
tracking loop,
rin = 2wt t 3 ) ()
where @, 18 the PLL estimate of the carnier phase.

The resulting data signal for station 1 is

Y = S ()

VP s D) St 1ot deos o Hil (D

RY}

whete ¢, =9, 0 ¢, and ?!I(!) is white Gaussian noise with
two-sided spectral density .V, /2 (Rets. 3 and 4).

Sunilarly. the demodulated signal tor the ith station,
-2 38 AN

)"U) = \/P, sy O D¢ ) Sln(u)“(l T,)

+ ¢ . 4
O } cos $, ) (4)
whete
=z A Y
oa Q-“ "’)I.

and A0 1s the Gaussan nowse process resulting from a,(0)
after carrier demodulation. Ops WOy . delayed by 7, and ¢,, ¢,
are independent phase processes tor any ¢+ 4 Without loss of
generality, let station 1 be the reference station, e, 7, =0,

andletry 200 12000\

e N s s PRNPI P . ]

The corresponding loop signal to noise ratios are

Pcost o N
Py, = T =LA LWN (5)
N()u Bl,ll 1
where N, is the one-sided noise spectral density tor n,(f) in
station ¢, and I, is the limiter performance factor (Refs, 3
and 4).

The received signals should be syncheonized. To do so. the
relative time delay 7, for each station should be known. Here it
1s assumed that 5 i= 1, 2,0 N is perfectly estimated; i.e.,

T o= i=1,23.. .. N (0)

Now, we delay the signal from stationd by 7 - 7,. weight
the signal from station £ by the constant §; (let 8, = 1) and add
coherently. Clearly the independent additive noises n(f) from
each recewver add incoherently, or in a mean square sense.

The resultant signal can be wiitten as

N
/U) = Z: ﬁl )'l“ ?.\' +?:)
L)
\' -
< |sin@ D T 3B VP cos g,
[
A

, . .
Sm(ww. Wyt )

N
+ Z BAWAT - T0) N
[ |

After subcarrier tracking (assunung  perfect tracking) und
demodulation we have

N
XU = sinf (e - 7)) ): B VP cos g,
[}

N
+ E BAGET ) (8)
1

where m(r), i =1, 2, ..., Vare independent low-pass Gaussian
noise processes derived from ﬁ,(r) after the subcarnter demodu-
lation process.
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The sampled signal at the output of the integrate and dump
circuit is

s N
x, =a,sin6 Z B, VP cosg t Z Bn, ")
i it

where n i=1,2,.. ., Nare Gaussian noise samples and @, 15
the data symbol. At the input of the Viterbi decoder the
sample x, is 3-bit quantized. Given ¢, and a,, the signal-to-
noise ratio of sample x, is

(x )
SNR = - ()
0*
N
Here
\
X, = (Z B VP cos (,‘)')a‘k sin (nn
t 1
and
P
2 L gy .y = 2w )
ol =y, PR an
AR
where 7' = symbol time.
Theretore, the signal-to-noise ratio s
Y 2
S\NR = (s\n g z VIPT o &‘\,)
[
(RY
\ (
Z ﬁ: '\m
/|
Note that tor a rate 1 2 convolutional code, bit energy 1s
= WP I ouns = A ;
b,, =T sm* 0 c= 2000 A (14

Let {1+, V) represent the bit error rate for a gven bit
SNR £, V. Then the conditional bit error rate is

) 2
(E ﬂl V/Fbc vos o})
1
P,,W“!J':.....g\}:] ! . o

\
Z 8 '\'m

(15)

-~ v
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3

( In(2) - a,
expl-tog v ). x> S
In(2Q) - a
where f(x) = < i (v & - 9
- @,
In(2)- a,
- expl(ay *a, 0] xS o0

|
(16)

where oy = -4.4514 and o, = 5.7230, for standard constramnt
length 7, code rate 1,2 convolutional code,

Note that¢,.1=1, 2.
ity densaty functions

..V are independent, having probabil-

‘,ph cos o‘»‘

Pe) = 5 e

; C =12 N
_ﬁlo(p“)

(n

where p,, is the previously defined carrier loop SNR for sta-
tion 1 (FFq. 5). The average it error rate is

n " "
I'h = f f f [’h(wl,qﬁ:“...gﬁ}\.)
" " )

PN p@Od do,. . de, (I8)

Clearly £, depends on the weighting parameters g, g,

By . Foragiven set of p,, i=1, 2, . .V we can find the 8,'s
which minimize P, Analytically this is a very complex tash.
However, 1t 1s straightforward to optimize the g,'s when there
are no trackig phase errors, We will use these values of g,
here These chowces of g, will be suboptimum when the cartier
loop SNR is below 1S dB, but the difference i the resualiing
mit error rate, Py, s very small,

We want to muumize P, when there are no phase errors,
Note that £(+) (Fq. 16)1s a convex, monotonically decreasing
tunction ot effective bit SNR. Theretore, mininuzing P, 1
equivalent to maxinuzing the effective bit SNR with respect to
the g's.e=1.2,... .V

With no phase errors, the effective bit SNR s

(i 0 VE, )2

£

N

2
Z ﬁl Nm
(]

SANR = (19
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Note that this function is convex. Therefore, taking the deriva-
tive with respect to §;,i=1.2,... N and setting 1t equal to
zero, we get

- (20)

These choices of 8, mmimize the bit error rate. sing (20) in
(15), we obtain

Po(&,.9,.. ..

Using (21) m (18) we get the average bit error rate. (Gauss-
Chebyshev quadtature formula 1s used to compute (22).

POIP®,) . POy IS dd, . dd (22)

lIl. Numerical Resuits for NCP

The current NUP configuration consists of four antennas: o
Odar: antenna and three 3d-m antennas. Let station 1 be the
one with 4 od-m antenna. One of the 34.m stations has both
transmit and recerve capabilities, 1e., T/R, while the other two
can only recewve, i.e., listen only or 1/0.

We assume the additive noses associated with cach received
signal are independent with equal nowse spectral densitees, te.,
Nov © Vor = Noy ® Noao A Block IV vecever with a 30-Hz
threshold loop notse bandwidth 1 assumed for each station. It
s also assumed that the tecetved powers for the 34.m T/R
station and the two 3d.m 1/0 stations are less than the

v s £SO

- mresaa

received power for the 64-m station by 5.8 dB, and 4.6 dB,
respectively.
From (20) we have
g, =1
By = 1/2(-58dB) = 0.513
8y = B4 = 1/2(-4.6dB) = 0.589

Using these parameters, numerical results have been
obtained. The telemetry bit error rate is evaluated as a func-
tion of #,, /Ny, . This is shown in Fig. 2 for different values of
©yq - the carrier loop SNR for station 1. Comparisons between
the radio loss for a single o64-m station and the array for bit
error rates of S X 10 ¥ and 5 X 1075 are illustiated in Figs. 3
and 4. respectively. When the carrier loop SNR is greater than
15dB theie are essentially no differences between the two
curves. When the carrier loop SNR s less than 15 dB, the array
has a decrease in radio loss with tespect to a single station.

Reference § provided the telemetry total power to noise
spectral density retio as a function of time dunng Uranus
encounter for DSS 43 in Australia (a typical case). The carrier
margin was derived assuming an 807 modulation index. The
carrier nuargin for DSS 43 during Uranus encounter s plotted
as a4 function of time in Fig. S. Corresponding to Fig. 5, the
radio loss as plotted as a function of time mm kig. o for a
fourelement array in Australia during Uranus encounter.

V. Conclusion

The arraying of .V antennas, i this case a o4-m station and
three 34-m stations, provides not only gam due to an increase
in effective antenna aperture, but also a de ‘rease i radio loss.
The amount of this decrease is a function of the desired bit
error rate and carrier loop SNR. When the carrier loop SNR s
very high, the radio loss s negligible so the array gainas due
only to the mereased antenna aperture. For lowe loop SNR's
the deciease i radio loss s substantial, as shown in the radio
loss curves. For the NCP configuration, with the Vovager
spacecratt during Uranus encounter, radio loss can be expected
to be less than 0.6 dB for the majonty of the pass. This
assumes & BER of § X 10 . [he radio loss should always be
under 1.0 dB.
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The Effects of Pointing Errors on the Performance
of Optical Communications Systems

V. A. Vilrnrotter

Telecommunications Systems Section

Optical communic.. ;ons svstems operating over interplanetary distances require the
use of extremely narrow optical beams for maximum power concentration near the
receiver. Consequently, pointing errors must be kept to a small fraction of a beamwidth
to avoid severe deterioration in receiver performance, due to the decrease in received
power associated with pointing errors. In this article, the mathematical models required
Jor studving the effects of random pointing errors are developed and applied to the
problem of quantifving the effects of pointing errors on the performance of coherent and
incoherent optical re -eivers.

|. Introduction

Long-distance optical communications systems generally operate with narrow optical beams, in order to maximize the signal
power-density in the vicinity of the receiver. While the minimum attainable beamwidth is limited by diffraction effects, optical
antennas can generate beams with divergence angles on the order of microradians. Theiefore, accurate beam pointing becomes a
formidable task, and even nmunute pointing errors can lead to severe detenoration in system performance. Here we consider an
idealized long-distance optical communications system model consisting of a diffraction-limited optical transmitter and an optical
receiver located in the far-field of the transmitted beam. In order to simplify the analysis, it is assumed that there is no relative
motion between the receiver and the transmitter. We concentrate on modelling the optic:! field at the receiver in the presence of
random pointing errors and on developing a useful model for the probability density of the pointing error. The model is applied to
the optical communications problem in order to determine the effects of constant pointing offsets and random pointing errors on
the performance of both coherent and direct-detection (or incoherent) optical communications systems.

Il. Mathematical Models for the Received Field

Consider the field-propagation model shown in Fig. 1. A arcular transmitter aperture .o/, is assumed to be centered in the
transmitter plane (coordinates x,. v,). The transmitter aperture is illuminated by a temporally modulated, normally incident
plane-wave U/ (. x,, v, ), which we model as

U,y *_vf <2(d'/'2)2

it

Utt.x, .¥)) (n
0 ; elsewhere

i38
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where we define £, = 1+ (z/c) in order to account for propagation delay. d, is the diumeter of the transmitter apertur~ and ¢
is the speed of light. The temporal component is defined as

U
U, (1) =(\/,Al_)m(t)exp Vwr+¢ ()] (2)

t

where A, is the area of the transmitter aperture. Ul/‘\/ﬁj is the normalized field amplitude, m(t) is the inodnlating waveform
(Im(0)i < 1). w is the radian frequency of the optical carrier, wid ¢,(¢) is a random phase process associated with the optical
source. The normalized field amplitude U,/+/d, can be interpreted as an equivalent field amplitude that generates an average
photon rate of n, = Uf [hv photons, second, independent of the area of the transmitting aperture (here A is Planck’s constant, and
v =w/2n is the optical carrier frequency). The beam axis is defined to be a line normal to the transmitter plane, passing through
the origin. The receiver aperture .o/, (with collecting area A4,) is assumed to be located a distance z from the origin of the
transmitter plane, perpendicular to the line between the centers of the transmitter and receiver apertures. The pointing crror 8, is
defined as the angle between this line and the beam uxis, as shown in Fig. 1.

The receiver aperture is assumed to be in the “‘far-field.” or Fraunhofer region, of the transmitted beam. lf the dimensions of
the receiver aperture are much smaller than the beam dimensions, then amplitude and phase variations over the aperture can be
neglected, and the complex ficld at the receiver can be represented as

Ur.z.0) = 44,17,(1)/’(:)(1(0‘.) 3
where
tJZvr:/A
i) = e (4
J (nd 8 /N
: PR Dl s
GO =2 s )

and J,(+) is the Bessel function of order one (Ref. 1). The amplitude gain function (:(8,.) is the normalized diffraction pattern of
the transmitter aperture. The amplitude gain function G(6,) and the intensity gain function 3(8,) are shown in Fig. 2. Note that
the first zero occurs at § 3 (nd,/AM, = 3.82, clearly defining the dimensions of the main lobe.

When the standard deviation of the pointing error s much less than une radian (8, <<C1 radian), the pointiug error can be
conveniently decomposed into orthogonal components 6 and 0, where

6, =6, cosy (6a)

8, =86, siny (6b)
and

V= mn"'(-:-‘—') (6¢)

We assume that 8 and # are independent random variables with mean values n, and 1, and variance uf and of. respectively.
The total pointing error process can then be expressed in terms of @ and 8 as
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0. = [05(1)+0"_(r)] " (7

It is .onvement to define the parameter 1 as

3 s 112
n=|n;tn; (8)
which can be interpreted as the pointing error induced by constant pointing offsets in the 8, and 6 directions.
The analysis becomes somewhat tractable if we assume that 8 (¢) and 0 (1) are Taussian random processes. Suppressing the

time dependence for notational simplicity, and letting uf = uf = ¢2 the probabihity density for the independent Gaussian random
variables 8 and 6, 1s given by the expression

| 0 -n)+6, -n)
p 0 .0)= —~exp| - B )
LS SR N} 21‘?(1: 2(,: ]

The density of 8, can be determuned by a straightforward transtormation (Ref. 2): using Eq. (6), the joint density of the random
variables 8 and v can be expressed as

p(0‘_. v) =

0‘_ (0‘, COS Y - n, )2+ (0‘. sin y - n, )?
Jexp |- o - (10)

N
2ru* o

It follows therefore that

n 0(, (03 +17%) 1 in 0‘_
po ) = pl, widy = expl- - — 3 expl = (n vos vt siny)|dy (1
o u° 20° - v I3

Definung the angle v, as

1 n
(4. = tan 'f — (1)
,7\
we can rewrite the exponent inside the integral as

noeosy tn osiny = peosty, ) (13)

The integral 1s now recogmzed as a representation of the modified Bessel tunction of order zero

| 2 0‘_ ‘ Grn
'y exp 2rzcos(;’al Cwhldy =L (14)
- 0 0 U

Substituting Eq. (14) mto Fq. (11) yields

8, | o.n
PO = “eapl- o84t us

U -0 g’
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which is seen to be the well-known Rice density. Note that since /,(0) = 1, Eq. (15) re-luces to the familiar Rayleigh density in
the limit as the pointing error n - 0. In the following sections, we shal} apply the above results to examine the effects of pointing
error un the performance of direct detection and coherent optical receivers.

lil. Performance of Gptical Receivers in the Presence of Pointing Errors

In this section, the effects of pointing errors on receiver performance are examined. First, we consider the effects of pointing
errors on direct-detection receivers, assuming that M-ary PPM signal sets are observed. Such signals can be generated by letting
m(t) = 1 over one of M time slots, and zero over the remaining (M - 1). The performance of M-ary PPM receivers in the presence
of background radiation has been studied eisewhere (Rei. 3). Here we shall assume that the effects of background radiation are
negligible, and concentrate on the effects of random pointing errors.

The symbol-etror probability can be cxpressed in terms of the symbol erasure probability . as

h=M-1
P = TR (16a)
where
v =exp[-A ] (16b)

and A, is the average count per symbol. in the absence of any pointing errors. For pulses that are much narrower than the
correlation time of the pointing-error ptocess, the average pulse count can be related to the received field, conditioned on a given
pointing error, 0, as

’ Ul
Ko = " WU, 6,012 dr | dx dy =( PAa - Yoo ) = A G*(0,) an
$ ¢ hy ./ o ¢ hy, r 52 ) ¢ s ¢
odr E

where 715 the pulse duration, p 1s the quantum efticiency of the photodetector, f1s Planck’s constant, v 1s the optical freauency.
and €2, =22 A, 1s the Jivergence of the transmutted beam, measured in steradians. The unconditional erasure probability 1s
obtained by averaging the conditional erasure probabihity over the density ot the pointing-error

: =f exp [ K(8,)]pt0,) do, (%)
0

Thus expression is accurate whenever the Gaussian approximation for 8 and 8, can be invoked For the pointing-error density of
Fq. (15), the erasure probabiity becomes

T s (03 +n) 8.n
= -TJ‘ b exp| K G2(6) 1 -‘-)d(fr (19)
o Jo 20t 0*

In the imit as 0? —~ 0.p8.) ~8(6_ - ), and the erasure probabilitv reduces to
= exp [-K 67 ()] (20)

This erasure probability s shown n Fig 3 as a function of the normalized pointing error 5, for several values of A, where
n, = (rd, Ay In terms of these unts, a normalized mean value of , = 3.X2 corresponds to the planar half-angle of the main lobe
(the actual man lobe half-angle 1s, of course, {A nd)) umes as great) The points where . = | correspond to the zeros of the
antenra pattern.
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The effects of random pointing errors on the erasure probability are shown in Fig. 4(a) through 4(c). (Numerical integration of
ty. (17) was employed to obtain these graphs.) For a given A, the erasure probability is shown as a function of the normalized
mean pointing error 1, = (nd,/A\)n for various values of the normalized variance o? =(nd,/\)? o®. Recall that in typical
applications, (A/nd,) > 10 ¢, which means that typical beam half angles are on the order of microradians. Note that for high
values of A, (K, > 10) the erasure probability increases dramatically with increasing (normalized) variance, emphasizing the
importance of reducing the vanance of the pointing error to a small fraction of the main-lobe divergence when operating at low
error probabilities. At low values of K (K| €5), the effects of mean pointing offsets and random pointing errors hecome much
less pronounced, suggesting that under these conditions the requirements on pointing accuracy can be relaxed.

The performance of coherent receivers can be analyzed in a similar mannei. Coherent homodyne reception requires the
additior of a local field pnor to photodetection. We model the local field as an equiva' ¢ plane-wave wath temporal variation

U
l’l(!) =(~,7-L—)e\p |j(w:+ol(r))l (2n

where U; is the field amplitude, and ¢, (1) 1s a random phase process due to phase istabilities within the local laser. Assuming
that U, >> lf',/v?f; (which 1s generally true tor long-range communications systems) the average count generated by 4 binary
antipodal signal (m(¢) = £1), given that hypothesis /1, 1s true (i = 0. 1) can be expressed as

-~

p ' p v,
K0 =, ff f (00, + Ui de|dxdv= P fUTe20 D0 G0 ) eos g, (22
(1  ds o . (1 \/“,:

where ¢ = [¢, = ¢, + (2mz/M)] 1 the phiase process of the detected field 1f the phase-tracking error ¢.(7) 15 assumed to be
neghgble, then we can fet cos ¢, > 1 If the pomting errors were also neghgble (0, = 0). then the error probability of the above

cohierer - ceiver could be expressed as (Ret )

P(F) = QWK

Q) = ‘!nj ¢ e (23)

where A 15 again the average number of signal counts over a given bit interval We have observed before that the effect of the
pointing error 0,15 to decrease the average number of observed coutits i proportion to the normalized antenna pattern of the
transmitter aperture. Theretore, the conditional error probability of the coherent binary (MAP) recetver can be expressed as

PAFIB) = QWA GO, D (24)
(Note that the argument of bq.(24) may take on negative values due to the phase-senst ‘ve detection techntque we have

employed, which responds to negative vatues of (8, )). The unconditional error probability 1s again the average of the conditionat
error-probability over the pointing-error statistics

-

nt
exp - s 2
20} k. 1, (% e (25)
!‘:“‘) = . 0’0(\14A, (I(Br))f\p s In oF e -
v* 2ot

P(t) = QWK G (26)
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Figure 5 she..s the error probability of the coherent receiver as a function of 7, in the limit as og - 0, which again corresponds
to the idealized pointing error density p(6,) =&(8, - n). Note that the error probability may ¢xceed a haif because the antenna
pattern can assume negative values. in which case the receiver almost certainly commits an error. As the variance of the pointing
error increases ( oj > 0) receiver performance deteriorates, as can be seen in Fig. 6(a) through 6(c). (Again, numerical integration
was employed to evaluate Eq. (25)). As before, we observe that the performance deterioration due to pointing error is most severe
when the recever 1s operating at low error probabilities, and tencs to become le.s setious as the average on-axis signal bit count K|
decreases.

IV. Summary and Conclusions

We have developed a general model for evaluating the effects of random pointing errors on the received field in long-range
optical communications systems. The probability density of the poin ing-error random process has been derived for the case of
independent, equal-variance Guassian pointing error components, This moauel was then applied to the problem of determining the
effects of pointing errors on the performance of direct-detection and coherent optical receivers. The resu'ts indicate that pointing
errors tend to cause a seveve deterioration in receiver performance only when the optical receivers are operating at very low error
probabilities. Therefore, the ultimate performance of long distance optical communications systems may well be limited by the
abilitv of the transmitter to point the downlink beum toward the intended receiver.
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On the Correction for Quantization Effects in
Signal-To-Noise Ratio Estimation

L. Howard

Radio Frequency and Microwave Subsystems Section

In sampled data digital relemetry svstems the signal-to-noise ratio (SNR) is tvpically
derived as a function of the moments of the digitized input stream (e.g., the receiver
output). This analog-to-digital conversion process is iiself an additional noise source
known as the “quantization™ noise. Thus a digitally measured SNR will only approxi-
mately represent the SNR of the analog input signal. This report presents a procedure
(Sheppard's corrections) for correcting moments of any order for this quantization effect.

I. Introduction

Expernience gained over the last two yvears using the existing
subsystems for arraying (Ref. 1) at Jupiter (Voyager 2) and
Saturn (Pioneer 11, Vovagers | and 2) shows that one of the
weak pomts of the current system is the ability 1o accurately
monitor telemetry signal-to-noise ratto (SNR) at levels accept-
able for real-time array performance validation. As part of a
development task to improve perforinance in this area a review
and analysis of the problems expected from digital signal
processing and SNR estimation has been undertaken. The first
of a senies of reports on this work 1s a treatment of quantiza-
tion effects.

il. Quantization Effects

Quantization error 1s the term applied to the errors intro-
duced by representation of analog values by a fin:te (usually
few) number of hits. Other sources of numencal error may be
introduced during internal calculations; but they are seldom of
the sigmficance of the mmtial quantization errors from the
analog-to-digital conversion process, and they can usually be
avoided by careful hardware design.

The most extreme case of quantization error occurs when
only the sign of the analog signal (+ or -) survives the digital
conversion process. This process 1s often referred to as hard-
limting the signal, and the output 1s called the sign bit.
Single bit estimators are important in that they mimmze
hardware complexity, often with an acceptable degradation in
performance.

There should be a separate treatment of n bit quantization
for each m =1, 7, 3... ad nauscum. Fortunately an n bt
arwatizer has 2™ states or quantization levels, each state
occupying 27" of fullscale input range (nonlinear or com-
panding converters will not be treated here, although com-
panding offers interesting possibilities). For n >4 the quan-
tization levels become close enough together that we may
assume the sampled distribution 1s constant over the width of
a level. This allows us to treat all cases of sufficiently large n as
if the conversion was infinitely accurate (n = =) but also
ntroduces an additive noise component (dependent on n)
called the quanuzation noise.

For an n bit quantizer the quantization levels are spaced
27" of full range apart; call this value €. The quantized output
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can exactly represent the input only if the input is exactly at
one of these quantization levels. Imagine now that for any
arbitrary analog input (within range), an additional *‘noise”
source was added so that the resulting analog signal was moved
to the nearest quantization level.

This is the *‘quantization noise.” From what has already
been said, its distribution will be uniform from -€/2 to +€/2
about zero (and thus JF = dx/e) and the associated noise
power is thus

i 1 €?

- 2f_ L = —

Ponosse f x (e)dx =5 (N
-€/2

The effect of quantization noise is to increase the effective
noise component of the signal-to-noise ratio during the act of
digitization.

A block diagram of the process is®

““‘.v. {l‘-"v'
ANALOG INPUT DIGITAL QUTPUT
S (1) ¢« N_¢) N BIT S (e N (D
2 2 ﬂ]\ DIGITIZER p——
(ADC)
SAMPLING
NOISE
Nw

where {u } = moments of the left-hand side of the distnbu-
tion, and {u } = moments of the nght-hand side of the
distribution.  Since the analog mput power is usually held
constant (to keep within the ADC rauge), the dugitally esti-
mated SNR asymptotically approaches a constant value as the
analog SNR increases.

Consider the general effect on moments over the distribu-
tion. Analog moments on the left-hand side (Lhis.) of the

block diagram are given by

N 1

u" = fm.\.'dﬂx) = 22: f K’I.\"(IF(.\') (2)
= Ao Yy
where
¥(x) = input distnibution
H, = h central moment (Lhs.)
Ve = K'" quantization level. K = 1, .. 2V

_,.’ao)

o === hs
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Digital moments on the right hand side (r.h.s) of the block
diagram are given by

ZZ VK*I ZN
W=y dF(x) = 3 W [FR)- F_ )] 3)
K=1 Ve K=t

The problem of approximating integrals like Eq. (2) by finite
sums like Eq.(3) is the subject of the Euler-Maclaurin sum
formula (see Ref. 2). The estimation of continuous moments
from quantized or group data is fortunately a familiar problem
in statistics. The results are known as Sheppard’s corrections,
and the detailed development may be found in statistics texts
such as Ref. 3. The formulas for Sheppard’s corrections are
summarized in the next section.

Il. Quantization Effect Corrections

The results are as follows.

B
( )("“) LY @

10

where

[

which approximates the r.his. moments in terms of Lh.s.

mt)mcnts, a nd

;-0

o~

.
] is the integral part of =

- 1) Bl . (5)

which approximates 1.h.s. moments in terms of r.h.s.

moments.

The B,. are the Bernoulli numbers, and obey the generating
equation

. B,f
S L
¢ 1-0

tirst l4 are. B =1, B =-1/2; uddB's=0¢xceptBl:
!/ B, =- l/30 B, 1/42,8 =-1/30, Bw = 5/66;

The
B =
B 691/2730; B

= 7/6



For the lower moments

and

H,

-

S a1 3

4 .
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B l 3 3 B 4 I [

+ 2t 7
4[.14(. 80“3( e (7)

Lo Sia, T
He = Mooy € o
o ) 5 .2 7 .4 3160
Ho = He " JHa € TTgM € " [34a 8)

IV. Conclusion

This article has presented the corrections for quantization
eftects in the estimation of distribution moments. The limita-
tions are that the quantization steps be equally spaced and
that the continuous functions whose integrals are estimated
must 1 some sense be smooth with respect to quantization
grid (see Pef. 3). The extension of this approach to absolute
moments (which are not “smooth™ at the origin) and to
unequal quantization spacing (companding converters) 1s cur-
rently under study. The effect of these corrections on specific
SNR estimation slgonithms depends upon the detailed repre-
sentation of the estimator in terms of distribution moments.
Results will be reported as they become available.
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Networks Consolidation Program
System Design

E.C. Gatz
~ DA Engineering Office

This arucle describes the general svstem design for the Mark 1V-A Deep “pace
Network to be implemented v the Networks Consolidation Program. The arrangement
and complement of antennas and the hist of subsvstem equipment at the Signal Processing

Center are described.

l. Introduction

The descripion of the Networks Consolidation Program
(NCP), ats history, management plannming, and system design
approach 15 given m Ref. 1. The objective of the program
18 to develop a single costetfective network of ground tracking
stat.ons tor communicating with interplanetary spacecraft and
with earth-orbiting satellites not served by the Tracking Dita
Relay Spacecraft Svstem (TDRSS). In the process of this
development, it is expected to reduce operations costs and to
previde mncreased antenna aperture on the ground for greater
data retum for deeyp space nusstons,

veiwork, called Mark 1, wall
‘wse objecties, as well as t
wnts T' =2contigured net-
wirh sl b jown g tne L b b e The current plan
oo perfor 1w oee Boar .83 and 1984 with
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Il. Mark IV-A Network Configuration

The new network contiguration 1s shown in Fig. 1. It
consists of five antennas and Signal Processing Center (SPC) at
each of three Deep Space Communications Complexes: Gold-
stone, California; Madrid, Spain; and Canberra, Australia,
Communication faalities to conrect these complexes to the
Network Operations Control Center are included.

At each complex, the antennas are to be colocated within |
or 2 kilometers it order to ease operations and maintenance
and to enhance the capability of arraying multiple ant2nnas.
Fach antenna has some locally mounted equipment: antenna
dnve, low-noise amplifier, receiver front-ends, und trans-
mutters. However, the bulk of the antenns-assoctated equip-
ment: antenna controlier, nucrowave instrumentation, trans-
mitter controls, etc., is located at the SPC. The SPC also
includes telemetry, command, radio metric, and radio science



..

processing equipment, as well as other associated control and
processing equipment.

ill. Antennas

Each complex is planned to have five antennas, configured
as folle. s

(1) 64-Meter. This 1s the existing antenna configured for
S-band transmission and reception and X-band recep-
tion. This 1s the prime antenna for deep space com-
munications and tor radio science and Very Long Base-
hne Interferometry (VLBI) applications.

(2) 3 -Meter Transmut/Receive. This 1s the existing 34-
mete- antenna at each complex, configured for §-
bana ransinission and reception and X-band reception,
tt 1s used for all deep space applications and is planned
tor support of High Farth Orbiters also.

(3) 34-Mcter Listen-Only. This will be denived by enlarging
and moving the DSN 26.meter antenna at each com-
plex. These antermas will be equipped for X-band only
and will be used n array applications.

() 34-Meter Listen-Only. This will be denived by enlarging
and moving the Ground Spacethght Tracking and
Data Network (GSTDN) 26-meter antenna at each
complex. It will be configured tor both X-hand and
S-hand reception and will be used tor both deep space
and  High Foarth Orbiter reception and  tor VLB
applications

S-Meter. The existing GSTDN Q-mieter antennas will be
relocated and used tor S-band transmusston and recep-
ton i support ot High Farth Orbaters,

-—
=4
pu

IV. Signal Processing Center

A simphified block diagram of a Signal Processing Center is
shown in Fig. 2. This shows the general subsystem com-
plement. Detailed configurations and connections will be
descnioed in later articies. The SPC is configured to support
operation o each antenna ndividually, or to array any com-
bination of the large antennas. Two subarrays can be
supported.

As indicated, antenna control, receiver/exciter and iadio
metnc tracking subsysiem equipment is associated with each
antenna as appropriate. Only transmitting antennas have ex-
citers and iriacking equipment. The Telemetry, Command, «nd
Monitor and Control Subsystems are each organized into four
group: U .ch group can be independently assigned; the groups
are thus assigned to form up to four “links.” Each “link™ has
the necessary equipment to support one spacecraft mission,
with recewver, antenna, tracking, command, and telemetry
equipment, The link can handle 2 single antenna or an array.
Each link 1s controlled by a singie operator stationed at the
link Momtor and Control Console. The link assignments, n-
cluding the antenna and assoclated equipment, are performed
by the complex Monitor and Cont:ol according to an estab-
lished schedule, Other subsystems provide test support, tech-
nical facilities, frequency and timing, maintenance, and radio
v.ence support. Details for the SPC System configurations wall
be presented in tuture articles.

V. Current Design Work

This arercle has outhined the system design tor the Mara
IV-A Deep Space Network Design v ootk 1s continuing on the
detatls o1 connectton and centrol of all elements and on
antenna and SPC loor plans and equipment layouts

Retference

Seater, MU Herman, D T, and Sanner, G F.,° “etworks Consolidation Program,”
1w The Felecommuonications and Data Acquiition Progress Report 42-59, July and
August PISQ, p 107-120. Jet Propulsion Laboratory, Pasadena, Calit., Oct 15, 1950.
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TOA Progress Report 42-63 March and April 1981

Assessment of Solar-Assisted Gas-Fired
Heat Pump Systems

F. L. Lansing
DSN Engineeiing Section

Industrial and scientific communities are showing a new wave of interest in developing
engine-driven heat pumps that utilize hvbrid sources of energy combining fossil fuels,
solar energy, and waste heat As a possible application for the Goldsione Energy Project,
the performance of a 10-ton heat-pump unit using a hvbrid solar-gas energy source s
evaluated wm an effort to optimize the solar collector size. The heat-pump system s
designed to provide all the coolmg and/or heating requirements of a selected office
huilding located at the Deep Space Communic=tion Complex, Goldstone, Calitornia. The
system performance 1y to be augmented i the heating mode by unlizing the waste heat
Jrom the power ¢ yele. A simplified system wnalvsis is described in this report to assess and
compule interrelationships of the engine, heat pump, and solar and building performance
parameters, and to optimuze the solar concentrator;building area ratio for a miumum
total system cost. Inaddition, four alternative heating-cooling systems, commonly used
tor bdding-comtort, are described, their costs are compared, and are found 1o be less
compentive with the gas-solar heat-pump system at the projected solar cquipment costs,

I. Introduction energy-shortage situation, has stimulated more rescarch and
development of heat pumps 1 many areas, such as (1) cou-
phing with natursl nonfossil-fuel energy resources :uch as solar-
electric, biomass combustion or wind power, as prime movers.
and (2) using the pump as a booster for any low-temperatute
heat, including waste heat, to obtain a more useful higher-
temperature-level heat for industrial, residential, and comiaer-
cial apphcations (Ref 1),

Heat  pumps. sometimes  called “energy pumps.” are
mechanically  driven devices  that extract heat from one
medim at & certam temperature and “pump’ thes heat and a
Iittle more to another medium at 8 higher temperature. 1t used
tor a heating purpose. heat pumps are known to have a high
potentias for saving natural energy resources and for reduing
pimaiy energy consumption as compared to direct electrieal
resistance heaters, or tossil-fuel-fired botlers. Several confignra-

tons exst, as dlustrated in Appendin AL which ditfer mamnlhy Toward the commercialization of smallsize heat-pump
n the type of fluid or media exchanging heat with the heat units (around 10 tons of refrigeration or 35.16 kWh }a new
pump’s rectreulating refrigerant. study 1s bemng jomdy reviewed by the knergy and Technol-

ogy Application office of the Jet Propulsion Laboratory (JPL)
The receat mterest by industnial and scientific commumties and Awresearch Manufacturing Company of the Garrett Corp..
- energy -consumption reduction, as a result of the global and is bemg sponsored and managed by the Department of
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Energy. The hybrid heat-pump system concept under mnvesti-
gation replaces conventional electrical motor-dnives with gas-
fired engines (or turbines) coupled with solar concentracors,
The solar connection is superimposed for saving additional gas
heat during the sunny hours. Combining ihe expertise of JPL
in high-temperature solar concentrators, solar recewvers, high-
temperature energy storage with and without phase-change
materials (PCM), and building-energy analysis. with the expen-
ence of the Gariett Corp. in developing engines and gas-turbine
hardware and in their computer simulation. the mvestigation s
eapected to be thorough and very iformative.

As part of the Energy Conservation Project for the Deep
Space Network (DSN) factlities. continuvally keeping aware of
and making engimeerimg assesstents of new technologies, con-
cepts, controls, components, and systems and thetr economics.,
particularly in the area of bullding heating, ventilation and air
conditioning (HVAC), 1s of prime importance for upgrading
the factlities and keeping their energy consumption at a num-
mum, [he commerciahization of the above hybnd heat-source
system and its relevant advanced building controls presents an
area worth ainvestigating since it has a high potental tfor reduc-
ing the encrgy consumption of facihities and enhancing their
energy selfsufficiency position

Until the detaled computerized results of the above DOE-
managed task are published. a short term definition study has
been mitiated in order te provide our faclities management
and engineers with the key advantages of the candidate heat-
pump configuration, its potential cost savings. did 10y pertos-
mance and operational super:onay  The task objectives are
tentatively set to (1) configuie a complete add-on heat-pump
system toan extsting buldmg at the DSN facihty, (2) outhne
and dentity by a simplified anaiy tical approach, f possible,
the key design and weather parameaters, (3) comparte its eco-
nomiss aganst alternate dual hesting-cooling configurations
that are commonly used, (4) provide an optumum  solar-
collector size tor a mimmmum yearly total cost or @ nunimum
LO-vear life-cvele cost, and (5) study vanances and sensitivities
of the economics or configuration parameters mncluding ditfer-
ent ty pes of nuildings, weather patterns, energy 1ates, ete. Ths
prelimunary assessment 15 not itended to substitute for o
replace the detaled work currently being done elsewhere, but
rather to supplement it. and pave the way for sxammng to a
fist order of magnmtude the concept appheability to existing
DSN facilities that have different weather prefiles, bulamg
loading, and butlding types.

The attractiveness of this solar-assisted gas-tired heat-pump
svstem concept tor future apphication in Deep Space Network
hbuddings 15 based on several features, cuch of which offers
potentially hugh efficiency. better utilization of existing tossil-

fuel 1esources, or low cost. The system features are composed
of the tollowing elements:

(1) A heat pump that “pumps™ heat. when used in the
heattng mode. from outdoor anr, This is a single. com-
pact device that functions as either u heating o1 a
cooling unit as necessitated by the building needs.

(2) A heat recovery device that benefits from the heat
rejected by the driving engine (or power cycle) and
feeds a large portion of that heat directly to the condi-
tioned space. This enables the system to out-perform
conventiorial heating devices, which mieans higher pe:-
formance, smaller solar collector aiea. and lower opera-
tion cost,

(3

~—

No sarge thermal or electrical storage is required for
this hybrid system since direct gas combustion is used
when needed. Operation during the night o1 dunng
cloudy penods 15 unmterrupted, thus providing high
rehiabiiity

The above features are expected to lead to savings in
mamtenance and operation costs.

Since numerous parameters are expected to enter into the
svstem performance evatuation. two approaches could be fol-
fowed. (1Va detaded computerized approach using hourly,
dailv, monthly. and vearly load distrbution, component effi-
cency. and site weather, or (2)a sumplified “lumping™
approach for faster assessment. The first approach is already m
progress with full results yet to be published The second
approach i the one chosen for this report in order to provide
coarse boundanes, and size limits i the optumization of the
solar share. The complexity of the second approach could be
later increased tor a better refinement of results accuracy by
utihzing one of the avalable dynanmne analysis computet pro-
grams such as TRNSYS, SOLTLS. cte. However, this article
teports only about the first-order assessment of the concept
without any detatled computenzed caleulations.

Il. System Description

An outhne of a complete conceptual system dnivers by a

hybnd solar/gas heat souice is shown in Fig. 1. The tflow of

energy streams to and trom cach component s sketched n
Fig. 2. The tollowing 4 subsystems are sdentufied:

(1) Solar collection and storage subsystem

(2) Power conversion subsystem,

(1) Heat pump subsystem.

(4) Building air-handling subsystem,

Tyt % owe w,
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The function of cach subsystem s brietly described neat,
assisted by Fags. 1 oand 2.

A. Solar Collection and Storage Subsystem

Thiv ~ubsystem conssts of i solar concentrator, o solat
recetver, and @ high-temperature storage compattiment  The
concentratar 1s imnally contigured as @ point-tocusig 2-ans
traching  parabolod  mirtor. Appropriate  mechanisms o
adjusting the azimuth and elevation angles are provided to hne
up the parabolod asis with the sun-earth vector dunng the
sunmy hours. The solar energy setlected by the concentraton
murtor s focused on the fintte gperture of the solar recener,
which i placed at the patabolad tocus The solar recerver has
a cavity-like shape to approxnmate 4 black-body radiator. Itas
also enclosed by a thermal msulation blanket to reduce the
outward thermal radiatton-convection losses to suriounding
air, Through a set of heat-pipes connected to the itenor solat
receiver walls, a high-temperature energy-stotage compattment
1s attached. The thermal storage capabihty o this subsystem
may be linuted 1o not more than one hour, to provide only
damping and smoothing effects for the solw imtensity fluctua-
tiony. Phase-change matenals are recommended tor a compact
design and tor then favorable small temperature changes dur-
g charging and dischacging modes The “useful™ collected
portion ot the incdent sobir radianon, atter subtracting the
optical and thermal losser, represents heat available to be
convertee further to a me hanical energy totm m the power
convetsian subsystem

B. Power Conversion Subsystem

The hybrud heat source needed to operate this subsystem
conaists of (1) hugh-temperature solar energy as delivered by
the recenver-storage subsystem and (2) hagh-temperatute prod.
ucts of cenbustion resulting from directignition, n g combus.
tor, of a fossil tued such as natural gas, propane. methane, ete

The power conversion subsystem tocation s preferred to be
nent to the solar recever-storage subsysten to mimnuze thet.
mal Tosses, Gaseous o liquud fuels are alse preterred for casy
handhing 1t transmutted i pipes to the tocal regon For the
present study, natural gas has been selected and s assumed
avathible i the Tocution under mvestigation.

In general, conversion ot thermal energy  to mechameal
work s made via power cy cles, of which the most important
are

(1) Bunvton cycle, whether it is closed or open, simple ot
regencratve,

(2} Rankine oy cle using water or organic thads. and

t3) Surhing ey ele
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With any power cycle used. some heat must be rejected
which. 1 recovered and utilized, represents a bonus to the
overall system performance. The recoverable heat could be
utihized directly tor heating the building m the heating mode,
and 1 needed. for temperatute modulation m the cooling
niode.

The system layout i Fig. 1 illustiates the components of
one selected power eyvele The regenerative wr-Brayton cvele.
which 1» used as the pume mover for the heat pump. The
power oy cle s composed of an air compiessor, an air turthine. a
regeneratol, a gas combuston and a heat sink. Air passes
through the high-temperature energy-stotage element to be
heated betvre 1t enters the gas combustor Gas combustion will
take over as the sole heating source it insutficient solar energy
18 collected. The mechanical work of the power cycle 1s used
to drive the refrigeration compressor by a single shatt as shown
in Fig. 1. The solar recerver-storage subsvstem and the powes
conversion subsystem could be placed 1 oue assembly | focated
at the concentiator focal regron. Combustion air s preheated
before mining with the fuel m the combustion chamber, by
passing hrough tie regenerator. The power conversion subsys-
tem also meludes the aecessary air-flow controls to utilize the
ambient an as a heat sink (f the heaviejected from the cycle 1s
totally not necded) ov else divert the air leaving the regeneia-
tor through air conduits to another heat exchanger (not shown
m Fig, 1) connected to the building air-handler for additional
heating, supplementing the hest-pump portion.

Note that centigurations other than the selected Brayton
ovele have been expenmente 'y demonsttated by  many
tesearchers in this ficld. Steam turbines, for nstance, are
coupled with heat pumps for an integrated community energy
system (Refs. 2, 35 Ovher examples of using the organic
Rankine turbo-compressor-dniven heat pump include whose of
Mechanical Technology. Ine (Ref. 4}, the Institute of Gus
Technology (Ref, §), the Umted Technologies Research Center
work using refugerant R-11 (Ref. 6), the Battelle Columbus
Laboratories work with R-11 as a power ¢y cle fluid and R-12
ay a retrigerant (Ret. 7). and the analysts of many woiking
crganic fluds for power cycles (Refs. 8 and 9). For a gas-fired
fice piston Surling engine dnving a refugeration compressor,
evpenmental work was also demonstrated by the Gas Rescarch
Institute and General Electric Company for a 3-top unit
{Ret. 10) An mteial combustion engime following the Otto-
cycle, coupled with a heat recovery unit, a gas-fired aunihiary
furnace, and a heat pump, was analyzed by Honeywell, Ine.
tor the Gas Research Instiute (Ref. 11). A Stirhing engine
driving a umique Stichng refrnigerat.on cycie was lso det..on-
strated (Ret. 12),



C. Heat Pump Subsystem

A heat pump consists of the same basic components as a
refrigeration machine, which are itemzed as follows

(1) An mndoor element that adds heat to (in the heatng
mode) or extracts heat from (in the cooling mode) a
medium n a conditioned space. This medium could be
air or water.

{2) An outdoor element that extracts heat from or ejects
heat to a medum outside a conditioned space. This
medium also. could be air or water.

(3) A reciprocating or rotary compressor {or compressing
the refngerant and moving it in the desired direction so
that 1t “pumps™ heat out or m, for cooling or heating
modes,

(4) Control clements for satisfactory subsystem operation.

The functions of the retfngerant evaporator and condenser
could be mterchanged by 1eversing the direction of tflow of the
refnigerant between the indoor o1 outdoor elements  As iltus-
trated in Fig. 3, both cooling and heaung modes, the major
components are the refngerant compressor, condenser. evapo-
rator, throttling valve, and a mode-selector valve (1¢., a revers-
sy valve ). The mode-selector valve 1everses the flow of retng.
erant so that the mdoor coll acts as an cvaporator m the
cooling mode and as a condenset in the heating mode.

The heat-pump subsystem could be any one of the tour
contigurations desenbed 1 Appendin A according to the
medium type m contact with indoor and outdoor elements.
The most common configuration, however, is the air-to-air
(A-A) type. Performance data ot A-A heat pumps appear
numerous references (e g., Refs. 13 and 14), and in general the
capacity and coefficient of performance are strong tunctions
temperature. As the temperature  ditference
between indoor and outdoor air increases, it becomes more
difficuit to move th. heat, thus, the capacities (tor either
heating or cooling) and the etficiency dectease.

of  outdoon

Generally, a heat pump 1s designed to suit the peak cooling
load, 1f the peak heating load exceeds the heating capacity of
the pump, supplementary heat 1s commonly supplied by eler
trical resistance heaters. One should examme, however. the
cost tradeoft of overdesigmng the heat pump to cover the
coldest winter load or using a suitably designed heat pump
supplemented by another heating source. For multi-zone air
conditioning systems using a heat pump, air changeover con-
trols sometimes replace the refngerant changeover valves,
depending on the type of media cichanging heat with the
pump The refrigerant tlow is not reversed in these systems.

|

The coefficient of performance, P, which is a measure of
the heat-pump effectiveness. is defined as the ratio of “‘useful”
heat effect delivered to the mechanical work used to operate
the heat-pump subsystem:

9,
P = W {cooling mode)
(N
% g o
p, = W (heating mode)

Note that the P values should be based on the same operating
conditions before making any comparison with other heat
punip types. If compared to the ideal Camot cycle behavior,
the actual value of P is inversely proportional to the tempera-
ture difference between the heat source and heat sink. The
larger this difference, the lower the performance will be.
Because the P value varies with operating conditions, an aver-
age performance for the season seems more appropriate in
comparing ditferent systems in different chmatic regions. In
leu of detailed thermodynamic evaluations (as given in
Refs. 14 and 15) a simplified analysis 1s given in Appendix €
based on giraphs provided by Ref. 16.

D. Building Air-Handling Subsystem

As sketched 1n Fig. 1, the air movement to and from the
conditioned space forms a closed loop. Fresh make-up air,
which is the vutdoor ventilation air, mixes with the return-air
leaving the space, and the mixture is blown by a fan through
the wir-handler sect:on The air-handler is commonly composed
of two coils, one for heating and the other for cooling, to
adjust the air temperature to that required by the space
according to its internal loads. Different temperature or flow
controllers are used in practice for modulation. From an
energy-balance viewpoint the air-handler requires a net heating
or a net couoling effect which equals the heat lost or heat
ganed, respectively, from the gross control volume encompass-
ing the space boundaries, wir-handler, air ducts, and make-up
air. In the heating mode, the heat-pump indoor element acts as
a refngerant condenser, 1.e., as a heating coil, while use 1s made
of a portion of the power cycle waste heat as a heating
supsplement. In the cooling mode, the heat-pump indoor ele-
ment acts as a refnigerant ¢vaporator i.e., as a cooling coil. The
power vycle waste-heat in this case could be entirely by-passed
or partially used for temperature modulation. The physical
location of the heat pump and the r-handler subsystem
would probably be in a mechanical room in the building. Two
tfluid circusts connected to the focal assembly of the solar col-
lection subsystem are envisioned. These are: (') refrigerant
lines connecting the refrigerant compressor to the heat-pump
subsystem and (b) an air conduit connecting the power cycle
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regenerator at

the focal assembly with the uirhandler

“booster” coil.

The major system components having been described, a set
of analytical expressions will be presented next to describe the
system operation and design gu lelines.

lll. System Analysis

The following assumptions and idealizations are made 1n
the analysis of the system in order to yield a simplified
approach and to enable a complete assessment without a great
loss of accuracy.
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The exterior outside air temperature varations
throughout the year are divided into only two sca-
sons: summer and winter. Spning and fall periods will
be merged as appropriate. Disinction between sum-
mer and winter 1s assumed to take place when the
average daily temperature, I, exceeds or is below a
reference temperature. On the other hand, the cooling
and heating modes of system operation cceur tor M
and M, months, respectively, which are not necessar-
ily equal but total 12 Modes of oneration are deter-
mined by comparing the darly average outside arr
temperature with the building changeover tempera-
ture, T *. There 1s always a possible overlap between
seasons and modes of operation depending on the
type of arr-handler modulation, iocal weather profiles,
and space internal loads. The daily overage outsude air
temperature £, - or 7, for cither veohng or heatimg
modes, respectively, are obtamed from {cal weather
data. The bullding changeover temperatures (one for
cach season 1s assumed) are obtamed from space inter-
nal loads, interior temperature, and rate of heat loss
to ambient.

The efficiency of the concentrator nurror, it defired
by the ratio of solar flux on recerver intenoer walls to
the solar flux falling on mirror projected areas,
becomes the product p wheie p s the nurror reflec-
tvity and ¢ is the ntercept factor. The inteicept
factor s defined as the fraction of the reflected radia-
aon from the concave nurror that is intercepted by
the internal cawity surtace of the solar recewver The
intercept tactor s a property of both the concentra-
tor nurror’s orientatton for producing an muage and
the recever’s position relative to the concentrator
The optuimum aperture size with a mirror ot gven
aptical properties, is commonly made by maxumzing
the “useful’” energy collected by the nurror-recever
or mminuzing the sum of their optical und thermid
fusses. A large recetver aperture results in large thet-
mal losses but small optical fosses, and vice versa.

s

(3) Cavity solar receivers are generally high-efficiency

(4

(s

~

puiy

absorbers. The receiver, when coupled with the adja-
cent high-temperature energy storage element, has an
efficiency that is defined as the ratio of useful col-
lected thermal energy (which crosses the receiver-
storage houndary to the power conversion subsystem)
to that energy incident upon the recewver interior
walls. Writing the energy collection subsystem effi-
ciency R approximately as a linear relationship with
the temperature difference between the receiver work-
ing fluid and the ambient ai1, yields.

r-T,
R = Fpoa-~ FU (—7-'— ()

where T, is the inlet fluid temperature to the receiver,
p 18 the mirror reflecuvity, a 15 the effective raceiver
absurptivity, I is a flow factor, /s the sclar intensity,
and U s the overall heat-loss rate due to convection
and radiation per unit concentrator area. Note that
the coefficient U takes mnto consideration the concen-
tration ratio, recewver geometry, e¢te. Equation (2)
could be also written in the linear form-

Tr-T
R = m_- n‘(~Ll—-£)

where the intercept m represents the product (Fpja)
and the stope n_ represents the product (FU).

Solar  concentratars with  a  concentration  ratio
between 100 and 1000 could reach tluid temperatures
between S00°C (932°F) and 1000°C (1832°F). The
mtercept g, for high-temperature solar concentra-
tors, ranges trom 0.8 to 0.9, and the slope n, ranges
from 0.10 t0 0.20 W/m?°C.

The efticiency of a general power conversion subsys-
tem 1s here simplified by a fraction A, of the corre-
sponding Carnot's cycle operating between the temper-
ature hmuts 7, and 7,0 By thus method, the distine-
t1on between difterent ty pes of power ¢y cles is made
primarily by knowing the fraction A, which is com-
monly iimuted to a value between 0.4 aad 0.6 in
practice; thus

T“)
S
SRR U )

Sanilar to the power conversion subsystem perfor-
mance. the coetficient of performance of a general
heat pump £, v erther cooling or heating modes at

g



(6)

full load, could be approximated as a constant frac-
tion A of the Tamot’s ideal refrigeration cycle operat-
ing between the same evaporator and condenser tem-
peratures. T, and T, . Hence.

P =2 _ﬁi’__ 5)
. " T(‘O- T(V

T
€ ¢ Tt‘{)‘ T('\' c

For a given space mside temperature, 7,. and a given
outside air temperature, T, the performance of an
air-air heat pump for instance could be evaluated by
deteimining the temperature drop across the evapors-
tor At and across the condenser At as presented
n Appendix C. Note that the fractions A, . A embody
other design factors such as the type of medium used
(water or air), partial loading, and all temperature,
pressure, and flow control schemes. In the heating
maode, the coetficient of performance £, as given by
Eq. (§) decreases as the outside air temperature (or
condenser temperature 7, ) decreases, thus reducing
the amount of heat “puraped” to space. For the
coolimg mode, Eq. (0) gives a lower £, as the outside
o temperature increases, thus reducing the cooling
etf~ct of the refnigerator. Tius means that i both
modes, the trend of the heat pump performance 1s
always against the response of budding loads at dif-
terent vutside temperatutes. This supply and demand
contrast could be illustrated by Figs. 4 and 5. whroh
will be further explaned in the aaalysis fater on,

The nternal hea wain to (or loss from) 4 building
space. s gmven m detl in Ret. 17 and s sketched
Fig. 4. The Toud s wsumed the sum of the toltowing
four parts’

First, the internal heat generated due to occupant.
acuvity, lighting equipment. electronic equipment,
mechameal equipment with motor drnives, and mtenal
tucl-fired uppliances. This s treated a o constant load
mdependent of outside air temperature varations, but
subject to varations in the schedule of activities inside
the space.

Second, the heat transmutted o the building structure
directly due to solar-radiation maidence upon glazing
ateas and indirectly due to solarradiation inadence
ot vpague exterior walls and roots Thas patt s abso
assumed a constant load, independent of the outside
JiF temperature vanations although it takes wmto con-
sideration reradiation to the shy.

P L R e ]

Third, the heat transmission due to varyiny outside air
boundary-layer temperature next to exterior walls,
roofs, and windows. If averaged over 24 hours, tran-
sient effects are damped and this part is found to be
proporional to the difference between the daily
average inside and outside air temperatures.

The fourth part of the space load is the undesirable
heat loss (or gain) due to infiltration and ventilation.
Infiltration or exfiltration air is caused by leakages
through cracks or repeated ovening of doors, and
windows, or due to buoyancy effects. Ventilation air,
on the other hand, is essential for hygienic purposes.
Since the introduction of outdoor air, whether it is
desirable or not, 1s an energy extensive process, the
amount of such air should always be kept at 3 mini-
num rate. The sensible heat load as a result of thus
fourth part will be proportional to the difference
between mside and outside air temperatures.

By neglecting latent foads in comparison with sensible
loads, and by taking the minimum period of analysis
as one day (24 hours), heat giin to a space per unit
floor area @, could be wntten simply by the straight
line relation.

Q, =m, +tn T -T) (N

where my,, 15 a constant building load intercept com-
bining the tirst and second constant parts of heat gain,
ny, 1s a4 building load slope combiming the third and
fourth parts of the heat gain, 7, and T, are the daly
average mside and outside dry bulb temperatures.
respectively. The monthly calculations of ¢ are made
for vne selected day tor each month, Monthly space
loads could be assumed repeated images of this single
reptesentative day in each month. Although daily or
monthty values tur the patameters m, and n,, could
be used, only two possible patterns for m, and n,, are
allowed for the yearly building load computation, one
for the summer and the other for the winter season.
Numernically, the values of m, and n, are subject to
sumple design enteria that are usually given per unit
floor area (Ref. 17). Furthermore, variations of m,
and n, are known to be mainly dependent on the
type of building activity fe.g.. an office building, a
central control butlding, 4 cafeteria, ete)) and to a
lesser extent on the local climate.

Ot special importance to the building mode of opera-
tion s ¢ particular outside air temperature at which
the gross building load reaches zero. This 1s sometimnes
valled the changeover wemperature, T(:.wlnch 18 ven
by equating Eq. (7) to zero, hence
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(7)

m b

T8 =7-— (8)

o 'on,

The characteristic temperatare T, represents the out-
side air-building *“‘equilibrium™ temperature where a
fower outside air temperature (ie.. 7, < T;) means
the building 15 in a heating mode. and a higher cutside
air temperature (i.e., T, > T(:) means the building 1s
m a cooling mode. Differentiation between a heating
maode and a cooling mode 1s therefore a necessary step
once the temperature T, is determined, and should be
distinguished from summer and winter seasons.'

For a given heat-pump cooling 1pacity, or heat-pump
rating, CC (taken at the ARI temperature specifica-
ton of 35°C (95°F)), the design space floor area to
match this capacity is determined based on the peak
cooling demand of the space. Let the heat-pump cool-
ing capacity change with the outside air temperature
(Ref. 16) ax

€C,, = CC, [1-0018(r, - 35)]  (9)

where CC,,, is the cooling capacity in tous of refnig-
eration? at any outside air temperature, (Cy, is the
rated capacity at 35°C (95°F), and ¢, 1s in °C Fig-
ure 6 illustrates the difference between the building
heat gain and the heat-pump cooling output? at van-
ous outside air temperatures. At the summer design
outstde air temperature of the site. 7, . the pump’s
cooling capacity (point A n Fig. 6) should be some-
what larger than the bullding’s peak heat gain (pont B
in Fig. 6) by a 10-20% margin to allow for extreme
weather conditions. By taking an arbitrary 5%
capacity margin, the appropria ¢ space area that could
be handled by a given heat pump capacity 1s calcu-
lated from Egs. (7) and (9) as:

3057 CC [1- 0.018 (2, - 35)]

4 = ' 1
4" ’nh.(‘+"h (‘(’u o ) ( ”

A 1,0

"Must weather stations make the distaction of a heating-degree-day
and a cooling-degree<day based on the ditference between the daly
average outside air temperature and 18.33°C (6571) as a reference
temperature

20ne ton of refrigeration equals 12.000 Btu/hr or 3516 W

MThe cooling capacity and heaung capacity of a heat pump are approi-
mately equal to cach other at rated conditions The pump 1y usually
designed to atisty the peak building cooling needs, and if 1t 1s not able
to satisty the peak heating needs, a supplement heater is used Other-
wise, the pump s chghtly overdeagned to satisfy both aceds com-
pletely
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whe e the coefficients m,, _and n,, . are expressed in
St units in W/m? and W/m?2°C, respectively. CCyq1in
tons of refrigeration and A4, in m?. Eq. (10) could
be also us:d if the building floor area is given and
the appropriate cooling capacity needs to be kno 1.

The annual cost of purchased gas energy at a particu-
lar mode of operation is determined by the part of the
building load which is unmet by solar energy
assistance, taking into consideration the efficiencies of
the various components. Duning M, monthls of the
heating pertod. the total cost of gas energy C), be-
comes the sum:

7304, - 1Q, |
C, =C E —t Pl
vk COP

M, KM

304248, COP,
~ 4 soh ( i’ )
coP

g

where Cx 1s the unit gas energy cost in YW, oP, ,
and COP,_ ,, are the gross coetticients of performance
of the system n the heating mode, driven hy either
gas combustion or solar radiation, respectively, and S,
is the etfective daily solar radiation incident upon the
concentrator projected area A Eq. (11) assumes a
standard month of 30.42 days and 730 continued
working hours. The gross coetticient of performance
in the heating mode CCP,, 1s determined from Fig. 7,
where two types of energy souiccs are identified: the
first bemg solar rodiauon and the second gas com-
bustion. COr, is defined as the ratio of the cumula-
tive heating effect to the space divided by the input
prunary energy source. From Fig. 7, COP, , and
COP, j, are written as:

copP,, = In +E, ,Pn,-n )R, (12)

5. h
(Y)Pg.h = [nw + Ex,h (Ph ’7‘ h nw“ ng “3)

Similarly, during M. months ot the cooling pertod,
the total yearly cost of gas energy becom s

{730 Ay Q, . 30424 S (V¥
C = ¢ Z( - o ‘. C LI
£ 0 (()PK_‘ (()Px.c

(14)

where COF, . and COP, . are the gross coetficients of
performance of the sysiem i the cooling mode,
dnven by either gas combustion or solar radiation,
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—

(10)

respectively, and 5. 15 the effective daily solar radia-
tion incident upon the concentiator projecied area.
Fig. 8, as i Fig. 7, ilustrates quantitatively the
energy flows for the cooling penod where the gross
coetticients CUP, . and COP; are given by:

('()PM = R, E, n, P (15)
(‘()Pg.c =1, k'g.(. n, Pl (le)

By using Appendix B. several expressions for the
maximum COP, md COP; . coull he deaved to
obtain the vptimum recever-engine working tempera-
ture. The energy calculations are made monthly and

then summed to obtan the yeurly protile.

The yearly cost of gas heating, given by Eq. (11),
couid be turther waoitten as

A
¢ :,4,,2(%, ‘*wa,) an
1Y) "

h

where the monthly cost parameters g, , and g, are
given by
A,y = 730 Co 1yl ('()I’R.h (18)
Bon = 3042C 8, COP L COP o (19)

The paameter g, , at a particular month represents
the gas heating energy cost per unit building ared it no
solat equipment exists, where heating 18 exclusively
provided by the gas-fired heat pump. However, the
patameter g, represents the gis cost savings, per umt
collector area, resulting from adding a solar collzctor,
The cost G starts with a value of g, .1, 1 no solar
collec,or s connected and diops nonhinearly to zern
cost at the maxumum collector area A, where the
cost G, remains zero thereafter. The area (4,74 )
given by (g, , /8, ) for the month of peak load repre-
sents the maanam collector area required to satisty
the bulding’s peak heating load. Note that by sub.
tracting the terms gy, 4, and g, 4, for any onth
dunng the heating mode, negative values of €, (when
Bp ndp < By p1) must be counted as zero, which
makes the €, curve with the area A, a nonlinear
relationship, as shown m Fig. 9.

The yvearly cost of gas energy for cooling, given by
Eq. (14}, could also be rewntten suntlary to Eq. (17)
as

(1)

oo SRt TN

b

A
" = - 5
C(' - '4b2 Bh.(‘ 65.(‘ A (:0)
M

where the monthly parameters 8, . and g, . are gven
by:

B, . = 730C,Q, JCOP M

o

L
i

3042C S CopP. [COP (22
g ¢ $.¢ L.¢

By asslogy, the parameter 8, . represents the
monthly gas energy cost per umit building area when
cooling s exclusively provided by the gas-fired heat
pump, mthout solar equipment. Also, the parameter
B, . represents the monthly cost savings, per unit
collector area. resulting from adding a solar collector.
The yearly cost of gas-coohing 1s initially g, .4, with
no solar equipment and drops nonlinearly as the con-
centrator area increases to a collector area 4 . where
the cost remains zer» thereafter. The area ratio 4,/
Ay, as caleulated from (8, /8, ) at the peak cooling
month, represents the maximmum collector area rte-
quited to sausty the building’s nesk cooling toad.
Arul wgously 1o the heating mode. by subtracung the
monthly values of 8, .1, from Lim.A‘ some differences
may result 1 negative values (when ﬁ“ A > ﬂh“.:i,,).
which should be counted as zero. This again gives a
convex-shape curve for €, vs 4, as sketched m Fig. 9.

To compare the economies of candidate heating/cool-
ing systems, several life cycle ¢ st methodologies are
avatlable m the hterature. One such method 15 to
comaute the accumulated implementation, mamte-
nance, and operation costs over a Zertain number of
years, N (e, 10 years, 15 years, or the lite time of
the major system components). Consideratton could
be taken of some or all of several economic factors
such as gencral inflation rate, taxes, insurance, money
interest rates, eszaletion of mamtenance costs, escala-
ton of energy costs, etc. A second method iy eco-
nomic comparsons s to divide the V-year Lfe cycle
cost into g “levelized” total cost, LTC, for each year
ot system operation. By adopting this method, the
total annual cost of the gas-fired heat pump system
with an 1 withont solar equipment is given by:

LA N AR A \ AN N Al

L7C = ¢ -0 »C, +C X (R} (K
where €, and C, are the annual costs of energy
consumed for heating and cooling, respectively, €, 1s
the annual maintenance cost, ¢, s the implementa-

tion cost of the new o add-on system including the
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hardware and nstallation costs, and CRF is the cost
recovery factor. The CRF, defined as the annual pay-
ment of 1$ borrowed with 1% interest rate, and N
years pavment period, 15 obtamed trom.

CRF =t (1 +VY/j(1+0yY - 1) (24)

To compare the economics of the solar-assisted gas-
tired heat pump under study with another gas-fired
pump without solar ecmpment, the costs ¢, and €.,
are obtamed from Eqs. (17) and (20), respectively. As
sketched in Fig. 9, the yearly gas cost for heating, G,
starts  with Ahl%ln“h.n it no solar concentrator 1s
present and decreases in a nonhmear relationskip as
the concenirator area 4, increases unul a zero cost 1s
reached when all heatng loads are provided by the
solar energy. Stmular nonhnear behavior 1s shown for
the yearly gas cost for cooling, C . wheri the monthly
load profile s actually computed. It the monthly
building loads dunng a particular mode of operation,
however, 1s averaged as shown by profile 2, Fig. 9. the
relationships between (), or € and A, become linear
but fead to a goss error in computing the opumum
collector area, as analyzed later on

To account for the costs of financing, property taxes.
nsurance, mantenance. ete.. one can simply muluply
the svstem implementation cost by an Annual Cost
Factor, ACH (Ret. 18), thus giving a shightly difterent
vialue to CRFE as piven by Eq. (24). Fither an eftective
CRE ot ACF will be used to combine the yearly costs
of implementation and mamtenange.

A general profile of the levehzed total cost. LTC,
vensus the concentrator area A (or the ratio Ay Ay )
shetched i Fig. 10 tor an add-on solar equipment
ception. The total gas energy cost (C. + ), the
solar-equipment implementation  and  inaintenance
costs €, + G, N CREY, are shetihed as shown in
Fig. 10. The energy cost decreases as the concentrator
area ncreases but, on the other hand, the implementa-
tion cost increases. Hence, the levehzed total cost,
1 1C, reaches 4 minimuom at the optimum concentra-
or e A7 On the other hand. 47 could be wven by
ditferentiating Eq. (23) with respect to A, (assuming
Cppp s CRE 2y constants), and equating to zerc

-d R e
‘I;‘:‘((‘_*(h) (25)

C X C(RF =
where C (5 m?) s the ditterential concentrator cost
per umt area. The optimum concentrator size could
be obtaned either graphicdly - by the next analvt-

val method. If the costs C. and G, are fitted. each,
approximately by a quadratic relation in A

A .‘1
C./A, =a, _*a ——-f-)+a“< —')

(h/Ah -

Hence, the coefticients @, a, and a, should be
known from 3 key properties of the annual energy
cost profile. The first coefficient, a,, for both heating
and cooling modes, could be determined by using
Eqgs. (17) and (20) and Fig. 9 when the concentrator
area A 1 set equal (o zero:

t.ho Z ﬂb,h
M,

=
t

27)

The second coetficient, a,. 0 both heating and cool-
ing modes, represents the tmtial slope at 4, = 0; there-
fore, at very small A, close to zero, one may wrte
trom Egs. (17)and (20)

H

E Bx.h

Mh

az.h

(28)

#

Y ) Z BI.(‘
M
¢

Accordingly, the coetficients ¢, and @, will represent
the gas cost coefficients 1f the space load is approzu-
mated as a constant, uniformly distnbuted load over a
Particc ar mode of operation. Since the ac..ol space
load varies on a daily or a monthly basis and 1s not
constant over all the year. the third coeflicient, ay,
will represent the side effect ot actual load deviations
from those average conditions. In fact, the coefficient
@y of Eq.(26) 1s the sole driver behind the nonlinear
relationship previously desenbed. Finally, i order to
fit Eq. (26) to the peak load condition where a large
solar concentrator area 1s built to entirely cover the
load needs, the coetfictent a4 1s tound from
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(29)
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' "A:.c’,Ah) 1.c%p
where 4 , and A . are the concentrator areas that

satisfv peak heating and peak cooling loals, respec-
tvely. Upon the determunation of the fitted coeffi-
cients a,. 4, and a, from Eqs. (27) - (29), coupling
of Egs. (25) and (26) yields the optimum concentra-
tor area :1; as’

A
”S
A,

Z Byt Z B,, C XCRF

M, o o

Yha Db b,
v M
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(A, ) A ALY

——

Eqgs. (23) and (30) and Fig. 10 suggest that the solar
concentrator desiginer should build an ever increasing
concentrator size untt! the “margingl cost™ (or the
slope ot cost curve) ot added-on solar equipmen?
(which i 1n turn the margingl cost ot gas energy
displaced by solar) eguals the “marginal cost™ of
saving gas energy, e, when the slope ot the tw)
energy saving and implementation curves becomes the
same.

Fguanon (30) 15 an imporant expression seeded to
find the optimum collector area A, "Vinle 1t meludes
the key parameters of the wstem, by, (30) s only
valid i the range (4, 4,0=0 up o the hmting
(A,74,) tor either heating ¢ _vonng, whichever s
smaller. Note that the form ot " (30) could be tur-
ther wntten in terms of the space Joonng/space heat-
g load ratio, for duterent ty pes of buddings or for
different weather patterns. However, this was not
done because of 1its complex toim.

For the solar-assisted system to have economic feas-
bility, two conditons should be met in general. These
are explamed as follows

(a) Non-negative concentrator area condition (.4;
2 (). Tiis constrains the concentrator area cost, C,,
to be always below a maximum value. Since the
denominator of Eq. (30) is always positive, then:

(Cax =

5 max

( Z 3:.'1 + E ﬂ:,c) /CRF (31)
Mh Mt‘

(b) Cerling LTC condition: The levelized total cost
of the solar-assisted system must not be more than the
L.TC of the onginal system without solar equipment.
This means that after the determination of the opti-
mum ratio (4. /4,)". the resulting mimmur LTC
must satisfy the tollowing condition:

LTC" <A, (E Byut 2 ﬁM) (32
M, M

The abave assumptions, tdealizations, and economic
teasihility  conditions are lustrated for a sample
ottice-type butlding at « selected DSN facility.

IV. System Application

An office bullding at the Beep Space Network Communica-
ton complex, Goldsiuae, Calitornma has been selected tor the
numencal evaluation of the system design and optimization.
The detaled 1temuzation of the bullding lowds in both the
summer and winter seasons appears i Ref. 17, tor wn arba-
tranly selected floor ared. However, the unir area parameters
m o and ny, were assumed independently of the building area to
enable computations ot the matching space size using Eq. (10)
for a given heat-pump capacity. Otkz2r information 15 catego-
nized as tollows:

Weather

Outside air design temperature * ¢

)
summer 37.78°C (10O F)
winter 222°0C(°F)
Maonths of season?
sumines
winter

S, > 18.33°C)
70, <18.33°C)
Seasonal averags outside au temperature
summer SRC (I8 )
winter LI°C(51.847F)

*See Fable | tor monthhy outduot temperature and solar raduation
protie . taken trom Rets 119) apa (20)
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Eftective daily solar input®

summer 7848 Wh/m? day

winter 6616 Wh;m? day
Seasonal average solar ntensity [

summer 943 Wim?

winter S350 W'm?

Butlding Specifications

Constant load per unit area m,

1n summer 3I7.0W/m?
n winter 3.7Wim?

Rate of heat loss te or gain
trom ambient” n 4783 Wim*'C

h 1) g
{054 Btu/h 112°F)

Indoor design temperature®, T,
msummer 25 56°C(78°F)
In winter 22.22°CHT2F)
Changeover Temperature®, 17
o P O g~ Uog-
n summer 17.82°C (640 Fy
n winter 15 54°C (60 1)

Matching Building Area '? lh 04 m? (3275 1%

Concentrator-Recetver

Mitror retlectivity, o 088
Aperture intercept tactor, ¢ 097
Recewer flow tactor, # 0.94
Recewer ettective absorptivity  a 090

Thermal loss rate, U 017Wm?¢

Collector etficiency 0.722
mtercept.tt m
A

N - 20,4
Coliector etticiency slope ! n 0.160W m?°C

s
Allows tor 2007 ot the anadent sl energy trom Table 1 to be
mettective tor tracking duning sunriwe and sunset hourn

1 dudes Iighting, mechanical equipment, clectronies equipment. and
solar heat vain to space dite by through tenestration areas and adir-
evthy through vpaque walls, trom Ret (17)

-

Includes heat transmisston o and from vary ing ambient temperatures,
sentilation, intiltratton and extiltration aie ettects This s assumed the
same tor bath summer and winter swasons (Ret 17)

B) ollows ASHRAL 90-75 standards (Rer 13)

u,: corresponds tua zero bullding load @) trom tq (¥)

'ol'\mg bg (10) with 4 18-ton heat-pump coohing capacits, and o

margin capacity ot 197 over peak building cooling load when both

bullding and pump sie ot an outdoor air desgn temperatute, ¢, ot
AT Cilon )

iaom by (3
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Fluid operating temperature,'? ¢,
heating mode
cocling moda

SO0°C (932°F)
300°C (1472°F)

Power Conversion Subsystem

Efficiency of power transnussion to the 09
- . . 13

heat pump compressor.’” n,

Gas combustor efficiency, UM 0.88

Ratio of recoverable heat to heat rejected 0.80

from power cycle ™ N
Power cycle etficiency relative to 0.5
Carnot’s, A
Heat source operating temperature Tf
n winter 500°C
I summer 800°C

Heat Pump

Nonunal cooling capacity (ARI 10 tons of

conditions) retrigeration
Average coetficient of performance in 285
heating mode, ' b,
Grozs coeftictent of performance in
heating mode using'®
solat, COP, 0 364
gas, COP, ‘ 1.157
Average coethicient ot pertormance 1n 3.00
17
cooling mode ™ P
Gross coefticient ot performance i
cooling mode ™ by
solar, COP._ 0.561
g.m.('()l"“ 0.827
Energy Co:
Uit cost ot gas energy ' ¢, 2X 10 P SwW
Ut cost ot electrical energy TX 10 53w

2 5ekected based on the pertormance optimization given in Appen-
div B

B includes tition in bearings, couphing, lubrnicating ol pump, and
uther parasiticy

“Unl) required duning the butlding heating mode

B See Appendiv €, and Table 2 Average Py 1 taken trom L QO p-
LWpp P

16 See Appendiv B, Lz 3. and Table ' Averape COPy 18 taken trom
~Unn ' (W COPY)
See Appendin (. and lable 2 Average P taken trom X Qp
* (Qb,( ,P(,

See Appendin B, Frz 2, and able 2 COP,_, on the average, 1y 1! en
ftom L ¢y /2ty COF)

¥ Fhus an vunts to 50 60 “Therm or $6 00/ Million Bty



Gther Econome Data

System hife. V 15 years
Annual interest rate Hn 1077
borrowed money . i
o Capital recovery factor. 2 CRE 0.13147
Hardware and installation
rosts of
e Heat pump?! $11.000
&~ Master control panel, $ 8.006
plant start-up. duct
work, motonzed
dumpers, etc.
e Power conversion $ 3000 10,000
module??
® Solar collection S15,000

subsy stem*? +O00 ~ 25N A

. 7,
® (Cont of alternate systemn®?

The
n

()

® A nominal 20 I\W‘_ $1.000
electrical resitange
heater

o A nominal 20 AW 2000

{OR.000 Bru'hy
pas-tired heater

caleulation procedure s summuanzed as tollows

Because the caleulations dre made on representative
days, one tor each month, the dailly average outside air
temperature, T, and the direct nosmal solar radigtion
trequired only tor the 2-ams traching collectan) are
tabutsted tor the stte under investigetion gy in Table |
Sununer and winter seasons are distinguished by the
4 crage value of £ s compated to g given referene.
temperature,

Fsumdtes dre made tor the comstant scarces of heat
R o dspace, per umtloor area (), 6 1¢ the rate of

30 Calealated trom tq (24)

g romingl 16 AW, Compressor, Hi-ton umt, approvinately 5730

kW,

Subtzact $1,000 1 the heat pump opetates vnly ds o Challer

2.
2 imaller haure represents the projected mass production cost (3200
KW ) The large Digure represents cutrent cost of untts under develop-

ment

2

ST oanclude conty o parabolwd marror, recerner, storage, structure dand
toandation 1t consists ot g tived vost and 3 vanable part Cy depend-
ing on the solar collector ares 4, 1in m?

310 te uwed in conjunction with Labke 3

(3

4

(s

~—

-~

—

hear loss (or gain) to the extenor environment, n,.
Detatled back-up information appears in Refs. 13, 17,
and 19. Difterent value. of m, and n, could be esti-
mated on a menthly basts: however. two changes. one
tor each season, are tound satisfactory. Onee the build-
ing's inside design temperatire, £, 18 fixed, the heut
gam to (or less from) a space, (. 1s calculated using
Eq. (7). The results are listed in Table 2 and sketched
in Fig. 11. A comparison of the outside air temperature
and tane changeover lemperature, as obtammed from
Ey. (8), determines the mode ot system operation . ..
cooling or heating.

The cesul® of the coetticient of perfermance optimiza-
tion vaosus the working fluid temperature from Appen-
dix B, indicate that the changes 0 th~ optimum
receiver-engine working temperatur., Ty, has a minor
eftfect on the optimum design point. Therefore, a work-
iy value of T not necessanly the optimum value T;.
for cach mode of operation should he chosen n
advance, based etther on average 4" season conditionis
or on given metallurgical speatications. Monthly com-
putattions of P, P, R R, . COP, and COP_ tollow
directly using Eqs. (C-7)and (C-12) of Appendix € and
Eqs. {3).(4), (12).(13). (13), and (106).

The monthly cost parameters §and 8, for both heat-
mg and cooling modes of oxration, qwing Eqs. (18),
(19), (21), and (2), are ¢'culated next. The erfeciive
sun-tracking perid, S, (assumed here as 807 of the
dady sunshine penod) s mtroduced to yield practical
values for 8. The price of the gas energy unit, ¢, 13
assumed to be representative for tne time of the study.
Encrgy  cost escalation  above gereral mélition o
assumed the sare as the escalation of the money witer-
est tate above general intlation.

Having determuned the § coeiticients, two approaches
couly be followed the first approach s to graphically
piot, as in Fig. 12, the yeatly costs of energy, €, C,.
versus the area ratio oy, 4, Together with the levelized
implementation snd manienanes costs, the levelized
tatal cost LTC could be plotted as shown an Fig. 13
For mstence, two o rferent concentrator costs were
tied (€, of 1000 $'m? and 150 $/m? i addition to 2
$1500 basic cost). For each umit concentrator cost, €,
the optimum size A4, ditters wd a graphical repre-
sentation tor each 1s necessary. The second approach in
determuang the optimum area ratio 1s nongrapical and
sitghtly less curate than the tirst approach, but yields
taster results. The second approach uuhizes the qua-
dratic curve it of €, und G, previous; +scnbed in
Section HI-12. The resulting economic feasibility con-
ditions are given by Egs. (30) - (32). Numencally.
Table 2 1 comrstructed tor the given sample buiding
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following the above steps. The key quantities which
appear in Eq. (30) are found as

4, =304 m? CRF = 0.13147

2 B, =352918/m?

Z 8, , = 2.0311 $/m’
M M '

c h

Y 8, =1€236$m’> 2 B, , = 18011 §/m’
M M,

c

A, 04, =075 A, Ja, =0332

or a unit concentrator cost C; of 100 $/m?, (4, /A,)
is 0.1845, from Eq.(30), which if compared to 0.19
using a graphical solution, gives « good test to Eq. (30).
At C, of 150 $/m?, Eq.(30) also gives (47/4,) a
0.132 vs 0.12 if a graphical solution is made. This
deviation 1s not large considering a faster engineering
assessment. A maximum C, for any economically feas:-
bla solution where A; > 0 is also obtained from
Eq. (31) as 276 $/m?, i.e., the total concentrator cost
should not be more than (1500 + 276 4,) $. Using the
ftred coetticients (a, . +a, ;) (@, . ta, ,)and (@,
+A; ) from Egs. (27) - (29) as 5.5602, - 36.2467, and
62.3892, respecuwvely, the fitted (C, + C,) curve is
plotted as the dotted line in Fig. 13, to show the
difference between the graphical and analytical
approaches. The fitted curve is only valid for Aj/A4, <
0.245, which satisfies the peak heating load.

V. Summary of Resuits

The work described in this first assessment of solar-assisted
gas-fired heat pumps has been initiated to benefit the DSN
facility in regard to enhancing its performance. The work
could be briefly summarized as follows:

(1) A complete air-air heat-pump system powered by a
dual heat source has been outlined. Major system com-
ponents have been identified and a breakdown of
cnergy and flow streams given. Analytical expressions
have been nrvided for the optimization cf solar con-
centrator size at a minimal total system cost.

(2) For a selected office-type building located at the DSN
Communication Complex at Goldstone, California,
monthly load computations, modes of system opera-
tion, and component performance efficiencies have
been determined for a given heat-pump size. The results
of this step have been used to compute the yearly
energy cost with and without a solar collection subsys-
tem.
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(3) The larger the solar concentrator size, the more gas
energy will be displaced by solar energy, thus reducing
the vearly energy cost and, on the other hand, increas-
g the implementation cost. The levelized rotal cost
combining implementation, maintenance, and opera-
tions costs, will have a minimum value at the optimum
collector area. This is shown graphically and analyti-
cally.

(4) Thz levelized total cost is sensitive to the concentrator
cost per unit area, and if the latter ranges under a mass
production program from 100 to 150 §/m?, the opti-
mum concentrator area ratio A;/A b will be on the
order of 0.19 to 0.12. respectively. No solar connection
is found to be economical if the concentrator cost
exceeds 275 5/m2. For instance, at a concentrator cost
of 100 $/m2, the optimum concentrator size (4 /4, =
1.19) provides 91% of the building’s heating during the
yewr and 72% of the building’s cooling load for the
year, Favorabie economics are evident if the concentra-
tor cost decreases and the gas energy cost increases
further.

To supplement the engineering assessment of the proposed
heat-pump dual heat-source concept, four alternate systems
are compared in Table 3. Each 1s designed to provide the same
heating and cooling needs for the selected building. The alter-
nate systeras arc. (a)an allelectric system with an electrical
resistance heater and a vapor compression chiller. (b) a com-
bined gas-electricity system with a gas-fired heater and a vapor
compression chiller, (c)an all-electric system using a heat
pump for both heating and cooling, (d) an all-gas system using
a gas-engine-driven heat pump. The proposed solar-assisted
gas-engine driven heat pump is simply a superimposed feature
on the alternate system (d). By a simplified 10-year life-cycle
cost analysis including an energy escalation rate only 10%
higher than that of money interest, system (a) was the highest
and systems (b), (c), and (d) were found to be of comparable
cost. A cost refinement for all systems(t), (¢), and (d)
requires detailed cost information that is of secondary impor-
tance as far as system-se'ection is concerned at this stage of the
assessmeni.

The solar-assisted system under study possesses several
advantages over other direct solar-heating or cooling devices,
such as: 1) the elimination of large thermal energy storage,
since gas combustion ~ould run the system instantaneously
during cloudy hours, or during nighttime, and 2) the close
proximity of the power cycle and the conditioned space,
which makes the utilization f rejected heat more feasible, and
almost doubles the heat-pump performance. This results in a
low totalenergy cost. The ficld implementation, however,
needs to satisfy other devel ymental, environniental and eco-
nomic constrainis that are curcently being investigated.

(_.“ 1)
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Definition of Symbols

A4 Projected area, m?
a  cost coefficient, $/m?
C  cost,$
48 cooling capacity of a heat pump, tons of refrigeration
COP  Gross coefficient of performance
CRE Cost recovery factor
£ Efficiency of energy conversion subsystem
F  Flow factor in solar receivers
I Solar intensity, W/m?
i Interest rate on borrowed money. 7
LTC  Lewelized total cost, §
M Time in months of a given mode of operation
m  lIntercept of a straight line
N System life in years
n  Slope of a straight line
P Coefficient of performance of heat pump subsystem
Q  Thermal energy per unit floor area, W/m?2
R Solar concentrator-receiver efficiency
h Effective daily solar radiation nput, Whi/m? day
1 Temperature °C
T Absolute Temperature,»?
U Heat loss coefficient for solar receiver, W/m2°C
p  Spectral reflectivity of concentrator surface
¢  mirror-receiver intercept factor
n  efficiency
a  eftective absorptivity of solar receiver
B cost parameter, $/m?
@  dimensionless parameter
A fraction of a corresponding Camot’s cycle
Superscripts
= peak or design conditions
»

changeover/optimum conditions
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Subscripts

building

cooling mode

condenser

heat engine or power conversion subsysiem
evaporator

working fluid in solar receiver (or gas combustor)
gas combustor

heating mode

high temperature heat reservoir

inside the space

implementation

maintenance

low temperature heat reservoir

outside environment to space
sola)-powered mode/solar concentrator
energy transmission and storage subcvstem

waste heat recovery subsystem
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Table 1. Monthly average weather parameters for Goldstone, California

Direct solar radiation data®

Noon Datly input Sunny Average intensity Daily average Seasonb
Month intensity, /,,, Wh/:/nz pda ' hours, over the sunny, /, outside air S = summer

w/m2 »ay h/day hours, W/m?2 temperature, 7, °C W = winter
Jan 960 7473 8 934 6.4 w
Feb 987 8697 i0 870 11.1 w
Mar 980 9399 12 940 12.1 w
Apr 933 9732 12 811 143 w
May 901 9880 12 823 19.8 S
Jun 883 9799 12 817 26.1 S
Jul 876 9564 12 979 297 S
Aug 890 9180 12 765 29.1 S
Sep 928 8751 10 875 244 S
Oct 949 8246 10 825 174 w
Nov 943 7301 8 913 10.7 w
Dec 940 7042 8 880 53 w
Average for
5 summer 9435 10 943 258 S
months
Average for
7 winter 8270 8.4 880 11.0 w
months

3Uses ASHRAK model (Rets 19 and 20).
t)(‘las:;iﬁcd as summer or winter uepending on whether the average daily outside air temperature 1s higher than or less than 18.33°C. respectively.

Table 2. Monthly resuits of the sample office building

a b Mode®€ f
Month o' Season® t Q”'2 of P T, cod  cort ol 2 b Pt

O¢ oc Wim operation °¢ ¥ §  Wn/m°day y
May 19.8 S 25.56 9.45 C 3.813 800 1.059 0.710 7904 0.1303 3.2237
Jun 26.1 S 25 56 39.58 C 3117 800 0.858 0.576 7839 0.6735 3.2014
Jul 29.7 S 25.56 56.80h C 2,782 800 n.764 0.536 7651 1.0854 32654
Aug 29.1 S 25.56 5393 C 2.835 800 0.779 0.514 7344 1.0108 29478
Sep 244 S 25.56 31.45 C 3.289 800 0.908 0.620 7001 0.5087 29081
Oct 17.4 w 22.22 8 64 C 3.660 800 1022 0.685 6597 0.1234 2.6898
Nov 10.7 w 2222 -2340 H 2878 500 1.161 0.869 5841 0.2943 2.6596
Dec 5.3 w 22.22 49230 H 2.810 500 1.150 0.855 5634 0.6250 2.5482
Jan 6.4 w 2222 4397 H 2.841 500 1.156 0.867 5978 0.5553 27275
Feb 13N w 22.22  -21.43 H 2.883 500 1.162 0.864 6958 0.2700 3.1473
Mar 12.1 W 2222 -16.70 H 2.896 500 1.16§ 0.876 7519 02093 3439
Apr 14.3 w 2222 - 6.18 H 2.92§ 500 1.169 0861 7786 0.0772 3.4885

? From Table 1 data.
bCalculated monthly from Eq. (7).

¢ = cooling, h = heating, according to sign of Q.
dUsmg Eqs. (13), (16). Table 1, and Appendices B, C.

€ Using Eqs. (12), (15), and Appendices B, C.
leking 80% of available solar radiation values in Table 1.
EUsing Egs. (18), (19), (21), and (22).

hPpeak loads needed for equipment design.
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Table 3. Comparison of aiternate HVAC systems without a solar coupling

HVAC wyatems

System 1

System 2

System 3

System 4

tlectnical resistance
heating and
clectncal-powered

Gas-fued heater
and clectoal-
powered chitlers

Electneal-powered

heat pump for
both heating

Gas-tired
turbo~compressor
heat pump

challers and conhing

Annual® bustding load, heating & 35,722 >
AWhiyt cooling € 44,351 -—_ —>
Average efticiency of COP ot heating 0.s® agst 2.85° 1579
cquipment
Averape COP of cooling equipment REUL 008 300¢ 08274
ltemized energy cost® per year, $ heating 2,778 840 877 617

coulmg 1,034 1,034 1,034 1,073
Yearly encrgy cong, § 1812 1.874 1911 1690
Intial cont, x 10% § 19' 208 19 AL
Appron 101 lite oy cle? cost % 1w’ $ 7978 49.87 49.46 48.93

*Using bralding toads from Table 2, 304 m? floor atea,

h.-\.\mmcd values

CAveraged trom Fable 2 v X Qp 'S /P
dAveraged trom Table 2 av 2 Qp /X (Qp/C OPp)
“Hased on 2¢/AWR tor gas heating and 7¢/KWh tor electneits

172

Fwuh 104 enerpy escalation rate.

TSIK tor heater, SEK tor ducts, controls and $T1OK tor a chiller
E$IK tor a4 boiler, S8K tor ducts, controls and $10K tor a challer
PSLIN for 4 heat pump, $8K tor ducts and controls.

' Same as system 3, add $3K tor gas engine.
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Fig. 1. Layout of a solar-assisted gas-fired heat-pump system (not to scale)
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Fig. 2. System energy balance during modes of operation
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Fig. 3. Principle of operation of a heat pump
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Appendix A

Heat Pump Configurations

t‘our different types of heat pumps are generally avaitable.
which are classitied basically according to the type of mediumn
in contact with the refrigerant in either the indoor ot outdoor
elements. This medium acts as a heat source or a heat sink
during operation. The heat pump classification is as follows:

(1) Air-to-air heat pump (A-A)

(2) Water-to-water heat pump (W-W)
(3) Water-to-air heat pump (W-A)
(4) Air-to-water heat pump (A-W)

The first medium always represents the outdoor fluid in
contact with the refrigerant in the outdoor heat exchanger.
This first medium acts either as a heat source (in a heating
mode) or as a heat sink (in a cooling mode). The second
medium is the indoor fluid which comes in contact with the
refrigerant in the indoor heat exchanger. Consequently. the
second medium acts cither as a heat sink (in a heating mode)
or as a heat source (in a cooling mode) (Refs. 13 und 21). Each
of the above four heat-pump configurations 15 described
briefly below.

l. Air-to-Air Heat Pump

This is the most widely used heat pump, and is illustrated in
Fig. A-1 for both cooling and heating modes of operation with
refrigerant reversing controls (Ref. 22). Forced air. from fans,
flows over both the indoot and outdoor refrigerant coils. A
complete system requires an indoor air distribution network
tducts) to supply filtered warm or cool air as needed. Op-rat-
ing the A-A heat pumyp in a heating mode where the outdoor
air temperature is very low (less than 7°C or 45°F) may cause
frost formation on the outdoor coils, Col frosting impairs the
pump effectiveness, since it blocks the air flow and presents
several operational difficulties. One solution to this problem is
to reverse the mode-selector valve to the cooling mode ftre-
quently and for a few minutes until 8. hot outdoor coil
(operating then as a heat rejection element) melts the frost.
Other solutions such as the use of electric-resistance heaters or
taking advantage of other waste-heat sources could be used.

In multi-zone air conditioning where different zones mahke
different heating or cooling demands simultaneously, the use
of A-A heat pumps with an air changeover system is sometimes
preferred instead of having a refrigerant changeover selector.
In this air-changeover system, the flow of air is controlled by a
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dual-duct network accompanied by a set of motorized
dampers to direct the air across the condenser coils for heating
or across the evaporator cuils for cooling before entering the
air-conditioned space as shown in Fig. A-2. The refrigerant
flow is not reversed, however, in this system. Depending on
the relative magnitude of heating and cooling demands, the
heat pump extracts low temperature heat from zones that
require cold air and gives it at high temperature to those zones
that require warm air. Although 4 good potential for energy
conservation exists in this configuration because the heat
pump partially acts as a heat reclamation device, the aii
changeover system has not been widely recognized.

A-A heat pumps are generally designed in integral packaged
form with small tonnage (up to 30 tons of refrigeration
(105 kW)) fo: residenttal or commercial applications (Ref. 13).
Since water is not used, the maintenance and operation prob-
lems of piping. plumbing, fluid leakage, or corrosion do not
exist, which generally results in low maintenance costs.

Il. Water-to-Water Heat Pump

As illustrated in Fig. A-3, a water-to-water heat pump uses
water from a well, lake, river, or any large body of water as
either a heat source or a heat sink. Water is also used to
exchange heat to and from the refrigerant in the indoor coil.
W.W heat pumps have been less popular commercially than
A-A types due to:

(1) A shortage of clean water supply in some populated
areas: generally, water from wells is returned to the
ground in order not to deplete underground water
suppltes.

(2) Low water quality of city water, which in general con-
tains soluble munerals. Deposits on piping and heat
exchangers cause scaling and fouling; soft water, on
the other hand, without some mineral content, can be
corrosive,

3
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Plumbing costs could increase the first cost of the
system.

In spite of the above operation and maintenance problems
of W.W heat pumps, they offer several advantages over thew
competrtors: They provide a higher coefficient of performance
and less heat exchange surface area since water is a good heat
transter medium and, because of the constant temperature of
well water, different from ambient air, they provide higher
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performance during periods of peak heating (water tempera-
ture is higher than air temperature) or peak cooling (water
temperature is lower than air temperature). These advantages
result in W.W heat pumps being lower in operating cost than
the comparable A-A type.

W-W heat pumps could also operate with either the refriger-
ant reversing valve as shown in Fig. A-2 or water reversing
valves. In a water changeover system, the direction of water
leaving the condenser and chil'er (evaporator) is controlled by
valves to provide heating or cooling to multiple zones as
required. In general, the refrigerant control is preferred to
avoid contamination of indoor coils with the external water
supplies (from a river, lake, ocean, etc.), which may be
chemically untreated.

lil. Water-to-Air Heat Pumps (W-A)

This heat pump also uses well or lake water as a heat
sink/source simifar to W-W heat pumps. but the heat is deliv-
ered to the indoor coil through direct expansion of the refrig-

A s W by W e Ve A o e e

erant as shown in Fig. A-4. The W-A heat-pump system has the
same basic problems as the W-W type in regard to water
availability, quality, and its disposal. However. it operates with
higher performance than an A-A system if enough water (at
temperatures higher than 10°C (50°F)) is available (Refs. 23
and 24). A W-A system could operate with air-reverse controls
to supply cold/warm air as needed orelse use refrigerant reverse
controls as shown in Fig. A4. The advantages of low initial
cost and low maintenance cost of A-A systems are still applied,
since 1t is a hybrid system of the above A-A and W.W systems.

IV. Air-to-Water Heat Pumps (A-W)

This heat pump is the same as W-A type above, except it
uses outdoor air as the heat source/sink and exchanges heat
with the indoor coil through the use of clean water as a
secondary medium, =s shown in Fig. A-5. A-W systems have
the same advantages and limitations as W-A units. Since warm/
cold water piping replace the interior air duct work. corrosion
problems, though not entirely eliminated, are less frequent
than in W.-W or W-A systems.
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Appendix B

Optimum Receiver-Engine Working Temperature

The operating temperature of the fluid circulating inside
the solar receiver-storage subsystem is an important parameter
in determining the coefficient of performance of the heat-
pump system at any mode. In the cooling mode, and for a
given solar-energy input, a high receiver temperature gives a
high-power cycle efficiency, E, but results in a low collector
efficiency, R, due to the increased receiver thermal losses. An
optimum operating temperature is, therefore, required to
maximize the product RE when operating in the cooling
mode.

For the building-heating mode. the recoverable portion of
the engine's rejected heat is also utilized as an additional
heating effect to boost the basic heat-pump heating effect. For
a given solar-energy input, the higher the receiver temperature
becomes the higher the power cycle efficiency E, the higher
the heating effect by the heat pump, and the less the heat
rejected from the engine. Again, an optimum receiver operat-
ing temperature is required to maximize the sum of the two
heating effects. For each mode of operation. the optimum
operating temperature is analyzed below, to enable the compu-
tations of P and COP expressions in the text.

|. Building Cooling Mode

According to Fig. 8(a), the coefficient of performance of
the heat pump when operating during the sunny hours is given
by:

COP, =n,-PRE (B-1)

('S(’

Therefore. the procedure requires the maximization of only
the product R E . with respect to the receiver fluid tempera-
ture T, since the' component efficients n,, and P, are inde-
pendent of T,. Note that the concentrator-receiver-efficiency
R, is taken from Eq. (3) as

(Tf_ Tu)
R=m-n B (B-2)

where 7 is an hourly average solar intensity. The power cycle
efficiency F, on the other hand, is simplified as a fraction of
the corresponding Camnot’s cycle when operating between the
two temperature limits 7, as a heat source, and T, as a heat
sink. From Eq. (4).

A S o i g S 3 eies S e s wmsay  me dmanes s

. TO
E =2 (1 - —T——) (B-3)

The maximum product RE, at the optimum fluid temperature
T}‘. is obtained by differentiation and by assumingm,n, T, [,
and A, to be constants. The result is written as:

msl
T;.c - TO l+ns TO (B4)

A plot in Fig. B-1 of the quantities R, E, and RE versus T is
also made for a selected numerical example. Figure B-1 illus-
trates that the maximum value of the product RE lies on a
plateau and not on a sharp peak. For instance, the assigned
values of m, = 0.722,n, = 0.16 W/m?°C,\, =0.5,1, = 25.8°C
(299 K), and 7, = 943 W/m?, yield an optimum temperature

7 of 893°C and an optlmum RE proauct of 21.4%. Operatmg
the receiverengine at 800°C (1472°F) instead of 893°C will
yield an RE product of only 21.3%, which is an insignificant
loss in performance compared to other cost and metallurgical
gains obtained by lowering the operating temperature.

il. Building Heating Mode

When operating during the sunny hours, the gross coeffi-
cient of the heat-pump waste-heat recovery system is obtained
from Fig. 7(a) as

COPh = nw Rh +Rg Ex.h (Ph 77, B nw) (B-S)

Upon the substitution of R and E expressions from Eqs. (B-2)
and (B-3), respectively, and assuming that the component
efficiencies n,,, P, and n, are w.dependent of 7', an optimum
operating fluid temperature 77, could be obtained by differ-
entiation. The result is expressed as

(B-6)

Lk

where 8, is a coupling parameter larger than or equal to I,
given by
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(B-7)

Without utilization of any portion of the engine rejected
heat, the efficiency n,, is zerc and the optimum temperature
expression 18 reduced to Eq (B-4). However, since 8 is 2 1. the
temperature T7, will always be less than T7 . keeping other
pararieters the same. Similarly to COP,, the trend of COP,
changes very slowly with the temperature T,. with an JlmOS!
flat plateau around the optimum point rather than a sharp
peak. The above finding allows the designer to choose a

lower operating temperature for material consideration with-
out a great sacrifice of the system performance. Numerically,
Fig. B-2 is plotted for the same concentrator-receiver design
(mg=0.722, n, = 6.16 W/m2°C) under the average conditions
of the site’s winter season (/, = 880 W/m? ¢, = 11°¢)
together with the assumed component efficiencies (n, = 0.9,
N =08, A, =05 P, =288)orat §=1893. The optimum
7';,, is found to be 525°(‘ (977°F), resulting in a maximum
COP,, of 0.864. At the selected receiver-engine operating tem-
perature of S00°C, the gross COP,, becomes 0.863, which gives
a negligible difference in performance.
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Appendix C

Temperature Levels and Coefficient of Performance of Heat Pumps

Actual heat transfer in heat-pump components requires a
temperature difference to transfer heat both from the heat
source to the evaporating refrigerant and from the condensing
refrigerant to the cooling fluid. Accordingly, the temperature
span of the refrigeration cycle will increase over that cycle
which is represented only by the heat-source and heat-sink
temperatures. For each mode of operation, the temperature
levels ase here represented by empirical expressions in terms of
source/sink temperatures instead of the graphical representa-
tion gven in Ref. 16. For a direct comparison with the
corresponding Carnot’s refrigeration cycle, the procedure is
discussed as follows.

l. Cooling Mode

The evaporator side temperature difference Ar,,. as
sketched in Fig. C-1. could be represented analytically by.

ar, = 2311-021 = ¢ -1 (C-

hence

= 3 N
§ t.+0.2 t, 2311

ey i (C-:)
Similarly, the condensing side temperature difference, &7,
could be represented by:

(C-3)

or

(, = 21444081

“ ("4)

An actual heat pump will be as efficient as roughly a
fraction (between 40 to 60%) of the Carnot-cycle heat pump
operating between T, and T, (Ref. 16). If the fraction A_ is

approximated by the relationship, then

A, = 0.536- 0.0058 1 (€5)

The resulting coefticsent of pertormance P, will be given
by:

180

or

(t,+0.21, +250.0)
(061, -1,+44.55)

P, = (0.536~ 0.0058¢,) (C-6)

For instance, taking the inside and outside air temperatures
of the office building during the cooling mode as ¢, = 25.83°C
(78.5°F), t; = 25.55°C (78°F). then t,, = 7.61°C (45.7°F),
Atr,, = 179°C (32.3°F), A1, = 16.27°C (29.3°F). ¢, =
42.1°C (107.8°F), A, = 0.5, and the heat pump performance
P_ from Eq.C-6 is found to be 3.14. Although heat pumps
with difterent capacity and design features, differ in their
performance, the above relationships are considered valuable
not only for A-A heat pumps but for any other media in
contact with the refrigerant coils.

Il. Heating Mode

The new evaporator and conde-ser temperature levels in
the heating mode will be as illustrated in Fig. C-2. The evapo-
rator-side temperature diftference Ar, . could be approai-
mated by

At =t -t =929+021¢
ev o ev o

(C.7)

hence,

6, =-929+0211, (€-8)

Also. at the condenser side, the temperature difference
At i obtained from:

At =t -t =2024+0.67¢
' ! 13

O &

(€9

or

t. = 20.24+0.67 e,

[y Y

(C-10)

An actual heat pump in the heating mode will be toughly as
efficient as a fraction A, of the Camot cycle heat pump
operating between T, and T,,,. The fraction A, is found close
to a constant value of 0.45 and the resulting coetficient of
performance P, becomes



or

[ LR

P,

P =2

h

= 045
!

T

0

hT -T
co ey

(293.4 + 0.67 r,+ t'.)
(2953 +1,- 0.12¢)

(C-11)

(C-12)

If, for instance, the space inside and outside temperatures ¢,
and t, are 22.22°C (72°F) and 11°C (51.8°F), respectively,
they result in a P, value, using Eq. C-12, of 2.88. Roth of the
temperature differences Af, and Af_ then become 11.6°C
(20.9°F) and 27.61°C (49.7°F), respectively. Equations C-6
and C-12 are used to determine monthly P and P, values for
each mode of operation as described in the text.
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Performance of the Real-Time Array Signal Combiner
During the Voyager Mission

C. D. Bartok

Control Centar Operations

The technique of station arraving is used to improve the signal-to-noise ratio by
reinforcing the coherent spacecraft signcl while cancelling out location-dependent inco-
herent noise. The signal combiner provides a delav compensation that keeps the signals
correctlv phased throughout the spacecraft pass. The signals are combined to optimize
the signal-to-noise ratio of the sum. The combined signal is then processed in the normal
manner by the rest of the telemetry chain.

Dunng the Vovager Mission each Deep Space Station used its 64-meter antenna
together with a 34-meter antenna to form an array. Data were selected from the Saturn
encounter period from November 2 to November 13, 1980, to analyze the signal
combiner performance. A statistical analysis of the residual gain data from all of the
arraved Deep Space Stations indicates that the Real-T:me Combiner is operating within
the designed accuracy range of U 2 £0.05dB around the theoretical gain. A decrease in the
residual gain value appears to correlate with an increase in antenna elevation, which may
be directly reaated to the changing ar:itenna gain with elevation. Overall, the combined
signal-to-noise ratio is improved by an average of 162 t0) 15 dB over the 64-meter
signal-to-noise ratio alone.

I. Introduction

A spacecraft signal can be Jdegraded in one of two ways.
There can be loss of desired signal relative to noise, where a
portion of the signal is Jiverted, scattered or reflected from its
intended route, or there can be an increase of noise relative to
the desired signal. Noise can originate as unwanted signal
energy injected into the link, or as thermal noise generated
within the link. There is a consistent level of degradation of

there are sources of loss and noise which are highly location-
dependent. Some of these are atmospheric loss due to water
vapor and oxygen, scintillation fades due to atmospheric
multipath phenomena, terrestrial noise, lLine loss between
antenna and receiver, and thermal noise generated within the
receiver. Of all the sources described, the spaceciaft signal is
particularly susceptible to degradation from the last two since
the signai is at its lowest energy level at these stages.

LI Aariet SRR L A
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the spacecraft signal from space loss, du¢ to a decrease in the
clectric field as ~ function of distance and due to noise
injecuon from the 3°K temperature of space, which is inde-
pendent of the location of the receiving station. Howe' ¢,

The fact tha) a spacecraft signai received simultaneously at
several Decp Space Stations is affected by an independent
noise coniribution at each station is the significant factoi that
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makes the technique of -tation arraying possible. An improve-
ment in signal-to-noise rativ (SNR) is achieved by combining
the outputs from various receiving locations in an approgriate
manner to reinforce the coherent spacecraft signal while can-
celling out incoherent noise from the stations. This involves
compenzating for phase delays at each station caused by differ-
ing spacecraft-to-station distances and by differing signal relay
times to . common site.

Il. Functional Description of the
Signal Combiner

A simplified block \iagram of the baseband signal combiner
is illustrated in Fig. 1. The signal combiner provides a delay
compensation that automatically tracks the changing signal
delays to keep the signals correctly phased throughout the
spacecraft pass. This variable delay compensates for the change
m signal arrival time at the different antennas as tlie Earth
rotates during the mission viewing period.

Once properly phased, the signals are combined in a
weighted average depending upon their relative average SNRs.
The weighting gain factors are cliosen to optimize the SNR of
the sum in a manner discussed in detail by R. A. Winkelstein
(see Bibliography). The combined signal proceeds from the
output of the Real-Time Combiner to the baseband input of
the Subcarrier Demodulator Assembly (SDA). From there on,
the signal is processed in the normal manner by the rest of the
telemetry chain.

Hl. Operational Detail of the
Signal Combiner

The heart of the signal combiner is the phase tracking
channel. This is illustrated in Fig. 2. Its function is to provide a
continuously variable amount of time delay to match the
signais at the summing amplifier to the reference basebhand
signal. The values of the delays are determiined by a central
processing unit (CPL) controlled tracking loop.

The combiner input signais pass through essentially identi-
cal input amplifiers and are converted from analog to digital.
For the reference channel the sign bit is switched onto a bus to
be used by the correlator sections of the other channels. The
baseband signals from each station are sampiad by a multi-
plexed digital FIFO memory at approximately a i0-MHz rate.

The FIFO memory system consists mainly of the multi-
plexed FIFO and a fili counter. The memory holds digital
samples which are input to the memory using the input strobe
and output from the memory using the output strobe. The
buffer output rate is determined by a fixed common clock
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line. The buffer input rate is governed by a separate variable
clock, but the input strobes are independent of each other and
are generated asynchronously with respect to the output
cluck.

The resident time of a particular sample in memory is the
delay time. The length of time a sample remains in the buffer
is a function of the number of samples in memory, as indi-
cated by the fill counter, and the phase difference between the
input and output strobes. Therefore, the time delay can be
continuously adjusted by controlling the input clock
frequency.

At the output of the FIFO, the delayed signals are cor-
related with the reference signal. When the signals agree in
phase, the correlation is at its maximum. For each channel, the
correlation of the reference signal with the input signal
advanced by 90 degrees of phase and the correlation of the
reference signal with the input signal retarded by 90 degrees of
phase are developed. The difference of these two correlation
curves, designated quadrature correlation, crosses zero when
the input signal is aligned with the reference signal (see Fig. 3).
Therefore, quadrature correlation is suitable as a control func-
tion fur the delay on each channel of the tracking loop.

Each sccond the quadrature correlator produces a digital
count, which is a function of the relative signal delay. The
quadrature correlator count represents an integral of the input
signal phase difference averaged over a time period of one
second. The quadrature correlator should produce a count of
zero when the input signals are exactly aligned. When they are
not aligned, the count is proportional to the phase timing error
between the signals.

The digital count is scaled by the CPU and converted to
analog voltages by digital-to-analog converters. These voltages
are applied to the input of the voltage-controlled oscillators
(VCO’s). The output frequency of the VCO produces a slight
change in the FIFO input strobe rate, thus closing the control
loop. As a resvlt, the signal delay is changed in the direction to
force the error count out of the quadrature correlator to zero.

At the output of the FIFO buffer, with the signals aligned
in phase, the signals are reconverted to analog by 2 digital-to-
analog converter. They 1re then weighted by gains calculated
to optimize the SNR of the combined signal and applied to the
input of the summing amplifier. Once combined. the signat
flows through the telemetry processing chain in a normai
manner.
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IV. Voyager Mission Performance

During the Voyager Mission, each Deep Space Station used
its 6d-meter antenna together with a 34-meter antenna to form
an array. The input siynal from each 64-meter antenna became
the reference baseband signal in the phase tracking channel of
its respective combiner.

To anzlyze array performance, data were selected from the
Saturn encounter period from November 2 to November 13,
1980. The design of the Real-Time Comb.ner specities a signal
degradation of no more than 0.2 +0.05 dB from the theoretical
combined gain. The actual gain data contains this system-
induced degradation plus external coherent noise injection
which 1s not cancelled out by the combining process, such as
from space and atmospheric phenomena.

The o64. and 34-meter uncombined SNR averages are
recorded for compartson with the combined array SNR aver-
ages. At optimai performance the combined SNR is maximized
to a theoretical value of

SNRS = SNRM + SNR 14

SNR )
34

=SNR . [1 4220
w( SNR,

where

SVR
A4 ={r+-- 2
th SNR,,

18 the theoretical gain over the uncombined 64-meter sivnal.
The actual gain is calculated from the data:

A =SVR_ - SNR,,(SNRsin dB)
¢ s (X )
and the residual difference is calculated.

Residual = 4 o

, - A_(gainsin dB)

It is these residual values that demonstrate the performance
capabilities of the Real-Time Combiner.
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The data from the Deep Space Stations are plotted as a
function of antenna elevation in Figs. 4, 6 and 8. A decrease in
the residual gain value appears to correlate with an increase in
the antenna elevation. This is particularly evident during
adverse weather conditions which degrade the input signal
markedly. Under these circumstances the improvement to the
residual gain is pronounced as the antenna dish tracks to
higher elevations. The change in residual gain as a function of
elevation may be primarily affected by the change in antenna
gain as a function of elevation. The antenna gain vs elevation
curves are included for the 64-meter antennas as Figs. 5, 7 and
9 for comparison.

Figure 10 iilustrates the distribution of the residual gain
data from all of the arrayed Deep Space Stations The statisti-
cal mean of 0.22 dB falls within the theoretical accuracy range
of 0.2 +0.05 dB predicted for the Real-Time Combiner.

The residual gains are also averaged on a pass-by-pass basis.
These data are plotted in Figs. 11 and 12. Figure 13 shows the
distribution of the pass averages trom the arrayed Deep Space
Stations. The statistical mean of 0.205 dB again falls within
the theoretical accuracy range as predicted.

V. Conclusion

The Real-Time Combiner has performed well during the
Voyager Mission, as the data samples taken during the Saturn
encounter indicate. The actual improvement in the signal-
to-noise ratio of the combined signal is an average of 0.62
+0.15 dB over the 64-meter signals alone. The Voyager Mission
data have demonstrated that antenny arraying operates as de-
signed, providing a clear improvement in telemetry
performance,

On November 7, 1980, the Australian complex, under
heavy cloud cover and falling snow, received the Saturn pic-
tures depicted in Fig. 14. The clanty of the arrayed pictures
compared to the unarrayed pictures is striking, particularly in
the face of such adveise weather conditions. These pictures
illustrate the performance extension achieved with array
technology.
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The Operational Performance of
Hydrogen Masers in the Deep Space Network
(The Performance of Laboratory Reference
Frequency Standards in an Operational Environment)

S.C. Ward
Deep Space Network Support Section

Spacecraft navigation to the outer planets (Jupiter and beyond) piaces very stringent
demands upon the performance of frequency end time (F&T) reference standards. The
Deep Space Network (DSN) makes use of hvdrogen masers as an aid in meeting the
routine F&T operational requirements within the 64-m antenna network. Results as of
October 1980 indicate the hydrogen masers are performing within the required
specifications. However, two problem areas remain that affect vperations performance:
(1) there is insufficient control over the environment in which the reference standards
reside and, (2) frcquency drift makes it very difficult to maintain the 64-m-DSS-
t0-64-m-DSS synt over the 130-day period required by the flight project.

l. Introduction

The “laboratory standards™ are three hydrogen masers
(Smithsonian  Astrophysical Observatory (SAO) Model
VLG 10B) and six cesium oscillators (Hewlett-Packard Model
5061A-004 option). The “operational environment” is an
isolated temperature controlled room at each of three NASA/
JPL Deep Space Network (DSN) complexes.

This Precision Time and Time Interval (PTTI) application is
in support of refined spacecraft navigation to the cuter planets
(Jupiter and beyond)and to provide wideband (> 100 kilobits)
telecommunications channels at S- and X-band. The Voyager
project Navigation team guides the spacecraft to Jupiter,
Saturn, Uranus, and perhaps Neptune. The Telemetry and
Image Processing teams have brought us the beautiful full-

color pictures of the planets and their satellites. Last, the
Radio Science team uses spectral analysis to detect and
measure the constituents of planetary atmospheres, orbital
rings, and gravimetrics

il. RequiromentJ and Specifications

Because the Voyager project requirements are currently the
most stringent, they have been the dominant force in the
design of the Frequency and Time System (FTS). The
requirements are: (1) the fine-spectral performance of and
lcng-term stability of the hydrogen maser, (2) the accuracy
and reliability of the cesium usaillators, and (3) some means of
synchronizing the intercontinental network of traching
stations.
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The specifications relating to a typical tizquency and
timing system using hydrogen masers and cesiuir osallators
are listed in the Precision Time and Time Interval (PTTI)
literature and manufacturers specifications. and will not be
dealt with further in this article. | will instead address the very
stringent requirements for syntonization and synchronization.

A. Syntonization Requirements

(1) The frequency offset hetween any pair of 64-m Deep
Space Stations (DSS) shall be known to within less
than +3X 10772, such as DSS 63 (Madrid. Spain) s
DSS 43 (Canberra, Australia) = <23 X 10" 13 or DSS
63 vs DSS 14 (Goldstone, California) =< 23X 10713,
orDSS 63 vs DSS 14 = <43 X 10713,

(2) The frequency offset of the DSN master (DSS 14) shall
be maintained within £3 X 1073 of Universal Time,
Coordinated (UTC), kept by the National Bureau of
Standards (NBS).

B. Synchronization Requirements

(1) The time offset between any pair of 64-m DSSs shall be
known within 220 us.

(2) The time offset of any 64-m DSS from UTC shall be
known within 220 us and, furtber, 1t shall actually be

maintained to within < £50 ps over the 130-day penod
August 4 through December 12, 1980.

IN. Methodology

Both the synchromization {syne) and syntonization (synt)
were established through use of a specially calibrated S061A.
001-004 portable unit.! For purposes of maintainmg the
individual DSS synchronization to UTC, the portable unit was
carned to the host country frequency and time mistrology
agency  The  wnc/synt tool used by the San Fernando
Observatory  (SFO) in Spain 1s the Mediterrun~an chain
LORANC. In Australia, the responsible agency is the Depart.
ment of National Mapping and the frequency and time (F&T)
mamntenance resource is ABC  television (see Fig. ). In

YAtter allowing 24 hours for the portable SOALA to stabilize to its
temperature and magheti environment, the unit was degaussed and a
measurement was made of the zeeman frequency va fregquency offset
uf the unit reterences to the DSN master Uung a digital frequency
synthesizer and a difterential voltinete:, the zeeman frequency
readingy were reproducibie within 0 7 Hz The portable unit was then
carnied to the temote PSS to be wyntonized. Here agan the umit was
given 24 hours to stabilize, was degaussed and the 2eeman frequency
was measured 1t the zeeman chinged by more than 1 4 Hz it was
rewt Otherwise a vorrechon tactor of 83 x 10 'S/He and 1«
10 V37°C was applied to the sy atonrzation
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America, at Goidstone, California, regular 60-day traveling
clock flights to NBS in Boulder, Color.. s, and daly VLF
transmissions from the NBS are used. in addition to LORANLC
and traveling clo s from other agencies (Goddard Space
Flight Ceater and the US Naval Observatory (USNO). The
PSS-to-DSS  'nchronization and syntonization is being main-
tained thro. .i the use of Very Long Base Interferometry
(VLBI). Some of the results are reported in Ref. 1. Figure 2
illustrates how the DSS-t1-DSS and the DSN-to.UTC synchro-
nization is maintained.

Each 64-m DSS has been delegated th» responsibility of
mantaining .ts own internal synchronization. Figure 3 illus-
trates the hardware configurativa and data flow paths that
achieve this. In additivn, it is responsible for establishing and
maintaining the synchronism of other DSSs within the
complex fsee the detail in the upper and lower right segments
of Fig. 2).

IV. Test Results
A. Environmental Tests

Table 1 lists the results of environmental tests pertormed
on five of the six S061A cesium oscillators presently deployed
within the DSN. These tests were perforied at the Refersnce
Standards Test Facility in Pasadena. Note that serial No. 1718
in its response to temperature variatiors differed from the
others. When this unit was sent to the Goldstone Referer.e
Standards Labotatory for zeeman calibeotion, it exhibited
phase glitches. It w. returned to Pasadena for further
environmental testing.

Table 2 hists the resui-. of environmental tests performed
on the three hydrogen inasers presentiy deployed within the
DSN. Figure 4 illustrates the behavior of hydrogen-maser SAO
serial No. 6 1 a changing pressure environment. Note the
improvement (8.2 dB) in its performance after being refu-
bished (Table 2, column 6).

Figure § illustrates the performance of SAQ senal No. 7 in
a changing magnetic environment. Having bees given errone-
ous information on how far the 26-m apienna was from the
planned site for the frequency standards room, 1t was decided
that no further magnetic shielding would be required. SAO
senal No. 6 failed 1in spring 1980 and was returned to the
manufacturer for refurbishment Table 2, column § indicates a
2.7-dB degradation to ats performance in a changing magnetc
environinent.

Figure 6 illustrates the perfermance typical of a hydrogen
inaser n 3 high-temperature environment. The hydrogen maser
1s JPL senal No. ! and the environment was an w..veanlated
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room in the cellar of DSS 43. The high temperatures <aused
the unit to fail i late summer (southern hemisphere). An air
conditioner with 0.1°C temperature control was installed n
eaily September 1980.

B. Stability Tests

Figure 7 illustrates the siiort-term stability (spectral perfor-
mance) of a typical 5061A-004 cesium oscillator and a typical
hydrogen maser. These measurements were made in Spain at
DSS 63 where the Complex. Maintenance Facility (CMF) was
close enough to peimit use of a coaxial cable from the
hydrogen maser. Cesium oscillator serial No. 1511 wus the
portable unit and it was cairied to the CMF facility.

Figures 8a and 8b (from Ref. 2) give the stahility perfor-
mance characteristics ot the three hydrogen masers presently
deployed. Figure 9 illustrates the stability characteristics of a
recent series (serial Nos. 1718 and 1719) of S061A-004 cesium
oscillators.

V. Synchronization and Syntonization Data
A. Epoch Synchronizaticn

Prior to departure for the trip to Spain, the portable :lock
designated RSL-2 was used to synchronize itself and the DSN
master clock at DSS 14 to within 0.2 us of the NBS and USNO
epoch. It was then transported to DSS 63 at Robledo, Spain,
then on to the SFO ar San Fernando, Spain. One day priot to
leaving Spain. the clock was transported to DSS 62 at Cebreos
and the Madrid STDN station. Thus the three stations in the
Madrid complex were synchronized to SFO and the DSN
master to less than one us.

Upon returning to America, the clock was immediately
taken to Goldstone for closure against the DSN master. It then
was taken to Australia where it was used to synchronize DSS
43 at Tidbinbilla, and then to the Department of National
Mapping (DNM) installation in the Orroral Valley. On the day
prior to leaving Australia, the portable clock was used to
synchrenize DSS 44 (Honeysuckle (reek) and Orroral (the
STDN station) to the DNM, DSS 43, and the DSN.

The RSL-2 was then returned to America where closure was
refined against both NBS and USNO. All the elements and
agencies synchronized on these trips remain synchronized to
within less than 1 ws. and are being maintamed within 10 us
paak to peak.
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8. Syntonlutionz

Each time the calibration process was performed, 24 hours
was allowed for thermal stabilization and then 80 hours (ten
8-hour samples) of cumparative phase data were collected.
This was performed with instrumentation configured as that in
Figure 3, except that a fourth phase comparator was added to
permit the intercomparison of the hydrogen maser, cesium
oscillator Nos. 1 and 2, and the portable cesium oscillator
(RSL-2).

At DSS 63, after setthng from the trauma cf the trip and
after thermal stabilization, the zeeman frequency of RSL-2
had shifted but 1.7 Hz. A C-field adjustment removed
approximately one-half of the zeeman offset and the calibra-
tion process of the hydrogen maser began. At the end of the
88-hour calibration period, the hydrogen maser frequency
offset from the DSN master was found to be zero 5 X ju~14
instrumentation noise. It was thus unnecessary to make any
adjustment to the hydrogen maser. It was, however, necessary
to adjust both cesium oscillator Nos. 1 and 2. Data collected
via LORANZC indicate the frequency offset of the hydrogen
maser and cesium uscillator No.2 remain at zero *4.8 X
10~ 13 as of November 8, 1930,

At DSS 43, the thermal stabilizatiot. period was extended
to allow for the lack of good circulation (the air-handler
installation was still in process). Also, the hydrogen maser had
been installed just a few weeks and was still drifting. At the
end of an 80-hour calibration period, the vffset of the maser
from the DSN master was 4.73 X 1013 Since this was
beyond the Voyager specification, and since the drift was in a
positive direction, the hydrogen maser synthesizer was reset to
reduce its frequency by 6.345 X 10~ 13 . Frequency offset data
of this maser vs UTC (Australia) (AUS) collected using
simultaneous TV with the DNM indicate its drift has cancelled
the value reset on September 30. Close examination of recent
data indicate the second-order drift term has dropped from 4.6
X 1074 /day to 2.1 X 107" 10 0.7 X 10~ ¥/day.

All indications are that the frequency drift of SAO No. 5,
the DSN master, has dropped well below its former value of
1 X 10-"/day as observed between the departure for Spain
and the return for closure. At present, SAO No.5 vs
UTC (NBS) = -2.84 X 10-'3 £0.3 as verified by two closures
against UTC(NBS) within a 21.day period. Figure 10 gives
time offset data vs UTC(DSN) and associated frequency offset
data for each of three 64-m DSSs. Figure 11 gives time offset
data vs UTC(NBS and USNO) 2nd the associated frequency
offset data vs UTC(NBS) of the DSN master reference.

2k vents occurring subsequent to the end of the Voyager | encounter
period have provided additional performance data ‘see Appendix).
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VL. Summary

must be exercised to provide a thermally stabilized and
magnetically isolated environment.

(1) Hydrogen masers require 4 to 6 weeks of thermal o ‘
stabilization before their long-term stability can be (3) Syntonization to UTC can be accurately and economi-

fully utilized.

cally maintained within a part in 103 (after 1 week of
daily observations) through use of the simultaneous
reception of LORANLC or TV transmissions by the

(2) To use the full potential of present day hydrogen DSS and the host country frequency and time metrol-
masers arid cesium reference frequency standards, care ogy service agency.

DR
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Table 1. Cesium oscillator environmental parameters test data

Hewlett-Packard 5061-A 004

Parameter " No. 1694 No. 1695 No. 1717 No. 1718 No 1719

o 1.2x 10713
Temperature, > /°C a3x10M 6.25 x 10714 s4x 10714 to 56x 10 !4

F 2% 10713

AF _ - - - .
Barometne pxcssurc.T/m, Hy 1x10 13 1x10 13 1 x 10 13 1 x 10 13 1x10 13
Magnene field -13 ~13 -13 , -13 -13
SEIE/10% Wo/m? 1%x10 1x 10 1% 10 ix 10 1% 10
31 gauss = 109 Wh/m?
Table 2. Hydrogen-maser environmental parari:sters test data
Parameter SAQ S SAO o SAO 7 SAO S SAO 6
(After refurbishinent by mfr.)

AF . -~ . -

Fevsperature, 7= 1°C 1ox 1014 Ix g0 !3 70x 10 1 a2x10l3 72x 10714
AF - - . - -
Barometric pressure, 7 /in Hg 6% 10 14 ~34 % 10 R 23x 10 14 25 %10 14 -5y x 10 14
Magnetie bield 4 1ex 1012 sox 10712 28x 10 ¢ sox 1012 3ax 10712
AR 10Y Wh/m*
B pauss 0% Whym?
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DSS 14 vs UTC (NBS) via MICROWAVE AND PORTABLE CLOCKS

i 1 I
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Fig. 4. Hydrogen-maser performance in a changing barometric
pressure environment
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Fig. 5. Hydrogen-maser performance in a changing magnetic environment
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FTS Quicklook Date

DSS-14

1.0. Rel. Rote
DOY {us) (us/us)
286 0.00 - —
287 0.00 0.0
288 —_— —_—
289 0.00 -—
20 0,80 9.26 (-12)
21 0.80 0.0
22 0.80 0.0
23 1.00 2.3 (-1
24 0.80 -2.31 (1D
25 1.20 4.862 (-1
26 0.80 -4,62 (-1
27 0.80 0.0
298 0.3 -1.27 (-1
29 0.0 0.0
00 0.2 1.16 (-12)
k 1]} -0,%0 1.16 (-12)
02 0.28 2.3 (<1
03 0,3 -2.31 (<13
04 <. 0.0
05 0.35 -5.79 (-13)
X6 0.40 -5.79 (<13
X7 0,30 1,16 (1)

Considering weekly segments:

9.:.._‘ Y.-T‘ Re!. Rote

284- 1.00 1.45(-12)
Yok

%3~ -1.20 1.74 (-1t
00

X0- 0.10 1.45¢<13)
07

D355-42/43 DSS-61/63
1.0. Rel, F.te 7.0. Rel. Rate
(us) {(us/ us) (ps) (us/ us)
-2.70 2.3
-2.70 0.0 2.3 0.0
-2,67 3.47 (<13 2.2 =-1.16 (-12)
-2.63 4.63(-13) 2.3 1.16 (-12)
-2.&0 3.47 (~13) 2.3 0.0
-2.5% 4.63(-13) 2.2 <1.16(-12)
-2.52 4.63(-13) 2.2 0.0
-2.49 3.47 (.13 2.3 1.14 (-12)
~2.44 5.79 (<13 2.4 1.16(-12)
-2.41 3.47 (-13) 2.4 0.0
-2.38 3.47 (<13 2.3 <116 (-12)
-2.04 4.63(-13) 2.3 0.0
2.3 3.47 (-13) 2.4 1.16(~12)
-2.727 4.63(-13) 2.4 0.0
2.4 3.47 (113 2.5 1.16 (-12)
-2.20 4.63(-13) 2.4 1,16 (-12)
-2.17 3.47 (-13) 2.4 0.0
-2.13 4.63 (-1 2.4 0.0
<2.10 3.47 /-13) 2.3 1.16(~12)
-2.Ué 4.63(-13) 2.3 0.0
-2.03 3.47 (-1 2.3 0.0
-2.00 3.47 (-1 2.3 0.0
T.-Y, R_cl. Ra,“ Y.-T’ Rel. h'._:
0.2 2.04 (-1 0.0 0.0
0.28 3.62 . -i 4y 0.2 2.89¢-13
0.24 3.47 (-1} 0.2 -2.87 (~-13)

A LI o oSt e B 5

Fig. 10. 64-meter DSS F & T offeet report
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JZED/NET ANALYSIS

DLD/R RUXLOW/B MCPARTLAND/) MCCOY

CUBJECT: UTCIRSL) ~ UTCINBS)EPOCH TIME SYNCHRONIZATION.

TWO PGRTABLE CLOCK TRIPS TO BOULDER, COLO. I+ OCTOBRFR ALLOWED US 10
REFINE THE ESTIMATE OF CUR TIME AND FREQUENCY OFFSETS TQO NBS, USHO,
AND B.ILH,

1.

PUBLISHED DATA, AND DERIVATIONS BASED ON PUBLISHED DATA-
(NBS TIME & FREQUENCY BULLETIN 274, USNO SERIES 7-669)
UTCIUSNOY ~BIH  -0.694 X i0 -13

UTCUSNOY - UTCYNBS) = -0.9513 X 10 -13

TA NBS - UTC(NBS)  -0/D143 X 10 -13

TANBS -8IH +0.243 X 10 -13(+7-0.279 X 10 -1}

RESULTS OF PAEASURED DATA.

DAY 281 DAY 302 AF/F_ns /DAY

RSL2-UTCIRSLY - 0,248 uS +0/1824S

RSL2-UTCINBS: - «0,103,45 +0,349 45

UTCIRSLY ~UTC(MBS) - «0.347 48 +0,166 45 -8.558
UTCIRSLY -UTCIUSNO® - +0,788 u$ 40,7994 -0.431
CSY 14-UTC'NBS +0.487 w5 +0,374 5 -5.2546
CrY 14-UTCUSNO) 40,928 uS +0.987 4S +2.7656
CLOCK 'a' 14-UTCINBS! - 42,168 45 o1, 641,48 -24.574
CLOCK 's M4-UTCWUSNOY - +2,60948 ¢1.995,5 -16.32%
H2M 1T 4-UTCINBS) NA NA -26.404
H2M 14 -UTCIUSNO) NA NA -18.384

NOTE: THE H2M14) FREQUENCY OFFSET IS TAKEN FROM THE PHASE RECORDER
COMPARISON TO CS1 14, AND IS OVER THE SAME PERIOD AS THE CLOCK CLOSURES
TO NBS. NOTE ALSO THAT CLOCK 'A' 14 DRIVEN BY THE H2M) 'S PROBABLY A
MORE PRECISE EZTIMATE OF THE H2Mm POSITION,

REGARDS

B L T T N NP,

Fig. 11. DSN master frequency and tims report

S e T a ——
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Appendix

The following covers events relating to hydrogen meser

» performance history and the long-term stability performance

x of the two overseas units. The closure data resulting from the
USNO traveling clock measurements (Refs. 3 and 4) provided

" the most accurate means of validating the frequency offset
performance data.

(1) On day 319 (November 14, 1980), the hydrogen maser
(H,M), SAO-VLG-10 Serial No. 7, located at DSS 63
failed. This outage was caused by failure of the
VACIGON pump assembly.

(2) On day 346 (December 11, 1980), a traveling clock,
traceable to UTC (USNO), visit was made to DSS 63
Data from this Renort of Precise Time Measurement
(Ref. 3) has produced the following results:

218

(a) The DSS 63 on-line reference frequency standard

(b)

was 5.9 X 1071 (51 ns/day) faster than the UTC
(USNO) rate over the 88-day penod (September 15
through December 11, 1980). The uncertainty on
this measurement was 4 X 10714 (£3.2 ns/day).

Using daily time offset measuremerts referenced to
Mediterranean Chain LORAN-C, DSS 63 personnel
sere able to maintain knowledge ot the reference
frequency standard’s frequency offset to within
4.1 X 10713 of the UTC (USNO) rate. Noise on
the LORANLC receptions over this 88-day data
span introduces an error > 90%.

‘~) The drift in the output frequency of the H,M SAO

VLG-10 Serial No. 7 is less than 6.5 X 107" per
day. This measurement, however, is sericusly
limited by instrumentation errors of >70%, and it

includes the noise intrrduced by operator
fechnique.

(3) On day 006, 1981, a traveling clock, traceable to UTC
(USNO), visit was made to DSS 43. Data from this
Report of Precise Time Measurement (Ref. 4) has
produced the following results.

(a) The DSS 43 on-line reference frequency standard
was 8.1 X 107 (7 ns/day) slower than the UTC
(USNO) rate over the 100-day period (Septem-
ber 30, 1980, through January 6, 1981). The
uncertainty on this measurement was +3 X 10714,

(b) Using daily time offset measurements referenced to
UTC (Australia) through the medium of public
television broadcasts (Fig. 1. Method B), DSS 43
personnel were able to maintain knowledge of the
reference standard’s frequency offset to within
2.3 X 10714 of the UTC (USNO) rate. Noise on
the TV receptions over this 100-day data span
introduced an error of <10%.

(c) The drift in the output frequency of HzM SAO
VLG-10 Scrial No. 6 1s <5.7X 10714 per day.
Again, the linitatien on the accuracy of this
measurement 1s instrumentatior./technique errors
(40°7).

Summary: The performance of both the overseas hydrogen
masers was within all Voyager Project specifications for
Encounter No. 1. However, validation of this at DSS 63 was
not possible without the wecond traveling clock visit, due to
insufficient instrumentation precision.
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Electrical Load Management at the
Goldstone DSN Complex

J. C. Rayburn,
Deep Space Network Support Section

The Southern California Edison Company issued a new time-of-day rate schedule for
the Goldstone Complex which substantially increased the cost of commercial power
during the daily high usage periods. Subsequently, a Power Load Management Plan was
developed which would utilize the unique power generating capabilities of the stations to
reduce the stress on the Edison Company’s reserve capacity anc reduce the cost of
electrical power at the stations. The plan, which has now been implemented, has greatly
reduced the cost of Goldstone electrical power by completely eliminating the use of
commercial power during the Edison Company s high usage periods each day.

l. Introduction

In April 1979 the Southern California Edison (SCE)
Company issued a new industrial rate schedule. Upon review
of the new schedule it was apparent that the cost of purchased
electrical power would sharply increase. SCE's time-of-day
charging was designed to provide a substantial increase in the
cost of power during high usage periods of the day. Figure |
contains a 24-hour load profile which illustrates the new
summer weekday rate schedule. Energy usage rates were
established for “on”, *mid”, and “‘off” peak periods. The SCE
rate structure :lso carried a severe penalty for every kilowatt
of demand that occurred during the “On Peak” time period.

SCE’s rate schedule referred to as No. TOU-8, General
Service-Large. is outlined in Table 1. Key aspects of the new
schedule include a $5.05 demand charge per kW for the maxi-
muin average kW used over a 15-minute period each month,
and an energy charge (to be added to the demand charge) for
the kWh used during each time-of-day period. i.e., the average
kW load for each period multiplied by the hours of the period.
The high “On Peak™ charges are related to the amount of gen-

D W re t ae Bk Gemmbe e e M. A WR WPAWeY (4 mimambe o aMe .-

erating capacity which the power companies have in reserve.
The fact that they are high is an indication that the utility has
minimal reserve during the high usage “On Peak™ periods.

Il. Discussion

As anticipated, the cost of pwchased electrical power
jumped sharply when the new rate schedule became effective.
The Deep Space Network Mission Support Operations Division
in accordance with JPL Energy Conservation and Economic
Policy initiated a three-phase effort. This effort was directed
toward determining by load management whether or not we
could alleviate, to some degree, the stress on the utility's
minimum “On Peak” reserve capacity. Also, would this reduce
the cost of electrical power at the Goiuswone Tracking Station?

A. Phasel

Tnis phase involved establishing what steps could be taken
to reduce the “On Peak” loads and what benefit would be
expected.

219
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The Goldstone Complex has two electrical services which
are metered separately:

(1) A 2400-volt service to Deep Space Station 14 (Mars).
(2) A 480-volt service to DSS 11, 12 and 1 (Goldstone).

The one-line power diagram in Fig. 2 indicates the metering
for the two services as they enter the Goldstone Facility.
DSS 11, 12, and 14 have their own powerhouses with diesel
generators and an arrangement of circuit breakers to enable
them to be synchronized and paralleled with the utility. This
meaus that before the start of the “On Peak™ power period the
diesel generators could be started and paralleled with the
utility and the station load transferred to the generators. The
power equipment was capable of making this transfer without
any interruption or disturbance to the electrical system. The
DSS 14 station has a special dual bus arrangement that enables
the high-power transmitter. an intermittent large load. to be
connected to the diesel generators while the utility furnishes
the balance of the station load.

Quite obviously, load management techniques should be
economically rewarding. The penalty for using power during
the “On Peak™ periods was veiy high. The question that
remained was, would it be cost-effective to generate all *On
Peak™ power, i.c . would the cost to generate electrical power
over the *‘On Peak” period exceed the cost for utility power if
purchased over the same period?

Parameters utilized in predicting the results that would be
achieved 1f the stations were placed on generaters during the

*On Peak™ period are listed in Table 2.

The following is a summary of the expected costs of
generated vs commercial power at DSS 11, 12, and 14:

Diesel generation cost - peak periods per month

Fuel cost “On Peak™ periods monthly ...... $ 9,640.00
Fuel cost “Mid Peak™ perwds ............. 1,760.00
Maintenance cost ........... ... . ... 840.00

Total cost $12,240.00

Commercial power costs — peak periods per month

Peak demandcost ...................... $11,310.00
“OnPeak™ ........ . ... ... . 6,550.00
“Mid Peak™ .. ....... .. ..o 1,170.00

Total cost $19,030.00
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Predicted GDSCC savings
Commercialcost ....................... $19,030.00
Diesel generatorcost .................... $12,240.00
Monthly savings ....................... $ 6,790.00

It is noted that additional savings could be expected since
the analysis did not take into account the savings to be
achieved by generating power required for the high-powered
transmitter at DSS 14 during the “‘On Peak” periods.

B. Phasell

To verify the cost of generating power the “On Peak”
power was generated at DSS 14 for one month. Complete
records were kept and the fuel consumption of 12 kWh/gal
was verified during the March billing period. 78,417 kWh of
“On Peak™ and 18,606 kWh of “Mid Peak” power were
supplied by the generators. The foliowing is a summary of the
results obtained:

Projected Commercial “‘On Peak™

demandcharge ................... ..., $5,654.00
Projected commercial ““On Peak”
energy charge ........ ... ... ... ... 3,474.00
Projected commercial “Mid Peak™
energy charge ............ ... ... .... __799.00
Cost of commercialpower ................... $9.927.00
Fuel cost for generated power . . ... ... ... . $6,145.00
Maintenance cost .. . ............ .... _279.00
Total cost $6,424.00
Monthly savings $3,503.00

However, 1f the utility's minimum demand charge of $1,252.00
is deducted, monthly savings for DSS 14 are $2,251.00. The
munimum demand charge 1s 25% of the highest demand charge
in the preceding 12 months. This charge would disappear after
12 months of **On Peak™ power generation.

The estimated savings did not take into account the
increased usages of the diesel generators that would eventually
cause more maintenance work. However, maintenance does
not increase directly proportionally to the number of hours of
operation. In fact, by utilizing the engines we may be
increasing their reliability. Certamnly as far as the powerhouse
operation and maintenance personnel are concerned, their
level of competence would leap forward and would keep pace
with the new demands. Synchronizing and paralleling with the



utility would no longer be done only by a select set of
personnel. Al the electricians would become competent in
doing this previously complicated procedure. In other words,
extra practice would increase competence and the technical
demands and activity would also give them a psychelogical
boost as an added bonus.

C. Phaselll

Having established the fact that power generation during
*On Peak” periods was cost-effective, a load management plan
was devised which would:

(1) Run generators when the high-power transmitter at
DSS 14 is required during the *On Peak™ periods,
utilizing advanced notice from the station to minimize
labor involvement.

—~
v
~—

Run the generators at DSS 11, 12 and 14 to completely
cover the 'On Peak™ station loads starting 30 minutes
ahead and finishing 30 minutes after this critical
period.

-
v
~—

Add at DSS 11, 12 and 14 automatic generator start
and foad takeouver from the utility (stations on genera-
tors) at the push button command of the station
operator. This would munimize powerplant operator
involvement and also provide rapid changeover to
generators in the event of storm warmngs.

lil. Implementation

These loud management procedures were implemented
during 1980, In March, DSS 14 started “On Peak™ generation
and ever. carlier had utilized generators for the high-power
transnutter In August, DSS 11 and DSS 12 implemented “On
Peak™ gencration. Profiles of “On Peak™ station loading with-
out load management provided bases for establishing the annual
savings  The savings are accurate since they were developed
utilizing  month-to-month  tabulations  of  previous  utility
charges corrected to reflect the actual 1980 time-of-day
periods. Table 3 lists the factors which determine the cost of
gencrating power at the stations and compares the cost with
the utitity demand and energy charges. The savings of $120,000
per annum noted n Table 3 did not indude the minimum
demand charge for either the Mars feeder or the Goldstone
feeder This mmimum demand charge would exist for one
full year after the “On Peak” demand was reduced to zero.
Theretore, the annual savings would be approximately $15.000
less for the first 12 months of active load management. With
the Goldstone feeder, 1t 1s not puossible to reduce the demand
to zero due to the power system configuration at DSS 13
This station’s controls are not desigred to pernui paralleling
with the utility. It therefore 15 not practical to use the diesel
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generators to supply the *‘On Peak™ power since it would be
necessary to interrupt the station power at the start and ugain
at the fimish of the “On Peak” demand period.

Results of the Load Managemen! Program in eliminating or
reducing the “On Peak™ demands are reflected in the Decem-
ber 1980 electricity bill for the Goldstone feeder. This shows
an “On Peak™ demand of 240 kW (previous high demand
was 1459 kW.) The “On Peak” demand kW would have
reached at least 1140 kW if we had not been on generators
during the “On Peak™ period. The load management has
consequently reduced this by 900 kW. The Decembzr 1980
electricity bill for the Mars feeder shows a zero “On Peak™
demand as compared to the previous high demand, which was
992 kW.

lnitially vanous objections were raised:

(1) It would requure too much manpower from the
technical plant services group

(2) It would increase the maintenance required on the
engines and this would further tax the teduced man-
poWer resources.

(3) Heavy workloads or oversight might delay siarting the
diesels, and just 15 minutes late would allow the “On
Peak” demand to register to its full amount, thus
aborting a whole month's activity and undermining the
year's savings (to eliminate the minimum demand
charge).

These objections were quite real and were systematically
resolved. An automatic system was introduced first at DSS 14
and then at DSS 12 and DSS i1. This allowed he shift
supervisor to press a button on the control console which
started two engines and first paralleled them together and then
paralleled them to the utility. Once paralleled. the utility was
disconnected automatically and the diesel generators were
supplying the station load. Thus, we could be assured that if
the electricians were not available (say due to some plant
emergency), then the station shift supervisors could put the
generators on line automatically.

Further, it was decided that sufficient automatic generator
plant safety devices existed so that the generator plant could
operate satisfactorily and safely without personnel in attend-
ance.

Mamntenance was a problem that could not be resolved
before the fact. However, experienc? from DSS 61/63 and
DSS 42/23 had not shown any significant increase with
increasing hours of operation, at least not until the engines
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reached the 50,000 to 60,000 hours running time; however,
load management was only adding just over 2000 hours per
year, and it would be 20 years before the 50,000-hour mark
would be reached.

IV. Summary

Load Management techniques have been implemented at
the Goldstone Complex to minimize the stress on SCE reserve
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capacity and lessen the cost of electrical power at the tiacking
staiions. An average of 120,000 kWh per month is no longer
required from the utility during high usage periods. The cost
of electrical power at the complex has been reduced by a
minimum of $10,000.00 each month. Factors such as changes
in the cost of fuel and the Utility’s fuel adjustment and energy
charges affect the accuracy of projected future savings. JPL
will condinue to monijtor these critical parameters to insure
that the results obtained through judicial load management are
consistent with the established objectives.




Tabie 1. Southern California Edison Company schedule no. TOU-8

Per meter
Rates per month
Customer Charge .. . ... ... ... $1.075.00
Demand Charge (to be added to Customer Charge)
All AW of “On-Peak ™ billing demand per kW R | 505
Plus all KW "*Mid-Peak” biling demand, per kW . . . 0.65

Plus all KW of “Oft-Peak billing demand per kW . No Charge

Eneregy Charge (to be added to Demand Charge)

All “On-Peak™ kWh, per kWh 4. 34e*
Plus all “Mid-Peak™ kWh, porkWh . .. .. .. 4 19¢*
Plus all “Oft-Peah™ kWh, per .Wh ., .. ... .. .. 4.(04¢°

*Includes 3.81¢ Fnergy Cost Agiustinent as ot 3 bebruary 1980
Mimmum Charge

The monthly Demand Charge shall be not less than the charge for 25%
ot the maximum “On-Peak™ demand established duning the preceding
11 months

Datly time penods will be based on Pacific Standard Time and are
defined 4 ollows

“On-Peak " 12 00 noon to 6 00 pm summer weekdays except
holidays

S00 pm. to 10.00 p.m  winter weekdays except
hohdays

“Mid-Peak " 800 am. to 1200 noonand 6 00 pm. to 10 00 p m.
summer weekdays except holiday s

800 am. to S0 pm. wimnter weekdays except
holidays

“Oft-Peak ™ All other hours

Table 2. Electrical power cost factors

Average load, kW . . . . ... .. 1290 kW avg?
Peakdemand .. . .....  ...... 2240 kw?
Peak periods per month, hr

Summer6hr X 21 6days . .. ............ 129.6 hr

Winter Shrx 21 6days . .. ... ..... 108 hr

Average/month . ... . L. 118 hr
Fdison chargcsb

On peak demand . . . .o Lo ... $5.05/kw

Fnergy charges  Adjustment cost per kWh used . 3.81¢/kWh

On peak ener~ ' charge ($3.81 +0583)=. . . . .. 4.34¢/kWh

Mid-peak energy charge ($3.81 +0.38) = . . . . 4.19¢/kWh

Off-peak energy charge (33.81+0.23)= . . . .. 4.04¢/kWh
Diesel tuel cost

Cost per gallon of fuel (Dec. 79) . . . $0.76

kWh per gallon ot tuel (average) . . . . 12 kWh

Cost/kWh . . 6.33¢/kWh
Maintenance cost

Matenal cost perdiesel ... ... $0.75/ht

Number ot diesels on-line N 8

*Values determined from August, September, and October SCE billings.
) atest rate as of February 3, 1980.
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Table 3. Cost of power—Goidstone Compiex

Mars feeder (DSS 14)

Cost of gencrating . . . . . .
Costof tuet . . .. ...

Average hours run .

Qost of maintenan-e .

Utility demand Jharge

Unlity energy charge

Less cost ot generating power

. 1449000 kWh

' 144?000 X 0826 = § 99,739

3350x 078 2,513
102,252

...... . 112.110
68,103

180.213

102,252

_17.961

77,961

Goldstone teeder (DSS 11 and 12)

Cost of generating .
Cost vt tuel
Average hours run

Cost ol mamtenpance

Utility demand charge

Utlity energy charge .

Less cost of generating power

Savings
Total savines

. 1,162,700 kWh

15??00 X082 = 80033
. 3350
(3350x 075) = 2513
82.540
70478
saea7
125,125
8254
42579
42579
120,540
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TDA Progress Report 42-63

March and Apnl 1981

Planetary Radar

R. D. Shatfer and P. R. Wolken
Control Center Operations Section

R. F. Jurgens

Communications Systems Research Section

Thus article reports on the radar astronomy activities supported by the Deep Space
Network during the first quarter of 1981. The bodies observed include the asteroids
Apollo and Toro, comet Bradfield. and the rings of Saturn.

The 6d.meter Goldstone station utihzing S- and X-band
high-power transmutters supported observations of the aster-
oids Apotlo and Toro, comet Bradfield. and Saturn’s rings
during this peniod. Estimates of the amount of useable data
acquired vs the total obtained reveal a preliminary success rate
of approximately SO0%.

The outstanding success has been the observation of the
asteroid Apoltlo. Publication of these results is eagerly awaited.
Continued observations of the asteroid Toro (see TDA
Progress Report 42-59, Julv-August 1980) were not so

-

successful, due to a lack of updates in the ephenieris used for
predictions. Radar Astronomy also sutfered equipment fuil-
ures, notably in the X-band transmitter. The other disappomt-
ment to report i1s the spectra obtained of comet Bradfield.
These appear to be contaminated by other spectra, but the
investigation is continuing 1n an attempt to extract the comet
data. Fair-to-marginal detection of Saturn’s rings at X band
was also achieved during this pertod. A particularly significant
result of preliminary analyses is that the scattenng function
does not conform to any known theornes or hypotheses and at
this time remains undecipherable.
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