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JET PROPULSION LABORATORY California Institute of Technology. 4800 Oak Grove Drive, Pasadena, California 91103 

August 15, 1981 

Recipients of TDA Progress Report 42-63 

SUBJECT: Erratum 

Please note the following correction to JPL TDA Progress Report 42-63, 
March and April 1981: 

Page 154, second column, last line: 

" ... sponsored and managed by the Department of Energy." 

should read: 

" .. . sponsored and managed by The Gas Research Institute." 

yours, 

Manager 
Section 

--

rfl/·-.3)070< 
Telephone (213) 354-4321 Twx 910-588-3269 Twx 910-588-3294 
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Preface 

This publication was formerly entitled The Deep Space Network Progress Report. 
Although the practice of reporting progress in the development and operations of the 
Deep Space Network continues, the report has been expanded to include developments in 
Earth-based radio technology as applied to other research programs. These programs are: 

(1) Geodynamics: For several years, the laboratory has been developing radio 
interferometry at microwave frequencies for application to geodetic measure­
ments. This branch of telecommunications technology is now being applied to the 
study of geodynamics. 

(2) Astrophysics: The deep space stations, individually and in pairs as an inter­
ferometer, have been used by radio astronomers for astrophysics research by 
direct observations of radio sources. 

(3) An activity closely related to radio astronomy's use of the deep space stations is 
NASA's continuing program of radio search for extraterrestrial intelligence in the 
microwave region of the electromagnetic spectrum. 

Each succeeding issue of this report will present material in some, but not all, of the 
following categories: 

Radio Astronomy 
Search for Extraterrestrial Intelligence 
Radio Interferometry at Microwave Frequencies 

Geodetic Techniques Development 
Spacecraft Navigation 
Orbiting Very Long Baseline Interferometry 

Deep Space Network 

Description 
Program Planning 
Planetary and Interplanetary Mission Support 
Advanced Systems 
Network and Facility Engineering and Implementation 
Operations 
Spacecraft Radio Science 
Planetary Radar 
Energy 

In each issue, there will be a report on the current configuration of one of the seven 
DSN systems (Tracking, Telemetry, Command, Monitor and Control, Test Support, 
Radio Science, and Very Long Baseline Interferometry). 

The work described in this report series is either performed or managed by the 
Telecommunications and Data Acquisition organization of JPL. 
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TDA Progress Rc~port 42-64 May and June 1981 

Radic) Astronomy 
P. R. Wolken and R. D. Shaffer 
Control Center Operations Section 

l1li. V. Gorenstein 
Massachusetts Institute of Technology 

This article reports on the activities of the Deep Space Network in support of Radio 
Astronomy Operations during April and May 1981. Work in progress in support of an 
experiment selected for use of the DSN by the Radio Astronomy Experiment Selection 
Panel, Twin Quasi-Stellar Object VLE!, is reported. 

I. Introduction 

Deep Space Network (DSN) 26-, 34- and 64-meter antenna 
stations are utilized in support of three categories: NASA 
Office of Space Science (OSS), Radio Astronomy Experiment 
Selection (RAES), and Host Country. 

II. Radio Astronomy Operations 

A. NASA OSS Category 

During this period, 94 hours and 35 minutes of DSN station 
support was given for Pulsar Rotation Constancy and 77 hours 
and 45 minutes of support for Planetary Radio Astronomy. 

B. RAES Panel Category 

1. RA 175 (SS-433). On 17 and 18 May 1981, the Gold­
stone 64-meter station supported very long baseline interfer­
ometry (VLBI) observations of the source SS-433 (1909+04) 
for a total of 28 hours and 15 minutes. Continuing support of 
this experiment is expected to produce further resolution of 
the angular radio structure of this unusual object along with 
the possible origin of it as reported in TDA Progress Report 
42-62, January and February 1981. 

2. RA 176 (Twin Qusai-Stellar Object (QSO) VLBI, 
0957+561 A, Band 1038+528 A, B;see TDA Progress Report 
42-63, March and April 1981). The J?air of quasars 0957+561 
A, B, separated by 6 arc-sec (redshift of 1.4) almost certainly 
arise from a single quasar whose light has been gravitationally 
deflected by a foreground galaxy. The optical spectra of the 
quasars are essentially identical, and a foreground galaxy with 
an associated cluster has been found that can explain the 
image doubling via the gravitational lens hypothesis. A second 
pair of physically unrelated quasars, 1038+528 A, B separated 
by 33 arc-sec (redshifts of 0.678 and 2.296 respectively) are 
close enough to be observed simultaneously in the same 
antenna beamwidth. One quasar can then provide an indepen­
dent reference frame, with respect to which possible super­
luminal motions of components in the other quasar can be 
detected. We have conducted observations at two epochs that 
have yielded or promise to yield significant return on these 
pairs of sources. 

Observations of 25-26 February 1980. Three stations 
(DSS 14 at Goldstone, Calif., DSS 63 in Madrid, Spain, and 
the 100-m antenna at Effelsberg, Germany) conducted obser­
vations of 0957+561 A, B. The data from these observations 
have been reduced to show that the quasars have elliptically 



shaped radio cores at S-band of 1 milli-arc-sec extent with 
similar axis ratios and position angles on the sky. The data 
place a 3% upper limit on flux density of a predicted third 
quasar image compared to the flux density from the core of 
the B image. We are currently constructing a model of the 
bending due to the cluster that will account for these results. 
We have also measured the separation of the quasar cores with 
an rms error of ±50 micro-arc-sec using differenced phase­
delay measurements. We will submit an article containing 
these results by mid-September 1981. 

Observations of 15-16, 17-18 March 1981. Seven stations 
(DSS 63, DSS 14, Onsala, Effelsberg, the National Radio 
Astronomy Observatory (NRAO) 40-m antenna in Greenbank, 
W. Va., Haystack Observatory 38-m antenna in Westford, 
Mass., and Owens Valley Radio Observatory (OVRO) 39-m 
antenna at Big Pine, Calif.) observed 1038+528 A, B at S­
and X-band (17-18 March), and all stations but Haystack 
observed 0957+562 A, B at S-band only (15-16 March). 
Observations were carried out successfully at all sites; about 
90% of the scheduled scans produced satisfactory record-
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ings. We have detected (found fringes on) the sources on 
baselines to all stations for both epochs of observation. 
Correlation of the data is now underway at the Haystack 
Observatory's Mark III correlator. (Mark III recording termi­
nals were used at all sites.) As of mid-June 1981 about half 
the data has been correlated for both pairs of sources. We 
expect that processing will be finished by late July, with 
preliminary maps of both source pairs made by the end of 
the summer. 

C. Host Country 

Many astronomically interesting objects were observed 
under the auspices of Host Country activities in Australia in 
April 1980. These observations were carried out as part of 
a southern hemisphere interferometer consisting of Tidbinbilla 
(either DSS 42 or DSS 43), Parkes, and Hartebeesthoek. A 
number of significant results are expected shortly. 

The 64-meter antenna in Madrid (DSS 63) devoted· 7 hours 
and 15 minutes of support to Host Country activities for an 
interplanetary scintiHations experiment. 
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The SETI Program Plan andllnstrument 
Devel()pment Status 

A. L. Berman 

TDA Mission Support Office 

R. B. Crow 
Communications Systems Research Section 

The SETI (Search for Extraterrestrial Intelligence) Program is a NASA Supporting 
Research and Technology Program with pn'mary thrust to search the microwave region 
of the spectrum for signals of extraterrestrial intelligent origin. During the next several 
years, the foremost SETI Program goal is the development of a SETI Breadboard Instru­
ment. This article describes the SETI Program Plan and current SETI Breadboard Instru­
ment development activities. 

I. Introduction 

Serious scientific concern with the possibility of detecting 
extraterrestrial intelligence dates back at least to 1959, when 
Cocconi and Morrison published (Ref. 1) a paper entitled 
"Search for Interstellar Communications." Additional scien­
tific papers on this subject were published during the 1960s. 
In the 1970s, more intensive and formal studies of the subject 
were conducted. Notable during this time frame were study 
efforts which are documented in "Project Cyclops: A Design 
Study of a System for Detection of Extraterrestrial Life" 
(Ref. 2) and "The Search for Extraterrestrial Intelligence 
(SETI)" (Ref. 3). DUling the late 1970s, intensive effort 
was undertaken at the Jet Propulsion Laboratory (JPL) 
and Ames Research Center (ARC) to obtain the initiation 
of a formal SETI (Search for Extraterrestrial Intelligence) 
Program under NASA sponsorship. Starting in fiscal (FY) 
1980, such a program has come into existence. The NASA 

SETI Program is a Supporting Research and Technology 
(SR&T) effort with primary thrust to search the microwave 
region of the spectrum for signals of extraterrestrial intelligent 
origin. The SETI Program is managed by the Life Sciences 
Division of NASA's Office of Space Sciences, and within 
the Life Sciences DiviSion, is an element of the Life in the 
Universe Program. 

Initially, the foremost goal of the SETI SR&T Program is 
the development of a SETI Breadboard Instrument. Beyond 
the SR&T effort, the goal of the SET! Program will be the 
exploration of a well-defined volume of multidimensional 
microwave search space using large existing radio telescopes 
and a new technologically sophisticated data acquisition and 
analysis system (Berman, Ref. 4, Gulkis et aI., Ref. 5). The 
approach of this SETI search includes two major components 
- a "target survey," which will observe at high sensitivity 
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all attractive star candidates within 25 parsecs of the sun, 
and a "sky survey," which will observe the entire celestial 
sphere at a somewhat lower sensitivity. The sky survey will 
cover all frequencies between 1 and 1 0 GHz, while the target 
survey will cover the frequency range 1 to 3 GHz. 

II. The SETI SR& T Program 

The SETI SR&T Program mode is expected to operate 
for approximately 5 years. During this time period, the spe­
cific goals of the SETI SR& T Program are: 

(1) Develop a fully functional SETI Breadboard Instru­
ment. 

(2) Evaluate the SETI Breadboard Instrument field experi­
ence to determine the most cost-effective method to 
implement a Microwave Observing Program (MOP). 

(3) Carry out limited but significant SETI observations. 

The SETI Breadboard Instrument will be operated pri­
marily with radio telescopes at DSS 13 and Arecibo, Puerto 
Rico, with some considerably smaller usage on the DSN 
64· and/or 34-m radio telescopes. The SETI Breadboard 
Instrument will initially be 74K channels single polarization, 
and during the SR&T Program will be upgraded in four phases 
to 500K channels dual polarization. Although only a single 
breadboard instrument is being developed, it will, during the 
various phases of development, contain functional capabil­
ities pertaining to both sky survey and target survey modes. 
In particular, Phase III will emphasize the sky survey mode, 
while Phase IV will support the target survey mode. 

High-level functional requirements for the SETI Breadboard 
Instrument during the planned 4 phases of development 
during the SR&T Program are as follows: 

4 

(1) Phase I Breadboard Instrument 

(a) 74·kHz bandwidth/I-Hz resolution 

(b) 1024-Hz, 32-Hz, I-Hz outputs 

( c) Single polarization 

(2) Phase II Breadboard Instrument 

(a) 74-kHz bandwidth/I·Hz resolution 

(b) 1024-Hz, 32-Hz, I-Hz outputs 

(c) Dual polarization 

(3) Phase III Breadboard Instrument 

(a) 4·MHz bandwidth/32-Hz resolution 

(b) 74-kHz/ I-Hz resolution 

(c) 1024-Hz, 32-Hz, I-Hz outputs 

(d) Dual polarization 

(4) Phase IV Breadboard Instrument 

(a) 4-MHz bandwidth/32-Hz resolution 

(b) 500-kHz bandwidth/ I-Hz resolution 

(c) I024-Hz, 32-Hz, I-Hz outputs 

(d) Dual polarization 

III. SETI Breadboard Instrument 
Development 

A. SETI Breadboard Instrument -
System Development 

The goals of the SETI Breadboard Instrument system 
development are described as follows: 

(1) The rapid development of a SETI Breadboard Instru­
ment and subsequent integration with Deep Space 
Station equipment, thus allowing the timely acquisi­
tion of SETI field experience in an operational environ­
ment. 

(2) The carrying out of limited but significant SETI obser­
vations. 

In seeking to accomplish the above goals, the SETI Bread­
board Instrument system will be implemented according to 
the following precepts: 

(1) Utilization to the highest degree of existing Deep 
Space Station equipment. 

(2) Allocation of the majority of SETI resources to the 
development of the Multichannel Spectrum Analyzer 
and Signal Processor - the SETI areas which require 
development of new technology. 

Figure 1 presents a simplified block diagram of the SETI 
Breadboard Instrument system at DSS 13. As is seen, the front 
end, including antenna mechanical, antenna microwave, 
Block III receiver, and noise adding radiometer, are existing 
DSS 13 equipment. The portion of the SETI Breadboard 
Instrument system (Le., the "SETI Breadboard Instrument") 
currently under development includes the SETI downcon­
verter, the analog-to-digital converter (ADC), the Multichannel 
Spectrum Analyzer (MCSA), and the SETI Signal Processor 
(initially the "SETI Computer"). 

The development of the SETI signal processing functions 
will be started by using the breadboard equipment to generate 
and store real-time data. Non-real-time test algorithms will 



evaluate this data and be utilized to determine the most 
efficient approach to the signal processing tasks. Once a signal 
processing task (e.g., developing a baseline for the data that 
removes instrument gain variation, applying threshold tests 
to the dati, dedrifting CW signals, etc.) has been successfully 
tested, a hardware version will be developed. As the Signal 
Processor's special hardware is developed, the SETI Computer 
will move toward real-time data analysis, instead of the "snap­
shotting" of data and subsequent processing. 

The phased SETI Breadboard Instrument development will 
provide the total experience necessary to design a technically 
capable and cost-effective operational SETI Instrument. In 
particular, new advances anticipated in the area of very large 
scale integration (VLSI) can be expected to playa significant 
role in the operational SETI Instrument. 

B. SETI Breadboard Iinstrument Phased Development 

1. Phase l. The Phase I SETI Breadboard Instrument 
will have a 74-kHz passband, single polarization, with 1024-, 
32-, and I-Hz outputs. Signal identification will be accom­
plished via software using the SETI Computer. This bread­
board configuration represents a narrow profile in the fre­
quency domain of either a sky surveyor target survey type 
instrument. Figure 2 presents a functional block diagram of 
the Phase I configuration. 

2. Phase II. Phase II augments the SETI Breadboard 
Instrument in two significant ways, as follows: 

(a) Baseline and threshold algorithms will be imple­
mented in high-speed, special-purpose hardware 
that is capable of operating at the data rates envi­
sioned for the fully operational SET! Instrument. 

(b) A second channel will be added to allow dual 
polarization signals for usage in the evaluation 
of SETI identification algorithms. 

Figure 3 presents a functional block diagram for the 
Phase II SETI Breadboard Instrument. 

3. Phase III. In Phase III, the 1024- and 32-Hz resolution 
outputs are increased from 74 kHz to 4 MHz, thus allowing 
the first significant sky survey observations. In addition, the 
Signal Processor development of Phase II is continued by the 
addition of a pulse detector module. Figure 4 presents the 
functional block diagram of the Phase III SETI Breadboard 
Instrument. 

4. Phase IV. Phase IV completes the SETI Breadboard 
Instrument by adding a module to dedrift CW signals and 
expanding the passband capability of the I-Hz output resolu­
tion from 74 kHz to 500 kHz, thereby providing the ability to 
make the first significant target survey observations, as well as 
performing all signal identification in special-purpose signal 
processing hardware. Figqre 5 presents a functional block 
diagram of the Phase IV SETI Breadboard Instrument. 

C. SETI Breadboard Instrument Development Status 

The SETI Breadboard Instrument development was begun 
in mid-1980, and has been previously reported on by Crow 
(Ref. 6). Delivery of the completed SETI Phase I Breadboard 
Instrument is scheduled for mid-1982. The SETI-peculiar 
equipment that is currently under development is the SETI 
downconverter, analog-to-digital converter (ADC), Multichan­
nel Spectrum Analyzer (MCSA) and the SETI Computer. 

The SETI Computer (a PDP 11/44) has been received and 
is currently being installed. Remote operating terminals will 
be provided to allow the SETI Science Team to utilize the 
SETI Computer from remote locations both at JPL and ARC. 
The SETI downconverter and analog-to-digital converter 
have been fabricated and are currently undergoing subsystem 
testing. The Multichannel Spectrum Analyzer development 
is currently in the module fabrication phase and is scheduled 
for shipment to JPL in early 1982. 
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Project ORION Microwave Subsystem Design 
D. L. Gannon 

Spacecraft Telecommunications Equipment Section 

. The proposed design for the Microwave Subsystem of Project ORION is presented. 
Performance characteristics and subsystem capabilities are discussed. Functional require­
ments and key performance parameters are stated for the subsystem as well as a proposed 
schedule of events. 

I. Introduction 
The ORION (Operational Radio Interferometry Observing 

Network) mobile system is being implemented in support of 
the NASA Crustal Dynamics Project. The purpose of the sys· 
tem is to provide a means for measurement of length and ori­
entation of vectors between sites located in areas of geophysi­
cal interest. This is accomplished by using Very Long Baseline 
Interferometry (VLBI) techniques operating at microwave fre­
quencies using extragalactic radio sources. For an overview of 
the functional requirements and system capabilities of the 
entire ORION system the reader should refer to TDA Pro­
gress Report 42-60, pages 6 through 32. 

The Microwave Subsystem (MWS) of ORION is one of nine 
subsystems that make up the mobile unit. The functional 
requirements of the MWS are as follows: 

(1) Receive and amplify S- and X-band signals from the 
Antenna Subsystem (AS). 

(2) Provide coupling for the S- and X-band phase calibra­
tion tones. 

(3) Provide performance monitoring information to the 
Monitor and Control Subsystem (MCS). 

The MWS consists of the S- and X-band feeds, S- and 
X-band low noise amplifiers (LNA), a frequency selective sub­
reflector (FSS), and cooling assemblies. A block diagram of 
the MWS is shown in Figure 1. 
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II. Performance Parameters 

Table 1 lists the performance parameters of the MWS as 
stated by the ORION Mobile Station Functional Require­
ments Document (1700-2). 

III. Design Requirements 
In order to meet or exceed the performance specified for 

the MWS, the following design requirements became necessary. 
To allow adequate description of the entire design the MWS 
was divided into the following subassemblies: 

(1) X-band LNA 

(2) S-band LNA 

(3) Cryogenic cooling system 

(4) Thermoelectric cooling system 

(5) S- and X-band feeds 

(6) Frequency selective subreflector 

(7) Microwave transmission components 

Figure 2 shows each assembly and its relationship to the 
Antenna Subsystem (AS). 



A. X-Band LNA 

To meet the performance requirement of 110 K zenith sys­
tem noise temperature for X-band it is required that the 
X-band LNA have an equivalent noise temperature of approxi­
mately 60 K. This value of noise may only be reached by 
cryogenically cooling a GaAs FET amplifier to a physical 
temperature of 20 K if the large bandwidth requirement is 
also to be met. Standard off-the-shelf GaAs FET LNA's cannot 
be cooled to the physical temperature of 20 K as proposed in 
this design. The LNA must therefore be specially built to with­
stand this low temperature. The detailed design steps taken to 
achieve this are beyond the scope of this report, but Table 2 
lists the basic LNA specifications for this application. Mini­
mum mass and power dissipation are also important to the 
design to have the lowest possible load on the cryogenic 
refrigerator. 

B. S-Band LNA 

In order to meet the performance requirement of 160 K 
zenith system noise temperature for S-band, the S-band LNA 
must have an equivalent noise temperature of approximately 
75 K. This noise temperature is not as difficult to achieve as in 
the case of X-band, but physical cooling of a GaAs FET is 
required. The noise temperature specification can be met by 
cooling the LNA to -SO°C. This is done using thermoelectric 
cooling devices arranged in multiple stages. This design will be 
discussed in a later section. Table 3 lists the basic LNA speci­
fications for S .. band. As with X-band, the S-band LNA must 
also have minimum mass and low power dissipation. 

C. Cryogenic~ Refrigeration System 

Figure 3 can be referred to in the following description of 
the Cryogenic Refrigeration System. The system is a basic 
closed-cycle helium refrigeration unit consisting of a com­
pressor, a refrigerator, and a roughing (evacuation) pump. The 
refrigerator has two stages which produce a temperature of 
20 K at one cold station and 77 K at the other. The X-band 
LNA is located at the 20 K station. The cold stations and LNA 
are contained in an evacuated dewar to minimize the ambient 
heat loss. The dewar is evacuated using the roughing pump and 
a solenoid-controlled vacuum valve. Locations of the 3 parts of 
this system are shown in Fig. 4. 

D. Thermoelectric Cooling System 

A block diagram of a thermoelectric cooling system can be 
found in Fig. 3. It consists of a cold plate, a multistage 
thermoelectric heat pump, a heat sink/fan, and a temperature 
control unit. The S-band LNA is attached to the cold plate by 
a method that assures good thermal conduction. DC current 
is then applied to the thermoelectric module, which is also 

attached to the cold plate. The thermoelectric module dra~s 
heat from the LNA and deposits that heat to the heat sink on 
the opposite side. The fan dissipates heat from the heat sink. 
A temperature control unit can maintain a temperature of 
50 ±O.3°C for the LNA by changing the current supplied to 
the cooling module. The LNA is enclosed in foam insulation 
to minimize the ambient heat load. The location of the S-band 
LNA and thermoelectric control unit can be seen in Figs. 2 
and 4. 

E. 5- and X-Band Feeds 

The feed configuration implemented for ORION is a dual­
frequency, Cassegrain X-band, focal point S-band design with 
a dichroic hyperbolic subreflector. The subreflector design will 
be discussed in the next section. Figure 2 shows the locations 
and dimensions of the two feeds. The X-band feed assembly 
includes a transformer which extracts right-hand circularly 
polarized (RHCP) energy from the incoming energy and has 
an output compatible to WR1l2 waveguide. The energy is 
then channeled to the refrigerator through WR1l2 waveguide 
and then transformed to coax cable for amplification by the 
X-band LNA. The S-band feed is located within the sub­
reflector assembly as shown in Fig. 2. It also gives an output 
of RHCP for transmission to the S-band LNA located beside 
it, as shown. Both the S- and X-band feed are designs derived 
from the Voyager project. 

F. Frequency Selective Subreflector (FSS) 

The primary purpose of the FSS is to reflect X-band energy 
and pass S-band energy. The sub reflector is an unshaped 
hyperboloid of dimensions given in Fig. 2. The front skin of 
the FSS is Mylar with etched aluminum dipoles that reflect 
X-band. The X-band reflective loss is approximately 0.1 dB 
while the S-band transmission loss is 0.28 dB for a single layer 
FSS.. Double layers can be used to lower the S-band loss, if 
required. The FSS assembly will support the S-band feed and 
the S-band LNA including the thermoelectric cooling assem­
bly. These items will be enclosed in a plastic cover for 
weatherproofing purposes, as shown in Fig. 2. 

G. Microwave Transmission Components 

These components of the MWS were chosen on the basis 
of low loss, high durability, and the interface requirements of 
the MWS with other subsystems. 

1. Coax cable. Three types of coax cable are used in the 
MWS. Each cable has 50-ohm characteristic impedance and a 
foam dielectric. Coax cable of O.l4l-in.-diameter is used 
within the thermoelectric enclosure. This cable is made of 
stainless steel for low thermal conductivity. Copper 0.358-cm 
(0.14l-in.) coax cable is used from the input transition of the 
X-band LNA to the LNA itself. This is implemented for high 
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thermal conductivity. The third cable used in the MWS is 
1.27-cm (O.S-in.) diameter coax cable with a copper-clad 
center conductor, an aluminum outer conductor, and a plastic 
covering on the outside for weatherproofing purposes. This 
cable runs from both LNA's to the receiver, as shown in 
Fig. 1. 

2. Waveguide. Solid copper WR112 waveguide is used from 
the OMT to the X-band input at the refrigerator. This wave­
guide offers the lowest possible X-band loss. 

3. Phase calibration inputs. Phase calibration inputs are 
provided at the inputs and the outputs of the two LNA's. At 
the input of the X-band LNA a 30-dB crossguide coupler with 
an "N" type input is implemented for signal insertion pur­
poses. At the output of the X-band LNA a 30-dB coaxial direc­
tional coupler is used for signal insertion. Coaxial directional 
couplers of the same value (30 dB) are also implemented for 
S-band at the input and output of the LNA. 

4. Coaxial switches. Coaxial switches are provided for S­
and X-band to enable the phase calibration signal to be input 
either before or after the respective LNA's. 

IV. Noise Budget 

Table 4 summarizes the estimated noise for the MWS at 
zenith. According to these estimates both the S- and X-band 
noise requirements can be met. 

V. Monitor and Control Interface 

Table S summarizes the proposed monitor and control 
points for the MWS. Interface between the MWS and the 
MCS will be via RS-232 under a format provided by the MCS. 
The MCS will provide automatic operation of all parts of the 
MWS and will monitor the subsystem status of operation. 

VI. Subsystem Startup 
The following is an MWS startup procedure. The sequence 

of events will remain the same but times between events will 
change depending on the weather and the operating condition 
of the subsystem components. 

(1 ) Ani ve at the site 
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(2) AC and DC power available 

(3) X-band cool-down: 

(a) Roughing pump ON for 30 seconds 

(b) Open vacuum valve 

(c) Pump dewar to 50 microns vacuum 

(d) Turn on compressor 

(e) Turn on refrigerator 

(f) Close vacuum valve at 10 microns, shut off rough-
ing pump 

(g) Allow LNA to reach 20 K 

(h) Turn on LNA 

(i) Monitor performance 

(4) S-band cooldown (simultaneous to X-band) 

(a) Turn on thermoelectric control unit 

(b) Allow LNA to reach -SO°C 

(c) Turn on LNA 

(d) Monitor performance 

VII. Schedule of Events 

Figure 5 is a proposed time schedule for implementing the 
MWS. It is designed to conform with the Work Breakdown 
Schedule for the subsystem and will allow integration of the 
MWS with the entire system on schedule. 

VIII. Conclusion 

The proposed design of the Microwave Subsystem for 
ORION meets the functional requirements previously set 
forth. The zenith system noise temperature at X-band is esti­
mated to be close to the functional requirement of 110 K, so 
this requirement may have to be relaxed at some future date. 
The S-band requirement of 160 K at zenith should be met. 
Details such as weatherproofing and operation at low out­
door temperatures are now being considered to complete the 
design of the subsystem. 



Table 1. Microwave Subsystem performance parameters 

Performance requirements 

Input frequencies 

Antenna efficiency 
S-band 
X-band 

Polarization 

Zenith system noise temperature 
S-band 
X-band 

Low noise amplifier gain 

Interfaces 
Signal output 
Phase calibration output 
Monitor and control 

Power requirements 

Requirement 

8180 to 8600 MHz (-3 dB) 
2220 to 2320 MHz (-3 dB) 

;;.0.40 
;;.0.50 

RCP (right circular polarization) 

<160 K 
< 110 K 

33 +3, -0 dB 

-105 to -65 dBm (33 dB LN A) 
-30 dBm 
RS 232C 

105 to 130 V AC I</>, 
1736 W avg, 2276 peak 

Table 2. )C.·band low noise amplifier 

Frequency 

Gain 

Flatness 

Gain stability 

Noise temperature 
(All noise figures at 77 K cooling) 

I-dB compression 

Input and output impedance 

Connectors 

Input VSWR 

Output VSWR 

Power dissipation 

Maximum overall dimensions 

8180 to 8600 MHz (3 dB BW) 

33 dB minimum at 77 K 
(LN2 temperature) 

±0.50 dB 

±0.50 dB per 8 hours 

50 K (design goal) 
60 K (expected) 
85 K (maximum 

+3 dBm (output power minimum) 

50 ohms 

Power: solder turrets 
RF: SMA female 

<1.5: 1 

<1.5 :1 

0.5 watts (maximum) 

10.16 cm (4.0 in.) L 
3.81 em (1.5 in.) W 

1.778 cm (0.7 in.) H 
(excluding connectors) 

Table 3. S-band low noise amplifier 

Frequency 

Gain 

Flatness 

Gain stability 

Noise temperature 

Cooling 

I-dB compression 

Imput and output impedance 

Input/ output VSWR 

Connectors 

Power dissipation 

Maximum dimensions 

2220 to 2320 MHz (3 dB BW) 

33 dB minimum 

±0.50 dB 

±0.50 dB for 8 hours 

40 K (design goal at -50°C) 
60 K (max at -50°C) 
75 K (at 25°C) 

4-stage thermoelectric to (-50°C) 

+3 dBm (output power minimum) 

50 ohms 

<1.5: 1 

Power: solder turrets 
RF: SMA female 

0.5 watts (maximum for amp only) 

10.16 cm (4.0 in.) L 
3.81 cm (1.5 in.) W 
1.778 cm (0.7 in.) H 
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Table 4. Estimated noise 

Contribution 

(1) X-band (Cassegrain): 

Estimated antenna noise w/struts 10 K 
FSS blockage 6K 
FSS reflective loss 6.7 K 
Orthomode transducer lK 
WR112 waveguide to LNA 4K 
Pressure window and input trans. 3K 
Low noise amplifier 60 K (expected) 
Directional couplers 3K 
Cable from LNA to receiver 1 K 

Estimated system temperature 95 K 

(2) S-band (LNA at focus): 

Estimated antenna noise w/struts 27 K 
FSS blockage/dissipation 25 K 
Cable from feed to LNA 9K 
Low noise amplifier 60 K 
Directional couplers 14 K 
Cable from LNA to receiver lK 

Estimated system temperature 136 K 

Table 5. Monitor and control pOints 

Monitor points Control points 

(1) Dewar vacuum (1) Refrigerator on/off 

(2) LNA temperatures (2) (2) Compressor on/off 

(3) Helium supply pressure (3) X-band LNA on/off 

(4) Helium return pressure (4) S-band LNA on/off 

(5) Helium tank pressure (5) Evacuation valve open/close 

(6) LNA current (2) (6) X-band coax switch 

(7) Compressor temperature (7) S-band coax switch 

(8) Instrumentation power supply (8) Roughing pump on/off 

(9) Thermoelectric cooling on/ off 

14 



S-BAND FEED 

........ ~'-\--- FSS 

SPIROFOAM 

r---
I 

.----J'---t 
S-BAND 

I LNA 
2220-2320 

YJ
-

MONITOR AND 
CONTROL 
APPROPRIATE POINTS 

CIRCULAR TO RECTANGULAR 
TRANSITION (oMT) 

- WR 112 WAVEGU I DE 

30 dB DIRECTIONAL 
COUPLER (WG) 

Fig. 1. Microwave Subsystem block diagram 

15 



SUPPLY 

16 

PLASTIC COVER 

70.1 em 
(27.6 in.) 
TO QUAD 

THERMOELECTRICALLY COOLED 
S-BAND FET 

--, ~~~~\--~~+--~~ 
3.175 em r 11.877 em 

'l.~ ;0.1 ~~~n~~MrO'1 

QUADRIPOD 

61.143 em 
(24.0719 in.) 

• I 170.002 em 
(66.93 in.) 

'-X2 
= 4 fy 

1. 27 em 
(0.5 in.) SPIROFOAM 
TO RECEIVER 

Fig. 2. Project ORION antenna layout 

CRYOGENIC COOLING 

COLD STATION AITACHED EVACUATED 
TO AMP (20 K) DEWAR 

RETURN 

220 VAC lIP 

120 VAC 
I</> 

THERMOELECTR I C COOLI NG 

0.5 WAITS TO DISSIPATE 
TEMPERATURE (-50°C) 

THERMOELECTR I C PUM P 
(MULTI-STAGE) 

HEAT 

~~~~~~ SINK 

~ 
111111111111111 

DC POWER 

Fig. 3. Refrigerator block diagrams 

0= 5.00 m (196.85 in.) 
flO = 0.34 



I 

2 

3 

4 

5 

6 

7 

8 

9 

10 

II 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

ill S-BAND RECEIVER 
X-BAND RECEIVER 
RADIOMETER 

ANTENNA IN TRACKING MODE 

S-BAND FEED 
AND S-BAND 
PREAMP 

Fig. 4. Microwave Subsystem layout on transporter 

MILESTONES 1981 
J F M A M J J A 5 0 N 0 -

SUBSYSTEM REVIEW ~ 
PRELIMINARY SPECIFICATIONS ~ 
LNA's CONTRACT/DELIVERY 

CRYOGENIC CONTRACT/DELIVERY 

CRYOGENIC ON-LAB INTEGRATION 

FSS CONTRACT/DELIVERY 

MWS CABLE FABRICATION 

S-AND X-BAND FEED FABRICATIONjRECEIVED 

INTEGRATION READINESS 

ANTENNA TEST START/COMPLETE 

FINAL SPECIFICATIONS/DRAWl NGS 

FINAL O&M/TEST PROCEDURE 

-------

J 

ENCLOSED 
CRYOGENIC 
COMPRESSOR 
AND ROUGHING 
PUMP 

F M A M 

'" 

6. SCHEDULED COMPLETION I FABRICATIO N/INTEGRATION 
... COMPLETED ON SCHEDULE -

Fig. S. Schedule of events 

1982 
J J A 5 0 N 0 

b-""'-
f"., 

/\ 

- c-----

r---t--- - --r--

JPL14/0 S 813 

17 



TDA Progress Report 42·64 May and June 1981 

Narrow Channel Bandwidth Receiver for VLBI 
E. N. Sosa, T. Sato, and D. A. Tyner 

Radio Frequency and Microwave Subsystems Section 

An introduction to the Phase 4 Receiver Subsystem to be implemented into the DSN 
for VLBJ applications is presented. The key design areas are discussed along with the 
design approach. Preliminary evaluation data indicate that a feasible, straightforward 
design may be obtained. 

I. Introduction 
Navigation techniques utilizing very long baseline interfer· 

ometry (VLBI) were successfully demonstrated in 1979 using 
the Voyager spacecraft near Jupiter encounter. Since this 
demonstration, which essentially used existing receiving and 
processing equipment, a series of improvement phases have 
been in progress to arrive at a major phase (Phase 4) that will 
implement the receiver described below. The configurations of 
phases 1, 2, and 3 were unchanged with respect to the receiver 
and the principal changes were related to the Network Opera· 
tional Control Center and VLBI Processing Area. The Phase 4 
receivers operate at both S· and X·band and will replace the 
DSS Block IV receivers for this application. 

The Phase 4 receiver being developed employs double con· 
version and narrowband filtering to permit the utilization of 
tape recording and/or data transmission lines that operate in 
the audio and video frequency range. The first downconverter 
takes the RF signals down to IF, and the second down con· 
verter converts the IF signals to video frequencies. The prob· 
lem with the above scheme is that image noise foldover 
becomes an important consideration. To overcome this prob· 
lem, a single sideband (SSB) down· conversion technique is 
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used, but the complete IF·to·video down conversion is com· 
prised of analog and digital techniques. This combination 
provides good spectrum rejection to prevent image noise fold· 
over and also provides low·amplitude ripple and phase ripple, 
which are necessary to meet system requirements. The receiver 
subsystem is required to furnish only the analog portion of the 
IF·to·video downconverter, i.e., two video signals in quadra· 
ture, 0 and -90 deg, to the Radio Science Subsystem (DRS). 
In turn, DRS will use digital techniques to generate the second 
- 90·deg phase lag and summation to accomplish the image 
rejection and the low phase ripple. Another significant feature 
of this new receiver is its low phase noise and small phase 
dispersion contributions to the down·converted signal. This is 
necessary to limit the group delay error to the desired signals. 

A general description of this receiver is given below along 
with more detailed description ofits principal components. 

II. Design 

The open·loop receiver under development for Phase 4 is 
characterized by double conversion, high phase stability, and 
output channels in quadrature. In addition, the receiver will be 



operable from a central facility for controlling and monitoring, 
and will be capable of unattended operation. The receiver 
subsystem comprises two independent receivers for simultane­
ous S- and X-band reception. Each of these receivers has 
independent IF-to-video downconverters. Within a span band­
width of 100 MHz and 40 MHz for the X- and S-band, respec­
tively, eight narrowband data channels will be available for 
X-band and four for S-band. An important characteristic of 
the analog portion of the IF -to-video down converter is the use 
of 12 digitally controlled local oscillators. This design main­
tains continuous operation of the individual oscillators and 

, ensures that signal phase continuity of the individual channels 
is preserved as they are multiplexed during observations of 
either radio star or spacecraft signals. A simplified block dia­
gram illustrating the principal components of the receiver is 
shown in Fig. 1, and the receiver subsystem design parameters 
are given in Table 1. Of these, the critical ones are the quadra­
ture channel balance (which relates to image rejection and 
low phase ripple) and the phase stability. 

To meet the design goals of the receiver subsystem, the 
initial approach is to modify the existing front end of the mul­
timission receiver (MMR) and to generate a new design for the 
analog portion of the IF-to-video downconverter. A significant 
part of IF-to-video downconverter task comprises the selection 
of the synthesizers that serve as local oscillators. Because there 
are 12 synthesizers per X- and S-band IF-to-video downcon­
verter, a total of 36 synthesizers plus spares will be required 
for three 64-m station sites. Therefore, the design approach 
had to include an evaluation program to arrive at a cost­
effective synthesizer. The evaluation of the synthesizers is 
currently in progress and will be completed in August. 

While the IF-to-video downconverter is primarily concerned 
with the phase quadrature and amplitude imbalance require­
ments, the local oscillators and mixers are the main concern 
with respect to the phase stability. Simplified models of the 
receiver subsystem have been generated (Refs. 1 and 2), and 
these have been discussed in terms of phase-error contribu­
tions. The phase error as a parameter is of interest because it is 
involved directly in the VLBI application. Unfortunately, 
phase error as a function of integration time is not a criterion 
used in the industry with respect to specifying mixer and local 
oscillator performance. Single sideband spectral density in the 
frequency domain and frequency deviation in the time domain 
are widely used as performance criteria by industry. Frac­
tional-frequency deviation measurements are presently being 
used to measure the stability of receiver components and these 
measurements can be directly related to the stability of the 
hydrogen maser. Therefore, a frequency stability technique is 
desired for the measurement of receiver subsystem stability. 
Attempts to generate a sufficiently accurate frequency-to­
phase transformation are in progress. Success in generating the 

transform will permit verification that the frequency stability 
of the receiver subsystem is in keeping with the phase error 
required in the VLBI application. 

Using a simplified model of the receiver subsystem (as in 
Refs. 1 and 2) a fractional-frequency deviation analysis has 
been made to generate stability criteria for the synthesizers 
and to relate the frequency stability of the subsystem to a 
phase error as a function of time. This analysis is given in the 
Appendix. A simple frequency-to-phase transformation was 
used, and the results indicated the receiver subsystem was 
close to the range of the desired phase stability. While more 
refinement is still in progress with respect to relating the 
frequency deviation and the phase error, the analysis has given 
sufficient confidence for going forward toward the building of 
breadboard assemblies that would support the design goals 
given in Table 1. 

The other components of the receiver subsystem are consid­
ered to be straightforward in design and will not be described 
in this report. However, the initial design of the receiver 
subsystem including all the components is shown in Fig. 2. 

A. IF-to-Video Downconverter 

The analog section of the IF-to-video downconverter is a 
four-port assembly consisting of two inputs and two outputs. 
One input is the IF signal and the other is the LO signal from 
the Synthesizer Subassembly. The outputs are two identical 
video frequency signals possessing a phase shift of approxi­
mately 90 deg between them and having nearly equal ampli­
tudes. These outputs are subsequently delivered to the digital 
subsystem. The block diagram of the analog portion of the 
downconverter is shown in Fig. 3 and the key design goals of 
the analog section are given in Table 2. To limit the noise 
contribution of the suppressed sideband to the desired signal, a 
system requirement of 23-dB image rejection ratio has been 
imposed. The method of implementing the IF-to-video down­
converter function is described by Weaver (Ref. 3) and image 
rejection ratio and phase ripple characteristics of the outputs 
are dependent on the amplitude and phase balance of the 
components comprising the converter. The image rejection 
ratio, I, in terms of amplitude and quadrature imbalance 
components, is given by 

(1) 

in which A 1 and A 2 are the amplitudes of the two signals in 
quadrature and fj denotes their phase difference. The analog 
portion of the phase and amplitude imbalance is given in 
Table 2. 
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To investigate the manner in which the respective imbal· 
ance of each component contributes to the overall perfor· 
mance, a partial model of the analog section was assembled 
using available parts. The antialiasing filters and video ampli· 
fiers were not included due to the unavailability of suitable 
filters with a cutoff frequency of 300 kHz. Figure 4 is the 
block diagram of the test assembly used for initial design 
parameter measurements. Low·pass filters with 150·MHz cut· 
off frequency were used to eliminate the upper sideband from 
the inputs to the gain· phase meter. 

Amplitude and phase data were measured by setting the 
signal levels for maximum beat note amplitude. In Fig. 5 are 
shown the measured relative phase shift and the amplitude 
ratio of the 250·kHz beat note output from the test assembly. 

The amplitude imbalance is 0.1 dB over the band 265 MHz 
to 400 MHz. The observed differential phase shift is within 90 
±2 deg. Maximum image rejection is obtained when the differ· 
ential phase shift is 90 deg assuming the digital subsystem 
processes the signal ideally. Data were taken also across small 
(O.2·MHz) frequency increments over selected portions of the 
band. These data indicate both amplitude and phase character· 
istics were free of rapidly varying ripples. The experimental 
data generated with the test assembly are expected to degrade 
somewhat when the low·pass filter and video amplifiers are 
included. However, the experimental data taken with the test 
assembly indicate that with the use of components selected for 
closer tolerance, the present design objectives of 90 ±4 deg, 
±0.4 dB, and ±0.75 deg for phase shift, amplitude balance, 
and phase ripple respectively, can be achieved. 

B. Synthesizer Subassembly 

The technique of bandwidth synthesis (BWS), used in deter· 
mining group delay in narrow channel bandwidth VLBI, 
requires a controlled selection of stable signal sources, used as 
local oscillators, into the IF·to·video downconverter. A block 
diagram depicting the control and use of the synthesizers is 
shown in Fig. 6. A digital control interface to the receiver 
controller provides the controlling and monitoring functions 
to this subassembly. Time tagged predicts from the control 
computer will be sequenced to provide BWS channels. The 
stability of the synthesizer signals is derived from the highly 
phase·stable reference provided by the hydrogen maser 
through the FTS. 

While the function of the subassembly is straightforward, 
the primary concern is the procurement specification of the 
synthesizers. It was previously mentioned that a total of 36 
synthesizers plus spares are required for the three station sites. 
Thus, there is a tremendous cost leverage that prompted an 
evaluation program to obtain a cost·effective synthesizer. The 
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prices of commercially available synthesizers range from $6K 
to $30K and their performances are also widely varied. In 
addition, the digitally controlled synthesizer (DeS) used in the 
Mark III System is also considered a prime candidate because 
of its previous use and because of the possibility of lower costs 
due to its single·purpose function (the commercially available 
synthesizers all have multipurpose functions). The perfor· 
mance parameters the synthesizers must meet to support the 
overall performance of the receiver subsystem are given in 
Table 3. 

The plan for the synthesizer selection centers about the 
evaluation of some commercial synthesizers and the Mark III 
type Des with respect to the parameters delineated in Table 3. 
From the spectral·purity and frequency stability requirements, 
the number of synthesizer candidates was narrowed to four: 
Hewlett·Packard Model HP8662, Ailtech Model 460, John 
Fluke Model 6071, and the Mark III type DeS (also called the 
Haystack DeS). These units meet all the requirements except 
that of phase stability, which is still under study. However, the 
key performance parameter measured has been the fractional· 
frequency deviation, which relates directly the synthesizers' 
stability to that of the hydrogen maser. 

To obtain the most meaningful and precise stability measure· 
ments, the synthesizers were locked to a hydrogen maser. A 
block diagram depicting the method used to measure the 
stability of the various synthesizers is found in Fig. 7. Frac· 
tional·frequency data were taken over a range of integration 
times up to 1000 s. The results of three units are shown in 
Fig. 8. The data indicate that a JPL·built Haystack DeS and 
the Fluke 6071 exhibit essentially the same stability. The 
HP8662 synthesizer is far superior in performance at integra· 
tion times below 100 s and about the same as the other two 
synthesizers in the 100· to 1000·s integration times. The 
JPL·built Haystack DeS used in this measurement is one of 
three units especially fabricated for evaluation for use in the 
Phase 4 receiver. 

The Ailtech Model 460 synthesizer does not have the 
frequency setting resolution of the other synthesizers tested. 
Therefore, its frequency stability was measured with a larger 
offset frequency, Vb' For example, the data shown in Fig. 8 
were taken with Vb equal to 1 Hz while the Ailtech was mea· 
sured with Vb equal to 10 kHz. For consistent comparison 
with the other synthesizers, data were also obtained with the 
other synthesizers for Vb equal to 10 kHz. The data are shown 
in Fig. 9. An apparent loss of stability is observed when a 
much larger offset and measurement bandwidth are used; these 
data can be normalized to the I·Hz offset, if desired. The key 
point, however, is that the relative merit of the synthesizers is 
fairly obvious. The HP8662 exhibits the best performance. 
The JPL·built DeS and Fluke 6071 are about a factor of 5 less 



stable than the HP8662 at T < 10 s and have comparable 
stability with the HP8662 at integration times 100 to 1000 s. 
The Ailtech Model 460 exhibited the lowest stability and is 
marginal with respect to the VLBI application. 

Other measurements, e.g., single sideband phase noise and 
rms phase jitter at short integration times «10 s), have been 
performed on the synthesizers. In addition, initial temperature 
effects on phase drift have been measured on the JPL··built 
DCSs. The continued refinement of these measurements and 
those described in this report, in conjunction with cost analy­
sis, will be used to make the final selection in August 1981. 

III. Future Plans 

To support the VLBI plans, the receiver subsystem must be 
designed, fabrieated, and tested as a breadboard model by 

March 1982. This is a key milestone and signifies the earlier 
completion of experimental and analytical investigations with 
respect to the analog portion of the IF -to-video downcon­
verter, including the synthesizers. Additional significance to 
this milestone is that it is the start of the procurement cycle 
for six complete receivers plus spares. This procurement is 
expected to take about 22 months for completion by January 
1984. 

While trade-offs among the various parameters will still 
occur until all the system and subsystem designs are consoli­
dated, the design parameters given in Table 1 are presently the 
targets for the receiver breadboard model. Based on the data 
acquired thus far and on the planned modifications to the 
front end, the indications are that a receiver subsystem bread­
board model capable of meeting the design parameters delin­
eated in this report can be achieved. 
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Table 1. VLBI, Phase 4 Receiver Subsystem design parameters 

Performance parameters 

Input 

Frequency range, MHz 

Span bandwidth, MHz 

Sinusoid input power, dBm 

Noise input power, dBm/Hz 

Output 

Number of data channels 

Bandwidth of data channels, kHz 

Channel tuning resolution, kHz 

Channel time multiplexing, s 

Output signal level, V 

Quadrature channel balance 

Amplitude, dB 
Phase, deg 

Data channel phase ripple, deg 

Phase stability 

22 

Nonrandom, deg peak 
(At.;; 30 s) 

Phase jitter, deg rms 
(T<IOs) 

1 Hz < [offset < 250 kHz 

Random error, deg rms 

Is<T<10s 
10 s < T < 25 s 
25 s < T < 600 s 

Values 

X-band 

8400 to 8500 

100 

-67 to -114 

-131 to -173 

8 

360 

.;; 10 

0.2 

±5 

.;; ±0.4 
90 ±4 deg 

±0.75 

';;1 

6 

4 
0.4 T 

10 

S-band 

2265 to 2305 

40 

-65 to -124 

-132 to -162 

4 

360 

.;; 10 

0.2 

±5 

.;; :1:0.4 
90:1:4 deg 

±0.75 

.;;1 

6 

4 
0.4 T 

10 

Table 2. Design goals for analog section IF-video downconverter 

Parameter Value 

Input frequency range 265 to 400 MHz 

Input, signal level, sinusoid -3 dBm max 

Output signal level (5000.11) ±5 V max 

Output frequency range 10 to 250 kHz 

Mixer syn the sizer drive +7 dBm 

Differential phase of output 90 ±4 deg 

Output amplitude balance ±0.4 dB 

Output phase ripple ±0.75 deg 

Table 3. Digitally controlled synthesi~er performance parameters 

Parameters 

Frequency range 

Frequency resolution 

Frequency stability 

Output power over frequency range 

Spectral purity 

Harmonics 

Spurious 

Power line related 

Remote programming 

Frequency selection 

Status monitor 

Leakage/susceptibility 

Operating temperature range 

Value 

265 to 400 MHz 

<10 kHz 

4 X 10-13 at 30 s 

~O dBM ±1 dB 

<-25 dBc 

<-40 d13c 

<-60 dBc 

IEEE-488 [GPIB] 

<5 s 
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Appendix 

Frequency Stability Model 

To obtain an idea of the frequency stability expected at the 
receiver's output for a double down-conversion process, a 
simplified receiver model is generated below. The principal 
components of this model are shown in Fig. A-I. In this 
model, a's denote the fractional-frequency deviation as a func­
tion of integration time and the frequencies,f's, pertain to the 
different ranges, e.g., microwave, IF, and video. 

The relationship of the inputs to a mixer and its output in 
terms of fractional frequency deviation is 

amixer out ( 

finput ) 2 
f ainput + 

mixer out ( 

fLO ) 2 

f mixer out aLO 

(1) 

For our particular case, the above equation is applied twice; 
once for the first downconverter, and again for the IF -to-video 
downconverter. The net result of the operation gives a working 
equation, which is 
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aout 
2 + f~cs a --
LQ f2 

out 

2 a DCS 
(2) 

By ascribing some practical values to the variables of 
Eq. (2), one can see the dependence of aout on aDCS i.e., on 
the stability of the synthesizer. For example, if we let a in ~ 

aM ~ 6 X 10-15
, fin = 8500 MHz,fLO = 8100 MHz,fDcs = 

400 MHz, f out = 10 kHz, and aLO ~ 7.5 X 10-15 , for an 
integration time of 30 s and a measurement bandwidth of 1 Hz 
we obtain the graph shown in Fig. A-2. The graph indicates 
that the DeS stability can be as large as 10-13 before it starts 
affecting the output signal's frequency stability of 7.6 X 10-9 . 

Using 4 X 10-13 as the value for minimum frequency stability 
for the synthesizer gives a fractional-frequency deviation, 
aout ' of 1.8 X 10-8 for the output signal. One obtains a 
phase jitter equivalent by using 

b.¢ = a out f out T 360 (3) 

where b.¢ is the phase jitter, f out is the output signal at 
10 kHz, and T is the integration time (30 s). Substitution of 
the aforementioned values yields, b.¢ ~ 2 deg. 
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Developing New Architectures for the 
Block II VLBI Correlator System 

J. c. Peterson 

DSN Data Systems Section 

This article focuses on the overall LSI (large-scale integrated circuits) architecture 
design and current status of the VLBI (very long baseline interferometry) Block II cor­
relator. The VLBI correlator algorithms demand a computing system that provides a 
throughput of hundreds of millions of instructions per second to perform cross-cor­
relation detection for six baselines. LSI technology lights the way for the computation 
of complex parallel process and is raising the upper bound of computerization. 

I. Introduction 

The Block II VLBI (very long baseline interferometry) 
correlator can best be understood by reference to Fig. 1, 
which shows a simplified block diagram for the acquisition 
and processing of VLBJ data. The data acquisition facility 
consists of an antenna pointed at the signal and low-noise 
microwave amplifiers and receivers for receiving the signal. 
Analog-to-digital (A-D) converters convert the data to digital 
form for recording. This recording requires large volumes of 
data so the data are recorded on a digital instrumentation 
recorder, the digital recorder assembly (DRA). These tapes 
are then shipped to the data processing facility, which employs 
special-purpose hardware for computer-controlled correlation. 
The correlation algorithms demand a special-purpose com­
puting system that provides a throughput of hundreds of 
millions of instructions per second. 

The input data rate for a 6-station VLBI correlator, as 
shown in Fig. 1, is 1344 million bits per second. The fast 
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Fourier transform (FFT) algorithm, which is only one of many 
algorithms in the system, requires 12 million instructions per 
second to adequately handle data reduction. Systems with 
such unprecedented throughputs have been named "super­
systems." 

Advances in LSI (large-scale integrated circuits) technology 
have significantly reduced the cost and enhanced the relia­
bility of computer components. It is now feasible to design 
reliable modular computing systems containing more hardware 
resources than ever before, resulting in a sharp increase in the 
number of instruction and data streams that may be computed 
by a parallel system. LSI technology has provided powerful 
means of improving throughput, such as architectural adapta­
tion and increased parallel computation. 

Since existing systems have failed to provide such enormous 
throughputs, let us look at the potential of adaptable data 
flow architectures, which are now feasible with the advent of 
LSI and promise to be the architectures of future super-



systems. This article describes a complex parallel system 
equipped with the architecture for creating this exceptional 
throughput. The design work is for a 28-channel, 3-station 
VLBI correlator system with transfer of hardware to oper­
ations scheduled for April 1982. The expansion to a 28-
channel, 6-station system is possible shortly after this date. 
The system design must be characterized by allowing an 
increase in system complexity. 

II. Problems of System Complexity 

The VLBI correlator requires a system capable of com­
puting 168 (28 channels X 6 stations) paraliel streams, each 
of which may have rates in the range of 1 to 8 million bits 
per second. A system operating at this speed must also main­
tain a high reliability since the cost of failure will create a 
backlog of data and thereby other associated problems. 

Research on supersystems has shown that these extreme 
throughputs have been difficult to obtain by merging existing 
complex computers into a system (Refs. 1 and 2). Let us 
consider the question associated with this system merger. 

Since including a very large number of computers in a single 
supersystem leads to enormous complexity, the supersystem 
is thereby degraded by worsening reliability. It then becomes 
unsuitable for computing many complex real-time algorithms 
that require high reliability. 

In addition, complex real-time algorithms are characterized 
by an increase in the number of data streams involved. The 
supersystem then has to respond by an increase in the number 
of computers it incorporates. This then leads to an increase 
in delay or adds complexity by introducing interconnecting 
logic. This complexity is shown with a VLBI correlator sys­
tem; aN-station, 28-channel correlator will require 28N 
(N-I )/2 copies of a module for simultaneous, all-baseline 
cross-correlation. As the data streams increase (28N) , the 
complexity of the system involved increases by (N2_N)/2. 

To reduce the number of interconnections required or the 
delay between connecting modules, a new type of architecture 
has to be developed to offset the problem. The new architec­
ture has to be capable of performing a dynamic adaptation 
to the computational requirements of the algorithms being 
processed. This will allow the system to increase throUgllput 
with the same resources, but without changing the system's 
complexity. In this way, supersystems will become suitable 
for new algorithms requiring higher throughput and reliability. 
In adaptable architectures, this purpose is accomplished by 
microprogrammable, reconfigurable, and dynamic adaptations 
to algorithms. 

Another new type of architecture, data flow architec­
ture, increases the efficiency of computation by the architec­
ture's ability to conform to the computational flow graph 
of the executing algorithm. Both of these architectural prin­
ciples require distributing the processing among multiple 
processors, memory, and input/output (I/O) units connected 
via one of the interconnection networks. 

III. New Architectures 

Making new architectures feasible requires the effective 
distribution of the algorithm among multiple resources. The 
problem is, given the multiple resources as individual modules, 
one has to allocate processor and memory resources to them 
in a way that minimizes time and system complexity. 

Real-time algorithms provide a processor architect with 
clues as to what types of adaptations must be performed. 
These algorithms are characterized by a variable number 
of both data and instruction streams. In the VLBI correlator, 
the system is designed to process variable-number lengths of 
concurrent data streams. Since each module unit requires 
its own process, it is characterized by a variable lag length 
for the different data streams. This lag length, characterized 
by its own instruction and data streams, is able to adapt so 
that it may redistribute the available lags into another cross­
correlation module unit. For example, a VLBI correlator 
incorporating 420 8-lag cross-correlators must be capable 
of a software·,controlled reconfiguration into 240 16-lag, 
120 32-lag, 60 56-lag, 30 112-lag or 15 224-lag cross-corre­
lators. To meet these reconfigurations, the FFT algorithm also 
has to match the redistributed cross-correlator and process 
240 16-point FFT, 120 32-point FFT, etc. As a result, the 
VLBI correlator increases its throughput while maintaining 
the same resource complexity, tllUS preserving its level of 
reliability. 

Distributed processing enhances system performance by 
employing many processors to handle the processing load. 
A representation of the VLBI correlator distributed processing 
system is shown in Fig. 2. The key elements in this system 
are a set of modules assigned to the same processor. 

Only three unique processors are necessary in this distrib­
uted system: station, correlation and FFT processors. These 
processors are distributed in the system as needed, depending 
on the number of station streams to be processed. Each 
station data stream input requires a station processor and 
sharing of correlation and FFT processors, which can handle 
up to 3 baselines of data. The network of processors for a 
6-station, 28-channel system then assigns 6 station processors 
and 5 correlation and FFT processors to a VLBI correlator 
system. By employing these distributed processors in the 
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VLBI system, the processing load is contained in the correl­
ator hardware and not in the controlling computer. It is 
expected that the FFT processor, for example, will yield 
performance superior to that of a general-purpose computer 
on FFT operations. The FFT algorithm requires 20 million 
instructions per second for a 6-station processor. The algor­
ithm load is distributed into 5 FFT processors, each requiring 
4 million instructions per second. The performance of a Digital 
Equipment Corporation VAX 11/780 computer, for example, 
is capable of about one million FFT-type instructions per 
second. A speedup of 20 times is achieved by going to special­
ized distributed processors for just this algorithm, which is 
one of many in the system. 

These processors in the network are homogeneous; they are 
fully connected by control entry points and the effect of 
precedence relationships among modules can be ignored. This 
assigning or grouping of modules with high interrnodule 
communication can be used for module allocation, subject 
to real-time and memory constraints. This clustering of mod­
ules to a processor is called fusion. In an algorithm, after 
finding a group of modules, we check to see whether this 
fusion satisfies the real-time and memory constraints, the 
fusion of which will eliminate the greatest amount of interpro­
cessor communication. That module group is then represented 
by a module cluster for the next iteration. This fusing process 
continues until all eligible modules are allocated. The goal 
is to balance the load among thc set of processors, yielding 
high throughput and faster response time. 

The 28 modules fused to the station processor (Fig. 2) 
are tailored to the real-time constraints. Each module is 
actually a group of subcircuit-modules assigned to one channel 
of data. The module load is divided up into these different, 
well-defined subcircuits. They make up the bit and frame 
synchronizer, buffer delay and calibration tone detector. 
The main real-time burden in the station hardware falls on 
these subcircuits. This is true also in the correlator. hard­
ware, but here the modules make up the cross-correlator 
and time domain integration. 

The task allocation problem is important in the initial 
design phase of a distributed processing system, in the normal 
operational mode, and in the reconfiguration phase of a 
dynamic reallocation environment. 

During the design phase, it is necessary to evaluate com­
peting design configurations including network topology, 
channel bandwidth, and number of processors. Task allocation 
allows determination of the value of these parameters to 
achieve a desired level of performance. 

In the normal operational mode of the VLBI correlator, 
it is important to assign modules to processors to meet critical 
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timing constraints. It should not be assumed that all processors 
are ready and available at task allocation time. Task allocation 
is also important during reconfiguration due to changing 
operating environment. These changes may be a result of 
changes in task input rate, processing and channel capacity. 

Because of the computational complexity of the correlator 
system, a need has arisen for a simplified approach to the 
task allocation problem. This is generally a heuristic approach 
where one balances the loading constraints with real-time 
constraints. Figure 3 shows the task and communication 
allocation assigned to the three different processors. The 
processors in this environment communicate among them­
selves via an interconnection mechanism. This communication 
is essential for overall system throughput. All the modules 
and processors are related by two interrupts: the frame rate 
interrupt (FRI) and correlator output interrupt (COl). Every 
20,000 data stream bits a FRI is generated, and every 100,000 
data stream bits a COl is generated. Assigning these two 
interrupts to all modules and processors speeds up the overall 
processing time by establishing a mutual relationship among all 
elements. 

IV. Lengthening the Life Cycle with New 
Architectures 

Many complex real-time algorithms may require an in­
creased number of data and instruction streams. In the VLBI 
correlator, for instance, some algorithms face an increased 
number of lags and an increased level of each FFT that must 
be handled in real-time. To be adequate, a supersystem must 
be able to increase its throughput by integrating new resource 
units into the existing system. Such an increase in complexity, 
however, may lead to a deterioration in reliability. Thus, its 
life cycle for the application may be shortened since the 
supersystem may become incapable of providing highly 
reliable computations within a specified time limit. 

The architecture adapts to an increase in lags and FFT via 
dynamic redistribution of the available resources, and it will 
augment the concurrent computer resources that will be 
needed with the system hardware. This additional processing 
power is gained without adding equipment, and the associated 
increase in complexity, to the supersystem. Consequently, the 
VLBI correlator system is capable of maintaining the same 
level of reliability that existed before. Its life cycle thus 
lengthens since its computational adequacy is sustained in 
spite of the increased processing requirements encountered in 
the algorithms. It should be noted here that this dynamic 
redistribution is not just designed into the cross-correlator 
modules and FFT processor but into some of the other mod­
ules and processors as well. Only in the cross-correlator mod­
ules and FFT processor is the life cycle lengthened so remark-



ably because most of the hardware encountered is in this area 
of the system. This is shown in the following examples. 

The VLBl cross-correlator module is designed for an applic­
ation in which the data requires a lag length of either 28 
channels - 8 lag points, 14 channels - 16 lag points, 7 chan­
nels - 32 lag points, 4 channels - 56 lag points, 2 channels 
- 112 lag pOints or 1 channel - 224 lag points. The system 
is capable of adapting its cross-correlator resources on instruc­
tion to any of the above modes. This adapting is handled 
by a recursiv(~ feedback design between cross-correlator 
modules. Its total complexity of lag resources is equivalent 
to 28 X 8 = 224 lag. 

Now let us find the complexity of a VLBI correlator 
system that computes the same algorithms but performs no 
adaptations for cross-corre1ator lags. Since it must handle 
the same required lag length, it must have 1 channel - 224 
lag points, 1 channel - 112 lag points, 2 channels - 56 lag 
points, 3 channels - 32 lag points, 7 channels - 16lag points 
and 14 channels - 8 lag points. Thus, the overall channels 
are still 28 but the resources complexity of lag has increased 
to 96 - 8 lag cross-correIa tor. Its total complexity is equiva­
lent to 96 X 8 =, 768 lag. 

Consequently, to maintain the same level of concurrency, 
the system' with conventional architecture must increase its 
complexity of lag resources to 3.43 times that of a system 
which can perform adaptations on parallelism. An 8-lag cross­
correlator module requires about 25 integrated circuits (lCs). 
To realize the level of hardware required for a 6-station by 28-
channel adaptable cross-correlator, one must have 25 ICs 
X 28 channels X 15 baselines = 10,500 ICs. A cross-corre­
lator with no adaptations is 3.43 times this amount or 36,015 
ICs. Since new adaptable cross-correia tor modules must 
communicate with each other, new connecting elements 
must also be added, their number depending on which recur­
sive feedback design is utilized. This addition is very small 
compared to the overall cross-correlator module hardware. 

v. Detailed Design Summary and Status 

This section summarizes the detailed design and implemen­
tation work now proceeding for the high-speed digital cross­
correlator. For the following discussion, reference to Fig. 4 
should be made. This diagram shows the overall data flow 
for one station/correlator baseline. The input data, at the 
left, enters from magnetic tape with 28 data streams per 
station and at rates up to 8 million bits per second per stream. 

A. Emitter-Coupled L.ogic (ECl), Frame Sync and 
Delay Buffer Circuits 

1. ECL. The data from tape head line drivers first enters 
the ECL circuit board. This board has 30 28-to-1 ECL multi-

plexers, one for each of the 28 channels and two for self­
test. Any tape track may therefore be routed into any data 
channel for processing. The data then enters a digital bit­
synchronizer circuit which generates a clock reference from 
data. Data and clock for all channels are converted to TTL 
(transistor-transistor logic) level before leaving the board. 

Total ICs for this board ................... 450 

Total power required. . . . . . . . . . . . . . . . . . . 160 W 

Design and check-out of ECL prototype is complete. 

2. Frame Sync. The data stream first enters' FIFO (first 
in/first out) memory, which removes the effects of recorder 
jitter and synchronizes the data to an internal clock. A sync 
word is decoded from the data stream to locate frame bound­
aries and generates a BOF (buffer output frame) timing 
interrupt. This decode circuit uses only two Programmable 
Array Logic (PAL) ICs. Loss of frame synchronization is 
detected when the decoder finds a sync word at the wrong 
bit count. Resynchronization is then started, a frame error 
generated and counted. 

3. Delay Buffer. Buffering of the data streams, for correct 
alignment before cross-correlation, is implemented with 
16 X 1 dynamics RAMs (random access memory). 8-RAM 
lCs are used for data delay or a total of 0.131 million bits of 
delay. Three additional RAM lCs are added for parity delay 
and delaying the BOF/FRl (frame read interval) timing inter­
rupts. FRl is a master interrupt generated by the hardware 
every frame period. The delayed time difference between 
BOF and FRI is a delay correction made to the delay buffer 
by the station's phase processor. A delay update is made 
every 5k bits. This buffer circuit is upward compatible to 
64k X 1 or 256k X 1 dynamic RAMs (2.097 million bits of 
delay), when it becomes cost effective to do so. 

Additional FIFO memory is added for storing time labels, 
auxiliary data words, 12-bit cycle redundancy check character 
and frame error counts. 

Total lCs for 15 modules (one board) .......... 600 

Total power per board .................. 250 W 

Design and checkout of FRAME SYNC/ DELAY BUFFER is 
complete. 

B. Calibration Tone Detectors 

The data at the output of the delay buffer is converted 
back to a serial data stream for mixing and cross-correlation. 
The cal-tone is also extracted at the buffer's output. The 
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serial data is mixed with 8 bits of phase from the station's 
phase processor. This gives 127 levels to the sine and cosine 
waveforms. The fringe rate generator word length is 24 bits 
and is updated every 5k data bits: The output of the mixing 
is then accumulated in 16-bit counters before t~ansfer to 
the station phase processor for additional processing. 

Total ICs for 28 modules (one board) .......... 620 

Total power per board .................. 275 W 

Design is complete. 

Additional board slots are provided so that up to 4 cal­
tones per channel may be tracked simultaneously. 

C. Station Process Controller 

The station process controller is designed to handle all 
of the high intermodule communication between the tailor 
data modules and data processor. These data modules, i.e., 
frame sync, buffer and cal-tone detectors, are assigned to a 
controller so that all the real-time constraints are off-loaded 
from the data processor. This clustering of modules to a pro­
cessor is called fusion. All frame sync, buffer and cal-tone 
detectors are fused to the station process controller for com­
munication I/O at the data stream bit rate. The design of the 
controller throughput has to be 8 million instructions per 
second for a data stream rate of 8 million bits per second. 
To provide that kind of throughput, special microprogram­
mabIe hardware was designed. The hardware's microword 
length is 96 bits by 512 words. Built into the firmware are 
also fault detection and diagnosis, capable of fault isolating 
down to sub circuits within a data module. 

Total ICs required. . . . . . . . . . . . . . . . . . . . . .. 60 

Power required. . . . . . . . . ............... 25 W 

Design and checkout of prototype is complete. 

The hardware for this process controller is identical with 
the correlator process controller, with about 80% of the 
firmware transferable. 

D. Station Phase Processor 

The station phase processor will compute the calibration 
fringe rate for all cal-tone modules and compute the buffer 
delay for all channels. Calculation is based on a 64-bit-word­
length algorithm which is completed every lOOk data bits. 
Typical cal-tone accumulation dumps also occur every lOOk 
data bits. From this data the phase processor computes the 
phase (arctan i/r) for four tones per channel. The computed 
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phase is than transmitted to the cal-interface for transfer to 
the cross-correlator. Here the phase is applied as a correction 
to the cross-correlated output every lOOk data bits. New 
model updates to the station phase processor from the com­
puter are typically made every 25 seconds. The data word 
length of the processor is 32 bits and is capable of doing 
a 32-bit by 32-bit multiply in 333 nanoseconds. Throughput 
is six million instructions per second. 

Total estimated ICs ...................... 175 

Total estimated power ................... 75 W 

Design is 80% complete. 

The hardware design for the phase processor and the 
design for the corralator phase processor are identical, with 
about 60% of the firmware transferable. 

E. Station Rack 

The number and type of boards in the station racks are 
one ECL board, two frame sync-buffer boards, one cal-tone 
detector board and one control/processor board. A total of 
11 boards may be housed in the station rack along with 
the Honeywell recorder electronics. 

F. Digitallnterfaces 

1. Data Interface. Data stream interfaces between the 
station racks and correlator rack are made of twisted-pair 
flat cable, 14 data and 14 invalid plus clock twisted-pairs 
per cable. All interfaces are designed for digital transmis­
sion over balanced differential lines. Data speeds are less 
than 10 million bits per second per data stream pair. 

2. Calibration interface. The calibration interface transfers 
cal-phase between station racks and correlator rack, also 
using twisted-pair flat cable. This interface transfers 16-
bit data words over a common interface. Each station rack 
sends 120 words every lOOk data bit times. The data rate 
is about 1 million bytes per second. 

G. Cross-Correlator 

After both data streams are buffered by a programmable 
delay in the station racks, the data is sent to the correlator for 
cross-correlation. One stream is multiplied by 3-level approxi­
mations of the sine and cosine functions, then cross-correlated 
with the other data stream. The cross-correlator has 8 lags per 
channel and 16-bit accumulation. After cross-correlation the 
correlator process controller dumps the correlated data to the 
correlation signal processor. The fringe rate generator word 
length is 24 bits and is updated every 5k data bits. 



The cross-correIa tor is designed to process a variable­
number correlated length of concurrent data streams. So 
different numbers of data streams processed by the cross­
correlators will be characterized by variable lag lengths. The 
cross-correlator may be reconfigured into 1 channel -- 224 
lags, 2 channels - 112 lags, 4 channels - 56 lags, 7 channels-
32 lags, 14 channels - 16 lags or 28 channels - 8 lags. The 
algorithms in the digital signal processor will also have to 
match this redistribution·in processing the data. 

The cross-correlator has been designed without the use of 
custom LSI chips. The design uses a number of the program­
mable array logic family ICs for reducing package count. 

Total ICs for 14 modules (one board) .......... 400 

Total power per board .................. 175 W 

Design and checkout of prototype is complete. 

H. Correlatc)r Process Controller 

The correlator process controller, like the station control­
ler, is designed to handle all of the high intermodule commun­
ication between the tailor data modules and data processors. 
The design of the controller throughput has to be 8 million 
instructions per second for control of data stream rate up to 
8 million bits per second. One controller can handle up to 
3 baselines .-. 28 channels and can also fault detect with 
fault isolating hardware down to subcircuits within a cross­
correlator module. 

Total ICs required. . . . . . . . . . . . . . . . . . . . . .. 60 

Power required ........................ 25 W 

Design and checkout of prototype is complete. 

The hardware for this process controller and the hardware 
for the station process controller are identical, with about 
80% of the firmware transferable. 

I. CorrelatClr Phase Processor 

The correlator phase processor will compute the fringe rate 
for all 3-baseline, 28-channel cross-correlator modules. Calcula­
tion is based on a 64-bit-word-1ength algorithm, which is com­
pleted every lOOk data bits, as in the station phase processor 
design. The processor also calculates the fractional bit correc­
tion for each cross-correlator. The output of the fractional bit 
correction algorithm is a phase value which is added to the 
cal-phase values every lOOk data bit times. These added 
phase values are then passed along to the correlation signal 
processor for data correction. The values are sent over the 

cal-correction interface between phase processor and correl­
ation signal processor. New model updates to the correlator 
phase processor from the computer are typically made every 
25 seconds. The data word length of the processor is 32 bits. 
The processor is capable of doing a 32-bit by 32-bit multiply 
in 333 nanoseconds. Throughput is six million instructions 
per second. 

Total estimated ICs ...................... 175 

Total estimated power ................... 75 W 

Design is 80% complete. 

The hardware design for the phase processor and that of 
the correlator phase processor are identical, with about 60% 
of the firmware transferable. 

J. Correlatuon Signal Processor 

The correlation signal processor uses an FFT directly to 
compute estimates of the cross-correlation function for 
lags/channel, where lags/channels are the size and sequence 
of the transform used. Using an N-point FFT, the power 
density spectrum may be estimated at N uniformly spaced 
frequencies around the unit circle. In order to improve the 
estimate at the finite set of frequencies, a correction window 
must be used to reduce the effects of fraction bit and oscill­
ator phase uncertainty. This correction window is supplied 
by the correlator phase processor as phase values, and is 
updated every lOOk data bit times. The windowed FFT 
output is then boxcar-filtered (integration) for typically 
one second before outputing to the computer or tensor 
processor. 

It is advantageous to reduce the output to the computer 
as much as possible so that storage and arithmetic operations 
can be minimized in the computer. Sample rate reduction 
can be performed with no loss in sensitivity by passing the 
data through a digital low-pass filter. Then only every N 
samples will be retained for output. The filter will be a I1R 
(infinite impulse response) recursive design type with a selec­
table reduction ratio. The reduction is independent for each 
group of three baselines processed by the correlation signal 
processor. The filter will operate on the 32-bit boxcar-filtered 
data. 

The data word length of the processor is 16 bits, and it 
will do a 16-bit by 16-bit multiply in 166 nanoseconds. 
Throughput is six million instructions per second. 

Total estimated ICs ...................... 175 

Total estimated power ................... 75 W 

Design is complete. 
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K. Tensor Processor 

The tensor processor has previously been called 'phasor' 
and has been renamed to prevent confusion with the Mark 
2 / Block 0 phasor software program. 

The output of the correlation signal processor may be 
routed to the tensor processor for additional processing in 
the hardware. The additional processing requires filling a 
bandpass buffer holding 2048 complex points. Points in the 
buffer which are not loaded with data are set to zero. The 
bandpass buffer will be Fourier transformed from frequency 
domain to time domain. If a priori information allows one 
to estimate delay, one can select a delay window that defines 
the delay range and keep that data for further processing. 
Mutiple windows may be defined. This windowed data then 
fills a programmable delay buffer. When full, a Fourier trans­
form is performed on the columns of the delay buffer. After 
the transform, the array contains visibilities on a grid of 
synthesized delay and fringe rate. Data in the array may be 
output to the computer on a selective basis. This is according 
to the delay window already selected and according to 
a priori fringe rate information. The tensor processor reduces 
overall I/O data rates between the computer and hardware 
correlator, for normal processing, by 1000 to 1 plus facilita­
ting storage economics in the computer. The tensor processor 
implementation is planned to handle three baselines. 

In the design of the correlation signal and tensor processor 
it was attempted to include sufficient flexibility to support 
all the known observational requirements. In the extreme 
case, it will be possible to bypass all the functions described 
here, and dump the 'raw' cross-correlated data directly to the 
computer. 

Total estimated ICs ...................... 400 

Total estimated power .................. 160 W 

The design is preliminary at this time. 

L. Correlator Rack 

A 3-baseline, 28-channel cross-correlator requires 6 boards; 
two additional boards are required for control and processing. 
A total of 28 boards can be housed in one correlator rack. 
The rack is a: VAX 11/780 double-wide CPU (central proces­
sing unit) cabinet. 

M. IIC Summary 

For one station, ICs total 2505, plus an additional 200 for 
recorder control and interface, or 
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ICs ................................ 2705 

Power ............................ 1135 W 

For one three-baseline correlator system, ICs total 3210, 
plus an additional 100 for interfaces or 

ICs ................................ 3310 

Power. . . . . . . . . . . . . . . . . . . . . . . . . . . . 1485 W 

The JPL/CIT hardware design for a 4-station 6-baseline 
correlator system uses 17,440 ICs and consumes 7510 watts 
of power. 

The Haystack Mark III processor design is based on a 
straightforward modular concept of one module per baseline 
per track. Thus, 28 (350 ICs) modules are required per base­
line. The Haystack hardware design for a 4-station 6-baseline 
correlator system uses 58,800 ICs and consumes 6470 watts 
of power. The Haystack hardware design is an existing VLBI 
cross-correlator design using mostly SSI technology ICs and 
designed without new data-flow architectures. 

VI. Conclusions 
We have shown that to increase throughput and lengthen 

the life cycle of supersystems, new architectures must per­
form distribution and adaptation to algorithms not imple­
mented in traditional systems. The proliferation of both types 
of architectures was encouraged by advances in large-scale 
integrated circuits (LSI) technology that significantly reduce 
the cost and enhance the reliability of processor components. 
These advances in LSI technology have made distributed 
processing a practical system design approach. The modul­
arity, flexibility, and reliability of distributed processing 
make it attractive to many types of users. 

The VLBI correlator system has been designed without the 
use of custom LSI chips. In the near future the advantages 
provided by this custom LSI technology will allow even 
faster and less expensive computations for processor systems. 
This technology will become part of the accepted processing 
repertoire of future system designers. 

We must assume that, in the end, system resources are 
limited. That is, the number of available processors, processor 
speed, memory capacity, and number of modules are fixed 
and limited by available system resources. In real-time applica­
tions, allowed elapsed time is also a limited resource. In any 
case, system design methodology should strive for simplicity 
balanced by a need for being fast enough to meet system 
performance requirements. 
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DSN Frequency and Timing System Mark 111-81 
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The DSN Frequency and Timing System configuration and functions are described. 
The text is historical in nature, ending with the current system design and performance. 

I. Introduction 
Frequency and timing requirements in the DSN have, in 

the past 20 years, approached state-of-the-art technology. In 
the frequency domain, we have evolved from high-quality 
crystal oscillators, having accuracies of parts in 106 , to today's 
technology of hydrogen masers having stabilities to parts in 
1015 . Intermediate technology provided rubidium vapor 
standards and cesium beam standards which are still very much 
a part of the DSN. 

The time domain capabilities have followed the advances 
of frequency standards along the evolutionary path. Timing 
accuracies have advanced from milliseconds to nanoseconds, in 
support of spacecraft navigation requirements. The Frequency 
and Timing Subsystems are now the hub of DSN requirements, 
providing all subsystems with fast, accurate and reliable fre­
quency and timing references. 

The following is a discussion of the current timing system 
in the DSN, with some background on how it evolved to be 
the most accurate and reliable global system in the world. 

II. Background 

As early as 1965, it became evident that deep space probes 
would require very accurate time and frequency synchroniza­
tion between Deep Space Stations in order to achieve the 

required navigational performance. Until this time, time ticks 
broadcast by the National Bureau of Standards (NBS) radio 
stations WWV and WWVH were adequate. Time could be 
synchronized to within one millisecond of NBS time in the 
United States and about five milliseconds at the overseas 
Deep Space Stations. Several very low frequency (VLF) 
stations began broadcasting about the same period, making 
it possible to establish and track frequency offsets for the 
then used rubidium vapor standards. This method allowed 
detection of a few parts in 10 10 and later parts in 1011 fre­
quency offset or change. The result of this double-spoked 
process allowed time synchronization to within one milli­
second and determined offset in time from that initial point 
forward. A few microseconds per day change, plus or minus, 
was not abnormal. 

The digital timing equipment consisted of very early tran­
sistorized decade dividers, which provided the various pulse 
rates for the user subsystems. A commercial time code gen­
erator was used for serial and binary-coded decimal codes for 
recoding purposes as well as displays. Commercially available 
frequency distribution amplifiers were used to distribute 
100 kHz, I MHz and 5 MHz to users. Phase coherency and 
pulse to phase relationships were poor by today's standards, 
but very adequate for that period in the Deep Space Network. 

Redundancy in this equipment was not available. However, 
a battery backup mode was provided to power oscillators and 
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divider circuits in case of firm power outages. Frequency 
counters, oscilloscopes, and amplifiers were excluded from 
power backup due to high alternating current requirements. 

In the late 1960's, a new digital Frequency & Timing Sub­
system was designed with a special highly reliable collection of 
circuit boards and components. The equipment, known as 
FTS-II, is the equipment now used in the Deep Space Stations. 
It was installed in all Deep Space Stations in 1969-1971. The 
subsystem design featured a triple redundant clock with 
majority voting, allowing measurement of the output of all 
three clocks to 1 microsecond. If the outputs did not agree 
to within 1 microsecond, the erroneous clock was flagged as 
bad, still leaving two clocks available. The bad clock was 
negated from providing user outputs if selected. 

Another feature provided by the present system is an unin­
terruptable power system, which provides alternating current 
to the subsystem in case of firm power outages. This reduced 
hardware and special circuit design for selected modules that 
had to be powered to preserve frequency stability and time 
synchronization. Figure 1 depicts the current Frequency and 
Timing Subsystems at the Deep Space Stations. 

In the early 1970's a system was introduced into the Deep 
Space Network which successfully and accurately accomplished 
network time synchronization. Commonly known as "Moon 
Bounce," the system consisted of an X-band transmitter at 
Goldstone (DSS 13), the moon as a reflector body, and a 
receiver at the Deep Space Stations. A psuedorandom code 
was transmitted to the moon and reflected to the stations with 
a mutual view. The receiving station had a receiver with a 
similar code generator, and a correlator for aligning the codes. 
This technique provided time synchronization and transfer in 
the 10-microsecond range throughout the network. The system 
provided time synchronization for the network for nearly a 
decade before being abandoned in 1980 for more sophisticated 
reliable methods, such as very long baseline interferometry. 

By the mid-1970's, hydrogen masers had come to the fore­
front as the frequency reference of the future. Units were built 
and purchased to supply 64-meter stations with oscillator 
stabilities to I part in 1015. Reliability of the units was uncer­
tain, although while operating, the performance was superb. 
Further design analysis and modification provided units with 
much higher reliability, and today's units now function very 
well up to three years before major maintenance is required. 

With this background and history, we have set the stage 
for a truly accurate and reliable network-wide system to meet 
the sophisticated and rigorous requirements of deep space 
flight projects. We have reliable and redundant timing subsys­
tems, very accurate and reliable frequency standards driving 
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the clocks and the technology to provide microsecond timing 
accuracies with frequency accuracies to parts in 1014 . 

Through the span of 20 years the DSN has progressed in 
the frequency and timing disciplines 5 orders of magnitude in 
an operational environment. That is progress! 

III. DSN Frequency and Timing System 
Description - Mark 111-81 

The "System" consists of several major components as 
depicted in the block diagram (Fig. 2). The National Timing 
Standard block (upper center of Fig. 2) is the reference for the 
DSN. Through agreements and cooperation ~ith several 
international agencies, time and frequency are provided to the 
three Deep Space Communications Complexes. 

The United States Naval Observatory (USNO) and the 
National Bureau of Standards (NBS) are the references for the 
Deep Space Network (DSN). Although they are independent 
agencies, they cooperate totally in establishing this country's 
Time and Frequency Standards. They are aware of their 
differences and publish notes to any user identifying the 
differences by the day. This portion of the block diagram is 
not a controlled part of the Frequency and Timing System, 
only a reference, and is discussed to describe continuity of 
the DSN as the reference. 

A close examination of the National Timing Standard 
(Fig. 3) shows the relationship between all the complexes 
and the signal source (or traceability) of time and frequency. 
As can be seen, a traveling clock is the correspondent between 
the USNO and NBS, and is the key to maintaining their rela­
tionship. Comparisons are made both in frequency and time 
at regular intervals. 

To service Australia, portable clock trips are made to the 
Australian National Mapping Services at least twice per year 
by the USNO. The Mapping Service then serves as the Aus­
tralian distributor of time to users. Occasionally, clock trips 
are made to the Canberra Complex for comparison with clock 
performance measured by Australian TV synchronization 
pulse techniques. 

Tl).e Spanish Complex is serviced by the Long Range 
Navigation system (LORAN) network, which provides timing 
signals via radio waves. On occasions the USNO travels to 
Europe, and when convenient pays a visit to the Madrid Com­
plex for comparison. With the LORAN network and occasional 
clock trips, the Spanish Complex is synchronized to USNO, 
and therefore synchronized to a known offset to the Australian 
Complex (Fig. 4). 



The Goldstone Complex is serviced similarly to the other 
complexes by traveling clock, but at more frequent intervals. 
The Goldstone Reference Standards Laboratory (RSL) main­
tains an ensemble of cesium oscillator clocks which, as dis­
cussed later, are the Network Master Clocks. Historically, 
the master clock has maintained time to within 50 nanosec­
onds of the NBS/USNO, and is often referred to as the best 
clock ensemble on the U.S. West Coast. 

As described, the three complexes are serviced by the 
NBS/USNO entity, tying the complexes to one reference. 
The subsystems at the complexes assume the role of local 
standards for the generation and distribution of time and 
frequency to the users. A typical subsystem is described 
below (Refer to Fig. 5). 

In Fig. 5, which depicts the Australian Complex, there 
are three major functions: The Frequency and Timing Sub­
system and its users in the 64-m and 34-m configuration; the 
stand alone 34-m Frequency & Timing Subsystem; and the 
Communication Facility. 

The 64-m/34-m conjoint station is considered the Complex 
Master Clock. The clock consists of one hydrogen maser as 
the primary oscillator, two cesium oscillators as backup, a 
coherent frequency distribution assembly and a triple re­
dundant clock. Typically, the hydrogen maser maintains its 
stability to several parts in 1014 and is specified to support 
3 X 1013 for 10 days. Translated into time, this relates to 
approximately 26 nanoseconds, which is considered very 
stable. The cesium oscillators are specified about 1 order of 
magnitude less than the masers. 

Referring again to Fig. 5, frequencies are generated and 
distributed to the various users. Sinusoidal waves of 0.1 MHz 
to 100 MHz are derived, synthesized and distributed by the 
coherent reference generator. Constant amplitude and phase 
relationships are maintained. A 1-p/s pulse train is also sup­
plied to the outlying stations via a microwave link. The delay 
time between the two clocks is measured to the submicro­
second level so that the clock at the outlying station can be 
accurately synchronized. 

Again, note that although the complex is remote from 
other complexes, constant vigilance of the NBS/USNO and 
complex frequency and timing relationship is maintained. 
Television time synchronization is observed, calculated and 
used at the complex as well as the remote station. Weekly 
reports are made to JPL by teletype message, identifying 
relationships of all the oscillators and clocks. It is not un­
common for a complex to know its time relationship to 
NBS/USNO to within ±5 microseconds at any given time. 

Figure 6 describes the Goldstone Complex, which can be 
seen as somewhat more diversified. The major difference is, 
of course, the Reference Standards Laboratory, which is the 
home of the DSN Master Clock. The Deep Space Network 
Master Clock is an ensemble of several cesium oscillators 
and a hydrogen maser. Although the hydrogen maser is cur­
rently remote from the bank of cesiums, its frequency is 
used, along with the cesium, to establish the Deep Space 
Network Standard. Similarly, Goldstone distributes time 
synchronization to the outlying Deep Space Stations by 
microwave and, again, the Deep Space Stations are typically 
within ±3 microseconds of the NBS/USNO reference. Each 
Deep Space Station generates and distributes frequencies and 
time to its particular users. 

As a system check, independent from the NBS/USNO, a 
very long baseline interferometer technique has been utilized. 
By this technique, all three 64-m Deep Space Stations are 
scheduled to observe the same radio star source within 24 
hours twice per week. The data are sent to JPL for reduction 
and establishment of the Deep Space Station offset to the 
Deep Space Network Master clock. This method is a near-real­
time technique, and with historical data can very precisely 
determine each complex's frequency and time offset. It can 
be seen that with hydrogen-maser-driven clocks, continuous 
checks by TV and LORAN, and the VLBI, the Deep Space 
Network very precisely keeps track of itself. 

Figure 2 describes the total global systems, pointing out 
time and frequency distribution, both on a global and local 
level. One can readily see the NBS/USNO relationship, the 
reporting process and how the complexes are tied together. 

IV. Frequency and Timing 
Subsystem Description 

The Frequency and Timing Subsystem generates and 
distributes sinusoidal reference frequencies, timing pulses, 
and epoch time codes for other subsystems within each 
Deep Space Communications Complex (DSCC). The primary 
frequency standard and epoch time are maintained within 
prescribed tolerance throughout the entire DSN and relative 
to the selected National Standards Agency. 

The foundation of the DSCC Frequency and Timing Sub­
systems is the oscillator selected for use. The 64-m network 
(Deep Space Stations 14,43, and 63) is equipped with hydro­
gen masers. The 64-m network requires hydrogen masers 
because of intricate navigation of the deep space probes. 
These are the stations that are ultimately used to gather VLBI 
data and radio metric data for orbit determination and naviga­
tion. The smaller aperture Deep Space Stations are equipped 
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with cesium oscillators, which are nearly as stable as the 
hydrogen masers. 

The masers are kept in an environmentally controlled area, 
away from vibration and fluctuating magnetic fields. The area 
is designed for temperatures of 21 to 26°C, at 50% humidity. 
At these specifications, the maser stability is specified as 
follows, in terms of Allan Variance (see Appendix A): 

1 X 10- 12 for 1 second 

1 X 10- 14 for 104 seconds 

1 X 10- 14 for 12 hours 

1 X 10- 13 for 10 days 

As seen in Fig. 7, the outputs of the three oscillators are con­
nected to a switching network that selects the frequency 
standard desired. Three inputs are necessary, i.e., 0.1, I and 
5 MHz, which are input to the coherent reference generator. 
The switch is semiautomatic in that it will switch to another 
oscillator if the primary standard fails. This switching takes 
place in less than 1 microsecond. 

Due to the complexity of the Deep Space Stations sup­
ported by the Frequency and Timing Subsystem, the coherent 
reference generator must synthesize and distribute several 
frequencies. The coherent reference generator provides sinus­
oidal signals at frequencies of 0.1,1,5,10,10.1,45,50, and 
55 MHz at 11.5 ±1.5 dBm. All frequencies maintain a con­
stant phase relationship. 

The triple redundant clock receives 1 MHz from the coher­
ent reference generator for pulse shaping, pulse train genera­
tors and time code generators. The three clocks are identical 
and act upon the I-MHz reference in the same manner, provid­
ing pulses and time codes. Controls are available on the front 
panel of the equipment to allow adjustment of the three 
clocks. The majority vote circuitry determines, at the micro­
second level, if the three clocks are in synchronization, and 
permits timing signals to be distributed if at least two clocks 
are synchronized to within I microsecond. 

The rationale for triple redundant majority voted clocks 
is to ensure that at least two clocks are operating correctly 
to obtain outputs. If all three clocks are not synchronized, 
no output is available. The assumption here is that it is better 
to have no time output than to have an output that may be 
erroneous. The majority vote circuitry cannot switch clock 
outputs, only detect if an output is incorrect. A manual 
switch is provided for clock selection. 

Pulse trains are generated in the clocks in decade steps from 
I million pulses per second to 1 pulse per minute. Except for 
selected pulses that are treated independently, all pulse trains 
have 10 percent duty cycles. Rise and fall times are typically 
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250 nanoseconds from the 10 to 90 percent amplitude levels. 
Parallel and serial time codes are generated and distributed 
in 30-bit parallel binary-coded decimal, 30-bit parallel binary 
and 36-bit serial (NASA time code). Provision is also made 
for time displays throughout the control rooms, displaying 
day of year, hour, minutes and seconds of day adjusted to 
Greenwich Mean Time (GMT). (All clocks at all complexes 
are adjusted to GMT.) 

An auxiliary reference divider is utilized to generate an 
independent I pulse per second derived from the secondary 
oscillator. Provided one knows the offset of the primary 
oscillator, by comparing the I-pulse-per-second signals from 
the clocks and the auxiliary divider, an offset of the secondary 
or backup oscillator can be determined. In fact, this process 
is routinely recorded and long-term frequency offsets are 
determined for any and all backup oscillators at all Deep 
Space Stations. 

To determine the offset of the primary oscillator, a portable 
clock measurement is made. Measurements are .made on a 
weekly basis by determining the time difference between 
portable clock and the station clock on a nanosecond resolu­
tion counter (Goldstone only). As described earlier, the 
portable clock is referenced similarly to NBS/USNO. There­
fore, the offset and rate of offset of the station clocks and 
oscillators can be accurately determined, traceable to the 
NBS/USNO references. In the case of overseas Deep Space 
Stations, as implied in Figs. 3 and 4, offsets are determined by 
LORAN or television signals. The tie is again via portable 
clock to NBS/USNO, periodically. 

A reporting scheme from all Deep Space Stations, on a 
weekly basis, provides data to the Deep Space Network 
Operations Analysis Group, which determines how well the 
DSN is synchronized and what the precise offsets are. This 
data is provided all users, such as projects and experimenters. 

To negate the possibility of a power failure rendering 
the equipment useless, endangering the record analysis credi­
bility, a backup power system is utilized. Basically, it is a large 
converter system that is powered by a bank of batteries, 
converting the direct current to 115 volts alternating current. 
The unit is on line continuously, able to switch from firm 
power to its batteries for a power source. This scheme has 
proven satisfactory in the past several years, having had only 
one minor and inconsequential failure. 

v. DSN Frequency and Timing 
System Performance 

Performance of the frequency and timing equipment is 
measured in availability, accuracy and stability. Although 



accuracy and stability are represented by minute numbers, 
availability is represented by a large number, displaying the 
engineering that was applied to the subsystem design, with 
redundancy designed into the clock, oscillators and power. 
The subsystem boasts of availability of better than 99.8%. 
In terms of hours per year this implies the equipment was 
available for support all but 17.5 hours. Unlike most sub­
systems, Frequency and Timing is operating 24 hours per day 
supporting missions, testing and experiments. 

Accuracy in this discipline is measured both in time and 
frequency. In regard to time, during the period of Voyager 1 
encounter of Saturn to this writing, clock accuracies between 
complexes, i.e., Madrid, Canberra and Goldstone, were kept 
to within 20 microseconds and the accuracy between USNO 

and any complex was within 20 microseconds. During the 
130-day encounter phase, accuracies were within 10 micro­
seconds. 

In the frequency domain, the masers have performed at 
better than 3 parts in 10 13 for the same period, or less than 
26 nanoseconds clock change per day. The stability of the 
masers, hence the clocks, performed at better than 2 X 10 13 

long term, i.e., up to 10 days, in terms of Allan Variance. 

The above performance was measured by the "System" 
over a period of one year. Portable clocks, LORAN, TV time 
synchronization, VLBI and the data analysts contributed to 
the impressive results. 
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Appendix A 

Allen Variance Definition 

A measure of the average fractional frequency deviation of 
a frequency source is defined as follows: Let the instantaneous 
phase of the source be 21Tvot + </.>(t), where Vo is the nominal 
frequency, and OCt) is the instantaneous phase deviation. The 
instantaneous fractional frequency deviation yet) is 

yet) 
d</.>(t) 

21TVo CIt· 

Fix an averaging time 7, and consider successive time 
intervals (kT, (k + 1) 7), k = 0, 1,2, .. , . The average ofy(t) 
over the kth interval is 

1 l(k+l)'T 
Yk =7 y(t)dt 

k'T 

</.>((k + 1 )7) -</.>(kT) 
21TV07 

By definition, the Allan variance is the quantity 
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where < > means infinite time average over k. 

In practice, where only a finite number m of differences 
Yk+ I - Yk are available, the Allan variance is estimated by 

m-I 

a~ (7) m L ; (Yk+ I -yk)2. 
k=O 

Since a~ (7) does vary with 7, each specification of devia­
tion (v'variance) should include the averaging time, which 
gives the time scale over which the deviation specification 
applies. The specification should also mention the number 
of samples and the noise bandwidth of the measuring system. 
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Modification of the currently operational DSN Command System MK III-80 in 1981 
consisted of improvement of the uplink carrier frequency tuning capability to satisfy 
Voyager 2 requirements. Upgrading of Command System monitoring functions in the 
Network Operations Control Center is scheduled for 1982. DSN Command System 
requirements and functional design are described for the Mark IV A Network, which is 
planned for 1984-1985 implementation. 

I. DSN Command System Mark 111-80 

The Mark III-80 configuration of the DSN Command 
System, which was described in Ref. 1, is the currently opera­
tional configuration. In early 1981 the uplink digitally con­
trolled oscillator (DCO) hardware was modified to correct a 
performance anomaly, and the metric data assembly (MDA) 
software was modified to provide satisfactory control of the 
DCO for Voyager 2 uplink carrier frequency tuning. No other 
major modifications were required in the Command System. 

The command processor assembly (CPA) software upgrade 
previously planned for 1981 has been rescheduled to late 1983 
to coincide with the Mark IV-84 configuration implementation. 
Network Operations Control Center (NOCC) Command Sub­
system software modifications, to provide computer-controlled 
prepass data transfer and validation tests and revised displays, 
are scheduled for mid-1982 as part of a general upgrade of the 
Network Operations Control Area (NOCA) to reduce opera­
tions costs. 

II. DSN Command System Mark IV-8S 

A. Introduction 

Functional requirements and functional design have been 
established for the Command System of the Mark IV A Net­
work. The network functional design provides one Signal 
Processing Center (SPC) at each Deep Space Communications 
Complex (DSCC). The Ground Communications Facility 
(GCF) will provide communications between 1PL and each 
SPC. 

The Networks Consolidation Program (NCP) requires the 
Mark IVA Network to support high-apogee earth-orbital 
missions in addition to the deep space and planetary missions. 

A simplified block diagram of the DSN Command System 
Mark IV-85 is shown in Fig. 1. Each of the three complexes 
(Goldstone, Tidbinbilla, and Madrid) will have a 64-meter 
antenna with deep space uplink, a 34-meter antenna with both 
deep space and earth orbiter uplinks, and a 9-meter antenna 
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with earth orbiter uplink. (Each complex will also have addi­
tional 34-meter antennas, for downlink only.) 

B. Implementation Schedule 

The Mark IVA Network implementation plan calls for an 
interim configuration to be installed at all three complexes in 
early 1984, a final configuration at Goldstone by February 
1985, and at Tidbinbilla and Madrid by August 1985. The 
interim configuration will include new command equipment 
for 34-meter antenna support of high earth orbit and deep 
space missions, while retaining portions of the present Mark III 
configuration. The final configuration at each complex will 
include the 9-meter antenna and associated front end equip­
ment, a total of four strings of DSCC command subsystem 
equipment, and the new DSCC Monitor and Control Subsy.s­
tern, as shown in Fig. 1. 

C. Mission Set 

The Mark IVA Network baseline design is required to 
provide capabilities to support the flight missions listed 
below: 

(1) Current deep space missions: 

(a) Pioneer 6 through 12 

(b) Viking Lander 

(c) Helios 

(d) Voyager I and 2 

(2) Planned deep space missions: 

(a) Galileo 

(b) International Solar Polar Mission (ISPM); 2 space­
craft 

(3) Current high elliptical earth orbital missions: 

(a) International Sun-Earth Explorer No.3 (ISEE-3) 

(4) Future high elliptical earth orbital missions: 

(a) Active Magnetospheric Particle Tracing Explorer 
(AMPTE); 3 spacecraft 

(b) Origin of the Plasma in the Earth's Neighborhood 
(OPEN); 4 spacecraft 

D. Performance Requirements 

Support of the Mark IVA mission set will require Command 
System performance characteristics compatible with the NASA 
standard transponder to be used on future spacecraft and 
also compatible with current in-flight spacecraft and certain 
planned spacecraft that do not use the standard transponder. 
Some of the required capabilities are listed below: 
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(1) Data rates. Data rates from 1 bit/sec to 2000 bits/sec 
will be provided. 

(2) Subcarrier frequencies. Sine wave and square wave 
subcarriers will be generated at frequencies of 100 Hz 
to 16 kHz. 

(3) Subcarrier data modulation. Selection will be provided 
for phase-shift-keyed (PSK) or frequency-shift-keyed 
(FSK) modulation of the subcarrier by the pulse-code­
modulated (PCM) command symbol stream. An op­
tion for amplitude modulation (AM) of the FSK sub­
carrier will also be provided. 

(4) Carrier modulation. The command-modulated sub­
carrier will be phase-modulated on an S-band carrier 
for radiation to the spacecraft. Control of modulation 
index angle will be provided over a range from 0.1 to 
1.8 radians. 

(5) Carrier frequencies. Generation of the uplink carrier 
at S-band frequencies assigned for deep space missions 
will be provided at the 64-meter and 34-meter antennas. 
S-band frequencies assigned for earth orbit missions 
will be provided at the 34-meter and 9-meter antennas. 

III. System Functional Description 

As discussed in Ref. 2, many of the spacecraft supported 
by the DSN have onboard storage and sequencing capabilities 
that permit command sequences to be sent well in advance of 
the actions to be taken by the spacecraft. Thus, fewer direct­
action (real-time) commands are needed. Ground system 
capabilities providing massive storage of spacecraft com­
mands, muItimission operating functions, and standardized 
protocol were incorporated in the DSN Command System in 
1978 (Ref. 3). These capabilities will be continued in the 
Mark IV-85 system configuration. 

A. Operational Functions 

End-to-end spacecraft command operations are represented 
functionally in Fig. 2. Command sequences for one or more 
spacecraft are generated and stored at a Mission Operations 
Center (MOC). Commands for a particular spacecraft are 
selected from the command files, formatted into messages, 
and stored for transmittal to a specified link of a DSCC. 
Command data are extracted from the message received and 
are stored until radiated. Finally, the commands arrive at the 
spacecraft and are either executed immediately, or stored 
onboard for later execution. 

The functions of the DSN Command System in this process 
include the following: 

(1) Establishing the DSCC configuration for the specified 
spacecraft. 



(2) Receiving and storing command data at the DSCC. 

(3) Queuing command data to be radiated to the space­
craft. 

(4) Radiating the command data to the spacecraft. 

(5) Monitoring and reporting system status and events. 

B. Operational Procedure 

On-site configuration inputs to the DSCC Command 
(DCD) Subsystem specify the flight project name and the 
spacecraft identification number. These inputs cause the 
Command Processor Assembly (CPA) software to transfer a 
specified configuration and standards and limits table from 
disk storage to memory, and to configure the DCD Subsystem 
according to the table. Changes may later be made by high­
speed data messages from NOCC (or by keyboard entries at 
the Link Monitor and Control Console). 

Prior to the beginning of the scheduled spacecraft track, 
the control of the DSCC command functions is transferred 
to the NOCC. Configuration standards and alarm/abort limits 
are updated by transmission of high-speed data messages 
from the NOCC Command Subsystem (NCD) real-time moni­
tor processor. The standards and limits are derived from files 
maintained in the NOCC Support Subsystem. Spacecraft­
dependent parameters, such as symbol period, sub carrier 
frequency, alarm limits, and abort limits, are established via 
these messages. After the proper configuration standards and 
limits have been established, test commands are transmitted 
through the system to ensure that the system can accept 
spacecraft commands via high-speed data messages, tempor­
arily store the commands, and confirm radiation. After 1he 
network operations control team has established that the 
system is operating properly, the system control is trans­
ferred to the flight project's MaC for loading of actual space­
craft command sequences to be radiated to the spacecraft 
during the track period. 

At the time for radiation of each command element, the 
subsystem advances to the active mode (see Fig. 3 for descrip­
tion of the various modes) and command data are transferred 
to the Command Modulator Assembly (CMA) for immediate 
radiation via the Receiver-Exciter, Transmitter, Microwave, 
and Antenna Subsystems. 

C. Command Data Handling 

The DCD Subsystem design allows mission operations to 
prepare large files of spacecraft commands in advance and 
then to forward several flies to the DSCC link at the beginning 
of a spacecraft track. 

1. Command files. Each file may consist of up to 256 high­
speed data blocks. The content of each data block is a file 

element. The first block in a file contains the header element 
and each remaining block contains a command element. Each 
command element may consist of up to 800 bits of spacecraft 
command data. Up to 8 files for a given mission can be stored 
by the CPA. Thus, the available storage is over 1.6 million 
command bits. 

The header element contains fIle identification information, 
fIle processing instructions, and a file checksum. The file 
processing instructions include optional fIle radiation open and 
close window times, and an optional file bit 1 radiation time. 
File open and close window times specify the time interval 
during which command elements in the file may begin radia­
tion (Le., a mission sequence may demand that specific com­
mands not be sent before or after a certain time). The bit 1 
radiation time allows the project to specify the exact time at 
which the file is to begin radiation to the spacecraft. The fIle 
checksum provides end-to-end error protection for the ground 
command system. It is created at the time of file generation 
and is passed intact to the DSS. It adds reliability to insure 
that no data were dropped or altered in the transfer from one 
facility to another. 

The command elements each contain command bits, fIle 
identification, element number, element size, and an optional 
"delay time" (interval from start of previous element). If 
delay time is not specified, the element will start radiating 
immediately after the end of the previous element. 

2. Receiving and storing command data at a DSCC. Nor­
mally, the files of commands to be radiated to the spacecraft 
will be sent from the MaC to the specified DSCC link at the 
beginning of a spacecraft track period. However, files may be 
sent to the DSCC link at any time during the spacecraft track 
period. The first step in receiving and storing command data 
at a DSCC is the process of opening a fIle area on the CPA 
disk. The MaC accomplishes this by sending a header element, 
which serves as a file-open directive. After the CPA acknowl­
edges receipt of the header element, the MaC sends the 
remainder of the file (up to 255 command elements) and 
follows it with a file-close directive. The CPA acknowledges 
the file-close instruction and indicates whether the file loading 
was successful or unsuccessful. If the file loading was unsucess­
ful, the acknowledge message contains the reason for the fail­
ure and from what point in the file the command elements 
are to be retransmitted. When the file is successfully closed, 
the MaC may proceed to send additional files, up to a total 
of eight. 

3. Queuing the command data for radiation. After the files 
are stored at the CPA, the MaC sends one or more file-attach 
directives to place up to five file names in the radiation queue. 
The Mission Control Team determines in which order the flies 

55 



are to be attached. The order in which they are attached deter­
mines the sequence in which they will be radiated: that is, 
first attached, first to radiate to the spacecraft. 

4. Command radiation to the spacecraft. The first com­
mand element in the top (prime) file in the queue begins radia­
tion to the spacecraft immediately after attachment or as soon 
as all optional file instructions (such as bit 1 radiation time) 
are satisfied. The prime file status is defined to be active when 
the first command element begins radiation. Upon completion 
of radiation of the first command element, the second com­
mand element begins radiation either immediately or when 
the optional delay time has been satisfied. The process con­
tinues until all command elements in the file have been radi­
ated. After the first file completes radiation, the second file 
in the queue automatically becomes the prime file and the 
command radiation process is repeated. After the second file 
completes radiation, the third file becomes prime, etc. This 
process is repeated until all files in the queue are exhausted. 
The MOC can attach new files to the queue whenever space 
is available. 

Confirmations of command element radiation are reported 
in event messages to the MOC and NOCC once per minute, or 
after five elements have been radiated, whichever occurs first. 
If a command element is aborted, or if an alarm occurs, an 
event message is sent immediately. 

5. Additional data processing. The foregoing descriptions 
of the DSCC functions of storing the command files, attaching 
the files to the queue, and radiating the commands to the 
spacecraft assume nominal-standard operation. Additional 
data processing functions are provided for worst-case condi­
tions, nonnominal operations, and failure recovery. Control of 
these functions is normally exercised remotely from the MOC. 
However, emergency control is also available at the Link Moni­
tor and Control Console. 

a. File erase. A file can be deleted from storage at the 
CPA by means of a/ile erase directive, if the file is not attached 
to the radiation queue. 

b. Clearing the queue. As previously stated, the order of 
file radiation to the spacecraft is dependent on the order of 
files in the queue. To rearrange the order, a clear-queue direc­
tive must be sent, followed by file-attach directives in the 
desired order. 

c. Suspend radiation. If the Mission Control Team desires 
to stop command radiation, a suspend message can be sent to 
the CPA. This message stops command radiation to the space­
craft upon completion of the current element. The file status 
then changes from active to suspended. 
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d. Resume command radiation. To restart' radiation of a 
suspended file (either suspended intentionally or from an 
abort), a message can be sent to resume radiation at a speci­
fied unradiated element in the file. The suspend and resume-at 
directives can be used for skipping elements of the prime file, 
if desired. 

e. Command abort. As each command bit is radiated to the 
spacecraft, numerous checks are made to insure validity of the 
command data. If a failure is detected during the radiation, 
the command element is automatically aborted, the prime file 
status is changed from active to suspended, and radiation is 
terminated until a resume directive is received. 

In addition to the automatic abort function there is provi­
sion for the MOC to send an abort and suspend directive to 
terminate command radiation immediately without waiting 
for completion of an element. 

f Close window time override. If a close-window time is 
specified in a file header element, and the Mission Operations 
Team later decides to extend the permissible time for radiation 
of that file, an override message can be sent (after the file 
becomes prime) which instructs the CPA to ignore the close­
window time. 

D_ Data Records 

All high-speed data blocks received by the CPA and all 
blocks sent from the CPA are to be logged at the DSCC on the 
Original Data Record (ODR). In addition, the CPA has the 
capability to record a temporary ODR on disk if the ODR is 
disabled. 

High-speed data blocks from all complexes are recorded at 
the GCF central communications terminal (CCT). Command 
system high-speed data blocks from a Mission Operation 
Center to a DSCC are also recorded at the CCT. 

The DSCC original data records and the CCT recording pro­
vide information for fault isolation in case problems occur in 
the Command System operation. 

IV. Subsystems Configurations for 
Mark IV-85 System 

Planned modifications and reconfiguration of subsystems 
for the DSN Command System Mark IV-8S (and Mark IV-84) 
are summarized below. 

A. Antenna Mechanical Subsystem 

At Tidbinbilla and Madrid all antennas will be located in 
the vicinity of the SPC. At Goldstone, the 64-meter antenna 



and the 9-meter antenna will be located near the SPC. The 
Goldstone 34-meter transmit-receive antenna will remain at 
the present DSS 12 (Echo Station) site, but control will 
reside at the SPC. 

B. Antenna Microwa"e Subsystem 

For the 9-meter antenna, the microwave subsystem will 
provide uplink signal feed at S-band frequencies assigned for 
earth orbital missions (2025-2110 MHz). For one 34-meter 
antenna at each complex, the microwave subsystem will be 
required to handle S-band uplinks over the range of earth 
orbital and deep space missions (2025-2120 MHz). For the 
64-meter antenna the microwave subsystem uplink capability 
will be unchanged (S-band 211,0-2120 MHz). 

The 9-meter and 34-meter antenna microwave subsystems 
provide selection of right or left circular polarization. The 
64-meter antenna microwave subsystem provides selection of 
linear polarization or right or left circular polarization. 

C. Transmitter Subsystem 

The 9-meter antenna will have a lO-kW transmitter operat­
ing in the earth orbital mission S-band frequency range. A 
34-meter antenna will have a 20-kW transmitter operating 
over the range of earth orbital and deep space mission S-band 
frequencies. The 64-meter antenna will have 20-kW and 
100-kW transmitters for the deep space mission S-band fre­
quency range, as now. 

O. Receiver··Exciter Subsystem 

An S-band exciter will be acquired with each 9-meter 
antenna from the Ground Spaceflight Tracking and Data 
Network (GSTDN). The DSN exciter for the 34-meter antenna 
will be upgraded to cover earth orbital and deep space mission 
S-band frequencies. The present DSN S-band exciter will be 
retained in the 64-meter antenna link. 

Functions of the exciter include receiving the command­
modulated sub carrier signal from the DSCC Command (DCD) 
Subsystem, phase-modulating that signal on the uplink carrier, 
returning a demodulated signal to the DCD subsystem for 
confirmation, and sending modulation on or off indications 
to the DCD subsystem. 

E. OSCC Cc)mmand Subsystem 

In the final Mark IVA Network configuration (in 1985), 
the DCD Subsystem in the SPC at each complex will be 
implemented as shown in Fig. 1. A new Command Switch 
Assembly (CSA) will permit any of three exciters to be con­
nected to any of four Command Modulator Assemblies (CMA) 
under control of the Complex Monitor and Control console. 

New CMA's will be implemented to accommodate the Mark 
IVA mission support requirements. The Command Processor 
Assemblies (CPA) will use existing Modcomp II-25 computers 
with core memory increased to maximum capacity. CPA 
software will be upgraded to satisfy new mission support 
requirements, to modify the CMA interface functions, and to 
provide'required functions for interfacing with the new DSCC 
Monitor and Control Subsystems. 

For the interim configuration (in 1984), two of the new 
CMA's (one prime, one backup) will be provided at each com­
plex, to provide required command capability for the 34-meter 
antenna subnetwork. An interim software program will be 
implemented in the CPA to operate with the new CMA. 

F. OSCC Monitor and Control Subsystem 

New equipment will be implemented for the DSCC Monitor 
and Control (DMC) Subsystem at each complex in the final 
Mark IV A Network configuration. Assignment of command 
equipment (antenna, transmitter, exciter, and command 
modulator-processor combinations) to a given "link," for each 
scheduled spacecraft pass or for a scheduled test, will be 
accomplished by the DMC Subsystem along with telemetry 
and tracking equipment assignments. Prepass countdown will 
be controlled by inputs at the Link Monitor and Control 
Console. 

The DMC Subsystem will receive antenna pointing and 
uplink frequency predictions and will relay them to the 
appropriate subsystems. The DMC Subsystem will send link 
status information to the CPA, and the CPA will send Com­
mand Subsystem status information to the DMC Subsystem 
for link console displays and for incorporation into the moni­
tor data that the DMC Subsystem sends to the NOCC. 

In the interim configuration, the Monitor and Control 
Subsystem will be limited to the existing Data System Ter­
minal (DST) and Digital Information Subsystem (mS) func­
tions. 

G. GCF Subsystems 

In the final Mark IVA Network configuration, the GCF 
Digital Communication (GDC) Subsystem will replace the 
present GCF High Speed and GCF Wideband Subsystems. All 
command data blocks will be communicated at a line rate of 
56 kb/s, instead of the present 7.2 kb/s rate, between the 
Central Communications Terminal at JPL and the Area of 
Routing Assembly at each DSCC. 

At the Goldstone DSCC the GCF Intersite Communication 
Subsystem will communicate the CMA output signal from the 
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SPC to the DSS 12 exciter and the confirmation signal from 
the exciter to the SPC. 

destination codes, spacecraft identifiers, standards and limits 
tables and test command tables for the interim and final 
configurations. The NOCC Support Subsystem will be ex· 
panded to provide capability for command system perfor· 
mance records and analysis and additional capacity for test 
command tables. 

H. NOCC Command Subsystem 

The NOCC Command (NCD) Subsystem Real·Time Moni· 
tor (RTM) software will be upgraded to accommodate new 
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The DSN VLB/ System was established as a Network system in 1978. This article 
describes the evolution of the VLB/ System from Mark /-79 to Mark /V-85 and discusses 
the system functional requirements for Mark /V-85. 

I. Introduction 
Very long baseline interferometry (VLBI) is a capability 

implemented in the Network to support flight project naviga­
tion requirements and provide station frequency standard 
stability measurements to validate the hydrogen maser fre­
quency standard performance. 

To manage this new major implementation, a DSN VLBI 
Program was established and led by a program manager from 
the TDA Office and a task manager from the implementing 
divisions. The initial functional requirements were reviewed 
in February 1978. The phases of implementation are described 
in Ref. 1. 

This article updates the functional description and require­
ments given in Ref. 1 and defines the levels of implementation 
that constitute the Mark 1-79, Mark II-81 , Mark III-83, and 
Mark IV-85 VLBI Systems. 

II. Definition 
Very long baseline in terferometry is a method of measuring 

the time of arrival of a radio signal at two locations very dis­
tant from each other on the Earth's surface. From the mea­
surement of difference in time of arrival, the position of the 

radio source and/or several other parameters of the problem 
can be determined. These other parameters include Universal 
Time One (Un) (the instantaneous rotational angle of the 
Earth), polar motion, the relative position of the two stations, 
and the time offset and rate of change of the clocks at the two 
stations. 

The levels of implementation are defined as Mark 1-79, 
Mark II-81 , Mark III-83 , and Mark IV-85 VLBI Systems. 

The Mark 1-79 VLBI System, implemented in 1979, pro­
vides time offset, rate of change of the clocks at the two 
stations, Universal Time One (Un), and polar motion to the 
following performance: 

Time offset: < 20 nanoseconds 

Clock rate of change: < 3 parts in 1013 

Universal Time One: < 1.25 milliseconds 

Polar motion: < 50 centimeters 

The Mark II-81 VLBI System adds delta differential one­
way range (~DOR) capability for use by flight projects' navi­
gation in determining the angle between the spacecraft and a 
reference extragalactic radio source (EGRS). The differential 
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time delay between the spacecraft and EGRS is measured by 
the DSN to < 30 centimeters. 

The Mark III-S3 VLBI System improves the accuracy and 
operability of the Mark 1-79 and Mark H-Sl. The accuracies 
available are: 

Time offset: < 10 nanoseconds 

Clock rate of change: < 7 parts in 1014 

Universal Time One: < 0.75 milliseconds 

Polar motion: < 30 centimeters 

All equipment used for determining the above parameters 
are operational and calibration data for troposphere, iono­
sphere, and the VLBI instrument are available. Improved 
hydrogen masers with a stability of "'" 7 parts in 1 0 15 will be 
implemented for fully operational capability. 

The Mark IV-S5 VLBI System adds the wide channel band­
width (WCB) for operational support of radio source catalog 
update and maintenance and two-station baseline measure­
ments. The accuracies are as follows: 

Absolute radio source location: < 5 microradians 

Relative radio source location: < 50 nanoradians 

Two station baseline: < 3 centimeters 

III. Mark IV-8S VLBI System Description 

A. Introduction 

The Narrow Channel Bandwidth (NCB) and Wide Channel 
. Bandwidth (WCB) VLBI System will be implemented at the 

64-meter antenna and the 34-meter listen-only (X-Y mount) 
antenna. Data acquisition, formatting, and recording are per­
formed by the common equipment in the Signal Processing 
Center (SPC). A simplified block diagram indicating switching 
capability of the 64-meter and 34-meter antennas is shown in 
Fig. 1. The NCB VLBI System data are recorded at each DSS 
and transmitted via GCF wideband data lines at the GCF line 
rate. Ancillary data such as angles, angle residuals, weather 
data, predicts, and control data are routed via GCF wideband 
data lines to the Network Operations Control Center (NOCC) 
VLBI Processor Subsystem (VPS) where they are used to con­
trol and calibrate the VLBI data being correlated. The corre­
lated output is used to compute: (1) time and time-rate offset, 
(2) polar motion and Universal Time, and (3) delta differential 
one-way range for spacecraft navigation. 
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The WCB VLBI System records data at 4 to 112 megabits/ 
second rates (in the Haystack Observatory Mark III compatible 
format) for wideband correlator processing. WCB VLBI data 
tapes generated at the DSS are mailed to the JPL/CIT correla­
tor for processing. The ancillary data are the same for both the 
NCB and WCB systems. 

VLBI predictions are generated by the Predict Program in 
the NOCC Support Subsystem and transmitted to each DSS 
for antenna pointing and frequency control. Control messages 
of DSS assemblies used for VLBI are generated by the NOCC 
Support Subsystem and transmitted to the DSS Monitor and 
Control Subsystem. Monitor of DSS assemblies used for VLBI 
data acquisition is performed by the assemblies and collected 
by the DSS Link Monitor and Control Subsystem. These data 
are forwarded to NOCC via high-speed data lines (HSDL) for 
display and analysis of the DSN VLBI System. 

Both NCB and a sample of WCB VLBI are correlated in 
near-real time by the NOCC correlator. Validation of the 
correlation results are displayed for the analysts for the 
Network Operations Control Team (NOCT) and are trans­
mitted to the DSS for display and analysis. 

B. Key Characteristics 

The key characteristics of the NCB and WCB VLBI systems 
are given in Table 1. 

C. Functions and Interface 

1. Narrow Channel Bandwidth (NCB) VLBI. To deter­
mine intercomplex time and time-rate offsets, and universal 
time and polar motion, narrow band VLBI acquisition of at 
least 10 radio sources at S- and X-band frequencies must be 
accomplished. For precision measurements, Coherent Comb 
Generators Assemblies must be used to calibrate the RF 
downlink. The determination of these parameters utilizes the 
functions and interfaces as shown in Fig. 2. VLBI data acqui­
sition is obtained by rapidly switching a pair of 64-meter DSS 
between radio sources. 

The NCB VLBI System is also used to acquire differenced 
time delay data for Delta Differential One-Way Range (LlDOR). 
In the acquisition of these data, the antenna pairs are rapidly 
switched between a spacecraft and a nearby natural radio 
source. 

NCB VLBI data are correlated in the NOCC VLBI Process­
ing Subsystem (VPS) to obtain intercomplex time and time 
rate offset, universal time, polar motion, and data for LlDOR. 
An accurate ·radio source catalog is required to measure these 
parameters. 



Interfaces to the NCB VLBI System are natural radio 
sources, spacecraft signals, predicts, configuration and control 
data, frequencies, and timing pulses and epoch time. 

Interfaces from the NCB VLBI System are time and time 
rate offset; Universal time and Polar motion, and spacecraft 
and radio source delay data. 

2. Wide Channel Bandwidth (WCB) VLBI System. The 
purpose of WCB VLBI (Fig. 3) is to provide accurate radio 
source catalog and intercomplex baseline data for station 
locations. The inputs are X- and S-band signals from natural 
radio sources, predicts, control, frequencies, timing pulses, and 
epoch time. Outputs are the updated radio source catalog and 
intercomplex baselines. 

Wide Channel Bandwidth (WCB) VLBI is used as backup to 
NCB for ~DOR data reliability. It is also used for ~DOR 
where the natural radio source signal-to-noise ratio is not 
sufficient for NCB VLBI data acquisition and correlation. 

IV. System Functional Requirements 
and Performance 

A. General 

This section defines the DSN VLBI System functional 
requirements to support Project VLBI requirements for 
spacecraft navigation. It defines the DSN VLBI functional 
requirements imposed on the DSS, Ground Communications 
Facility (GCF), and NOCC. Figures 1 and 2 present the DSN 
VLBI System functions and interface for NCB and WCB VLBI 
respectively. A block diagram of functions and data flow for 
the Mark IV-85 VLBI System is shown in Fig. 5. 

B. Project RiequiremEmts 

Project requirements (Table 2) are derived from Project 
Requirements and DSN Support Plan for the following 
missions: 

(1) Voyager II 

(2) Galileo 

(3) VOIR 

C. DSS Functions and Performance Requirements 

This paragraph presents the performance requirements 
imposed on the DSS by the DSN VLBI System. DSS func­
tions, subsystems and interfaces are given in Fig. 5. 

VLBI predictions, system configuration, and data mode 
messages stored by the lDSS Link Monitor and Control Sub­
system are used to configure and control the DSS subsystems 

for VLBI data acquisition. The DSS Link Monitor and Con­
trol is controlled and monitored by the DSS Complex Monitor 
and Control. 

Antenna pointing control of the DSS antenna is given in 
Table 3. A pointing error matrix is used to provide position 
offsets to maintain pointing accuracy. 

A description of the acquisition of VLBI signals follows. 

1. Narrow Channel Bandwidth (NCB) VLBI. The fre­
quency span bandwidths are 40 MHz at S-band and 100 MHz 
at X-band. Therefore, frequency range shall be 2265 to 2305 
MHz at S-band and 8400 to 8500 MHz.at X-band. Therefore, 
operating system temperature is < 27 K at S-band and < 24 K 
at X-band. Polarization shall be right-hand circular polarized 
(RCP). Phase stability is < 14 deg rms at S-band and < 50 deg 
rms at X-band. 

Up to 12 selectable VLBI downconverted radio frequency 
channels are provided (four at S-band and eight at X·band). Up 
to three calibration tones shall be provided for each IF - video 
converted channel. 

2. Wide Channel Bandwidth (WCB) VLBI. RF frequency 
span bandwidth is 100 MHz at S-band and 400 MHz at X-band, 
which will require user supplied microwave equipment. Fre­
quency range is 2235 to 2335 MHz at S-band and 8100 to 
8580 MHz at X-band. System operating temperature shall be 
< 120 Kat S-band and < 100 K at X-band. Phase stability is 
< 14 deg rms at S-band and < 50 deg rms at X-band. 

3. 40/100 MHz Bandwidth. Frequency bandwidth is 
40 MHz at S-band and 100 MHz at X-band. Frequency range 
is 2265 to 2305 MHz at S-band and 8400 to 8500 MHz at 
X-band. System operating temperature is < 27 K at S-band 
and 22 K at X-band. Phase stability is < 100 deg (0.1 to 30 
sec) at S- and X-band frequencies. 

There are eight RF downconverted channels selectable 
within the bandwidth of the received frequency bandwidth. 
Up to three calibration tones are supplied for each frequency 
channel. 

4. Coherent Comb Generator. A coherent reference fre­
quency is to be transmitted from the DSS primary frequency 
reference to the Configuration Control Group (CCG) where 
coherent tones are generated and inserted into the S- and 
X-band RF receiving channels. The tones generated by the 
CCG are used to calibrate the VLBI data acquisition system 
for phase instabilities in the VLBI instrument. The tones 
have hydrogen maser stability as specified in Fig. 6. 
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Sampling and recording of VLBI data channels are now 
described. 

1. Narrow channel bandwidth. VLBI data sampling of up 
to 12 video band channels is provided with time multiplexing 
of channels. Sampling and recording rates of 500, 250, 125, 
and 62.5 kilobits/second are provided. 

2. Wide channel bandwidth. Simultaneous VLBI data 
sampling of eight video band channels is provided with expan­
s:,:m to 28 video band channels. Sampling and Recording rates 
of 4,2,1,0.5 and 0.25 megabits/second are provided for each 
~1.anne1. The tape format is compatible with the Haystack 
Observatory Mark III VLBI data tapes. 

Ancillary data are sampled and recorded with the VLBI 
data. The ancillary data consists of such data as follows: 

(1) VLBI predicts. 

(2) Subsystem configuration, status, and data mode. 

(3) Angles and angle residuals. 

(4) Recorder status. 

(5) Ground weather data. 

(6) Water vapor radiometer data. 

(7) Ionosphere data. 

(8) Other. 

Configuration, status performance, and data mode are 
transferred from the relevant subsystem to the Occultation 
Data Assembly (ODA) for inclusion with the ancillary data. 
Monitor data are also be routed to the DSN Maintenance 
Center (DMC) for DSS operations display together with other 
ancillary data. 

NCB ancillary and VLBI data are transmitted at the maxi­
mum wide-band data line (WBDL) rate to the NOCC for 
validation of two-station VLBI data and for near-real-time 
VLBI correlation and parameter estimation. WCB data tape of 
ancillary and VLBI data is mailed to JPL. A portion of WCB 
VLBI data and ancillary data is transmitted via WBDL for 
VLBI validation. 

Monitor data from ODA is transmitted via HSDL to the 
Radio Science Real Time Monitor Assembly for evaluation and 
display to the Network Operations Control Team. This moni­
tor data is the VLBI related subsystem parameters and a subset 
or all of the ancillary data. 
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D. GCF Functional Requirements 

The functions, subsystems, and interfaces of the GCF use 
for VLBI are given in Fig. 7. 

The WBDL is used to transmit NCB ancillary and VLBI 
data from the DSS to the NOCC VLBI Processor Subsystem 
(VPS) in near-real time. NCB VLBI maximum data acquisition 
rate is 500 kilobits/second. This amounts to 5 X 108 bits or 
10,000 seconds of GCF wide band data transmission for each 
narrow band VLBI observation. WBDL data throughput 
should be > 95% for time offset, and rate and earth platform 
parameter observations, and> 98% of data for LlDOR obser­
vations. Selective recall will be available to fill in data outages. 
Though WBD is routed directly to the NOCC VLBI Processor 
Subsystem, a capability of generating IDRs is provided. 

The HSDL provides transmission of VLBI predicts, config­
uration, data mode, and replay requests from the NOCC to the 
DSS. HSDL throughput shall be > 99.8% of these data with no 
detected errors. End-to-end verification of data sent versus 
data received is performed by the sending and receiving subsys­
tems. Replay requests are initiated by the receiving subsystem 
to the transmitting subsystem for retransmission. 

The HSDL provides transmission of VLBI monitor and 
ancillary data and replay requests from the DSS to the NOCC. 
HSDL throughput will be > 98% with no detected errors. 
Replay requests are issued by the receiving subsystem to the 
transmitting subsystem for retransmission. 

E. NOCC Functional Requirements 

The functions, subsystems, and interfaces of the NOCC 
used for VLBI are given in Fig. 8. 

VLBI predictions are to be generated from a natural radio 
source catalog that is generated and maintained by the WCB 
VLBI data system. Spacecraft predictions for LlDOR are com­
puted from a project supplied trajectory tape. The NOCC 
provides a file of predictions for each observation (assume a 
maximum of 10 observations). 

The NOCC verifies that the DSS system configuration and 
mode corresponds to that planned for the VLBI observation 
sessions. Alarms are generated for all mismatches. Displays are 
made of the system configuration, and data mode alarms. 
System status and alarms are transmitted to the DSS Monitor 
and Control System. Also the VPS shall correlate VLBI data 
from two stations to determine quality. Reports of VLBI 
quality are supplied to NOCT displays and transmitted to 
DSS Monitor and Control System for DSS operations display. 



The following parameters are determined from NCB VLBI 
data: 

Mark I.79: 

(1) Interstation time offset and rate < 20 nanoseconds and 
< 1 X 10- 13 , respectively. 

(2) Universal time and polar motion < 1.25 milliseconds 
and < 50 centimeters, respectively. 

(3) Differential spacecraft and quasar time delay < 30 
centimeters. 

Mark III-83: 

(1) Interstation time offset and rate < 10 nanoseconds 
and 7 parts in 10 14 , respectively. 

(2) Universal Time One and polar motion < 0.75 milli­
second and 30 centimeters, respectively. 

(3) Differential spacecraft and quasar time delay < 10 
centimeters. 

VLBI Processing Subsystem performs the following NCB 
functions: 

(1) The VLBI and ancillary data are received via WBDL or 
from a VLBI IDR. An accountability record is made 
and automatic replay request messages generated to 
provide the required data. 

The ancillary data is used with the accountability 
data to edit the VLBI data for cross correlation. 

(2) The NOCC VPS will be a twelve-channel, two-station, 
one-baseline processor dedicated to DSN applications. 
During NCB VLBI observations, the twelve bandwidth­
synthesis channels will be time multiplexed. 

(3) The correlation rate is selected to ensure that the corre­
lation process can handle the data acquisition without 
backlog. It is highly desirable to have the correlation 
process run equal to or faster than WBDL rates. 

(4) To calibrate the VLBI data, a known signal of constant 
frequency is injected at the receiver during a VLBI 
observation. During correlation, the Correlator Assem­
bly will generate (with a local model) this same fre­
quency and calibrate for phase changes due to drifts in 
the microwave and receiver. 

(5) The correlation software generates the geometric delay 
and phase and sends the data to the hardware correia­
tor. Due to quantization and round-off, the hardware 
may not exactly track the software. However, the 
error shall be less than 10-4 cycles offringe. 

(6) Given a set of parameters, the software model shall 
calculate the phase to within 10-5 cycles of fringe. 
Also, a record of the calculations along with their 
results will be kept with a precision of 10-5 cycles Oi· 

fringe. 

(7) The software model constantly updates its computa­
tion of the required geometric delay lag due to the 
earth's rotation. Eight instantaneous lags (four pre­
ceding and four following the nominal geometric 
delay) shall be provided to determine the actual 
geometric delay. The maximum equivalent error of 
the VPS in tracking the model delay (the error in 
keeping constant the point of maximum correlation) 
shall be 0.01 lag. 

(8) The postcorrelation functional requirements for delta 
DOR are as follows: 

(a) Receive spacecraft predicts tape from project navi­
gation. 

(b) Compute quasar and spacecraft phase. 

(c) Compute VLBI time delay for the quasar and 
spacecraft. 

(d) Provide quasar and spacecraft delay tape to project 
navigation. 

(9) The postcorrelation functional requirements for time 
and time rate, UTI, and polar motion are as follows: 

(a) Compute quasar and tone phase. 

(b) Calibrate quasar phase for station instrument 
errors. 

(c) Compute calibrated quasar delay. 

(d) Resolve cycle ambiguities. 

(e) Compute preliminary clock parameters. 

(f) Calibrate for transmission media effects. 

(g) Solve for time and time rate, UTI, and polar 
motion. 

(h) Provide solved-for parameters to project navigation 
after validation. 

Functional requirements for the WeB VLBI processor subsys­
tem are given below: 

(1) The WCB VLBI Processor must be capable of simul­
taneously correlating VLBI data from three stations, 
with expansion to seven stations. It must also be able 
to correlate, in parallel, 28 frequency channels per 
station. 
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(2) To calibrate the VLBI data, known time signals of 
constant frequency shall be injected in the microwave 
subsystem during a VLBI observation. During correla­
tion, the Correlator Assembly will generate (with a 
local model) this same frequency and measure its 
phase change due to phase instabilities in the micro­
wave and receiver subsystems. 

(3) The correlation software generates the geometric time 
delay and phase and sends the data to the hardware 
correlator. Due to quantization and round-off, the 
hardware may not exactly track the software. How­
ever, the error shall be less than 10-4 cycles of fringe. 

(4) Given a set of parameters, the software model shall 
calculate the phase to with 10-5 cycles of fringe. 
Also, a record of the calculations along with their 
results will be kept with a precision of 10-5 cycles of 
fringe. Output should be available in both delay and 
frequency domain. 

(5) The software model constantly updates its computa­
tion of the required geometric delay lag due to the 
earth's rotation. Eight instantaneous lags (four pre-

ceding and four following the nominal geometric 
delay) shall be provided to determine the actual 
geometric delay. The maximum equivalent error of the 
JPLjCIT VLBI Processor tracking the model delay (the 
error in keeping constant the point of maximum corre­
lation) shall be 0.Q11ag. 

(6) The JPL/CIT VLBI Processor subsystem shall be able 
to process data collected and recorded by GSFC/ 
Haystack Mark III VLBI System. 

(7) Postcorrelation functional requirements are as follows: 

(a) Compute quasar amd tone phase. 

(b) Calibrate quasar phase for station instrument error. 

(c) Compute calibrated quasar delay. 

(d) Resolve cycle ambiguities. 

(e) Calibrate for transmission media effects. 

(f) Solve for quasar locations and baseline. 

(g) Update radio source catalog and baselines. 

Reference 

1. Chaney, W. D., and Ham, N. C., "DSN VLBI System Mark 1-80," in The Deep Space 
Network Progress Report 42-56, January and February 1980. Jet Propulsion Labora­
tory, Pasadena, Calif., April 15, 1980. 



Table 1. VLBI system key characteristics 

Narrow Channel Bandwidth (NCB) 

Near-real-time interstation time and frequency measurements 

Universal time and polar motion determination 

Delta differential one-way range 

NCB VLBI capability at one 64-meter and one 34-meter antenna, each 
complex (with shared SPC equipment) 

Centralized monitor and control of system by NOCC 

Data rates of 62.5, 125,250 and 500 kbits/second 

On-site recording of NCB signals with near-real-time playback through 
GCF at prevailing GCF wideband rates 

Correlation and postcorrelation processing performed in NOCC 

Near-real-time "quick-look" processing for system validation 

VLBI validation feedback from VPS to DSS 

Moderate RF span bandwidths 

Wide Channel Bandwidth (WCB) VLBI 

Radio source catalog maintenance 

Intercomplex distance determination 

WCB VLBI capability at one 64-meter and one 34-meter antenna, each 
complex (with shared SPC equipment) 

Centralized monitor and control of system by NOCC 

Data rate up to 112 megabits/second (compatible with Haystack Mark III 
VLBI data acquisition system) 

On-site recording of wide-band signals on tape. Tape shipped to corela-
tion processing facility 

Correlation and postcorrelation processing performed at Caltech 

Near-real-time "quick-look" processing using the NOCC VPS 

VLBI validation feedback from VPS to DSS 

Moderate and wide RF span bandwidth 

Table 2. VLBI System functional project requirements 

Voyager 

Calibration of Intercomplex time rate to 3 X 10-13 (1 X 10-13 desired) 

Calibration of UT-l and polar motion to < 50 centimeters (desired) 

Use of differential time delay for ADOR to validate two-station ranging 
(Voyager II demonstration) 

ADOR for Voyager II Saturn-to-Uranus navigation (accuracy equivalent 
to two-station differenced range) 

Galileo 

Differential time delay for ADOR to < 30 centimeters 

Calibration of intercomplex time rate to 3 X 10-13 (1 X 10-13 desired) 

Calibration of universal time and polar motion to < 50 centimeters 
(desired) 

Voir 

Narrowband ADOR to 10 centimeters 

Table 3. Antenna pointing control 

Parameter 

Pointing accuracy 

Tracking rate (HA/dec) 

Maximum slew rate (HA/Dec) 

Visibility: elevation 
azimuth 

64-meter DSS 

0.002 deg 

o to 0.004 deg/s 

0.25 deg/s 

7 to 90 deg 
±180deg 

34-meter DSS 

0.005 deg 

o to 0.004 deg/s 

0.70 deg/s 

7 to 90 deg 
±180 deg 
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Voyager Mission Support 
N. Fanelli and H. Nance 
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This is a continuation of the Deep Space Network report on tracking and data 
acquisition for Project Voyager. This article covers the period of April through June 
1981. 

I. Introduction 

During this reporting period (April through June 1981), 
Voyager 1 was in the extended mission phase of operations. 
Voyager 2 completed the cruise phase of its operations and on 
5 June entered the Observatory Phase of the Saturn Encounter 
operations. 

II. DSN Support 

A. Voyag.~r 1 

With the completion of the prime mission phase of Voy­
ager 1 in December 1980, the emphasis was shifted to Voy­
ager 2 and preparation for its Saturn Encounter. A reduced 
tracking support schedule was implemented. However, naviga­
tion cycles, command detector unit/signal noise ratio (CDU/ 
SNR), periodic engineering and science calibration (PESCAL), 
Radio Frequency Subsystem/automatic gain control (RFS/ 
AGC), tracking loop capacitor (TLC), high-gain antenna and 
sun sensor calibration (ASCAL) and ultrastable oscillator 
(USO) activities were routinely scheduled to maintain a check 
on the spacecraft's health. 

On 13-14 May, a special cruise science maneuver was exer­
cised by the spacecraft. The purpose of the maneuver was to 
allow a full-sky survey by the body-fixed instruments. The 

maneuver consisted of 10 complete yaw revolutions and 25 
roll turns. During the maneuver, the spacecraft antenna was 
off earth-point for 18 hours and 47 minutes with no downlink 
for this period of time. DSS 63 (Madrid) successfully sup­
ported the activity at the start of the maneuver and the next 
day for the scheduled re-establishment of the downlink. 

On 19 May the spacecraft was used for a dual uplink 
command test supported by DSS 12 (Goldstone) and 63 
(Madrid). The uplink command capability for Voyager 1, using 
a single 64-meter-diameter antenna station with an output 
power level of 80 kW into the spacecraft low gain antenna, will 
be lost in mid-1982. A concept was developed to use dual 
uplink commanding via two 64-meter stations. 

The concept consists of two 64-m simultaneous uplinks. 
The first part of the test has one 64-meter station uplink as a 
single sideband sine wave subcarrier. This is accomplished by 
off-setting the carrier by 512 Hz at S-band. For test purposes, 
the uplink was modulated plus/minus 90 degrees with a 16-Hz 
square wave to simulate command bits. During the second part 
of the test, the uplink was set to the same frequency at both 
64-meter stations. The one uplink was modulated plus/minus 
90 degrees with a 512-Hz square wave sub carrier to produce a 
double sideband suppressed carrier command signal. High pre­
cision ramps are required by both stations, with a maximum 
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allowable frequency error of 0.1 Hz at S-band to ensure 
acceptable operation. The test was not completely successful. 
However, the Project assessment of the test was that uncor­
rected frequency variation between the two stations precludes 
the use of the non coherent single-sideband sine wave sub car­
rier technique. The technique of combining two uplinks at the 
same frequency with one signal suppressed 20 dB with com­
mand modulation looks promising. Laboratory tests to deter­
mine the spacecraft threshold using this teclmique will be 
proposed on the next step. 

B. Voyager 2 

Preparations for the Voyager 2 Saturn encounter became 
the primary DSN support activity. The first general activity 
was to revalidate the array configuration of the 34-meter/ 
64-meter stations and to provide training for the station per­
sonnel. A series of array tests began on 1 April for DSS 42/43 
(Australia) and DSS 61/63 (Madrid) and continued periodi­
cally throughout the period. The DSS 12/ 14 (Goldstone) tests 
were scheduled to begin on 20 April. The tests went compara­
tively smoothly, with equipment operation well within the 
desired performance range and personnel quickly displaying 
operational proficiency. 

The Radio Science Operational Verification Test (OVT) at 
DSS 43 (Australia), started in March, continued periodically 
throughout the period. Several equipment and procedural 
problems were identified during the tests. The pre calibration 
and configuration requirements were a matter of concern and 
took close coordination to ensure understanding by both the 
station and the Radio Science personnel. The main equipment 
problem appears to have been in the recorders and malfunc­
tion of the recorder bypass switch; the reproduce selection 
switch caused early concern until the problem was resolved. 
The recordings continued to be evaluated to ensure that the 
Intermediate Data Records (IDRs) reproduced from the 
recorded data were complete and processable by the user. This 
process continued throughout the period. The activity will 
reach a milestone on 1 July with the system being exercised 
during the Radio Science Operational Readiness Test (ORT) 
No.2 by the Voyager Project Radio Science Team. 

The Voyager Ground Data System Engineer was required to 
validate telemetry, monitor, and command data end-to-end 
system operation with the updated software prior to encoun­
ter operation. The facilities of CT A-21 (Compatibility Test 
Area, JPL) were used on 1 and 6 April to perform the initial 
validation. The tests were successfully completed. A long-loop 
Ground Data System (GDS) test was scheduled with DSS 43 
(Australia) on 13 April. Although DSS 43 had a coded multi­
plexer/demultiplexer/simulation conversion assembly (CMD/ 
SCA) interface problem that made it necessary to loop back 
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the simulated high rate data at the CMD input jack panel, the 
test conductor considered the test as successful and further 
testing not required. 

The adaptive tracking procedure (whereby the uplink fre­
quency is changed in real-time based on current estimates of 
the receive frequency) was exercised three times during the 
reporting period. The first time was on 13 April and was 
supported by DSS 14 (Goldstone) and 63 (Madrid). The activ­
ity occurred after spacecraft activity that had caused a temper­
ature change and corresponding receiver VCO frequency 
changes. DSS 63 (Madrid) performed the best-lock frequency 
(BLF) determination ramping and the initial adaptive tracking 
frequency offsets, with DSS 14 (Goldstone) continuing the 
offsets. The second period occurred during a target maneuver 
with the BLF determineation ramping by DSS 63 (Madrid) 
starting prior to the reacquisition of the downlink and subse­
quent to the ground receipt of the ramping results shortly 
after the reacquisition of the spacecraft. Adaptive tracking 
offsets were performed by DSS 63 and DSS 11 (Goldstone. 
The last period occurred on 17 April with the BLF determina­
tion ramping again being performed by DSS 63 and the 
adaptive tracking offsets performed by DSS 63 and 14. The 
tests were successfully completed and valuable training accom­
plished by station personnel. 

The target maneuver mentioned above was performed by 
Voyager 2 on 15 April. The spacecraft performed a negative 
yaw turn followed. by a positive roll turn in order to position 
the photometric calibration plate to be illuminated by the sun 
with a 30-degree angle of incidence. The return-to-earth point 
was accomplished by a negative roll unwind followed by a 
negative yaw turn. The spacecraft was off earth-point with no 
downlink for 3 hours and 31 minutes. DSS 63 supported the 
entire maneuver during a tracking pass, including the adaptive 
tracking activity. DSS 63 used the spectral signal indicator 
(SSI) capability to assist in the search for the return-to-earth 
point and reacquired the spacecraft downlink signal on time. 

On 21-22 April, DSS 61 (Madrid) and DSS 12 (Goldstone) 
supported another dual spacecraft, dual station, differenced 
range exercise with the Voyager 1 and 2 spacecraft to provide 
additional data on the technique. Again both stations tracked 
both spacecraft during their view period. DSS 61 started the 
procedure by tracking Voyager 2. After DSS 12 rise, a transfer 
was performed from DSS 61. DSS 61 then made a turnaround 
to Voyager 1. DSS 62 was tracking at the time and made a 
transfer to DSS 61. DSS 12, after tracking Voyager 2 for the 
specified period of time, turned around to Voyager 1 and 
received the spacecraft from DSS 61. The passes went 
smoothly and the data are being evaluated along with the data 
provided by previous tests. Results are indicated as being 
promising. 



On 28-29 May, a Cruise Science Maneuver was performed 
by Voyager 2. The maneuver consisted of 10 negative yaw 
rotations followed by 25 negative roll rotations, which allowed 
a full-sky survey by the spacecraft body-fixed instruments. 
During the maneuver the spacecraft was off earth-point for 18 
hours and 53 minutes, during which there was no scheduled 
downlink from the spacecraft. DSS 63 supported the start of 
the maneuver, which included the real-time command to 
enable the maneuver and the loss of the downlink at the start 
of the yaw turns. The next day, during the DSS 63 tracking 
pass, the spacecraft completed its roll sequence and returned 
to earth-point. DSS 63 reacquired the downlink at the pre­
dicted time. The playback of the recorded maneuver data 
started about two hours later and was received by DSS 63 at 
the start and completed during the subsequent DSS 14 pass. 

On 5 rune the Observation Phase of the Saturn Encounter 
began. The first activity was the movie sequence, which started 
over DSS 61/63 and was concluded on 7 June over DSS 42/43. 
During the movie phase the arrayed (34-meter/64-meter) con­
figuration was used at all complexes to enhance the received 
imaging telemetry data. During the movie sequence severe 
thunderstorms over Spain while DSS 63 was tracking caused a 
real-time data reception outage via the wideband data line. In 
spite of this, with data replay no images were lost for the 

entire period. Preliminary evaluation of results showed that 
the arraying was well within tolerance and the picture quality 
was excellent. 

On 7 June, after the movie was completed, Voyager 2 
entered the preliminary observation routine of performing 
cyclic periods of ultraviolet system scan in real-time, recording 
Saturn zoom imaging for spectral and dynamics study during 
the view periods of Australia and Goldstone, and playing back 
the recorded data during the view period of Spain. Also, over 
Spain, interspersed multicolor imaging for long-time base 
spectral and dynamics study sequences was executed, with 
real-time data being received. This activity continued through­
out the remainder of June. 

III. DSN Capabilities 

DSS 12 completed antenna upgrade work ahead of schedule 
and returned to operational status on 20 April. A demonstra­
tion Voyager pass was conducted on that day to verify opera­
tional status. DSS 12 antenna gain improvements of about 
0.7 dB were measured. The DSS 14/DSS 12 array system per­
formance gain improved also as expected. 
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Space Shuttle Launch Era Spacecraft Injection Errors 
and DSN Initial Acquisition 

A. R. Khatib 
Mission Design Section 

A. L. Berman 

TDA Mission Support Office 

J. A. Wackley 
TDA Engineering Office 

The initial acquisition of a spacecraft by the Deep Space Network (DSN) is a critical 
mission event. This results from the importance of rapidly evaluating the health and 
trajectory of a spacecraft in the event that immediate corrective action might be required. 
Further, the DSN initial acquisition is always complicated by the most extreme tracking 
rates of the mission. DSN initial acquisition characteristics will change considerably in the 
upcoming Space Shuttle launch era. This article· describes the method being developed 
for evaluating the impact of spacecraft injection errors on DSN initial acquisitions during 
the Space Shuttle launch era. 

I. Introduction into injection accuracy requirements to be levied on the Space 
Transportation System (STS). The approach developed in this 
article begins with the DSN initial acquisition parameters, 
generates a covariance matrix, and maps this covariance matrix 
backward to the spacecraft injection, thereby greatly simplify­
ing the task of levying accuracy requirements on the STS, by 
providing such requirements in a format both familiar and 
convenient to STS. 

The initial acquisition of a spacecraft by the Deep Space 
Network (DSN) is a critical mission event. This results from 
the importance of rapidly evaluating the health and trajectory 
of a spacecraft in the event that immediate corrective action 
might be required. Further, the DSN initial acquisition is 
always complicated by the most extreme tracking rates of the 
mission. DSN initial acquisition characteristics will change 
considerably in the upcoming Space Shuttle launch era. There­
fore, it is desirable to understand how given injection errors at 
spacecraft separation from the upper stage launch vehicle 
(carried into orbit by the Space Shuttle) impact the DSN 
initial acquisition, and how this information can be factored 
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Section II of the article describes the Space Transporation 
System, while Section III describes the method developed to 
map DSN initial acquisition accuracy requirements back to a 
STS formatted spacecraft injection covariance matrix. 



II. The Space Transportation System (STS) 

The basic elements of the STS are the Space Shuttle, which 
will ca,rry its payload to a nominal 275-kilometer (150-
nautical-mile) circular orbit, and the payload, which for deep 
space missions will consist of the spacecraft mated to a staging 
vehicle. The staging vehicles currently under consideration are 
the Boeing Inertial Upper Stage (IUS) with or without a 
spinning kick stage (e.g., Star 48), the General Dynamics modi­
fied single-stage liquid Centaur, or the Martin hypergolic 
Transtage. Basic tracking support for STS is handled by the 
Tracking and Data Relay Satellite System (TDRSS), with 
Ground Spaceflight Tracking and Data Network (GSTDN) 
(and in approximately 1985, the Consolidated DSN) as a 
backup, and launch support and control provided by Johnson 
Space Center (JSC). It is assumed that formal handover to JPL 
mission control occurs at the initial acquisition of the space­
craft by a DSN station. 

It is of interest to note the differences between initial 
acquisitions in the expendable launch vehicle era and those in 
the STS era. In the expendables' era, initial acquisition gen­
erally occurred over the same Deep Space Station (DSS) 
regardless of launch date or time. Trajectory dispersions were 
relatively small due to the precise control of the launch vehicle 
cryogenic propellant flow rate, and the shortness of flight time 
to injection, which minimized guidance system errors. In the 
Shuttle era, the initial acquisition DSS can change from day to 
day, and possibly from one Shuttle orbit revolution to the 
next. Additionally, larger trajectory dispersions are likely 
because of the possible usage of solid fuel upper stages and 
longer elapsed times from launch to injection (dependent on 
the guidance scheme used), with a correspondingly larger 
effect through guidance system hardware inaccuracies. 

A. Spacecraft Injection Errors 

Spacecraft injection errors are normally specified in the 
form of a covariance matrix (1\0) representing dispersions of 
the nominal state (i.e., position, velocity, and time). These 
dispersions reflect uncertainty in attitude, propellant and dry 
mass/of the stages, thrust and specific impulses, thrust vector 
conJrol response, control limit cycles (dead bands), on-board 
software bias errors, timing errors, modeling errors, and initial 
parking orbit uncertainities. Because of the large number of 
parameters representing both performance and hardware, and 
the various guidance strategies involved, such as a ground 
update of the parking orbit state, or attitude update of the 
inertial measuring unit (IMU) utilizing star scanners, the injec­
tion covariance matrix (1\0) is usually generated by Monte 
Carlo simulation techniques (Ref. 1). 

B. Figure o'f Merit 

The figure of merit (FOM) has been adopted as a means of 
defining the spacecraft propellant requirements for the post­
injection trajectory correction maneuvers required to null 
injection errors. Thus the FOM allows the spacecraft designers 
to determine the required propellant mass, and serves as a key 
parameter for evaluating launch errors from all sources. This 
results in a launch phase optimization of guidance, navigation, 
and control subsystems. A mapping matrix (U) from injection 
to a nominal first maneuver time (e.g., 10 days for outer 
planet missions) is generated. This 3 X 6 mapping matrix 
relates injection errors to elements of the maneuver ~v, 

namely, boX, /::"y, and ~z, at the destination (I.e., target planet). 
Let: 

~ 
FOM = (trace 1\ )1/2 

Ll.v 

Thus, the FOM is not actually the one sigma maneuver, but is 
somewhat greater. The statistical significance of the FOM will 
not be discussed here (Ref. 1); nevertheless, injection accuracy 
requirements via this process have been simplified to a scalar 
number and a mapping matrix. 

In a fashion similar to the POM, it is the intent here to 
simplify the DSN initial acquisition accuracy requirement 
interface to the STS. 

c. DSN Initial AcquiSition Requirements (lin STS 

The DSN initial acquisition prediction requirements are 
based on hardware configurations and capabilities. The pri· 
mary concern is to ensure a two-way acquisition within ten 
minutes of the earliest opportunity (I.e., spacecraft rise). This 
ensures that potent tracking data for navigation, especially in 
the event of nonstandard spacecraft configurations or trajec­
tories, will be generated during the initial tracking pass. At a 
minimum, the angular dispersions should be less than the 
acquisition aid antenna beamwidth for angular searches, and 
frequency dispersions should be less than both the uplink 
spacecraft frequency prediction uncertainty (~2000 Hz) and 
the downlink spacecraft frequency prediction uncertainty 
(~3000 Hz) for frequency searches. The configuration of the 
initial acquisition DSS includes a 34-m antenna with a 0.27-
deg beamwidth, and Block III receivers with tracking loop 
bandwidths of 152 Hz or less. The 9-meter antenna, which will 
provide the angular error signals for the 34-m antenna, has a 
I-deg beamwidth with a 10-deg beamwidth acquiSItion aid 
antenna and wide bandwidth multifunction receivers. An 
angular error greater than 5-deg and a radial velocity error 
greater than 130 mls (2000 Hz) (assuming that the one-way 
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spacecraft frequency prediction uncertainty is 2000 Hz) could 
adversely affect the acquisition of the downlink and the 
uplink. Thus to achieve the initial acquisition within 10 min­
utes of spacecraft rise, the angular and velocity accuracies are 
required to be: 

30 angular uncertainty .;;; 5 deg 

30 radial velocity uncertainty';;; 130 m/s 

III. Translation of DSN Initial Acquisition 
Requirements to a Spacecraft Injection 
Covariance Matrix 

Normally, the covariance matrix 1\0 is mapped forward to 
initial DSS rise utilizing the state transition matrix. The error 
ellipsoid is then rotated locally to station coordinates (e.g., 
azimuth-elevation (az-el), hour angle-declination (HA-dec), or 
NASA X-Y), and the 10 errors are evaluated in comparison to 
DSN initial acquisition requirements. The angular rates of the 
nominal trajectory are used to obtain timing errors on the 
events (e.g., rise and maximum elevation). A more effective 
method is to utilize the DSN requirements to generate a 
covariance matrix at DSS initial rise, map this covariance 
matrix backward to injection, and then rotate the matrix 
locally (at injection time) to the coordinate system type and 
units the STS uses. This results in a covariance matrix 1\c 
expressing DSN initial acquisition constraints. Expressing DSN 
constraints in this form simplifies the interface in a way similar 
to the FOM specification. The STS has only to evaluate the 
constraint covariance matrix by simple mathematical tools 
described in the remainder of this section. 

Given the injection covariance matrix 1\0 generated by the 
STS, and the DSN constraint covariance matrix at injection 1\c 
as supplied by the flight projects, the problem is reduced to an 
eigenvalue solution of the following equation: 

XT (1\0 - 1\ ) X .;;; 0 
max c max 

where XT is the normalized eigenvector associated with the 
max 

largest eigenvalue of the symmetric matrix (1\0 - 1\c)' Viola-
tion of the above equation (positive eigenvalues) implies possi­
ble DSN acquisition constraint violations. 

For positive eigenvalues O\i (max)), the probability that 
DSN constraints will be violated can be computed as follows: 

0 2 . '" xT 1\ X 
01 max 0 max 

Assuming a Gaussian distribution, and by utilizing asymptotic 
theorems (Le., De Moivre-Laplace), the probability that ran­
dom variable Xi lies between 0ci and 00i is: 

where 

= 0.68268 - 2 erf(OCi ). 
°Oi 

erf(-a:) = - erf(a:); erf(oo) = 1/2 

The above process is currently being incorporated in a 
computer program called SSTATS (for Station Statistics). The 
program will be able to handle the various error coordinate 
systems, and the various DSS antenna types (Le., az-el, HA-dec, 
and NASA X-Y), in addition to the Tracking and Data Relay 
Satellite (TDRS) coverage. 

In a subsequent TDA Progress Report, numerical examples 
of this method using the SSTATS Program with characteristic 
Space Shuttle trajectories, will be provided. 

IV. Conclusions 

A method of reconciling DSN initial acquisition prediction 
accuracy requirements with injection accuracy requirements 
has been developed. This method involves the comparison of 
the spacecraft injection covariance matrix with a backward 
generated covariance matrix based upon DSN initial acquisi­
tion requirements. 

Use of this method will allow a simplified interface to be 
developed between the DSN, the flight projects, and the STS. 
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This study explores the use of DSN radio metric data for enhancing the orbit deter­
mination capability for TDRS. Results of a formal covariance analysis are presented 
which establish the nominal TDRS navigation performance and assess the performance 
improvement based on augmenting the nominal TDRS data strategy with radio metn'c 
data from DSN sites. 

I. Introduction 

In the mid 1980's NASA will support low-altitude Earth­
orbiting spacecraft missions with a Tracking and Data Relay 
Satellite System (TDRSS). Two geosynchronous relay satel­
lites spaced 130° apart will serve as primary communication 
links and sources of metric data for low Earth orbiters. A 
dedicated ground tracking system will be constructed for 
TDRS navigation. This article explores the use of DSN radio 
metric data for enhancing the orbit determination (OD) of 
the relay satellites and for serving as a backup for the pro­
posed TDRS ground tracking system. 

The study describes the current baseline plans for TDRS 
navigation support and evaluates the navigation performance 
based on augmenting the nominal TDRS metric data with 
DSN-generated radio metric data. In addition, the potential 
role of data from a proposed fourth DSN terminal is explored 
in relation to TDRS navigation. Justification for this terminal 
is based on the relayoosatellite ground station viewing con­
straints, and the necessity to track each TDRS with two 
widely separated sites. The rationale for this fourth terminal 
for deep space missions is also briefly reviewed. 

Results of a formal covariance analysis are presented which 
establish the nominal TDRS orbit determination capability 
and assess the navigation performance with data from DSN 
sites. Strategies using DSN range and interferometric data in 
conjunction with the baseline TDRS metric data are evaluated. 

Study objectives are restricted to the orbit determination 
for the individual relay satellites. The effect of TDRS naviga­
tion errors on the ability to recover orbits of user satellites is 
not examined. However, studies conducted by the Goddard 
Space Flight Center (GSFC) (Ref. 1) have demonstrated that 
the relay satellite navigation error is a dominant error source 
for user satellite orbit determinations. A second issue which is 
not addressed is the compatibility between the DSN Tracking 
System and the TDRS. 

II. Fourth Terminal Rationale 

Navigation of future deep space missions is expected to rely 
on precise dual-station radio metric data types such as nearly 
simultaneous range and ~ VLBI. Data acquisition depends on 
the mutual visibility of the probe from two widely separated 
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sites with the information content of the data dependent on 
the interstation baseline length. With the existing three-site 
network, dual-station tracking opportunities typically range 
from 2 to 5.5 hours for spacecraft at declinations between 
±20°. Hence, tracking opportunities for data generation are 
limited and loss of any site for a prolonged period can signifi­
cantly degrade the navigation performance. For this reason an 
appropriately located fourth site is an attractive option for 
navigation support. 

The Navigation Network Project (Ref. 2) studied the poten­
tial utility of a fourth DSN terminal in Hawaii to support nav­
igation. Because of the short baselines, it was concluded that 
dual-station data from this site would not serve as a backup for 
existing sites. The project did recommend that the fourth ter­
minal study continue with the focus on other potential sites. 
Based on geometric considerations, a more desirable site loca­
tion would be Santiago, Chile. This site provides north-south 
and east-west baseline components comparable with the cur­
rent DSN sites. Furthermore, GSTDN maintains a 9-meter 
(receive/transmit) and a 12-meter (receive only) S-band 
antenna at this site (Ref. 3) at this time, although they are 
scheduled to be decommissioned when TDRSS becomes 
operational. 

In addition to navigation benefits, other factors must be 
evaluated in developing a case for a fourth terminal. The 
impact of this terminal on telemetry, command, operations, 
radio science and geodynamics must also be assessed. For 
example, the DSN faces a heavy loading problem during the 
mid 80's due to the number of probes at negative declinations 
and the added responsibility of supporting highly elliptic Earth 
orbiter missions. A fourth terminal at Santiago will provide an 
additional 12 hours of communication capability for negative 
declination probes. The following sections assess the role of 
this Santiago terminal for supporting TDRS navigation. A 
follow on study will evaluate the application of radio metric 
data generated at a Santiago site for highly elliptic Earth 
orbiter missions. 

III. Baseline System for TORS 00 

The Tracking and Data Relay Satellite System (TDRSS) 
(Ref. 4) consists of three geosynchronous satellites and a 
ground terminal near White Sands, New Mexico. Two of the 
satellites, TDRS-East at 41°W and TDRS-West at 171°W 
longitude, operate as orbiting stations to provide telemetry, 
command and navigation support for low altitude orbiting 
Earth satellites. The third, TDRS-Spare at 99°W longitude, 
serves as an in-orbit spare for rapid deployment in the event of 
a satellite failure. 
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To provide navigation support for the user satellites, it is 
necessary to precisely determine the locations of the TDRS 
satellites. Current plans (Ref. 4) specify daily estimation of a 
definitive orbit for each TDRS using metric data acquired 
from pairs of Bilateration Ranging Transponders (BRT) 
located at selected ground sites. The BRT is essentially a user 
transponder with a 2-foot parabolic antenna that operates in 
a completely automated mode. The BRT continuously re­
ceives a signal from the TDRS, but transmits only when com­
manded from White Sands via the TDRS. Transmission time is 
anticipated to be for five minutes every hour. Figure 1 illus­
trates the observed metric data flow, which consists of a 
K-band uplink from White Sands to the spacecraft, an S-band 
downlink and uplink between TDRS and the BRT, and a 
K-band downlink return to White Sands. Table 1 lists the pro­
posed ground sites for the automated BRTs supporting each 
TDRS, and the corresponding DSN sites (including a Santiago 
terminal) which can also view the spacecraft. 

Metric data from at least two widely separated sites are 
required for TDRS OD. For the DSN, the inclusion of a 
Santiago site results in visibility of each TDRS by two DSN 
sites. 

IV. TORS Navigation With OSN Radio Metric 
Data 

There are two motivations for analyzing the use of DSN 
metric data for TDRS navigation support: 

(1) As a backup for the TDRS-BRT automated ground 
system. 

(2) To determine if the navigation accuracy for TDRS can 
be improved by the addition of DSN radio metric data. 

To assess the role of DSN data, the study has focused 
mainly on the performance of the TDRS-East. Loss from 
Ascension Island data would significantly degrade its naviga­
tion accuracy with the position error increasing from 140 
meters to 39 km. Unlike TDRS-West, there is no third BRT 
site to support navigation, and hence the DSN Madrid terminal 
and the proposed Santiago terminal are the only alternatives. 
Since the White Sands BRT is located in the vicinity of TDRS 
ground terminal, it is assumed that prolonged loss of this 
facility is less likely. 

A linearized covariance analysis was used to evaluate the 
TDRS navigation performance for several tracking configura­
tions. The nominal or baseline TDRS system performance was 
defined based on a BRT range data acquisition strategy and 
dynamics and measurement error model assumptions consis­
tent with those used in previous TDRS OD studies at GSFC 
(Ref. 1). For this nominal strategy, BRT range data were 



acquired from two sites at a sampling rate of 1 observation per 
minute for 5-minute passes every hour. The performance cri­
terion for comparing data strategies was the current state posi­
tion error after 24 hours of tracking. Effects of velocity errors 
were evaluated by comparing the predicted state after a one­
day mapping. 

To supplement the BRT ranging data, it was assumed the 
DSN would provide either conventional two-way range or 
Very Long Baseline Interferometric (VLBI) data. The latter 
would either be in the form of differenced one-way range 
(DOR) or a quasar relative variant (ADOR). Sampling rate for 
the DSN range data was assumed to be the same as for the 
BRT system, i.e., 5-minute samples hourly. For the VLBI data 
types, one observation every 12 hours was sampled. Table 2 
summarizes the measurement system error models for the 
four data types. The DOR errors are equivalent to a 
3-nanosecond random component and a lO-nanosecond clock 
offset error. For the DSN sites the effects of station location, 
UTI and media errors are reduced to equivalent station loca­
tion errors. Independent AVLBI calibration techniques are 
assumed to be employed to maintain the station location 
errors at this 1.0-meter level. 

The baseline TDRS study performed by GSFC treated 
solar pressure, spherical harmonics, Earth gravitational con­
stant, BRT range bias and station location errors as systematic 
consider error sources. Such parameters are not modeled by 
the filter, but their a priori uncertainty is included in the com­
putation of the statistics of the spacecraft state estimate. Two 
filtering modes were used in this study. The baseline filtering 
model which treats the BRT range bias as a consider parameter 
was the initial strategy. A second strategy which attempts to 
estimate the BRT range bias proved more advantageous for 
certain data combinations. For both filtering modes, the DSN 
range bias and the DOR clock offset error were considered as 
unmodeled parameters. Tables 2 and 3 summarize the mea­
surement and dynamics error models. 

A_ TORS-East 

Figure 2 displays the current state East relay satellite OD 
errors for the baseline BRT range data strategy (sites at White 
Sands and Ascension Island) and for strategies in which the 
data are augmented with conventional DSN range. The filter 
mode for Fig. 2 (as well as Figs. 3 and 4) treats BRT range 
bias as a consider parameter. Individual contributions of major 
error sources -- Earth GM, BRT range bias and stations loca­
tions - are plotted along with the total OD error. The nominal 
BRT system performance after one day of tracking is 140 
meters. Augmenting this schedule with range from either 
Santiago or Madrid reduces the total error to 90 and 120 

meters respectively. Including range from both DSN sites 
results in a 70-meter OD error. However, for this configura­
tion the OD error is Virtually insensitive to the presence of 
BRT range data. Effectively, this reflects more accurate DSN 
ranging data and the more stringent station location 
calibrations. 

Figure 3 explores the use of DSN ranging data as a backup 
to the BRT system in the event of a loss of data from the 
Ascension Island site. Tracking from White Sands only results 
in a position error of 39,000 meters. The addition of ranging 
from either Madrid or Santiago combined with White Sands 
BRT data maintains the error below 240 meters. However, 
the performance in either case is not on a par with the baseline 
strategy, even with the more accurate DSN ranging. This is 
due to the sensitivity of the OD estimates to ground site 
geometry. The most desirable configuration results from simul­
taneously maximizing east-west and north-south separations of 
the tracking sites. Only the White Sands-Ascension Island or 
Madrid-Santiago combinations satisfy this criterion. 

Figure 4 examines the effectiveness of augmenting the BRT 
data with either ADOR or DOR data. This strategy has the dis­
tinct advantage of using a receive-only antenna at the Santiago 
site. A data schedule of only one DOR or ADOR measurement 
every 12 hours is assumed for this phase. The results demon­
strate significant improvements in position determination with 
ADOR data, and only a modest reduction with DOR data. 

The availability of independent data from the DSN sites 
suggests the possibility of modifying the nominal filter strat­
egy to attempt to estimate the BRT range bias parameters. 
Figure 5 displays the navigation performance for this revised 
fIlter model. For the baseline case, estimation of the bias 
degrades the performance, with the OD error increasing to 
170 meters. Consequently, considering the BRT range bias is 
a preferred filter model for the baseline system. The bias 
estimation filter also fails to improve the performance for data 
strategies which use range from BRT and DSN sites. However, 
significant OD improvements are realized for options which 
utilize VLBI data types. In this case position errors are re­
duced to 20 meters with ADOR and 30 meters with DOR. 
This improvement is due to the decreased sensitivity to the 
unmodeled error sources such as GM which are absorbed by 
the estimated BRT range bias parameters. 

Predicted estimates based on a one-day mapping of the 
state are plotted in Fig. 6 for the nominal BRT range, two site 
DSN range, and VLBI data strategies. The current and pre­
dicted position errors and the corresponding velocity errors 
for the four configurations are displayed. The addition of 
VLBI data significantly improves velocity estimates and limits 
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the growth of predicted position errors. Velocity errors are 
reduced from 1-2 cm/sec to less than 0.25 cm/sec and pre­
dicted position errors from 200-270 meters to less than 40 
meters. 

B. TORS-West 

The navigation performance for TDRS-West was briefly 
studied assuming BRT ranging data from the Orroral-White 
Sands sites are augmented with data from DSN sites at Gold­
stone and Canberra. Since the BRT and DSN baselines are 
nearly equivalent, the addition of DSN data does not provide 
additional geometric information. The principal advalltage is 
the increased accuracy of the DSN data types. Figure 7 dis­
plays the results of this study. 

The baseline BRT system determines the spacecraft posi­
tion with an accuracy of 120 meters. The addition of DSN 
range from both sites results in a factor of 2 improvement. 
However, when the baseline BRT range is augmented with 
either LlDOR or DOR data the errors are reduced to the 20-
to 25-meter level. The latter strategy estimates the BRT range 
bias parameters. 

v. Conclusions 

The objectives of this study were to explore the use of DSN 
radio metric data for supporting and enhancing TDRS naviga­
tion. DSN range data from a single site results in a modest 
improvement in performance for the baseline strategy. How­
ever, in the event of the loss of a BRT site such data can main­
tain the OD error at an acceptable level. Range data from two 
DSN sites reduces the OD error by a factor of 2 and essentially 
obviates the need for the BRT data. However, the most signif­
icant improvement results when either DSN LlDOR or DOR 
data augments the BRT range. Typically, current and predicted 
position errors are reduced by a factor of 6 to 8 or, based on a 
VLBI observation, every 12 hours. This configuration also 
yields a tenfold improvement in estimating velocities. 

The capability of the DSN to support TDRS navigaion is 
considerably improved by the availability of a fourth DSN site 
at Santiago. Both the Spare and the East relay satellites can be 
tracked from this site. Furthermore, the favorable geometry of 
Madrid-Santiago baseline enables us to generate metric data 
which Significantly enhances the TDRS-East navigation 
capability. 
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Table 1. BRT and DSN candidate tracking sites 

TDRS BRT sites DSN sites 

West Orr oral, White Sands Canberra (CAN), Goldstone (GLD) 
(Samoa) 

East Ascension, White Sands Madrid (MAD), Santiago (AGO) 

Spare Samoa, White Sands Goldstone, Santiago 

Table 2. TORS dynamic error model assumptions 

Error source 

GM 

Solar radiation 

Spherical harmonics 

Table 3. 

Error source 

Random error M 

BiasM 

Station location M 
(all components) 

Magnitude 

1 X 10-6 of nominal value 

10% of nominal 

Full difference between APL 
and SAO models 

Measurement error model assumptions 

BRT DSN 

Range Range ~DOR DOR 

2.0 0.3 0.3 0.9 

10.0 2.0 3.0 

10.0 1.0 1.0 1.0 
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Temperature Stabilized Phase Detector 
Yeeman Lo 

Communications Systems Research Section 

This article presents the construction, tests, and performance of a temperature stabil­
, ized phase detector. It has a frequency stability of 5 parts in 1016 at 100 MHz, with a 

temperature step of 20° C (J 5 to 35°C). 

I. Introduction 

A temperature stabilized phase detector has been developed 
to be used in the stabilized optical fiber distribution system. 
For a step change of ambient temperature of 20° C, this phase 
detector has a frequency stability of S parts in 1016 , which is 
two times better than the intermediate goal of 1 part of 1015. 

This report describes the temperature stabilized phase 
detector and its performance. 

II. Description 

The construction and layout of the phase detector are 
shown in Fig. 1. In the block diagram (Fig. 2), the temperature 
stabilized phase detector has been separated into five func­
tional blocks. Starting with the heater winding, it has a low 
temperature coefficient of resistance (S X 10- 6 ohm/ohmtC) 
and its resistivity is 138 JlOhm-m. The winding has a total 
resistance of SO Q. The wire is insulated with a thin layer of 
enamel. 

A commercial high-level, double-balanced mixer is used as 
a phase detector. It is chosen for its low DC offset voltage 
and high sensitivity. It covers a frequency range of 1 to 400 
MHz. 
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The temperature transducer consists of two preClSlon 
thermistors and two resistors in a bridge circuit. The therm­
istors have a nominal resistance of 13.28 kQ at the operating 
temperature of 4SoC. The resistors are chosen to match the 
resistance of the thermistors at the operating temperature. 
When the phase detector is not operating at 45°C, a voltage 
appears at the output of the bridge. This voltage is then ampli­
fied and converted to current to drive the heater winding. A 
schematic of the circuit is shown in Fig. 3. 

III. Heater Winding and Thermistor Location 

To achieve good loop stability in the temperature control 
circuit, the thermistors have to be in good thermal contact 
with the case and the heater winding. Two different heater 
winding configurations were tried. Tests showed that the 
best stability is obtained by winding the heater wire as shown 
in Fig. 1 a. Several locations of the thermistors were also tried. 
The best location was found to be on the under-side of the 
phase detector. 

IV. Test 

The voltage out of an ideal phase detector is a function of 
only the phase difference between the inputs. In a practical 
phase detector, the output voltage is also, to a smaller degree, 



a function of t(:mperature. The temperature stabilizing circuit 
is designed to minimize the effect of temperature changes on 
the output voltage. Tests were made to determine the stability 
of the phase detector versus temperature. 

Refer to the block diagram of the test setup shown in 
Fig. 4. A stable 100-MHz signal is split into two paths. One 
path goes to the R port of the phase detector while the other 
signal goes through an amplifier and phase shifter before 
entering the LO port of the phase detector. The phase shifter 
is used to set the operating point of the phase detector at the 
center of the linear range of its voltage versus phase curve, 
Fig. 5. At this point the output from the I port is zero volts. 
This corresponds to approximately 90-deg phase difference 
between the two input signals. These tests were conducted 
inside an environmental chamber where the ambient tempera­
ture was controlled. Coaxial cables with an excellent tempera­
ture stability of 10 ppmtC were used to minimize errors 
due to the connecting cables. The calculated error due to 
0.30 m of this cable is 520 J1.-degtC at 100 MHz. Thermal 

insulation was put around the coaxial cable to reduce the 
phase shift due to temperature changes on the cable. Over 
the operating temperature range of (15-35°C), the phase 
shift of the phase detector as a function of temperature is 
approximately 500 J1.-degtC, including the coaxial cables. 
The time constant of the phase detector is 8.7 minutes. 

v. Conclusion 

The test results show that this temperature stabilized phase 
detector has a stability limited by the coaxial cables. The 
phase stability of 500 J1.-degtC with the time constant of 
8.7 minutes and a step change in temperature of 20°C can be 
converted to a frequency stability of 5 parts in 1016 (refer to 
Fig. 6), which meets the intermediate goal. The long-term 
goal of 1 part in 1017 can be met if the stability of the coaxial 
cables at the input and output ports of the phase detector are 
improved. The test results indicate that the temperature 
stabilized phase detector is suitable for application in a stable 
reference frequency distribution system. 
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Fig. 1. Phase detector construction and layout: (a) heater winding 
exposed; (b) temperature control circuit; (c) temperature stabilized 
phase detector with insulation 
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Analysis of Tracking Performance of the MTDD Costas Loop 
for UQPSK Signal 

Y. H. Park 
Telecommunications Systems Section 

Even though the Costas loop for the Multimegabit Telemetry Demodulator/Detector 
(MTDD) System was originally designed for support of BPSK signalling, its inherent 
tracking capability for an unbalanced quadriphase shift-keyed (UQPSK) signal is well 
known. This paper summarizes analytic results to predict rms phase jitter of the MTDD 
Costas loop for a UQPSK signal. The Costas loop has a hard-limited in-phase channel. 

I. Introduction 
Tllis paper summarizes the analytic results to predict the tracking performance of the breadboard Costas loop (Refs. 1, 2) for 

the Multimegabit Telemetry Demodulator/Detector (MTDD) System using an unbalanced quadriphase-shift-keyed (UQPSK) 
signal. The particular Costas loop is a biphase polarity-type with passive arm filters. The loop contains a hard-limiter in front of 
the third multiplier, which is a chopper-type device. The merits of the polarity-type Costas loop have been well explained in 
Refs. 3 and 4. 

Reference 4 has an excellent analysis on the polarity-type Costas loop tracking performance. However, the numerical results 
shown in the paper are not directly applicable to the prediction of the MTDD Costas loop at or in the vicinity of the design point 
SNR level. Basically, this paper extends the analysis of Ref. 4 to low input SNR cases. 

The rms phase jitter predictions made in this paper have also been verified experimentally (Ref. 2). 

II. Analysis 
Since most of the analysis has been well documented in Ref. 4, only the minimum necessary equations will be summarized in 

this section for the sake of self-containment. 

A. Loop Equation 

The loop under consideration is shown in Fig. 1. Let the input signal be an unbalanced quadriphase-sllift-keyed (UQPSK) 
signal. 

set) = v'2P
2 

m/t) sin <p(t) + v'2P
1 

m1 (t) cos <p(t) (1) 
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where 

"'0 = angular carrier frequency 

OCt) = received carrier phase 

= 00 + not 

0
0 

a random phase 

no = a doppler frequency offset 

m/t), m
i 
(t) = binary data respectively for in-phase (J) and quadrature-phase (Q) channels 

P
2

, Pi = average signal power respectively for I and Q channels. 

The total received signal with additive noise is: 

x(t) = set) + n .(t) 
I 

where n/t) is the additive bandpass channel noise which can be expressed in the following form (Ref. 5); 

n.(t) = Vi{N (t) cos <p(t) - N (t) sin <P(t)} 
I e s 

(2) 

(3) 

where Ne(t) and Nit) are approximately statistically independent, stationary, white Gaussian processes with single-sided noise 
spectral density No(W/Hz). 

Define the quadrature reference signals 

where K; is the rms power of the veo output signal and $(t) is the phase estimate of <p(t). 

Then, phase detector outputs are: 

e/t) ~ Km x(t) r/t) = K 1 Km [.yp;- m/t) - Ns(t)] cos if1(t) 

- K 1 Km [ vP; m i (t) + Ne(t)] sin if1(t) 

ee(t) ~ Km x(t) r/t) = K 1 Km [.yp;- m/t) - N/t) ]sin if1(t) 

+ Ki Km [vP; m i (t) + Ne(t)] cos if1(t) 

(4) 

(5) 
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where ¢(t) = <P(t) - <P(t) = 80 - 60 is the loop phase error, and Km is the multiplier gain of the in-phase and quadrature-phase 
detectors. Then, the output signals of the in-phase and quadrature-phase arm filters with transfer function G(s) are: 

where 

m.(t) = G(p) m.(t) 
I I 

N (t) = G(p)N (t) 
0< 0< 

z/t) ~ G(p) e/t) = Kl Km{[ v'.P;" m/t) - N/t)] cos ¢(t) 

-[0\ m /t) + N/t)] sin ¢(t)} 

z/t) ~ G(p) ee(t) = Kl Km {[ v'.P;" m/t) - N/t)] sin ¢(t) 

+ [0\ m1(t) + Ne(t)] COS¢(t)} 

i = 1,2 

a = S,C 

G(p) = the Heaviside notation of the transfer function 

(6) 

In the derivation of Eq. (6), it is assumed that ¢(t) is small, and unaffected by filtering. The output zo(t) of the chopper 
multiplier is given by product of ze(t) and the hard-limited zit): 

zo(t) = ze(t) sgn [zs(t)] = Kl Km {vP;, m/t) met) sin ¢(t) 

+ 0\ m
1 
(t) met) cos rfJ(t) - NP) met) sin rfJ(t) 

+ Ne(t) met) cos ¢(t) } 

where 

A 
met) = sgn [z/t)] , 

sgn(x) = x/lxl . 

The instantaneous frequency of the veo output is related to zo(t) by 

where K v is the veo gain in radians/volts. Then, the stochastic integro-differential equation of loop operation becomes 
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2 d~~t) = 2Qo - K F(P) { 2 v'.P;" m
2 

(t) met) sin ¢(t) 

+ 2 vIP; m
1 
(t) met) cos ¢(t) 

+ 2 m(t)N[t, ¢(t)] } 

(7) 

(8) 

(9) 



_ d ....... _ 
N [t, ¢(t)] == N (t) cos ¢(t) - N (t) sin ¢(t) c s (10) 

As shown in Ref. 4, in the linear region of the loop the equation of loop operation can be approximately obtained: 

(11) 

where 

" A ~, 
Ne(t,2¢):: 2 m(t)N(t,¢) + ni!.(t, 2¢) (12) 

n i!. " self noise 

(13) 

< > denotes the time average. 

The overbar denotes the ensemble average 

11 (x) a nonlinearity which is periodic in x with period 2rr and has unit slope 'at the origin 

(Y '" the signal suppression factor 

B. Signal Suppression Factor 

Reference 4 first derived the signal suppression factor 'it for NRZ in·phase channel data and any quadrature channel binary data 
assuming single-pole (Re) Butterworth arm filters. The total suppression factor 'it can be expressed conveniently as the sum of a2 
and a l where a2 is actually the suppression factor in the absence of the Q-channel and a l is a negative quantity which is a signal 
suppression due to the interference of the Q-channel. Thus, 

(14) 

where 

Q-to-I channel power ratio (17) 
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2P2 
P 2 = -N-O-B-

i 

B. 
I 

We 
2 = two-sided arm filter input bandwidth 

We the 3-dB cutoff frequency of the arm filter with a transfer function 

G(W) 

respectively I and Q channel data rates 

DmJ is the mean-squared power for the quadrature-channel data. For NRZ Q channel data, 

For a Manchester coded modulation in Q channel, 

Using Eqs. (14) through (22), we can calculate the signal suppression factor by numerical integration. 

c. Equivalent Noise Spectral Density for Small Input SNR 

The eqUivalent noise spectral density is defined by: 

where 

RN (r) ~ (fl (t, 2cjJ) fl (t + r, 2cjJ) > 
e 

with straightforward derivation, Ref. 4 showed that 

100 

(18) 

(19) 

(20) 

(21) 

(22) 

(23) 

(24) 

(25) 



where 

R;n (r) is given below 
1 

For aNRZ modulation (Ref. 3), 

--2B _/R -2B .Irl 
e ' 1 cosh 2B. r - e ' 

1 - J!! + ' ; 0 .;;; Irl Tl 
Tl 2B/R l 

-2B.lrl 
e ' [cosh 2B/R

l 
- 1] 

I 
; T 1 .;;; Irl .;;; 00 

2Bi Rl 

For a Manchester coded modulation (Ref. 4), 

-B ./R ·-2B _/R -2B .Irl 
[4 e ' 1 _. e ' 1] cosh 2B. r - 3 e I 

1-3 B + I 

Tl 2B/Rl 

-2B .Irl -2B ./R 

( II) 
e ' [4coshB./Rl-3]-e I lcosh2B.r Tl 

-1-
T
r

l

+ Z Z ';::II';::T 
2B/Rl ;"2 "" r "" 1 

-2B.lrl 
e ' [4 cosh B./R 1 - cosh 2B./R l - 3] 
--------=,-:..- Z T .;:: I I';:: 

2B/R
l 

; 1 "" r ",,00 

Reference 3 presents approximate expressions for RyCr) corresponding to small P2 and large P2 cases. 

Since we are concerned here with the low P2 case, then we have: 

(26) 

(27) 

(28) 

(29) 

(30) 
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where 

-2B. r 
Pfj(7) = e 1 

-2B ./R
2 

-2B .Irl 
171 e I cosh 2Bj 7 - e I 

1 - T + ; 0 ~ ITI ~ T2 
2 2B/R2 

(31) 
-2B.lrl 

e I [cosh 2B/R
2 

- 1] 

I 
; T2 ~ 171 <00 

2BiR2 

-2B./R
2 1 - e I 

R;n 2 (0) = 1 - 2B/R
2 

(32) 

Now we have all the equations needed to compute the equivalent noise spectral density. Since an analytic integration of the 
integral in Eq. (25) is cumbersome, a numerical integration may be attempted. However,RyC7) in Eq. (30) contains terms which 
go to infinity when 7 = O. Thus, a change of forms of equation is required. 

First let's approximate the integration region 0 ~ 171 ~ 2T2 • Also let's consider {3 defined by: 

N 
{3 = _e_ 

4No 
(33) 

Then, 

(34) 

As in the calculation of the signal suppression factor, the total equivalent noise factor {3 may be expressed as the sum of two 
factors {3j and {32: 

where 

(35) 

(36) 

I t is observed that {32 is the noise factor in the absence of Q channel and {3j is the increase of noise due to the presence of Q 

channel data. 
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By change of variable 2T 2x = T, we have 

(37) 

(38) 

where 

2P1 
(39) 

- g(x) 

(40) 

g(x) = exp (-4 :: x ) (41 ) 

For O';;;x < 0.5, 

R - = - sm g(x) + p - + ( 
2X) 2 [. -1 ( VI - g(x)exp(-2B/R 2) VI - g2(x) )' 

y R2 11 2 VI + g(x) 4B/R 2 g(x) 

1 ] - p • 2x' 
2 y'TTg(x) Vh(x) 

(42) 

hex) = 1 _ () = (1 _ ax + (ax)2 _ (ax)3 + (axt ) 
g x ax 2 3! 4! 5!' .. (43) 

(44) 

Equation (42) is obtained from (30) and (31) after straightforward derivation. Taylor series expansion of g(x) is used to 
prevent an overflow in a numerical integration at the vicinity of x = O. For 0.5 < x.;;; 1, a straightforword substitution in Eq. (30), 
(31) and (32) gives 

R y (~~ ) , 0.5 < x .;;; 1.0 . 
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D. RMS Phase Jitter 

In a linear region of the loop, the rms phase jitter of 1> is given (Ref. 4) by 

(45) 

(46) 

where 

B L = single-sided loop bandwidth 

No = single-sided noise spectral density 

S L = squaring loss 

(47) 

We already have obtained all necessary equations to calculate the squaring loss S L' Thus the only thing left is to express the 
loop bandwidth B L as a function of input SNR. 

The loop filter of the Costas loop under consideration is of the imperfect second-order loop type with the following transfer 
function: 

(48) 

The bandwidth of the loop is shown in Ref. 6 to be 

(49) 

where 

W n = IT = natural angular frequency 
'IT; 

1 + K 72 r = = loop damping factor 
2 Wn 71 

K = total loop gain 
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Suppose Ko is the loop gain at the design point, i.e., at PT2 /No =-4 dB (Ref. 1). Then, the loop gain at a arbitrary SNR is 
given by: 

(50) 

where ao, a are the signal suppression factors respectively at the design point and a desired SNR, go' g are the AGC or MGC IF 
gain control factor at the design point or a desired SNR. 

Using (49) and (50), we can obtain the loop bandwidth at any SNR level. Thus we are now ready to calculate the rms phase 
jitter at any SNR level. 

III. Numel'ical Results and Discussions 
Figures 2-9 show the plots of squaring loss for various conditions. Figure 10 shows the rms phase jitter for the MTDD 

breadboard Costas loop with various conditions (see also Ref. 7). The rms phase jitter is a function of PT2 /No' 'Yp and R 2 /R 1 . 

Obviously, the phase jitter will decrease as PT2 /N 0 increases, 'Y p decreases or R2/R 1 increases. 

Generally, for low input SNR or PT2 /No in the range from -4 to +2 dB, the squaring loss is an increasing function of PT2 /No' 
At higher PT,.)No the trend reverses (Ref. 4). However, as mentioned above, the rms phase jitter is a monotonically decreasing 
function of P1'2 /N o' 
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ExpE~rimental Results on Tracking Performance 
of the MTDD Costas Loop With UQPSK Signal 

Y. H. Park 
Telecommunications Systems Section 

The carrier tracking perfomlance of the breadboard Costas Loop of the Multimegabit 
Telemetry Demodulator Detector System was tested with unbalanced quadriphase shift 
keying (UQPSK) signals. An S-band UQPSK modulator has been built for the tests. The 
experimental results are very close to the theoretical rms phase error calculations. 

The test and analysis show that the rms phase error for UQ,PSK signals is less than 5 deg 
at the design point if the I-to-Q channel power ratio is larger than 6 dB. 

I. Introduction 

To accommodate a megabit rate of telemetry data from 
future deep space missions, e.g., Venus Orbiting Image Radar 
(VOIR), a Costas Loop is being developed for the DSN as a 
part of the Multimegabit Telemetry Demodulator and Detec­
tor (MTDD) System {Refs. 1 and 2). So far, considerable 
attentions have been made to verify the carrier tracking per­
formance of the MTDD Costas Loop with a suppressed carrier 
binary phase shift keying (BPSK) signal (Refs. 3 and 4). How­
ever, tracking performance of the loop has not been verified 
using an unbalanced quadriphase shift keying (UQPSK) until 
the present work. 

Even though the MTDD Costas Loop was designed pri­
marily for BPSK signalling (Refs. 1 through 5), the UQPSK 
signalling was considered to accommodate both a ranging signal 
on the quadrature channel and high-rate telemetry data on the 
in-phase chanel (Ref. 2). Another option is the transmission of 
a separate telemetry data signal on the quadrature channel The 
VOIR, a possible first user of the MTDD system, does not have 
any ranging requirement, nor is there any definite plan to use 

UQPSK signalling. However, the intrinsic tracking capability of 
the Costas Loop for UQPSK should be verified before its 
implementation in DSN stations. 

The breadboard Costas Loop (Refs. 1,3, and 4) was used in 
conjunction with the Block III receiver in the Telecommunica­
tion Development Laboratory (TDL). An S-band UQPSK 
modulator has been built and used in the tests. 

II. Test Configurations 

Figure 1 shows the configuration used to test the tracking 
performance of the Costas Loop with a UQPSK signal. This 
test setup is exactly the same as that used for the BPSK 
tracking performance test (Ref. 3) except that the input signal 
is here supplied by the UQPSK modulator. The TDL telemetry 
simulator provided the high-rate, in-phase channel data stream 
(PN signal), and the HP8006 word generator was used to 
supply Q-channel data. 

The rms phase jitter measurements were obtained in exactly 
the same manner as those described in Ref. 3. The Doppler 
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extractor receives the exciter output signal (reference signal) 
and the YCO output signal and provides basically the phase 
error signal. 

The analog phase error signal is converted to a digital form 
through the control of an Altair 8800 microcomputer. The 
digitized phase error is processed by a Modcomp II minicom­
puter, and a printer interfaced with the Modcomp II provides 
the rms phase jitter measurements. 

Figure 2 shows a more detailed Costas Loop interface with 
the TDL Block III receiver. 

Figure 3 is the block diagram of the S-band UQPSK modu­
lator. The reference S-band signal is fed to a 90-deg hybrid 
through an isolator, which in turn generates I and Q channel 
carriers. On the other hand, the interface unit provides bal­
anced data (logic '1' and '0' have the same magnitude of 
vol tage level) from either transistor-transistor logic or a 
balanced-type data generator. The attenuators in I and Q 
channels can select the I and Q channel power ratio. The 
selected levels of the I and Q channel data are mixed with the 
respective carriers. Those two modulated carriers are summed 
to produce a UQPSK signal. Of course, a balanced QPSK signal 
can also be generated with the modulator. However, it is not 
used for a balanced QPSK signalling since the present Costas 
Loop cannot track a balanced QPSK signal. The modulator 
was aligned using a network analyzer. All four possible vectors 
observed in the network analyzer were calibrated within 1.5 
deg in-phase and 0.1 dB in amplitude from an ideal modulator 
condition. The measured carrier suppression was larger than 
35 dB. 

III. Tracking Performance of UQPSK Signal 

The tests performed are intended to verify the tracking 
performance of the breadboard Costas Loop for various 
conditions. 

The rms phase jitter is expected to be a function of total 
signal power-to-noise density, the I-to-Q channel data rate 
ratio, and the I-to-Q channel power ratio (Refs. 6 and 7). Since 
the breadboard Costas Loop was designed to have appropriate 
arm filters and loop filters for 100-, 250-, 500-kbps and 
I-Mbps data rates, the rms phase jitters for the above I channel 
data rates are supposed to be the same if other parameters are 
the same. 

Tests were performed for I-Mbps and 100-kbps I channel 
data rates. Figures 4 and 5 summarize the test results for 
respective I channel data rates. Rms phase jitters were mea­
sured for various PTIN 0 (total power within the I channel data 
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rate bandwidth-to-noise density ratio), parameter R (the I 
channel-to-Q channel data rate ratiO), and parameter PIIP Q 

(the I-to-Q channel ~ower ratio), where P=PI + P Q and 
T = I channel symbol wIdth. The ranges of parameters are: 

(1) PTINo = -4, -2, 0, 2, +4 (dB) 

(2) R = 20, 5, 1 

(3) PIIP Q = 6,10 (dB) 

Throughout the tests, a PN signal was used for I channel data 
and a squarewave was used for Q channel. It is expected to 
have similar results if a PN signal is used for Q channel instead 
of a squarewave. 

The tests results agree very well with the theoretical calcula­
tions shown in Figure 6. Also shown in Figure 6 is the theoret­
ical phase jitter performance of the loop with BPSK signal. 
The phase jitter performance for the UQPSK signal does not 
degrade too much from that for the BPSK signal. For the 6-dB 
PIIP Q ratio, the degradation is less than 2 deg. 

IV. Theoretical Predictions 

The basic derivations for rms phase jitter of the Costas 
Loop with the UQPSK signal are documented in Refs. 6 and 7. 
However, for the sake of self-containment, the method of 
calculation is summarized here. 

Basically, the rms phase jitter is given by (Ref. 7): 

(1) PT 1 
IV B T SL 

o L 

where 

(J 1> = rms phase jitter 

P = total carrier power 

T = I channel data bit width 

No = Noise spectral density 

B L = single-sided loop bandwidth 

S L = squaring loss 



The calculation of squaring loss is given in Ref. 7. The loop 
bandwidth is given by: 

(2) 

where B L = single-sided loop bandwidth for an imperfect 
second-order loop with a transfer function of 

F(s) 

Wn = ~ K = natural angular frequency 
71 

1 +K72 
= loop damping factor 

2wn 72 

K =, total loop gain 

If Ko is the loop gain at the design point, the loop gain at an 
arbitrary SNR is given by: 

(3) 

where 

ao is the signal suppression factor at design point 

a is the signal suppression factor at a desired SNR 

(g vP)o is the total IF gain control voltage at design point 

(gvP) is the total IF gain control voltage at a desired SNR 

Using Eqs. (1), (2), and (3), rIlls phase jitters for various 
PTINo' R, and PllP Q were calculated and plotted in Figure 6. 
The squaring loss was calculated from a low input SNR 
approximation shown in Ref. 7. 

V. Conclusions 

An S-band UQPSK modulator was built. Using the modula­
tor, the carrier tracking performance of the MTDD breadboard 
Costas Loop was tested in the TDL for UQPSK signal. The 
experimental results were compared with the theoretical 
predictions. 

Experimental and analytical results agree with each other 
very closely. Finally, it can be concluded that the presence of 
Q channel data - either a telemetry or a ranging signal - does 
not degrade the tracking performance to much compared to 
the BPSK case. 
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Comparison of four scanning schemes including CONSCAN indicates that CONSCAN 
with signal cleanup and protection processes has the greatest merit in terms of accuracy, 
dependability and automatic unattended operation. Specific problem areas, error sources, 
and corrective measures are discussed. 

I. Introduction 

CONSCAN has been used in the DSN since early work 
showed its usefulness (Refs. 1 and 2). There have been many 
problems attributed to CONSCAN. Some of these are due to 
the present operational CONSCAN scheme being a very 
austere program, some are due to unrealistic expectations from 
any automatic scheme, and some are due to operator 
misunderstandings or errors. Several other automatic bore­
sighting schemes exist, and interest is high in replacing 
CONSCAN with one or more of these new schemes such as 
STEPSCAN or TRISCAN. Further requirements of unattended 
operation and of K-band commitments make this a timely 
investigation. 

II. Goals 
The purpose of the study was to provide a recommendation 

for automatic acquisition and bore sighting, by 64- and 
34-meter antennas, of spacecraft and extragalactic radio 

116 

sources within specified error limits. The gain loss limits 
considered for pointing were 0.05 dB and 0.1 dB from peak 
signal for 64-meter and 34-meter antennas respectively. The 
study was also required to assess the problems with respect to 
CONSCAN, such as the effects of signal level variation, signal 
dropouts, and automatic gain control (AGC) changes. Trade­
offs were to be made to evaluate comparative merits of 
different acquisition schemes such as raster, spiral or stepped 
scan. 

III. Types of Problems 

There are several types of problems which can affect the 
performance of an automatic boresighting system. Prime 
among these is the sensitivity of the boresighting system to 
anomalous or unexpected variations in the signal level. 
Common problems of this type include temporary loss of 
signal, signal level change due to spacecraft transmit mode 
change, and periodic cycling of spacecraft. Other significant 
problems are the sensitivity of performance to shape of the 



antenna beam, the computation requirements for the algo­
rithms employed, and the effect of angle encoder quantization 
errors. All of these were considered in this study. 

Certain types of problems were not to be considered in this 
study since they were not expected to affect tradeoffs 
between the candidate boresighting schemes. The problems 
not considered included consideration of refraction models, 
gravity droop, temperature effects and the manner of generat­
ing and updating a correction matrix for improving pointing 
predictions. Fully electronic boresighting schemes were not to 
be considered, nor were schemes such as monopulse which 
would require antenna feed modification. 

IV. Compurison cf Candidate Boresighting 
Schemes 

Table 1 presents a comparison of the candidate boresigllting 
schemes on the basis of several different points. The four 
schemes compared are described briefly in the Appendix. The 
points of comparison are grouped by importance with respect 
to accuracy and dependability during unattended operation. 
Each of the criteria for comparison will now be described. 

(1) Overall accuracy. This criterion includes consideration 
of accuracy under ideal conditions and also when signal 
anomalies occur. Under ideal conditions, all four of the 
schemes are nearly equivalent. CONSCAN is slightly 
better in this case because the other three schemes 
require settling time during the scan. 

(2) Insensitivity to signal anomalies. It is highly desirable 
that an unattended boresighting system be insensitive 
to changes of signal level or dropouts such as men­
tioned in Section III. It is assumed that all four 
schemes will be implemented with algorithms to test 
the data for these problems. CONSCAN is much better 
suited for these tests since the signal power will 
nominally be constant throughout the CONSCAN 
cycle. The other three schemes spend much of the time 
in a transient mode and do not readily permit detection 
of signal level changes. 

(3) Efficiency. CONSCAN is using all of the data all of the 
time. The other schemes have the requirement for 
settling times during the scans. Hence, CONSCAN more 
efficiently uses the available data and has a somewhat 
better accuracy under ideal conditions. 

(4) Insensitivity to beam shape. All four of the schemes 
have a degree of sensitivity to the asymmetry of the 
antenna beam shape. TRISCAN has the most sensitivity 
since it samples the beam in only three places; 
STEPSCAN is next, and CONSCAN has the least 
sensitivity since it averages around the entire scan. 

SINGLE-AXIS SCAN is in between because it averages, 
but only in one dimension. 

(5) Computation for scan. CONSCAN has the largest 
computation requirement for the scan control because 
of the large number of distinct pointing commands 
which must be generated. SINGLE-AXIS SCAN is less 
complex because of only one axis motion. STEPSCAN 
and TRISCAN are simplest because of few points to 
command during a scan. 

(6) Computation for correction. CONSCAN has the largest 
computation requirement for the correction calculation 
due to the crosscorrelation calculations needed for the 
two coordinates. SINGLE-AXIS SCAN has less correla­
tion requirement and STEPSCAN and TRISCAN are 
the simplest. 

In several respects all four schemes have comparable 
quality, specifically: 

(1) Each scheme can be run for a while to update pointing 
and then have the scan turned off and "coast" for a 
substantial period. The advantage of this feature is 
that there would be no possibility of the antenna 
accidentally moving off the source due to some totally 
unexpected anomaly. 

(2) Each scheme can be run with an error correction 
matrix to utilize empirically determined corrections for 
improvement of pointing predictions. 

(3) Each scheme is about equally sensitive to the quantiza­
tion error in the digital shaft angle encoders. In all cases 
the scanning is superimposed upon the nominal pre­
dicted position of the radio source or spacecraft which 
is moving with respect to the Earth. Hence, all schemes 
are vulnerable to this type of pointing error. It has been 
claimed that TRISCAN is "exact" because it can use an 
integral number of encoder steps, while CONSCAN 
cannot (Ref. 3). This is not true because even with 
TRISCAN the antenna is constantly drifting through 
encoder quantization steps. In all cases, however, a 
significant averaging effect occurs due to the slow 
response time for the antenna. This then results in an 
antenna position versus time which is quite smooth and 
relatively unaffected by encoder quantization. A com­
mon question about CONSCAN is what effect there is 
due to the circular scan being an irregular polygon due 
to discretization in both time and angle. The argument 
above indicates that the response time of the antenna 
system causes an averaging effect which results in a 
very circular scan even though the commands are 
irregularly spaced around the scan. 
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V. Signal Cleanup and Protection 
During Track 

No matter what scheme is to be employed, it is mandatory 
that a substantial effort be applied to provide cleanup of the 
raw input data (automatic gain control or radiometer output). 
This is not done effectively with the current CONSCAN 
system, and it is probably the main reason that CONSCAN has 
received some bad publicity in the past. At the end of a study, 
several suggestions were made for the formal implementation 
of CONSCAN in the DSN. Very few of these suggestions were 
implemented due to a lack of memory in the APS computer. 
As a result, CONSCAN was able to do some bizarre things on 
occasion, which would not have happened had the recom­
mended data quality tests and limit tests been implemented. 

VI. Proposed Signal Cleanup and Protection 
During Track 

The signal inputs are, (1) Automatic Gain Control (AGC) 
voltage for spacecraft tracking and (2) square law detector 
output for radio sources. The anomalies that are likely to 
occur that will affect the received signal power level may be 
listed as follows: 

(1) Change in spacecraft transmitter or antenna mode. 

(2) Signal dropout due to momentary receiver lockout, 
operator error, or some unexpected transient (glitch) in 
the receiving system. 

(3) Spacecraft antenna pointing direction change with 
spacecraft limit cycling, thermal variation in radio 
source, or some other change on board the spacecraft 
causing variation in the downlink signal strength. 

(4) In the case of spin-stabilized spacecraft, modulation in 
the signal level due to the spin rate. 

The procedure for testing for the above anomalies may be 
according to an algorithm encompassing the following steps. 

(1) Expected signal level should be provided to the antenna 
control assembly (ACA) so that a signal level test can 
be performed to verify that boresight is close to the 
spacecraft. 

(2) For radio sources, the system temperature and 
expected radio source temperature should be provided 
so a check can again be run. This will entail a precise 
setup for the radiometer gain to ensure accurate 
comparisons. A table of temperatures for common 
radio stars could easily be put into system memory. 

(3) The signal level at the beginning and end of scan should 
be tested for near equality. 
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(4) If slow cycling is a problem, a multiple scan least 
squares curve fit should be implemented to subtract off 
the ramping from the signal level. 

(5) Once ramping is removed, the sine and cosine correla­
tions can be performed to find the sine wave compo­
nent. This can then be subtracted to give residuals 
whose rms value can then be calculated and tested 
against an anomaly limit. 

(6) In lock test: Receiver signal level (binary) monitoring 
during CONSCAN operation will effectuate correction 
whenever in-lock status is indicated. 

Calculation for correction is carried out by correlating sine 
and cosine components (Ref. I). The corrections thus 
obtained should be tested against previously specified limits. 
The limits may be broadly categorized as "First Limit," and 
"Second Limit." If the calculated correction exceeds the first 
limit, but is less than or equal to the second limit, the 
correction will be effected at the first limit value. If the 
succeeding calculated correction also exceeds the first limit, no 
correction will be made and a warning must go to the 
responsible operator. Of course if any calculated correction 
exceeds the second limit, no correction will be made, and the 
responsible operator will be warned. 

The corrected pointing of the antenna must be continu­
ously compared to the predicted pointing. The difference will 
be due to the accumulation of residuals. This total offset must 
be compared to two other (previously specified, a priori) 
limits. The error is permitted to exceed the first limit; the 
operator must be kept informed. CONSCAN operation is not 
affected thus far. However, as soon as the second limit is 
reached, manual intervention by the operator becomes impera­
tive; the operator will receive an urgent warning that CON­
SCAN is trying to correct an out-of-limit condition. To avoid 
false alarms during acquisition or encounter, this limit may be 
made larger or overridden altogether with the approval of a 
next higher ranked operator. 

VII. Needed CONSCAN Improvements 

In response to criticism due to problems encountered in the 
current operation of CONSCAN, improvements in automatic 
gain control (AGC) calculations, acquisition mode, and track­
ing mode must be effected to enhance accuracy and 
dependability. 

(1) For spacecraft tracking, the AGC voltage automatically 
is scaled so the open loop gain remains fixed for 
CONSCAN. Hence, the response time stays fixed, 
independent of signal level. 



(2) For radio source tracking, there is no AGC: Therefore, 
the receiver noise temperature and radio source temper­
ature must be used as inputs to allow the CONSCAN 
algorithm to calculate the gain needed within the 
algorithm to provide a desired response time. 

(3) In acquisition/tracking modes a continuous CONSCAN 
mode of operation is recommended. An optionall1).ode 
of periodic update (by CONSCAN), say for 5 minutes 
every 30 to 60 minutes, should be available when 
(continuous) CONSCAN is not being executed. Provi­
sion should be made such that an operator can be 
flagged by the program when the signal level is 
dropping so that he may initiate a predetermined 
period of CONSCAN update. 

The AGC and radiometer data testing for anomalies, and 
algorithm for implementing corrections to the pointing offset, 
should follow the procedure outlined in Section VI. 

VIII. Concllusions 

The primary conclusion of the study is that CONSCAN is 
the best overall scheme to implement for the Antenna Control 
Assembly. Under unattended automatic operation, CONSCAN 
has the major advantage of being able to readily detect 
anomalous conditions and then to reject bad data. It is 
necessary that the new CONSCAN implementation includes 
many features not presently employed. These features concern 
various signal cleanup and limit tests to preclude wild behavior 
under unusual circumstances. Substantial work on details of 
these features is underway and will be reported subsequently. 

References 

1. Ohlson, J. E., and Reid, M. S., "Conical-Scan Tracking With the 64-m-diameter 
Antenna at Goldstone," Technical Report 32-1605, Jet Propulsion Laboratory, 
Pasadena, Calif., October 1, 1976. 

2. Gosline, R. M., "CONSCAN Implementation at DSS 13," Technical Report 32-1526, 
pp .. 87-90, Jet Propulsion Laboratory, Pasadena, Calif., April 15, 1973. 

3. Bunce, R. C., "TRISCAN: A Method of Precision Antenna Positioning," TDA Progress 
Report 42-59, July and August 1980, Jet Propulsion Laboratory, Pasadena, Calif., 
Oct. 15, 1980. 

119 



120 

Table 1. Comparison of candidate boresight schemesa 

High importance 

a. Overall accurracy 

b. Insensitivity to 
signal anomalies 

Moderate importance 

c. Efficiency 

d. Insensitivity to 
beam shape 

Low importance 

e. Computation for scan 

f. Computation for 
correction 

aScale of 0 to 5, with 5 best. 

CONSCAN 

5 

5 

5 

5 

Much 

Much 

STEPSCAN 

4 

4 

4 

4 

Little 

Little 

TRISCAN 

4 

4 

4 

4 

Little 

Little 

SINGLE-AXIS 
SCAN 

4 

2 

4 

4 

Medium 

Medium 



Appendix A 

Candidate Eloresighting Schemes 

I. STEPSCAN 

STEPSCAN is an automatic boresighting scheme which measures signal power at a 
small angle off boresight along one axis (two points) or along two orthogonal axes (four 
points). Comparison of the signal powers measured then provides a measurement of the 
boresight error in one or both axes. 

II. TRISCAN 
TRISCAN is very similar to STEPSCAN except that only three points are used and 

measurements of errors in both axes are provided. 

III. CONSCAN 

CONSCAN obtains angle error measurements by continuously scanning the antenna 
beam at a constant angle offset (squint) from the boresight axis, resulting in a circular 
scan pattern. Angle error information is obtained by correlating the received signal power 
level with two quadrature sinusoids which are synchronous with the scanning in order to 
provide elevation and azimuth corrections. 

IV. SINGLE-AXIS SCAN 

SINGLE-AXIS SCAN is a boresighting scheme wherein the antenna scans once along 
one axis at constant rate through the anticipated boresight position. By fitting the 
measured signal power to a nominal beam shape, the peak gain angle can be determined 
for that axis. Repeating this procedure for the other axis then permits a boresight to be 
obtained. 
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Using a computer model of the reflector structure and its supporting assembly of the 
64-m antenna rotating about the elevation axis, the radio frequency (RF) pathlengths 
changes resulting from gravity loadings were computed. A check on the computed values 
was made by comparing the computed foci offsets with actual field readings of the Z or 
axial focussing required for elevation angle changes. 

I. Introduction 

The Cassegrainian geometry of the radio frequency (RF) 
reflectives surfaces of the 64-m antenna is set or rigged to the 
design values at 45 degrees elevation angle. A change in the 
elevation angle then results in a gravity loading increment. This 
gravity loading deflects the parabolic reflector and the sub­
reflector position and results in a change of the RF path 
distance from the target or RF source to the RF feed's phase 
center on the antenna. 

Only the pathlength changes resulting from gravity loading 
are considered in this article. The very long baseline interfer­
ometry (VLBl[) target locating system may be affected by the 
RF path changes under all environmental loading conditions 
on the antenna. Reporting on wind loading effects on path 
changes will follow. 

The distortion analyses were made using the NASTRAN 
structural computing program. The analytical model consisted 
of a half-symmetrical model using all of the stressed bars and 

plates of the reflector structure attached to its elevation wheel 
truss structure. All bars of the quadripod truss supporting the 
subreflector were also in the model. 

II. Analysis Description 

The RF optics system is illustrated in Fig. 1, where the 
equivalent zero gravity loading condition is at the rigging 
angle. At this elevation angle, the surface panels of the main 
reflector are set to the design paraboloid and the hyperboloid 
is aligned on the paraboloid's axis. When the elevation angle is 
changed from the rigging angle, the gravity loading resulting 
from the rotation of the gravity vector with respect to the 
symmetric axes of the antenna distorts the reflector structure. 
Its RF performance is then defined by best fitting a paraboloid 
to the displaced surface panel's supporting joints. The com­
puted best fit paraboloid (Ref. 1) data are shown in Table 1 as 
changes from the rigging angle. Figure 2 illustrates the data 
along with the central ray starting from the virtual focus of the 
hyperboloid system and reflected from the vertex of the best 
fit paraboloid. 

123 



The manufactured and gravity distortions of the surface 
panels as well as the small gravity distortions of the hyper­
boloid's surface were considered to have negligible effect on 
RF path changes. The deflection of the hyperboloid's axis 
results in offsets at the primary focus from the RF feed and at 
the virtual secondary focus from the focus of the best fit 
paraboloid. These offsets will result in path length changes. 

Figure 3 illustrates the central RF ray from the RF feed 
through the hyperboloid system and reflected from the vertex 
of the best fit paraboloid. The hyperboloid was simulated on 
the structural model by its vertex node 2093 and a node 2094 
on axis. From the displacement output of these two nodes the 
positions of the hyperboloid's axis were calculated and noted 
in Table 2. The phase centers offsets were calculated and 
noted on Table 3 and illustrated in Fig. 3. 

The RF pathlength changes were calculated by tracing the 
length changes of the central ray for two cases. For the first 
case (a), the hyperboloid was not controlled, which resulted in 
off Z focus operation of the paraboloid. In the second case 
(b), the hyperboloid was always moved in Z direction to the 
focussed position where the gain was maximized. For case (a), 
the pathlength changes are summarized in Table 4 and plotted 
in Fig. 4. For case (b), the pathlength changes are summarized 
in Table 5 and plotted in Fig. 4. 

III. Field Check 

A field check of the important computed numbers was 
available from the console indication of the hyperboloid's Z 
axis position as the Cassegrain system was maintained in focus 
through the elevation angle range. In Ref. 2, a record of the 
indicated control room position of the hyperboloid was kept 
for the focussed case with the antenna receiving at X- and 
K-band. The readout in the control room indicates only the Z 
extension or contraction of the jackscrews. Thus, corrections 
for the deflections of the jackscrews bolted on the apex of the 
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quadripod were made. The hyperboloid's system corrections 
were also made. Table 6 illustrates the field data corrected to 
output the Z foci offsets and plotted in Fig. 5. Also plotted 
are the computed Z offsets. 

IV. Conclusions 

(1) Although the "no Z focus curve" of Fig. 4 shows much 
smaller pathlength changes, there will be gain losses due 
to foci offsets at X-band operation which may result in 
signal deterioration or loss. Also, the computed central 
ray pathlength changes may not accurately reflect the 
pathlength changes of the actual completely integrated 
RF wave front when the paraboloid is operated off 
focus. Table 7 shows the gain losses at X-band 
(8.45 GHz) for the computed foci offsets. 

(2) The 64-m antennas are presently equipped with an 
electronic cam device which adjusts the hyperboloid's 
Z position with respect to the elevation angle. The 
curve is close to that given in Ref. 3 to maintain focus. 
The Y or lateral focussing is not available at present. 
However, when the pointing computer is upgraded, this 
function can be easily added. 

(3) The match of the two curves on Fig. 5 should indicate 
the accuracy of the computed central pathlength 
changes. 

(4) The pathlength changes are applicable only for the 
64-m antenna at DSS 14. The overseas reflector struc­
tures are not alike until the "braces" described in 
Ref. 3 are attached. 

(5) At the present time, there is available a second record­
ing of the field focussed position (Ref. 5), which is 
different by about 0.25 cm at the extreme elevation 
angles from that of Ref. 2. These differences are not 
explainable at present, and may affect conclusion 
(3) above. 
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Table 1. Best fit paraboloid data - gravity loading 

Best-fit paraboloid data 

Elevation Focal Axis Focus Best-fit 
angle, Vertex length, rotation, displacement rms 
deg Y-cm Z-cm m rad Y-cm Z-cm mm 

(d') (d) (e) (f) (g) (h) 

10 5.089 0.191 27.09639 0.001132 2.023 -1.099 0.47 
25 3.656 0.103 27.10246 0.000810 1.460 -0.580 0.26 
35 2.059 0.048 27.10609 0.000455 0.827 -0.270 0.13 
45 0 0 27.10927 0 0 0 0 
55 -2.455 -0.041 27.11189 -0.000541 -0.987 0.221 0.12 
65 -5.233 -0.074 27.11387 -0.001153 -2.106 0.384 0.24 
80 -9.817 -0.104 27.11552 -0.002160 -4.214 0.514 0.39 

g = c - (f X e) 
h = d' + (e X cos f) - 27.10927 

Table 2. Hyperboloid axis displacements - gravity loading 

Hyperbolid Rotations 

RF feed Node 
Secondary 

Elevation Vertex focus Axis Path 
angle, phase center 2094 

change 
deg 

Y-cm Z-cm Y-cm Z-cm Y-cm Z-cm rad rad 
(m) (n) (i) Q) (li) (v) (p) (0) 

10 -0.667 0.221 -1.461 0.513 -1.420 0.081 0.000370 -0.000697 

25 -0.472 0.183 -1.039 0.272 -1.008 0.043 0.000281 -0.000499 

35 -0.263 0.057 -0.583 0.127 -0.564 0.020 0.000164 -0.000280 

45 0 0 0 0 0 0 0 0 

55 0.311 0.049 0.690 -0.105 0.667 -0.018 -0.000203 0.000333 

65 0.659 0.089 1.466 -0.185 1.418 -0.031 -0.000436 0.000709 

90 1.230 0.130 2.741 -0.252 2.648 -0.043 -0.000837 0.001328 

p = (ii-i) X 111.35 
o = (i-m)/(1137.993 + j-n) 
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Table 3. Hyperboloid phase centers offsets - gravity loading 

Elevation 
angle, 
deg 

10 

25 

35 

45 

55 

65 

80 

Ray 
incidence 

angle, 
rad 

(q) 

0.001067 

0.000780 

0.000444 

0 

·-0.000536 

·-0.001145 

·-0.002165 

r = q X (a + j (Table 2) + n (Table 2)) 
s = p X (b +v (Table 2)) 
t = q X (b +v (Table 2)) 
u = i (Table 2) - (s + t) 

W = j (Table 2) + v (Table 2) 
x = h (Table 1)-w 

cm cm 

(r) (s) 

1.215 0.086 

0.888 0.066 

0.505 0.038 

0 0 

-0.610 -0.047 

-1.303 -0.102 

-2.463 :...2.463 

Table 4. RF path length changes with no Z focussing 

Hyperboloid Primary Best-fit 
Pathlength Elevation vertex RF feed vertex 

angle, Z displacement Z displacement offset change 

deg 
cm cm cm cm 
G) (n) (d) (aa) 

10 0.513 0.221 0.191 0.42 
25 0.272 0.120 0.103 0.22 
35 0.127 0.057 0.048 0.10 
45 0 0 0 0 
55 -0.105 -0.049 -0.041 -0.08 
65 -0.185 -0.089 -0.074 -0.13 
80 -0.252 -0.130 -0.104 -0.17 

aa = (2 *j) - n - 2d 

Yoffsets Z offsets 

cm cm cm cm 

(t) (u) (w) (x) 

0.249 -1.126 0.592 -1.693 

0.182 -0.791 0.315 -0.895 

0.104 -0.441 0.147 -0.417 

0 0 0 0 

-0.125 0.518 -0.123 0.344 

-0.268 1.096 -0.216 0.600 

-0.506 2.039 -0.295 0.809 

Table 5. RF path length changes with Z axial focussing 

Displacement Primary Best-fit 
Pathlength Elevation at focus RF feed vertex 

angle, Z displacement offset change 

deg cm cm cm cm 
(h) (n) (d) (aa) 

10 -1.099 0.221 0.191 -2.80 
25 -0.580 0.120 0.103 -1.49 
35 -0.270 0.057 0.048 -0.69 
45 0 0 0 0 

55 0.221 -0.049 -0.041 0.57 
65 0.384 -0.089 -0.074 1.01 
80 0.514 -0.130 -0.104 1.37 
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Table 6. Field data to foci offset data 

Indicated 
Adjust Jackscrews Z displacement Hyperboloid 

control Sum virtual Z foci 
Elevation to Node Node Weighted Bending offset room A+B+C focus 

angle, 
position Oat 45° 2182 2185 average displacement correction D+E 

deg 
cm cm cm cm cm cm cm cm cm 
* (A) (B) (C) (D) (E) 

10 -2.57 -2.11 0.041 0.493 0.460 0.081 -1.567 -0.079 -1.65 

25 -1.52 -1.06 0.206 0.267 0.241 0.043 -0.782 -0.041 -0.82 

35 -0.97 -0.51 0.091 0.127 0.112 0.020 -0.376 -0.020 -0.40 

45 -0.46 0 0 0 0 0 0 0 0 

55 -0.08 0.38 -0.066 -0.109 -0.091 -0.018 0.272 0.D15 0.29 

65 0.23 0.69 -0.102 -0.196 -0.158 -0.031 0.498 0.D28 0.53 

80 0.51 0.97 -0.102 -0.285 -0.211 -0.043 0.711 0.038 0.75 

*May 1973 data (Ref. 2) for mechanism description (Ref. 4) 

Table 7. Foci offsets gain loss - X band (8.45 GHz) 

Elevation Foci offset Gain loss 

angle, Y-cm Z-cm V-dB, Z-dB, 
deg (bb) (cc) db db 

10 3.147 -1.694 0.13 0.79 

25 2.250 -0.894 0.07 0.22 

35 1.265 -0.416 0.02 0.05 

45 0 0 0 0 

55 -1.303 0.343 0.02 0.03 

65 -3.205 0.599 0.13 0.09 

80 -6.253 0.810 0.51 0.18 

bb = g + u 
cc=h+j+v 
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TDA Progress Report 42-64 

20.7- and 31.4-GHz Atmospheric Noise 
Temperature Measurements 

S. D. Siobin, M. M. Franco, and C. T. Stelzried 

Radio Frequency and Microwave Subsystems Section 

The 20.7/31.4-GHz Water Vapor Radiometer (WVR) located on the JPL Mesa in 
Pasadena was used for atmospheric noise temperature measurements. Tipping curve data 
and on/off sun data taken on March 24, 1981 are compared. The analysis technique is 
described in detail. During the time of the data collection (7:00 a.m. to 12:20 p.m.), the 
sky was clear and the ground temperature and humidity varied from J4°C to 24°C and 
65% to 51% respectively. The tipping curve data is felt to be the most accurate. The 
averaged results of this data for 13 measurements during this time period are: 

Frequency, GHz 

20.7 

31.4 

1 atmosphere 

Noise temperature contribution 

16.3±1.7 

11.6±1.2 

Attenuation, dB 

0.26 ± 0.03 

0.18 ± 0.02 

The indicated errors are 1 a statistical and do not represent overall measurement accuracy. 
Although this data is consistent with data taken previously at the Goldstone DSS 13 
station, it is not necessarily representative of long-term atmospheric noise temperature 
average. 

May and June 1981 

I. Introduction 

The 20.7/31.4-GHz Water Vapor Radiometer (WVR) 
located on the JPL Mesa in Pasadena was used for atmospheric 
noise temperature measurements. The data taken on March 24, 
1981 is reported. The sky was clear, the ground relative 
humidity varied from 65% (7 :00 a.m.) to 51 % (12 :20 p.m.) 
and the ground temperature varied from 14°C to 24°C over 
the same time period. 

Periodically, the antenna was moved in zenith angle 
between zenith and 60° (30° elevation) for a direct atmos­
pheric noise temperature measurement (tipping curve 
method). For each calibration, both radiometers were 
switched between the antenna, hot load and base (ambient 
load). In addition, the antenna was peaked on the sun and a 
difference measurement made between on-sun and off- (in 
azimuth) sun (on/off sun method). 
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II. Tipping Curve Method 

Assuming a flat earth (Fig. 1) with a horizontally stratified 
nonchanging atmosphere, and a narrow-beam antenna radiom­
eter system', the atmospheric loss factor L is given by 

or 

L=Lsecz 
o 

L (dB) = Lo (dB) sec z 

(1) 

where 

z = zenith angle 

L, Lo atmospheric loss at zenith angle z and vertical 
respectively, ratio (L, Lo > 1) 

The atmospheric loss factor is squared (doubled in dB) for the 
case of z = 60° with reference to zenith. The noise tempera­
ture contribution of the atmosphere is given by 

(2) 

where 

Tp = equivalent physical temperature of the atmosphere! 
(=:=280 K), K 

The increase in system noise temperature at z with reference 
to zenith is given by 

!iT" == T (1 --!.)- T (1 __ 1 )+ Tc -~ 
p L p Lo L Lo 

(T - T) (_1 __ 1_) 
P c Lo L~ec z 

(3) 

where 

Tc = cosmic background noise temperature (=:=2.7 K), K 

The increase in system noise temperature at z = 60° (looking 
through two atmospheres) with reference to zenith is given by 

1 Reference 1 indicates a technique for estimating Tp. 

AT" o 
(T - T ) (_1 __ 1 ) 

p c Lo L2 
o 

T" 
=_0 _ T (1-J...) 

Lo c Lo 

"" T" - 0 (4) 

which indicates that for low loss (Lo =:= 1) the increase in noise 
temperature is approximately equal to the noise temperature 
contribution at zenith (T~), for this type of tipping curve. 
Tables 1 and 2 [and 3 and 4] 2 indicate the results of this type 
of measurement tabulated under AT~. Using Eq. (4) gives 

Lo = 2~ (1- v'I=4X) =:= 1 +x + 2x 2 + 5x 3 +... (5) 

where 

and 

!':J.T" o x = ----
(Tp - T) 

T" = L AT" + T (1 - 1) o 0 0 c"o 
(6) 

The measured values of AT~' from Tables 1 and 2 [and 3 
and 4] are used with Eqs. (5) and (6) to compute averaged Lo 

d " an To: 

20.7 GHz 

Lo =:= (0.26 ± 0.03) dB 

T~ =:= (16.3 ± 1.7) K 

31.4 GHz 

Lo .- (0.18 ± 0.02) dB 

T~ =:= (11.6 ± 1.2) K 

[(0.26 ± 0.02) dB] 

[(16.1 ± 1.5) K] 

[(0.18 ± 0.02) dB] 

[(11.5 ± 1.1) K] 

2The data were analyzed in two ways for comparison: (1) individual 
calibrations of the radiometer gain factor (kelvins/volt) and (2) a daily 
average radiometer gain factor (2nd method shown in brackets). 
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III. On/Off Sun Method 

Again assuming a flat earth (Fig. 1) with a hOrizontally 
stratified nonchanging atmosphere 

I:!..T' = I:!..T L -sec z 
sun sun 0 (7) 

where 

I:!..T' ,I:!..T sun sun = antenna temperature of the sun with and 
without atmospheric loss, K 

I:!..T:Un is measured using the radiometer with an on/off sun 
technique. The antenna temperature of the sun is always less 
than the equivalent black body disk temperature of the sun 
for wide-beamwidth antennas. 

Equation (7) becomes: 

log I:!..T:mn = log I:!..T sun - sec z log Lo 

This is the equation of a straight line y = A + Bx, where 

y = log I:!..T' sun 

A = log I:!..T sun 

B = - 10gLo 

x = sec z 

(8) 

so that with a log I:!..T~n vs sec z plot, the y intercept A gives 
log I:!..T sun and the slope gives log Lo (Ref. 2). Figures 2 and 3 
[and Figs. 4 and 5] show this type of plot for the data from 
Tables 1 and 2 [and Tables 3 and 4]. The solid lines are 
obtained from a computer least squares fit (Ref. 3, using 
Eq. (4», which also computes goodness of fit (al:!..Tsun and 
aLo' dB). The results are 

20.7 GHz 

(35.l ± 0.7) K [(35.9 ± 0.5) K] 

Lo (0.15 ± 0.05) dB [(0.l9 ± 0.03) dB] 
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31.4GHz 

(29.7 ± 0.8) K [(29.9 ± 0.7) K] 

Lo = (0.086 ± 0.06) dB [(0.083 ± 0.05) dB] 

For comparison, Lo can be translated to an equivalent atmos­
pheric noise temperature contribution using Eq. (2). The 
results are 

20.7 GHz 

T~ ~ (9.5 ± 3) K [(12.0 ± 2) K] 

31.4 GHz 

T~' .~ (5.5 ± 3) K [(5.3 ± 3) K] 

IV. Conclusion 
The errors indicated are all 1 a statistical and do not contain 

the bias errors to indicate overall accuracy. The differences in 
results between the two methods are slightly greater than the 
sum of the statistical errors in some cases. This is an indication 
of the bias error magnitude. It is felt that the tipping curves 
give the most accurate result. The primary advantage of the 
tipping curve is the relative ease and fast results. The on/off 
sun method requires more operator skill in peaking the 
antenna beam on the sun with subsequent error possibility. 
Further, the temperature and humidity are changing during 
the day so that the atmospheric uniformity assumed in the 
derivation is not strictly true both spatially and temporally. 

Further refinement might include more days of data, differ­
ent weather conditions, correction for antenna size, etc. 
Although the data presented is consistent with data taken 
previously on the Mesa and at the Goldstone DSS 13 station, it 
is not necessarily representative oflong-term data average. The 
WVR output at DSS 13 has been connected to the data collec­
tion system (MASDAS), which simultaneously collects data 
from the X-band atmospheric noise temperature monitoring 
system. 
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Table 1. 20.7-GHz WVR data results 
(data taken on the JPL Mesa, Pasadena, on 3124/81) 

Local 
time 

7:00 am 

7:20 

7:45 

8:00 

8:30 

8:41 

9:30 

9:45 

10:30 

10:45 

11:30 

EL 

18.5 71.5 15.3 

20.8 69.2 16.4 

24.0 66.0 16.4 

27.0 63.0 15.8 

33.0 57.0 16.7 

34.9 55.1 16.9 

44.0 46.0 12.2 

46.0 44.0 14.7 

51.6 38.4 13.3 

53.0 37.0 13.3 

54.0 36.0 15.2 

30.5 

32.5 

32.8 

32.9 

33.9 

33.2 

32.8 

32.7 

32.3 

33.8 

33.2 

11 :50 57.2 32.8 16.1 34.4 

12:20 pm 56.9 33.1 15.1 34.6 

1.484 

1.511 

1.515 

1.517 

1.531 

1.521 

1.516 

1.515 

1.510 

1.528 

1.521 

1.536 

1.539 

3.152 

2.816 

2.459 

2.203 

1.836 

1.748 

1.440 

1.390 

1.276 

1.252 

1.236 

1.190 

1.194 

Table 2. 31.4-GHz WVR data results 

Relative 

% 

65 

64 

63 

63 

63 

63 

60 

59 

56 

56 

54 

50 

51 

(data taken on the JPL Mesa, Pasadena, on 3/24/81) 

Relative Local 
time EL z tJ.T;; tJ.T;un log tJ.T;un sec z humidity, 

7:00 am 18.5 71.5 11.2 28.1 

7:20 20.8 69.2 11.7 28.4 

7:45 24.0 66.0 11.6 28.2 

8:00 27.0 63.0 11.9 27.4 

8:30 33.0 57.0 12.6 30.5 

8:41 34.9 55.1 12.5 27.7 

9:30 44.0 46.0 10.4 27.7 

9:45 

10:30 

10:45 

11:30 

11:50 

46.0 44.0 9.9 28.3 

51.6 38.4 9.6 29.4 

53.0 37.0 9.1 30.0 

54.0 36.0 10.7 28.1 

67.2 32.8 11.9 29.5 

12:20 pm 56.9 33.1 10.3 29.7 
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1.449 

1.454 

1.450 

1.438 

1.484 

1.443 

1.443 

1.452 

1.468 

1.478 

1.448 

1.469 

1,472 

3.152 

2.816 

2.459 

2.203 

1.836 

1. 748 

1.440 

1.390 

1.276 

1.252 

1.236 

1.190 

1.194 

% 

65 

64 

63 

63 

63 

63 

60 

59 

56 

56 

54 

50 

51 

Table 3. 20.7-GHz WVR data results using an average gain 
K/V = 42.9 (data taken on the JPL Mesa, Pasadena, on 3/24/81) 

Local 
time 

7:00 am 

7:20 

7:45 

8:00 

8:30 

8:41 

9:30 

9:45 

10:30 

10:45 

11:30 

11:50 

12:20 pm 

15.0 

16.3 

16.3 

15.4 

16.3 

16.3 

12.4 

15.0 

13.3 

13.3 

15.0 

15.9 

15.0 

30.9 

32.6 

32.6 

32.6 

33.5 

32.6 

34.3 

33.9 

33.0 

34.7 

33.5 

34.3 

34.7 

1.490 

1.513 

1.513 

1.513 

1.525 

1.513 

1.536 

1.530 

1.519 

1.541 

1.525 

1.536 

1.541 

sec z 

3.152 

2.816 

2.459 

2.203 

1.836 

1.748 

1.440 

1.390 

1:276 

1.252 

1.236 

1.190 

1.194 

Table 4. 31.4-GHz WVR data results using an average gain 
KIV = 53.1 (data taken on the JPL Mesa, Pasadena, on 3124/81) 

Local 
time 

7:00 am 

7:20 

7:45 

8:00 

8:30 

8:41 

9:30 

9:45 

10:30 

10:45 

11:30 

11:50 

12:20 pm 

tJ.T'O 

11.2 

11.7 

11.7 

11.7 

12.1 

12.2 

10.6 

10.1 

9.6 

9.0 

10.6 

11.7 

10.1 

28.1 

28.7 

28.7 

27.6 

30.3 

27.6 

28.7 

29.2 

29.7 

30.3 

28.1 

29.2 

29.2 

1.449 

1.457 

1.457 

1.441 

1.481 

1.441 

1.457 

1.465 

1.4 73 

1.481 

1.449 

1.465 

1.465 

sec z 

3.152 

2.816 

2.459 

2.203 

1.836 

1.748 

1.440 

1.390 

1.276 

1.252 

1.236 

1.190 

1.194 



Frequency, GHz 

20.7 

31.4 

Table 5. Summary of 20.7/31.4-GHz radiometric calibrations for 3124/81 

Method 

Tipping curve On/off sun 
~-------------~-------------~-------------------

T~ (kelvins) 

16.3 ± 1.7 
[16.1 ± 1.5] 

11.6 ± 1.2 
[11.5 ± 1.1] 

LO (dB) 

0.26 ± 0.03 
[0.26 ± 0.02] 

0.18 ± 0.02 
[0.18 ± 0.02] 

TO (kelvins) 

9.5 ± 3 
[12.0±2] 

5.5 ± 3 
[5.3 ± 3] 

LO (dB) 

0.15 ± 0.05 
[0.19 ± 0.03] 

0.086 ± 0.06 
[0.083 ± 0.05] 
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20.7- and 31.4-GHz Solar Disk 
Temperature Measurements 

M. M. Franco, S. D. Siobin, and C. T. Stelzried 

Radio Frequency and Microwave Subsystems Section 

The 20.7/31.4 GHz Water Vapor Radiometer (WVR-R06) located at the JPL Mesa in 
Pasadena was used for atmospheric noise temperature measurements on March 24,1981. 
The equivalent sun disk temperature measurements computed from the results of the 
previously reported sun antenna temperature measurements (Ref 1) are: 

Frequency, 
GHz 

20.7 

31.4 

Ts/ln' K 
(This report) 

10,530 ±210 (la) 

9,170 ±250 (l a) 

Tsun' K 
(Ref 6) 

11,430 

9,960 

Comparison of the results of this report with Ref 6 at the same frequency indicates satis­
factory radiometer performance. The results of the horn antenna HPBW (half power 
beam width) evaluation indicate that the design goal of approximately equal beam widths 
at 20. 7 and 31. 7 GHz was achieved. 

I. Introduction where 

The 20.7/31.4-GHz Water Vapor Radiometer (WVR-R06) 
located at the JPL Mesa in Pasadena was used for atmospheric 
noise temperature measurements on March 24, 1981 (Ref. 1). 
The on/off sun method used as an alternative method of 
atmospheric loss calibrations yielded estimates of the antenna 
sun temperature corrected for atmospheric loss. This report 
converts this data to equivalent solar disk temperatures. Com­
parison with other measurements can be used as an indication 
of radiometer performance. Measurements and analysis of the 
horn beamwidths are presented. 

TA = antenna temperature contribution due to source, K 

II. Analysis 

The equivalent disk temperature of a source of small solid 
angle compared to that of the antenna is given by (Ref. 2, 
p.100) 

(1) 
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n A antenna beam solid angle, rad2 

ns = source solid angle, rad2 

The source solid angle is given by (sun radius ~ 0.270° from 
the Nautical Almanac for 3/24/81) 

= 1T(0.270? /(57.296)2 

= 6.9764 X 10-5 , rad2 (2) 



The beam solid angle of the horn antenna is given by (Ref. 3) 

(3) 

where 

G M maximum anterma gain, power ratio 

III. Result~~ 

GM was computed for the 20.7- and 31.4-GHz WVRhorns 
using P. Potter's computer program (Ref. 4)1 as indicated 
on the last page of the Gomputer printouts shown in Figs. 1 
and 2. The previously reported (Ref. 1) sun noise temperature 
measurements made with the 20.7/31.4-GHz Water Vapor 
Radiometer (WVR-R06) located at the JPL Mesa in Pasadena 
were used in Eq. (1). The results are tabulated in Table 2. The 
reported errors are 1 a statistical and do not represent overall 
measurement accuracy. The equivalent solar disk temperature 
(solar brightness temperature) resul ts compare favorably 

1 For completeness, the computer program printouts for 20.7 and 31.4 
GHz are shown in Figs. 1 and 2. Figures 3 and 4 show amplitude and 
phase plots of this data. Table 1 tabulates the dimensions of the WVR 
horns. 

(Fig. 5 and Table 2) with Linsky (Ref. 6, Fig. 2, Eq. (3)), using 
his quadratic regression curve. This agreement indicates satis­
factory radiometer performance. The HPBWs (half power 
beamwidths) of the antennas were evaluated by performing 
radio metric drift curves using the sun as a source2 (experi­
mental, Fig. 6) and by fitting a Gaussian curve to the com­
puter-generated patterns (theoretical). The results are tabu­
lated in Table 3. These indicate that the design goal for 
approximately equal HPBWs at 20.7 and 31.4 GHz was 
achieved. We have (Ref. 2, assuming () HPBW = <PHPBW) 

(4) 

where kp and EM are defined in Ref. 2, pp. 220 and 221. 

Using n A tabulated in Table 2 results in the values for k 
shown in brackets in Table 3. These results for k are consistent 
with values of 1.33 and 1.51 obtained with uniform and 
Gaussian illuminations of an antenna aperture (Refs. 2 and 3). 

2This was performed at 20.7 and 31.4 GHz using the WVRR0410cated 
at the JPL DSS 13 Goldstone station. The measurements were made at 
meridian crossing so the antenna could be moved ahead of the sun by 
moving only the azimuth coordinate (since the AZ-EL antenna mount 
is manually controlled). The results were not corrected for finite source 
size. 
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Frequency 
GHz 

20.7 

31.4 

Table 1. Horn dimensions for the original 33.0-GHz design (Ref. 5), 
scaled to 21.0 GHz for use at 20.7 GHz; the original 33-GHz design is 
used at 31.4 GHz 

Dimensions 

Operating frequency, GHz 20.7 31.4 

Design frequency, GHz 21.0 33.0 

Length of phasing section, in. 0.000 0.000 

Diameter at input, in. 0.588 0.380 

Axial length of flare, in. 19.675 12.451 

Aperture diameter, in. 7.417 4.720 

Groove depth, in. 0.196 0.125 

Flare half angle, deg 9.883 9.883 

Table 2. Tabulation of 20.7/31.4-GHz wvn computed horn parameters and.results of Mesa, Pasadena, 
sun measurements 

Computed 
Computed Measured 

Tsun' K 
GM,dB 

.flA, rad2 *ATsun , K 
(This article) (Eq. 3) (Ref. 1) 

27.785 0.020927 35.1 ±0.7 (1a) 10,530 ±210 (la) 

27.658 0.021548 29.7 ±0.8 (la) 9170 ±250 (1a) 

*Same as TA in Eq. (1) 

Table 3. Tabulation of WVR horn beamwidth (HPBW) and k value 
(defined Eq. 4) 

Frequency, 
GHz 

20.7 

31.4 

WVR horn beamwidth (HPBW), 
deg 

Experimental Theoretical 

6.875 6.881 

(k ~ 1.453) (k ~ 1.451) 

6.775 7.016 

(k ~ 1.541) (k ~ 1.437) 

Tsun' K 
(Ref. 6) 

11,430 

9,960 
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HYBRID MOUE HORN PROGRA~ 

7.417 INCH, APERTURE, 1q.675 INCH LONG, 0.lQ6 INCH &RQOV~S 9.883 PEG FLARE 

ALL DIMENSIONS IN INCHES 

CARO OUTPUT FOR FAR-FIELDS 

LENGTH OF PHA&lNG &ECTION: .(IUOI)\) 

DIAMETER OF PHASING SECTION: .SRBOn 

AXIAL LENGTH OF FLARE SlCTION~ 14.b7500 

APERTURE DIAMETER~ 

GROOVE DEPTH;; .1Q600 

THE FAR.fIELD PHASE REFERENCE POINT IS .ooouo INSIU~ THE HOR~ APERTURE 

FLARE SECTION HALF A~GLE: 

RADIUS FROM vERTEX TO APERTU~E CAP: 21.68849 

SPECIFIED FREQUENCY= 20.70000 GHl. 

NUMBER OF POINTS USED IN FLARl SECTION ~HASE SHIFT INTEGRATION: 11 

MODE PHASES AT BEGINNING OF PHASING SECTION 
AND APERTURE LUNGITUDINAL FIELD ANPLITUDES 

HE MODES 

MODE VOLTS DEG VOLTS 

1 1.0000(1 .00000 .OOOllO .GOUOO 

Fig. 1. 20.7-GHz horn computer printout 
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'l.()OOOO 
1.0000(l 
1.00000 
1.00000 
1. (. (I I) I) 0 
1./,10000 
1,,000~0 

1.(lOO,~O 

1.00000 
1.00000 
1.00000 
I.OQOOO 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.()OOOO 
\.00000 
1.00000 
1.{)0000 
1.00000 
1.00000 
1.00000 
1.000(10 
1.00000 
1.00000 
1.00000 
1.00000 
1.01)01)0 
1.00000 
1,OOOO{) 
1.00000 
1.00000 
1.00000 
1.(100(10 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
~.OOOOO 
1.fJQOOO 
1.00000 
1.(10 00 0 

t.noooo 
1.00000 
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TIoiETA £TA X E.T A P ETA T 
(OVERAL.L.) 

ETA S 
(SPILL) 

ETA I 
(ILI.UM) ( X.POl.) ( PHASE) 

152,000 
153.000 
,54.000 
155,000 
t5~,ooo 
157.000 
158.000 
159,000 
I~O.OOO 
1~1,000 
lb2.000 
1~3,000 
1~4,000 
105.000 
10~,000 
107.000 
108.000 
109.000 
170,000 
171,000 
t7l,000 
173,000 
114.000 
175.000 
17f).000 
177.000 
176,000 
179,000 
180.000 

.0005b 
,00052 
,00048 
,00044 
,00041 
.00037 
.00034 
,00031 
,00028 
.00025 
.00022 
.00020 
.00018 
.0001f) 
.00014 
,00012 
.00010 
.00008 
.000ll7 
.00000 
,0000 4 
.00003 
,000u2 
.00002 
.00001 
.00001 
,00000 
,00000 
.00000 

MAXIMUM EFFICIENCY 

1.00000 
,.00000 
1,00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.0000(1 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 

.000qS 

.00088 

.OOOA2 
,0001S 
.000bq 
.000b4 
.00058 
.000153 
.000,,8 
.00043 
.0003Q 
.00034 
.00030 
.00027 
.00023 
.00020 
.00017 
.00011.1 
.00012 
,00010 
.0000" 
,00006 
.00004 
.00003 
.00002 
.00001 
,(10000 
.00000 
.00000 

FlO =3,285 

.9Q98\ 
,Q9 cUq 
.99q8\ 
.Q9Q8\ 
.q9981 
.9Q981 
.Q99At 
.'1Q981 
.99981 
.9Q9at 
.99981 
.99981 
.QC}981 
.Q9981 
.Q9Q81 
.Q9Qal 
.99981 
.9Q9Hl 
.999Al 
.9QQfl\ 
.q<}(8) 
.Q9Q81 
.9998\ 
.Q998\ 
.99981 
.99981 
.9Q9S1 
.<}9981 
.Q9981 

.S8U85 

.58U73 

."84b7 

.SSUSS 

.S8U/~9 

.581J1JQ 

.58U32 

."I:IU28 
,"81J20 
.S8Ult 
,581Jf)7 
.58396 
.58392 
.5838" 
."8Ho 
."8369 
.58357 
.58345 
."R343 
.51332b 
.58314 
.5tnofl 
.!f,8283 
.58271 
.58252 
.58204 
.58182 
.58046 
.00138 

8.704 ,75895 ,698b7 .84573 ,99984 .99880 

GAIN. 27.785 DB = 600. -$IE? ;L 
FEED BLOCKAGE ANGL.E = .000 DEGREES 
TOTA~ RADIATED POwER FOR GIVEN PATTERN = 
TOTA~ RADIATED POWER REFERE~CE PATTERN = 
ETAR • 1,00000 (GIVEN PAT. POWER I REF. 
NUMBER OF TERMS USED IN INTeRPOLATIONS = 3 

,277135/j.04 WATTS 
,277658.0'1 WATTS 
PAT, POweR) 

EFFICIENCY CALCULATED FOR H = (1. EVEN) CASE ONLY 

FREQa,20.7GHZ. GRDOVES;O.3438~AMBDA 

ETA B 
(ALOCK) 

1.00000 
t.oO()OO 
1.00000 
1.00000 
1.00000 
1.00000 
1.O{)OO(l 
1.00000 
1.00000 
1.00000 
\.00000 
1.0001JO 
1.00000 
1.00000 
1.00000 
1.00000 
\.00000 
1.0/)000 
1.0UOOO 
\.00000 
1.00(1)0 
1.00000 
\.00000 
l.OOOOO 
1.0()OOO 
1.0(01)0 
1.00000 
1.00000 
1.00000 

1.00000 

ETA ~ 
( HI; 1 ) 

t .00(01) 
1.00000 
l.noooo 
1.00000 
1 .0 (\ t) 0 0 
t.O()()()O 
1.00001) 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
l~ooOOO 
1.00000 
\.00000 
1.00000 
1.00000 
1.0CO(lO 
1.000(,1) 
1.()000u 
1.00000 
1.000(10 
1.00000 
1.00000 
1.00000 
1,00000 
1.00000 

1,00000 

7.411 INCH. APERTURE. lQ.f)75 INCH LONG, O.lQb INCH GROOVES 9.883 D~G FLARE 

Fig. 1 (contd) 



HVBRID MODE HORN PROGRAM 

ALL OI~ENSIONS IN INCHES 

CARD OUTPUT FOR FAR.FIELDS 

LENGTH OF PHASING SECTIONa .OUOUO 

DIAMETER OF PHASING SECTIUN= .38000 

AXIAL LENGTH OF FLARE S~CTION= 12.45100 

APERTURE DIAMETERa 4.72000 

GROOVE OEPTHII .12500 

THE FAR.FIELD PHASE ~EFERENCE POINT IS .00000 INSIOE THE HORN APERTURE 

FLARE SECTION HALF ANGLEg 

RADIUS FROM VERTEX TO APERTURE CAP= 13.745]0 

SPECIFIED FREQUENCY~ 31.40000 GHl. 

NUMUER OF POINTS USED IN FLARE SECTION PHASE SHIFT INTEGRATION= II 

MODE 

MODE PHASES AT BEGINNING OF P~ASING SECTION 
AND APERTURE LONGITUDINAL FIELD AMPLITUDES 

HE MODES fH MODES 

VOLTS DEG VOLTS DE(; 

1.00000 .00000 .000 () 0 .00000 

Fig. 2. 31.4-GHz horn computer printout 
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ANT~NNA F~fO EFFICltNCY 

o 

4.720INCH, APERTU~E,12.451NCH LONG,0.12SI~CH GROQVES,9.H8l DEG FLARE 

THETA 

1.000 
2.000 
3.000 
4.000 
5.000 
0.000 
7.000 
8.000 
9.000 

10.000 
It.OOO 
12.000 
13.000 
14.000 
IS.000 
1&.000 
17.000 
16.000 
19.000 
20.000 
21.000 
22.000 
iB.oOO 
24.000 
25.000 
20.000 
27.000 
28.000 
29.000 
30.000 
31.000 
32.000 
33.000 
34.000 
35.000 
30.000 
37.000 
3f\.000 
39.000 
40.000 
41.000 
42.000 
43.000 
44.1)00 
4S.000 

ETA T 
(OVERAL.l.) 

.0430& 

.15779 

.lO~5S 

.4'5&65 

.57&75 
• bo fI~o 
.71700 
.74784 
.75582 
.74111 
.70780 
.&bt/55 
.b192b 
.57431 
.52815 
.48075 
.43513 
.3935? 
.35492 
,.H799 
.28392 
.c?51.129 
.22850 
.20582 
.1~70b 

.\123'" 

.lb018 

.\4960 

.14054 

.t31bij 

.\2254 

.113'12 

.tOb17 

.09938 

.093~b 

.068'14 

.oA389 

.018'17 

.07437 

.07031 

.0(-)702 

.Ob307 

.0/)028 

.05716 

.(15440 

ETA S 
(SPIl.L> 

.04304 

.15792 

.:H(l2t) 

.46430 

.5980'; 

.705b7 

.7'1042 

.f!.5027 

.~0502 

.93812 

.95~8b 

.97175 

.98052 

.9609 2 

.9'11 B 

.993f19 

.'19552 

.9Qb58 

.99747 

.99817 

.99ij/)J 

.99884 

.99902 

.99922 

.'1'193'1 

.9'1950 

.9995S 

.99'1(;,0 
,999bb 
.99972 
,9Q'17b 
,94 978 
.9'1979 
.99981 
.99'164 
.99980 
.99987 
.9Q9Bt) 
.9<)98& 
.9Q990 
.9Q991 
.9'1'192 
.Q9'192 
.q9Qq3 
,9QQq3 

ETA I 
( I LL u~1) 

.qQQQ3 

.99881 

.99"32 
• (H3352 
.9(;'471 
,93875 
.9081'1 
.81435 
.83b09 
.79151 
.740An 
.b8782 
.63b97 
• C;QO 1)8 

.54587 

.502Qu 

.46195 

.1J2,482 

.3922 1J 

.lb302 

.33577 

.31031. 

.287 11b 

.26743 
,24'150 
.23282 
.21718 
,?Oa9S 
.19041 
.179t)9 
.lb853 
.t5853 
.14927 
.14095 
.13344 
.120 /1 5 
.tl1)80 
• \ t349 
.107b8 
.I02IJ? 
.0'1757 
,092qQ 
.OfH;60 
.0134 110 
.08051 

E.TA X 
( X.POl.) 

1.00063 
\.00037 
1.(\(\012 

.9Q9F;Q 
,9Q976 
.q9976 
.QQ982 
.Q9986 
.9Q9i1b 
,9Q98? 
.99'/80 
.'19981 
.99983 
.99Q81J 
• qq9f\/J 
,'1 9 983 
.'19983 
.QQ9A3 
.99983 
.Q9QH3 
.9'19t13 
,9QqA3 
.99983 
.QQ983 
.9Q9A3 
.99Qfl3 
,99'183 
.Q'1983 
.99983 
.QQ983 
.99983 
.Q9'1U3 
.'19983 
.99983 
.9'/983 
.99Y83 
.9'1'183 
.9'1983 
,Gl9'/83 
.99983 
.99983 
.'IQ'1H3 
.9Q 'nl3 
.99983 
.99983 

Fig. 2 (contd) 

UA P 
(PHASE) 

1.00000 
.9Q99Q 
.999 Q9 
.49999 
.99987 
.9995(l 
.49909 
.99902 
.q99C? 
,99825 
.99656 
.991J45 
.991"1'1 
.9H631J 
.47h17 
.96182 
.94b35 
.92967 
.4073('1 
.ij7771 
.b4l-9, 
.ij2053 
.79583 
,17036 
.75n34 
.74077 
.73799 
,737'71! 
,73647 
.735bO 
.72740 
.71tH17 
.71150 
.70533 
.70366 
.70354 
.70051 
.(91)07 
.09080 
.*>8733 
.06708 
• b8/J8L1 
,*>6052 
.07762 
.07659 

ETA 1'\ 
(f~LOCK ) 

1..00000 
1.0()000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1 • (II) 0 (l () 
1.00000 
1.00000 
1.00000 
1.00000 
\ .0000(1 
1./l1)t)00 
1.00000 
1.00000 
1.00000 
1.0(01)0 
1.0(01)0 
1.001)()0 
1.01.)000 
1.00000 
1.000vO 
1.00000 
\ .00 r. \1 (\ 

1.(10000 
I.QOooO 
1.00000 
I.OOQOO 
1.00000 
1.00000 
1.00000 
I.OO!)OO 
1.0000(1 
1.0000(\ 
1.000(10 
1,01.)00(1 
1,III.lClOO 
\.00000 
1.000()Cl 
1.000(10 
1.000(l0 
1.00000 
1.0(1)1)0 
1.000(1) 

1.000(1) 
1.(lOOO() 
l.noOOo 
!.(loono 
1.00000 
1.00000 
1,110000 
1,00000 
1,(10000 
1.00000 
1 • (\ (I 0 0 () 
t.o(JOOO 
l,ilOOOO 
1.00000 
1.00000 
1.00000 
1.1.10000 
1.00000 
I.HOOOO 
1.00(100 
1.00000 
1,00000 
1.000no 
1.()OIlOO 
l.fJl.lvOO 
1.0()OOO 
1.00000 
1.0()000 
1.00000 
1.(I000n 
\,00000 
1,00000 
t.ooooo 
1,00000 
1.00000 
1.00000 
1.0f)000 
1.00'>00 
1.0(11)00 
1.(1)tlOO 
1.1l(l()(1t' 

1.()OC)QO 
1.00000 
1, (I () 00(\ 
1. o r.lOOO 



THETA 

40.000 
47.000 
48.000 
1.19.000 
50.000 
51.000 
52.000 
53.000 
54.000 
55.000 
50.000 
57.000 
58.000 
59.000 
60.000 
01.000 
02.000 
03.000 
04.000 
65.000 
00.000 
67.000 
68.000 
09.000 
70.000 
71.000 
72.000 
73.000 
74.000 
715.000 
70.000 
17.000 
78.000 
79.000 
60.000 
81.000 
82.000 
83.000 
8a.ooO 
85.000 
86.000 
87.000 
6S.000 
89.000 
90.000 
91.000 
92.000 
93.000 
94.0010 
915.0010 
Yo.OIlIO 
97.000 
96.000 

ETA T 
(OVERAL.L.) 

.05203 

.oa952 

.0470q 

.01.1503 

.01J30B 

.01J11! 

.03q20 

.03701.1 

.03b\)7 

.0341.18 

.OB08 

.03176 

.030 4 3 

.02q20 

.0260~ 
,026QI) 
,02589 
,0249:S 
.02'SQI.l 
.02301.1 
.0221Q 
.02131.1 
.02050 
.01981 
.01907 
.(}l83Q 
.01772 
.o17a8 
.01b48 
.01586 
.011533 
.011.178 
,01426 
.01377 
.01326 
,01283 
.01238 
,011 QS 
.'l'l t 54 
.IH \11.1 
.01076 
.0I103q 
.1]110(13 
.(1)0969 
.v093S 
.OQQ03 
• ~)0872 
.00842 
'('0~13 
.007At.. 
,00758 
.00132 
.00707 

ETA S 
(SPILL) 

.9QQ43 

.9Q'1Q /.l 

.QQ'1Qrs 

.qQq 4 S 

.qqQ9S 

.9'1 '1 QS 

.'1~qQ6 

.Q9'1 9 0 

.9q"~b 

.qQQQ7 
,qqQ'H 
.99Q97 
.q9Q97 
.q9Q97 
.9Qq97 
.q99'H 
.99998 
• QQq'Hi 
,1.1'1'198 
,'19998 
.Q9996 
,99'198 
.qq9Qa 
,QQq9a 
,9"1'199 
,9QQ9Q 
.'1'19'19 
.99Q9q 
,Q9Q9Q 
.9QQQQ 
.q99Qq 
.qQql/9 
.qqQQQ 

1.00000 
1.00000 
1.00000 
1.UOOOO 
'.011000 
1.00()00 
1.00000 
1.0(1000 
t.OOOvO 
t.OOOOH 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
\.00000 
1.00000 
\.00000 
t.ooooo 

ET A I 
(ILl.UM) 

.07694 

.073h'3 

.0-'051 

.l)t)751 

.061.1bH 

.061~C; 

.059 28 
• O~;bqO 
• O~j407 
, o~;255 
.oso',52 
,0 11851.1 
.011663 
• (lIIIJA2 
• Oln 12 
,0 11153 
.0 11003 
,03A60 
.0:n?2 
• O:~SqO 
.O:~1J61 
.o:n3n 
.03215 
.O:HoO 
• Oj~qqo 
.OJ?8A7 
.Oj~7Be 
.O?b9/.1 
.OJ?60/J 
,Oj~S18 
.Oj~1.I3S 

.onS4 

.Oi!277 

.Oc~201 

.0;~1i?8 

• Oi~{)S7 
.01q~b 
.0\922 
.01857 
.01795 
.01734 
.01076 
.01020 
.01 SOb 
,01513 
.0\463 
.011.111.1 
.0130 7 
.01321 
.. 01277 
.,0123" 
"vl1 Q 3 
.,01153 

ETA X 
(x .. rOL) 

.9'1983 

.q99P.3 
• q!,l9~n 
.qq~83 

.qQQF33 

.Qq4H3 

.99483 

.Q9983 

.9'1'11\3 

.99(1113 

.qqge3 

.qq9B3 

.'19983 

.99Q1:l3 
, q9'Hl2 
.9qQ8? 
.Q9982 
.999A2 
.999f?? 
.qqQ82 
.qQQB2 
.qQ 982 
.9QQP,2 
.99982 
.qQQ8? 
.99Q82 
.949A2 
.'1(.)982 
.99982 
.9Q9A2 
,9QQh2 
.99Q82 
.QQ9S2 
.9Q982 
.999f12 
.9'1982 
.QQQS2 
.QQ982 
.99Q82 
.'1Qq82 
.9'1"182 
.9qq82 
.qq982 
.qQ982 
.9'1982 
.q9q~? 

• Q9 cH',2 
.Qqq82 
.9 QQS2 
.9qQ82 
.'19 98? 
.qQqf\j) 
.Qqq82 

Fig. 2 (contd) 

UA P 
( f> ~i A 5 E ) 

.07635 

.67?/)1.I 

.0fJflo'3 

.66711l 

.6bbQ";, 

.60SII 

.60;>44 

.0/)1/J5 

.65~q7 

.65blt­

.b5/JQJ 

./)~/.I37 

.05273 

.05167 

.t>5141 

.61~(n 7 

.01.1697 

.bl.lh09 

.b 1n40 

.01121)1l 

.011132 

.039Q o 

.63'1t>3 

.03921 

.b377R 

.b3718 

.63"03 

.63395 
,032 Q? 
.03071 
.02&:17\ 
,027QI-. 
.626b2 
.b251>3 
.b2420 
.b23bl.l 
.62251.1 
.02202 
.0213'1 
.02077 
.b201l/J 
• b 1 'In 
.blQlJ2 
.b1673 
.018'26 
.61766 
.0170\ 
.b16119 
.61572 
.01523 
.01t143 
.61392 
.61316 

ETA B 
(BLOC'<) 

1.()001l0 
I.HOOOO 
1.00000 
1.00000 
1 .0 1) 000 
1.0(' 0 00 
1 .• 00000 
1.00000 
1.00000 
,.oooon 
t.O(lO(11) 
t.OOOQo 
1.00000 
1.0 nov 0 
\.110000 
1.00(1)0 
\.00000 
I.OOOVO 
\.00(1)11 
I.OQI)U() 
1.00000 
1.00000 
1.(10000 
l.oooor) 
1.000()O 
1.00000 
I.ooono 
1.00000 
t.OOOOO 
I.OOOOll 
1.00000 
1.00000 
1.00000 
\.0000(1 
1.00000 
1.0001)0 
1.000(10 
1.00000 
1.0UOOO 
1.00000 
1.000(lO 
1.00000 
1.(10000 
t.OQOOIl 
1.00000 
I. flOOI)O 
I .1) 0 0 \FJ 
I .0 () 0 II 0 
1,00000 
1.00000 
1.00000 
1.ovooO 
l.fli)OOO 

1.0()OOO 
l.(l(lOI)O 

1.()ovO~) 

!.OI)OUO 
1.00noo 
1. fI 0 I) 00 
1.l)r.ll)oO 
1.01)000 
1.0(l(\f)0 
1.00 0 00 
1.(001)0 
1.0(01)0 
1.(01)00 
\.0000 0 

1.00000 
1.0vooO 
1.()/lO{IO 

1.00000 
1.OOvOO 
1.00000 
1.00000 
1.0(lOOO 
1.000(\ (I 
1.00000 
1.00000 
t.OI)OOO 
1.00000 
1.00000 
1.00000 
1.000UO 
l.vOOOO 
1,OI)()OO 
1.0 fJ () ,I 0 
1.000n\' 
1.00000 
1.00000 
\,0(1)01) 

1.00000 
1.o0UO{1 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.noOOo 
1.0(lOOI) 
I.OoOnO 
1.00000 
1.00000 
1.0001')0 
1.000(10 
1.00000 
1.110000 
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THETA 

99.000 
100.000 
101.000 
102.000 
10l.000 
104.000 
105.000 
100.000 
107.0(10 
108.000 
109.000 
110.000 
111.000 
112.000 
113.000 
114.000 
115.000 
110.000 
117.000 
118.000 
119.000 
120.000 
121.000 
122.000 
123.000 
124.000 
125.000 
120.000 
,27.000 
128.000 
129.000 
130.000 
131.000 
132.000 
133.000 
134.000 
135.000 
136.000 
131.000 
138.000 
lH.OOO 
14n.ooo 
141.000 
142.000 
143.000 
144.000 
145.000 
140.000 
147.000 
148.000 
149.000 
150.000 
151.000 

ETA T 
(OVERALL) 

.00b82 

.006S9 

.00636 

.00&13 

.005Q2 

.00571 

.00551 

.00531 

.00512 

.004Q4 

.00476 

.00 4 59 

.0041~2 

.0042b 

.00410 

.00394 

.00380 

.00365 

.00351 

.OOBB 

.00325 

.00312 

.0029Q 

.00287 

.0027t:o 

.002b4 

.00253 

.00243 

.00233 

.00223 

.00213 

.00203 

.00194 

.00185 

.00177 

.00169 

.001bO 

.00153 

.00\45 
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X-Band Atmospheric Noise Temperature Statistics 
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IClear Air Noise Temperature Models for Goldstone 
S. D. Siobin, c. T. Stelzried, E. M. Andres, and M. M. Franco 

Radio Frequency and Microwave Subsystems Section 

X~band noise temperature data have been taken at Goldstone DSS 13 continuously 
since August 1975. This article updates the statistics of noise temperature increase above 
quiescent baseline for the years 1979 and 1980. The X-band data base now consists of 
five complete years of measurements. This article also gives clear air models for Gold­
stone, showing the seasonal noise temperature effects of changing surface water vapor 
densities for a particular atmospheric model. 

I. X-Band Atmospheric Noise TemperatUire 
Statistics at Goldstone, DSS 13, 1979 
and 19f1O 

A. Introduction 

Previous DSN Progress Reports (Refs. 1-3) have presented 
descriptions of the Goldstone DSS 13 X-band radiometer used 
for the microwave weather project. Statistics of zenith noise 
temperature increase above quiescent baseline for the years 
1975-1978 have also been presented. 1977 was a very dry year 
and 1978 was a very wet year. Cumulative distributions of 
noise-temperature increase for these two years tend to bracket 
the data for all the years. Comparisons with the existing CCIR 
(International Radio Consultative Committee) arid region 
global rain model (Ref. 4) and the cloud-based theoretical 
model of the DSN Flight Project Interface Design Handbook 
show the actual Goldstone measurements to lie between the 
two. This indicates that the existing models should be used 
and interpret(~d with caution for mission planning purposes. 

The noise temperature increases described are due to the 
atmosphere alone and do not include the effects of ground and 
waveguide contribution. Included in the noise temperature 
data, however, are small decreases in cosmic background con­
tribution due to increases in the atmospheric attenuation. This 
effect is quite small compared to actual atmospheric changes. 

B. Noise Temperature Statistics 

The cumulative distributions of noise temperature increase 
above quiescent baseline are shown in Fig. 1 for the years 
1975 through 1980. As an example, for the year 1980, 90 
percent of the time the zenith atmospheric noise temperature 
increase above the quiescent (undisturbed) baseline is 1 kelvin 
or less; 98 percent of the time the increase is 3 kelvins or less. 
Because of radiometer bias errors during the year, the 1980 
curve is the result of adjusting the noise temperature values 0.5 
kelvins higher; i.e., the initial data reduction yielded 0.5 kel­
vins at the 90 percent level; the adjusted value is 1.0 kelvins at 
the same percentage level. Table 1 shows cumulative distribu-
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tions by year-quarter for 1979. Table 2 shows 1980 data 
biased such that only 10 percent of the values for each 
year~quarter lie below 0 kelvins increase. A negative increase is 
statistically valid because it includes the effects of radiometer 
jitter above and below a nominal value. 

The change in zenith atmospheric attenuation associated 
with any noise temperature change may be calculated from the 
following expression: 

10 10g10 [ Tp A 10] 
T - t:.T 10 0

1 
p 

where 

T p effective physical temperature of the atmosphere, 
20' 280 K 

t:.T = noise temperature increase above baseline, kelvins 

A = baseline atmospheric attenuation at zenith, o 
~ 0.036 dB at X-band at DSS 14 

The atmospheric attenuation change at an elevation angle 
other than zenith may be approximated by: 

where 

t:.A(dB)z 

sin {;/ 

t:.A(dB)z = attenuation change at zenith 

{;/ = nonzenith elevation angle 

The noise temperature change at the non zenith elevation 
angle may be calculated from: 

t:.T=T[l- 1 ]'1O-Ao/IO 
e P LlA 110 

10 e 

where all quantities are defined above. 

II. Clear Air Noise Temperature Models for 
Goldstone 

A. Effects of Various Surface Water Vapor Densities 

The equation of radiative transfer has been integrated (for a 
particular atmospheric model) to determine microwave noise 
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temperature as a function of surface water vapor density and 
elevation angle for various commonly used microwave fre­
quencies. Since water vapor is the most commonly changing 
component of the troposphere, its temporal variation will 
introduce uncertainties in what is normally referred to as the 
"clear sky" baseline. These variations in noise temperature 
may be rather large, particularly at frequencies near the "water 
vapor line" (22.235 GHz). Tables 3 and 4 present noise tem­
perature and attenuation values for two antenna locations, sea 
level (as a reference) and a ground level of 1.032 km, the 
altitude of DSS 14 at Goldstone. For comparison, the altitudes 
of the other 64-meter antennas are 0.670 km (DSS 43, Can­
berra) and 0.796 km (DSS 63, Madrid). 

The primary effect of changing altitude in these models is 
to alter the amount of oxygen through which the antenna 
looks. The water vapor contributions will remain substantially 
the same, subject only to the line-width pressure broadening 
effect of the total atmospheric pressure. 

The particular atmospheric model used in these calculations 
is: 

(1) Water vapor density profile: P = Po e-hI2
.
0 

where 

Po = surface water vapor density 

h = height above surface, km 

(2) Temperature profile: 20°C at surface, -6.3 K/km lapse 
rate, 220 K minimum temperature 

(3) Sea level pressure 1013.6 mb, pressure profile 

p = p e-0.116 h 
o ' 

h in km, pressure scale height = 8.62 km 

The water vapor and oxygen absorption coefficients are 
calculated from expressions in Bean and Dutton (Ref. 5) modi­
fied slightly to yield agreement with values calculated by the 
J. W. Waters radiative transfer program (Ref. 6). 

B. Seasonal Clear Air X- and KA-Band Noise 
Temperature Models for Goldstone DSS 13 

Using figures for yearly water vapor distribution in Bean 
and Dutton (Ref. 5), clear air (oxygen and water vapor) 
models for noise temperature may be developed for Goldstone 
DSS 13. The results for DSS 14 will be very similar since both 
stations are at nearly equal heights above sea level (DSS 13 = 
1.094 km, DSS 14 = 1.032 km). Surface absolute humidity 



(AH) amounts at Goldstone for "dry" and "wet" months are 
given in Table 5. 

Assuming a normal (Gaussian) distribution of absolute 
humidity (not strictly true, however), 98% of the time 
(99% -1 %) the absolute humidity will lie within 2.33 standard 
deviations (2.33 a) of its mean value. Thus, for February, 1a = 
((9-2)/4.66) = 1.5 g/m3 . For August, 1 a = ((14-5)/4.66) = 1.9 
g/m3 

(two quarters each being the mean of the wet and dry quar­
ters). The yearly standard deviation (a) of the sum of four 
normal seasonal distributions of different means and standard 
deviations is found from 

Table 6 gives the water vapor seasonal surface models for 
the Goldstone area. 

Based on previously calculated DSS 13 (very similar to DSS 
14) models of oxygen and water vapor effects (using the 
model described above), the effects of these atmospheric 
components are given in Table 7. 

where 

a. standard deviation of each seasonal distribution 
I 

Pi = mean of each seasonal distribution 

P yearly mean 

The numbers in parentheses in Table 8 are the ± 1 a spread. 
Using Tabh~s 6 and 7, the seasonal water vapor and oxygen 

noise temperature effects (mean ± 1 a) can be calculated 
(Table 8). The mean is just the average of all year-quarters 

For a normal distribution (which the four seasons are postu­
lated to have, but not the year), approximately 68% of the 
time the values will lie between ± 1 a. 
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Table 1. Cumulative distributions of zenith atmospheric noise 
temperature increases above quiescent baseline at Goldstone, 1979 

TZXa 1st year- 2nd year- 3rd year- 4th year- Year 
quarter quarter quarter quarter total 

0 0.081 0.203 0.234 0.281 0.182 
1 0.880 0.983 0.983 0.890 0.936 
2 0.916 0.995 0.991 0.938 0.960 
3 0.930 0.998 0.993 0.964 0.970 
4 0.941 0.999 0.994 0.986 0.977 
5 0.948 0.999 0.995 0.995 0.980 
6 0.955 0.999 0.995 0.996 0.983 
7 0.960 0.999 0.995 0.997 0.985 
8 0.964 0.999 0.995 0.997 0.986 
9 0.968 0.999 0.996 0.997 0.988 

10 0.971 0.999 0.996 0.997 0.989 

aTZX = X-band zenith atmospheric noise temperature increase above 
quiescent baseline, K; e.g., 1st year-quarter, TZX = 3, 93.0% 
of data below 3-K increase. 

Table 2. Cumulative distributions of zenith atmospheric noise 
temperature increases above quiescent baseline at Goldstone, 1980 

(with biases, see text) 

TZXa 1st year- 2nd year- 3rd year- 4th year- Year 
quarter quarter quarter quarter total 

0 0.100 0.100 0.100 0.100 0.320 
1 0.650 0.850 0.700 0.928 0.885 
2 0.905 0.977 0.989 0.997 0.975 
3 0.920 0.981 0.998 0.999 0.980 
4 0.930 0.982 0.999 0.999 0.982 
5 0.940 0.983 1.000 1.000 0.984 
6 0.947 0.984 1.000 1.000 0.986 
7 0.953 0.984 1.000 1.000 0.987 
8 0.956 0.985 1.000 1.000 0.988 
9 0.961 0.985 1.000 1.000 0.989 

10 0.966 0.986 1.000 1.000 0.990 

aTZX = X-band zenith atmospheric noise temperature increase above 
quiescent baseline, K; e.g., 2nd year-quarter, TZX = 3, 98.1 % 
of data below 3-K increase. 
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Table 3. Clear air noise temperature and attenuation, goo elevation angle 
(W = surface water vapor density) 

Location Atmosphere 90° elevation 

and altitude components 2.3 GHz 8.5 GHz 21.0 GHz 32.0 GHz 
-----

O2 +Wg/m3 WV T,K A,dB T,K A, dB T,K A, dB T,K A,dB 

Sea level O
2 

+ 0.0 g/m 3 2.12 0.D35 2.29 0.038 3.23 0.053 6.38 0.106 

H" 0.000 km O2 + 3.0 g/m 3 2.13 0.D35 2.48 0.041 10.30 0.163 9.54 0.154 

O2 + 7.5 g/m 3 2.15 0.D35 2.78 0.045 20.50 0.327 14.29 0.228 

O2 + 10.0 g/m3 2.16 0.036 2.94 0.048 25.98 0.417 16.94 0.270 

O2 + 15.0 g/m 3 2.18 0.036 3.28 0.053 36.52 0.597 22.24 0.355 

DSS 14 O2 + 0.0 g/m 3 1.68 0.028 1.80 0.030 2.54 0.042 5.03 0.083 

H= 1.032.km O2 + 3.0 g/m 3 1.69 0.028 1.98 0.032 9.95 0.157 7.87 0.127 

O2 + 7.5 g/m 3 1.70 0.028 2.24 0.036 20.65 0.328 12.14 0.193 

O2 + 10.0 g/m3 1.71 0.028 2.39 0.038 26.37 0.423 14.52 0.230 

O2 + 15.0 g/m3 1.73 0.029 2.69 0.043 37.40 0.611 19.30 0.306 

Table 4. Clear air noise temperature and attenuation, 30° elevation angle 
(W = surface water vapor density) 

Location Atmosphere 30° elevation 

and altitude components 2.3 GHz 8.5 GHz 21.0 GHz 32.0 GHz ----
O2 +Wg/m3 WV T,K A,dB T,K A, dB T,K A, dB T,K A,dB 

Sea level O2 + 0.0 g/m 3 4.21 0.070 4.56 0.075 6.41 0.106 12.61 0.212 

H= 0.000 km O2 + 3.0 g/m 3 4.24 0.070 4.94 0.081 20.22 0.326 18.76 0.309 

O2 + 7.5 g/m 3 4.28 0.071 5.53 0.090 39.56 0.654 27.87 0.457 

O2 + 10.0 g/m3 4.30 0.071 5.86 0.095 49.64 0.835 32.89 0.540 

O2 + 15.0 g/m 3 4.35 0.072 6.52 0.105 68.48 1.194 42.80 0.710 

DSS 14 O2 + 0.0 g/m 3 3.34 0.055 3.60 0.059 5.06 0.084 9.98 0.167 

H = 1.032 km O2 + 3.0 g/m 3 3.36 0.056 3.94 0.065 19.57 0.314 15.52 0.253 

O2 +7.5 g/m3 3.40 0.056 4.46 0.072 39.83 0.656 23.77 0.385 

O2 + 10.0 g/m 3 3.42 0.056 4.75 0.077 50.37 0.846 28.32 0.460 

O2 + 15.0 g/m 3 3.46 0.057 5.35 0.086 70.01 1.221 37.34 0.611 
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Table 5. Surface absolute humidity values for Goldstone area 

Month 
AH exceeded 99% 

Mean 
AH exceeded 1 % 

of time of time 

Feb. (dry) 2 g/m3 5 g/m 3 9 g/m 3 

Aug. (wet) 5 g/m3 10 g/m3 14 g/m 3 

Table 6. Surface water vapor density for Goldstone area 

Month 

February (dry) 

August (wet) 

Surface water vapor density, g/m3 

AH = 5.0 ±1.5 (la) 

AH = 10.0 ±1.9 (1a) 

Table 7. Noise temperature effects for oxygen and water vapor 
(OSS 13) 

Component X-band (8.5 GHz) KA-band (32 GHz) 

90° 300 
900 300 

elevation elevation elevation elevation 

Oxygen 1.78 K 3.54 K 4.96 K 9.84 K 

Water vapor 0.058 K 0.12 K 0.94 K 1.82 K 
1 g/m3 

TableS. Seasonal clear-air noise temperature models for OSS 13, mean ± 1 std deviation 

Elevation Atmospheric noise temperature, K Atmospheric noise temperature, K 
angle at X-band (8.5 GHz) at KA-band (32 GHz) 

Feb Aug Year Feb Aug Year 

90° 2.07 ±0.09 2.36 ±0.11 2.22 ±0.10 9.68 ±1.41 1439 ±1.79 12.04 ±2.30 
(1.98 - (2.25 - (2.12- (8.27 - (12.60 - (9.74 -
2.16) 2.47) 2.32) 11.09) 16.18) 14.34) 

300 4.12 ±0.17 4.69 ±0.22 4.41 ±0.24 18.94 ±2.73 28.04 ±3.46 23.49 ±4.47 
(3.95 - (4.47 - (4.17 - (16.21 - (24.58 - (19.02 -
4.29) 4.91) 4.65) 21.67) 31.50) 27.96) 
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Antenna Beam Solid Angle Relationships 
T. Y. Otoshi 

Radio Frequency and Microwave Subsystems Section 

Antenna beam solid angle is a critical system parameter whose value needs to be 
known accurately for some types of radio science experiments and radiometer system 
evaluations. Methods for determining antenna beam solid angle are not well known 
because this subject has not been discussed extensively in technical literature. This article 
fUlfills the need for a summary of useful formulas and methods for determining antenna 
beam solid angle. 

I. Introduction 

A method used by Franco et al. (Ref. 1) for verifying the 
performance of a 20.7/31.4-GHz Water Vapor Radiometer 
(WVR) system was to experimentally record the system noise 
temperature during the time that the sun drifted through the 
peak of the main beam of the WVR horn. Comparison of the 
measured to the known noise temperature of the sun provided 
a means for determining the accuracy of the WVR system. The 
main drawback to tlus particular method is that it is necessary 
to know the precise values of the antenna beam solid angle of 
the WVR horn for the frequencies at which the drift curve 
data were obtained. It was originally believed that knowledge 
of the antenna half-power beamwidths was sufficient informa­
tion for computing antenna beam solid angle. This assumption 
turned out to be incorrect for the general case and this 
discovery made it necessary to determine antenna beam solid 
angle by another method discussed in this article. 

The purpose of this article is to present some of the useful 
formulas and methods for determining antenna beam solid 
angle. To this author's knowledge, these formulas cannot be 
readily found in well-known textbooks or publications and, 
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therefore, this article should be useful to experimenters per­
forming similar types of radiometer system evaluations in the 
future. 

II. General Case Antenna Relationships 

In order to show the relationships of beam solid angle to 
such antenna parameters as half-power beamwidths and 
antenna gain, it is helpful to begin with some basic definitions 
given by Kraus in Ref. 2. Antenna beam solid angle S1 A is the 
angle through which all the power from a transmitting antenna 
would stream if the power (per unit solid angle) were constant 
and equal to the maximum value. A pictorial description of 
this definition may be helpful and is depicted in Fig. 1. 
Expressed mathematically 

where (0, ¢) are spherical coordinate angles andPn(O, ¢) is the 
antenna power pattern normalized to the maximum value and 



expressed mathematically as 

P «(JA-.) = P(O,rjJ) 
n ,,/-, P 

max 

The main beam or main lobe solid angle n M is expressed as 

nM = ff. Pn «(J,rjJ)sin(Jd(J drjJ 
.. maIn 

beam 

Beam efficiency is determined from 

f 1. P«(J, rjJ) sin (J d(J drjJ 

n
M 

• maIn 
beam 

eM = 
,QA 

.fil P«(J, rjJ) sin e de drjJ 

space 

It follows that 

n
A 

n
M 

eM 

(2) 

(3) 

(4) 

(5) 

It is often convenient to relate main beam solid angle to the 
antenna half·power beamwidth, i.e., the full beamwidth 
between the 3-dB points. In Ref. 2, the relationship is given by 
Kraus as 

(6) 

where 

kp = factor between about 1.0 for uniform aperture dis­
tribution and 1.13 for a Gaussian power pattern 

e HP = full beamwidth between half-power points on the 
(J-plane power pattern, rad 

rjJHP = full beamwidth between half-power points on the 
rjJ-plane power pattern, rad 

Substitution of Eq. (6) into Eq. (5) results in 

(7) 

which is a relationship not found in Kraus (Ref. 2) or Ko 
(Ref. 3). For an example application of the above formula, 

consider a large antenna with uniform aperture illumination. 
Substitutions of kp = 1.0 and eM = 0.75 values given by Kraus 
(Ref. 2) into Eq. (7) give the special case result of 

The above formula given by Eg. (7) is useful when the values 
of kp and eM for the horn or antenna are known or have been 
previously determined. In the general case, however, these 
values are not known and not easy to determine except for 
very special cases. A more direct approach to finding n A is 
desirable. 

A second method for finding n A is to obtain theoretical or 
experimental far-field patterns of the antenna at the desired 
frequencies of operation. Then one could use the fundamental 
definition of antenna beam solid angle given by Eq. (1) and 
perform a numerical integration of the normalized pattern. 
The pattern integrations can be carried out through the use of 
numerical methods similar to those used in JPL antenna com­
puter programs (Ref. 4). The disadvantage of this method 
might be that antenna pattern data, except in the case of small 
horns, might be difficult to obtain experimentally. 

A third method for determining n A is to use knowledge of 
maximum directive gain of the antenna. The directive gain is 
given as 

D«(J, rjJ) 
Pn«(J, rjJ) 4 

'-1--(21T--(1T------ = ~Q: Pn«(J, rjJ) 

ir; J
o 

J
o 

Pn«(J, rjJ) sin (J de drjJ 

(8) 

where 

Pn «(J, rjJ) = ~«(J, rjJ) = normalized power pattern 
max 

Then at (J = () 0' rjJ = rjJo corresponding to P(O,rjJ) = Pmax 

and the maximum directive gain is 
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so that 

41T 
=--

DM 
(9) 

Note that D(e, cp) is based entirely on antenna pattern data 
and that loss information is not required. The directive 
antenna gain differs from the actual antenna gain in that the 
latter includes losses in the antenna structure and feed. For­
tunately in the case of most WVR horns, the mismatch and 
waveguide losses are small and little accuracy would be lost if 
the actual antenna gain value were substituted for directive 
gain in Eq. (9). Antenna gain is a value that is generally known 
and, if not known, experimental techniques for determining 
maximum antenna gain are well documented. 

It is of interest at this point to derive a more general 
expression for kp' which is a constant used by Kraus and Ko 
for classifying antennas with various types of aperture illumin­
ations. From previous equations given above 

so that 

(10) 

III. Check Case 
In order to verify the relationships given in this article, 

calculations were performed for a circular aperture antenna 
with uniform aperture illumination. As given in Silver (Ref. 5), 
the normalized far-field pattern is of the form 

P,,(8) 
P P 

(11) 
max max 

where P E(8) and P H(e) are E- and H-plane power patterns, and 
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2J/u) 
A (u) =--

1 U 

= 0 

1f 
for o~e ~T 

J 1 (u) Bessel function of the first kind, first order 

1Td . [J 

u = - sm u 
A 

(12) 

and d is the antenna aperture diameter and Ao is the operating 
free space wavelength. To perform a check case, a value of 
d/Ao = 8.5732 was selected because it results in a half-power 
beamwidth value identical to that for one of the WVR horns 
used in a radiometer performance evaluation (Ref. 1). Theoret­
ical pattern data were calculated from the above equation and 
then used as input data for a JPL Efficiency Program of the 
type described in Ref. 4. The resulting values from the com­
puter program were 

EM 0.84028 

8
HP 

= 0.1201 rad (6.881 deg) 

cf>HP = 0.1201 rad (6.881 deg) 

which agree with values of gain and half-power beamwidths 
directly calculated from exact formulas given in Silver (Ref. 5) 
for this special case. Substitution of these computed values 
into the above Eq. (10) resulted in a value of kp = 1.008, 
which is in exact agreement with the value published by Ko 
(Ref. 3) for the uniform illumination case. 

Agreement with Ko's value of kp = 1.13 was also obtained 
for the case of calculated far-field patterns for a Gaussian 
aperture illumination. 

IV. Conclusions 

General case relationships for determining antenna beam 
solid angle have been derived and presented. If the maximum 
antenna gain of the antenna is known, then the expression 
given by Eq. (9) is the easiest one to use for computing 
antenna beam solid angle. The relationships given in this article 
should prove useful to experimenters desiring to use a drift 
curve method to evaluate radiometric system performance. 
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On Counters Used for Node Synchronization 
c. A. Greenhall 

Communications Systems Research Section 

A node synchronization algorithm for a quick-look convolutional decoder was given in 
a previous article, which left two assertions unproved. The present article proves these 
assertions and gives an estimate for the distribution of the time to false alarm. 

I. Introduction 

A suboptimal quick-look decoding algorithm for the Deep 
Space Network (DSN) (7, 1/2) convolutional code is discussed 
in Refs. 1 to 3. Figure 1 shows the encoding and decoding 
schemes (without error correction, which does not concern us 
here). To detect node synchronization, one can use an up­
down counter driven by the syndrome bits Pn as follows: If 
Pn :: 0, then the counter is decremented by 1; if Pn :: 1, then 
the counter is incremented by. a fixed positive integer k-1. 
The counter is not allowed to become negative, however, and a 
false-sync condition is declared if the counter reaches a certain 
threshold T. 

The probability of false alarm, PpA' is the probability of 
reaching T during the total time of use, given that sync is true. 
We want PFA to be small. References 2 and 3 give estimates 
for E FA' the expected time to false alarm, and execute a 
counter design based in part on the requirement E FA > > n b' 

the total number of bits seen by the decoder (specifically, 
EFA > 100 nb). This is dangerous because the ratio EFA/nb 
by itself gives no information about P FA. 

We have three aims here. First, the behavior of the node 
sync counter, called Counter 1, is estimated in Ref. 2 by 
comparing it to a certain random walk with independent steps, 
called Counter 2. Reference 2 asserts that Counter 1 is never 

above Counter 2. At the time, we carelessly regarded this 
assertion as obvious; in fact, it requires a substantial proof, 
which we give below. Second, we prove that the first-passage 
times of Counter 2 have finite expectation; Ref. 2 gives esti­
mates for these expectations without proving their existence. 
Third, we give a crude (but still useful) estimate for P FA. 

II. Proof 'That Counter 1 <: Counter 2 

First, we review the generation of the syndrome (Pn). 
According to Fig. 1, the syndrome is obtained by combining 
the outputs of two shift registers fed by the corrupted channel 
symbols s~ n' s;n. The shift register taps are given by the 
polynomials 

Let e 1 n' e2 n be the binary channel symbol errors, with asso­
ciated formal power series 
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Then, if 

we have 

(1) 

Next, we define the counters. Let €t (t = 1/2, 1,3/2,2, ... ) 
be the multiplexed symbol error stream, that is, En- 1/2 = eln , 
En = e2n . Counters 1 and 2 both start at zero. Let K I (n) = 
counter 1 state at bit time n, K2 (t) = counter 2 state. at time 
t = 1/2, 1, 3/2, 2, .... For our purpose we can ignore the 
absorbing barrier at T. Let k be a fixed integer ;;;. 2. By 
definition, 

= -1 O,K
I 

(n-I) > 0 

o ifP
n 

= 0,K
1 

(n- 1) 0 

KzCt)-K2(t-~)= 5k-~ ifE t 

2 ifEt = 0'K2(t-~» 0 

Theorem: Assume that eln = e2n = 0 for n <0. For any 
symbol error sequence (e In' e2 n: n ;;;. 1), we have 

If there were no reflecting barrier, the theorem would be . 
obvious, for let K; be Counter i without the barrier. For 
example, K'l(n)- K~(n-I)= kPn-I for all n. Then, as 
Ref. 2 points out, 

n 

K~ (n) = k L Pj - n < 5k LEt -n = K~(n) 
j=l t<n 

since each Et = 1 propagates a pattern of 5 parity errors into 
the future, and these patterns .are added modulo 2. 
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To prove the theorem with the barrier, we introduce 
another sequence ql' q2" .. and a third counter K3 . The 
formal power series 

is defined by 

which is just Eq. (1), except that now the arithmetic is not 
performed modulo 2. Thus, Pn = qn mod 2 <qn' The counter 
K3 is driven from the q n just as K I is driven from the P n' By 
definition, K3(0) = 0 and 

= -1 ifqn = 0,K
3 

(n- 1) > 0 

= 0 

Our purpose is to prove that 

(2) 

Since Pn < qn' we have Kl (n) - Kl (n - 1) <K3(n) - K3(n - 1). 
This proves the first half of Eq. (2). 

To prove the second half, we introduce the notion of burst 
event. We shall say that a burst event starts at the integer m if 
elm = 1 or e2 m = 1, and the previous 6 bit times are free of 
symbol errors. It ends (at integer time r> m) as soon as 6 
consecutive error-free bit times have occurred (at times 
r - 5, .. " r). (The event goes on forever if a run of 6 good bit 
times never occurs after m.) 

Let a burst event start at m. Let K~ be K3 without the 
reflecting barrier. We shall prove that 

for all n in the burst event. This means that the barrier does 
not influence the motion of K 3 during the burst event. If Eq. 
(3) holds for k = 2, then it holds for all k > 2 because the 
counter increments are greater. So assume k = 2. 

The proof goes by induction on n. Equation (3) holds for 
n = m - 1. Let n be in the burst event and assume that Eq. (3) 



holds through time n - 1. There is an integer i between n - 6 
and n such that eli = 1 or e2i = 1. By assumption, 

If e 1i = 1, then C2 = 1111001 propagates into the q n stream. 
If there are no other symbol errors from time i onward, then 
K3V) - K 3 (i _. 1) takes values 1, 2, 3, 4, 3, 2, 3 for j = i, ... , 
i + 6. Similarly, e2i = 1 by itself propagates C1 = 1011011 and 
causes K3(j)-- K3(i- 1) to take values 1,0,1,2,1,2,3. 
Although the counter dips to zero in this case (if 
K3(i - 1) = 0), the next increment, being positive, moves the 
counter away from the barrier. Since any other symbol errors 
between i and i + 6 cause the counter to take values above 
those just displayed, we have shown that 

for i < j < i + 6, in particular, for j = n. With Eq. (4), this 
completes the induction and proves Eq. (3) over the whole 
burst event. 

Consider now the behavior of K2 during a burst event 
starting at m. Each symbol error (at time n or n -. 1/2) 
contributes 5k to K~ immediately (combined with a constant 
drift of -1 per bit), whereas the 5k-contribution to K~ is 
spread over the times n, n + 1, ... , n + 6. Therefore 

(In fact, the two sides are equal at the end of the burst event.) 
In view of Eq. (3) and the relation 

valid whenever s < t, we have 

(5) 

for all n in the burst event. 

We are almost done. Before the first burst event (if it 
exists), K3(n) = K2(n) = O. During the first event, K3(n) < 
K2(n) by Eq. (5). If the: first event ends, thenK3 andK2 both 
start to decrease at the same rate until they hit zero or the 
second burst event starts (if it exists). Just before the start of 
the second event, K3 "'; K2. By Eq. (5), K3 < K2 during the 
second event, and so on. This proves the second half of Eq. 
(2), and completes the proof of the theorem. 

III. Proof That the Mean Absorption Times of 
Counter 2 Are Finite 

Since Counter 2 takes half-integral values with time steps of 
length 1/2, a simple change of variables (as in Ref. 2) brings 
the notation into line with the discussions of integer-valued 
random walks in Feller (Ref. 4). When we do this, we have a 
random walk, with independent steps, starting at height l. 
Each step is equal to d = 10 k - 1 with probability P, and -1 
with probability q = 1 - p. The walk is not allowed to go 
below 1 (reflecting barrier at 0) and stops if it reaches or 
exceeds an absorbing barrier at a = 2T + 1. 

Reference 2 uses the difference-equation method of Ref. 4 
to get bounds on the expected absorption time (without first 
proving that the expectation exists). Here, we use the same 
method to estimate the generating function of the absorption­
time distribution. For 1 < j < a - 1 and n ;;;. 1, let uj,n be the 
probability that the walk is absorbed at time n, !~ven that it 
starts at height j. The first step is to j + d or j - 1 and so 

Uj,n+l = PUj+d,n +quj_l,n (6) 

for 2 < j < a - d - 1, n ;;;. 1. If we account for the absorbing 
and reflecting barriers by imposing the boundary conditions 

o (O<j<a- 1) (7) 

(a<j<a+d- 1) 

then Eq. (6) holds for 1 <j < a - 1, n;;;' O. Introduce the 
generating functions 

n=O 

U. sn 
j,n 

(O<j<a+d- 1) 

which converge at least for lsi';; 1. Equations (6) and (7) are 
equivalent to the equations 

U.(s) = 1 
I 

(a<j<a+d- 1) 
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Fix an s, 0 < s < 1. The characteristic equation of Eq. (8), 

(9) 

has exactly two real, positive roots, Al (s), A2(S), which satisfy 
0< Al (s) < 1 < A2(S). The sequence 

satisfies an equation analogous to Eq. (8), plus the boundary 
conditions 

Because E/s) is also convex inj, we have 

E.(s);;:;'1 (a<"j<"a+d-l) 
J 

1 
pfl.+d(s) + qfl. I(S) = -fl.(s) (1 <"j<"a- 1) (10) 

J J- S J 

(a <"j <"a + d - 1)(12) 

We assert that flls) ;;:;. 0 for 0 <"j <" a + d - 1. To prove this let 

m = fl (s) = min {fl.(s): 0 <"j <"a + d - I} 
r J 

We want to show m ;;:;. O. If a <" r <" a + d - 1, we are done, by 
Eq. (12). Otherwise, we can assume r;;:;' 1 because of Eq. (11), 
and we have, from Eq. (10), 

p (fl -m) + q (fl -!!!.) = 0 r+d S r-l S 

Since flr+d ;;:;. m, fl r- 1 ;;:;. m, we have 

and so m;;:;' O. 

We have thus derived the bound 

(13) 
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By a similar argument, 

(14) 

where Fo(s) is like Eo(s) except that a is replaced by a + d - 1. 

From now on, assume that q > pd. An inspection of Eq. (9) 
shows that 

as s -* 1-. From this we see that (1- Eo(s))/(1- s) and 
(1-Fo(s))/(l-s) both tend to finite limits as s-* 1-. Hence, 
(1 - U1 (s))/(1 -s) tends to a finite limit D 1 . This shows, first, 
that the absorption time is finite with probability 1, and 
second, that its expectation is D l' In fact, the above limits give 
the same upper and lower bounds on Dl as Ref. 2 gives, 
namely 

where b = a + d - 1, and A is the unique real number satisfying 
A> l,pAd + qA- 1 = 1. Therefore, as in Ref. 2, we have 

because Counter 2 operates twice each bit time. 

IV. A Tail Estimate for the Absorption Time 

Let 7 be the absorption time for the random walk discussed 
in the last section, where the walk starts at height 1. Equation 
(15) gives bounds for E(7) = D 1, and we now desire a bound 
for the left-hand tail probabilities P{7 < n }. 

We say that our random walk Xn is reflected at time n ;;:;. I 
if X n- 1 = 1, Xn = 1. In other words, the walk returns to 1 and 
then tries to get to O. There is a certain probability a that the 
random walk is absorbed at a without ever undergoing a 
reflection. If, however, the walk is reflected, it "starts from 
scratch;" again it has probability a of being absorbed before 
reflection. Thus, if N is the number of reflections before final 
absorption, we have 

P{N= O} = a, P{N= 1}= (1- a)a,'" 

P{N=n} = (1-at a,'" 



We invoke the absurdly simple inequality 

r~N 

and its consequence 

P{r<n}";;P{N<n}=I-(1-Olt (16) 

For our situation this estimate is not bad; because p« 1 and 
the average drift rate pd - q is negative, most of the intervals 
between reflections have length 1. To use Eq. (16) we need to 
compute Ol. This is the familiar gambler's ruin problem with 
barriers at 0 and a. Again using the difference equation tech­
nique, Ref. 4, Chap. XIV, Eq. (8.12) gives 

A-I A-I 
----- ';;;;Ol.;;;;--
Aa+d - 1 - 1 Aa - 1 

(17) 

Letting Ol* = (A - I)/(Aa --I), we have 

P {r < n}';;;; 1 - (1 - Ol*t 

for nOl*2 « 1. Since Counter 2 operates twice each bit time, 
the false-alarm probability P FA for Counter 1 satisfies 

PFA ~ I-exp(-2n
b 

Ol*) 

(18) 

Finally, observe that 

, 1 Aa - A 
E(r)~E(N) = -;- 1 ~ ~ (19) 

The quality of Eq. (16) can be judged by comparing Eq. 
(19) with Eq. (15). Essentially, we are giving up a factor q­
pd in the mean. 

v. Numerical Example 
Let us substitute numbers from the design given in Ref. 2. 

The parameters are p = 6.13 X 10-3
, k = 8, T = Silo Then we 

have d = 79, a = 1023, q - pd = 0.5096, A = 1.016408599, 
Ol* = (A - 1)/(Aa - 1) = 11(1.037 X 109

). 

For the false-alarm probability during nb bits, and the 
expected false-alarm time, we have 

(20) 

Ol* 
E FA ~ 2(0.5096) ~ (21 ) 

In particular, if nb = 109 /100 = 107 bits, then P FA ~ 0.02. 

VI. Conclusions 

We have seen that it is not difficult to get practical esti­
mates for the behavior of Counter 2, a random walk with 
independent steps. It appears that the false-alarm time for 
Counter 2 is approximately exponentially distributed; esti­
mates for the distribution and its mean have been given. 
Although these estimates could be refined, we think that the 
real loss comes from the estimate "Counter 1 .;;;; Counter 2;" a 
brief simulation showed that the excursions of Counter 2 were 
much greater than those of Counter 1. The real PFA of 
Counter 1 is probably much less than the 0.02 upper bound 
based on Counter 2 theory. 
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The Deep-Space Optical Channel: I. Noise Mechanisms 
J. Katz 

Communications Systems Research Section 

The noise due to various sources in the deep space optical channel with a space-based 
receiver is analyzed. It is found that the worst case conditions occur during the encounter 
phase with planets. 

I. Introduction 

The DSN is currently considering optical frequencies for 
deep space communications. The basic parameters of optical 
communication systems are reviewed in Ref. 1. It is clear that 
a comprehensive understanding of the various noise mecha­
nisms existing in the channel must supplement any system 
design. 

It is the purpose of this article to discuss the effects of the 
noise in the optical link. In the following it is assumed that the 
receiving station of the link is located in space. This seems 
almost a necessity if one wants to utilize the potential advan­
tages of optical communication. When the receiving telescope 
is located on earth, additional disturbing effects must be taken 
into account. Those are not considered here, and can be found 
elsewhere (Ref. 2). 

II. Noise in the Optical link 

In this part we analyze the noise mechanisms that exist in 
the deep space optical link. First we consider the noise that 
exists in the channel, i.e., background photons in the propagat-

180 

ing medium. Then the various noise components in the 
receiver are reviewed. 

Assuming that the receiving telescope is located in space, 
the three main sources of noise in the optical region (from UV 
to IR) of the spectrum are: 

(1) Zodiacal light (ZL). 

(2) Integrated star light (lSL) from our galaxy (the "Milky 
Way"). 

(3) Noise from planets in flyby encounters. 

The first two sources are spacially continuous. The third 
source, and noise from other similar sources (Le., bright stars), 
is discrete. Less important noise sources are from diffuse 
galactic and extragalactic contributions. At certain wave­
lengths the background radiation can be very much higher due 
to the existence of specific atomic transitions. However, the 
number of such strong lines is very small and all of them lie in 
the UV region. 



If the receiver is located on the earth, then, in addition to 
atmospheric attenuation, there will be noise due to airgiow, 
scattered sunlight, moonlight, and other scattering phenomena 
in the atmosphere. These effects will not be discussed here. 

A. Zodiacal Light (nefs. 3, 4, 5, 8, and 9) 

Zodiacal light is sunlight reflected by interplanetary dust. It 
has both spectral and spatial features. In its spectral depen­
dence, we distinguish between two regions. For wavelengths 
shorter than about 3 Mm, the spectrum is similar to that of the 
sun, i.e., a black body at approximately 5700 K. For wave­
lengths longer than 3 ,um, the spectrum is mainly due to 
self-thermal radiation of the dust (i.e., similar to a 500 K black 
body). The spatial features of the zodiacal light are due to its 
distribution in the solar system (a disk in the ecliptic plane, 
about 4 AU in diameter and about 0.5 AU in height) and due 
to the angular dependence of the light scattering mechanism. 

Table 2 of Ref. 3 contains information about the amount 
of zodiacal light for different directions of observation. The 
data in that table is for A. = 5500 A, and the results should be 
divided by a factor of two when applied to our case (Le., 
A. ~ 0.8 to 0.9 m). Figure 1 presents the results for the most 
common case, which is operation in or about the ecliptic 
plane. As an example, for € = 90 deg, which is a typical case 
(the meaning of € is explained in the insert of Fig. 1), we 
obtain n

A 
~ 7 X 108 ph • s-l • cm- 2 • m- 1 • sr- 1 . For a 

possible system design (which assumes the Large Space Tele­
scope (LST), as the receiving antenna, a 2-Mrad detector field 
of view and a 10 A optical filter in front of the detector), this 
translates to about 10--2. noise photons per second. 

B. Integ ratted Starlight (Refs. 3, 6, 7, 8, and 9) 

Integrated starlight comes from direct starlight and from 
starlight scattered by interstellar dust. As zodiacal light, inte­
grated starlight also has spectral and spatial features. For 
wavelengths shorter than 0.4 Mm, the spectrum contains some 
yet unexplained details, with an apparent minimum wave­
length in the 0.2 to 0.3 Mm region (nA. ~ 108 ph· 8- 1 • 

cm-2 • Mm- 1 • SCI). For wavelengths longer than 0.4 11m, the 
spectrum is similar to that of a star that is somewhat hotter 
than the sun. The amount of noise is maximum in the galactic 
plane, and is about one order of magnitude lower at high 
galactic latitudes. A typical maximum value near the galactic 
plane is about n

A 
~ 109 ph' 8- 1 • cm- 2 • Mm- 1 • sr- 1 at 

0.9 Mm. This is about the same as that for zodiacal light. 

C. Noise from Planets in Flyby Situations 

When a spacecraft carrying an optical transmitter is in the 
encounter phase with a planet, the main source of received 
background noise is sunlight reflected from the planet. The 

irradiance EA. at the receiving aperture plane is given by 
(Ref. 10): 

ph 
(1) 

2 ' sec' cm2 • Mm 

where 

HA. = 4.5 • 1017 ph at 0.9 Mm (sun irradiance 
sec • cm 2 • Mm . 

at 1 AU) 

PA. = geometric albedo of the planet (related to the reflec­
tion coefficient) 

Rp = sun-planet distance, AU 
o 

R = Earth-planet distance, km 

Rp = Planet radius, km 

Relevant data for such calculations appear in Table 1. (We 
assume R = Rp0') The last column of Table 1 presents the 
results for the amount of noise photons per second that are 
received in the system described earlier in this section. The 
detailed dependence of the amount of noise photons collected 
on the receiving telescope field of view is shown in Fig. 2, 
which also includes, for comparison, the noise due to the 
following sources: 

(1) Noise from the sky; we have this noise when the 
receiver is located on earth (daytime and nighttime 
conditions). 

(2) Noise from the zodiacal light and from the integrated 
starlight (conSidered in the previous sections). 

(3) Noise from a weak star (mv = 6) in the field of view. 

We can conclude this section by saying that when the 
receiver is located in space, the dominant noise mechanism is 
the background noise of the planets during flyby encounters. 
However, this noise is still much lower than that for daytime 
reception with earth-based telescopes. 

III. Noise in the Optical Receiver 

In this section we will calculate the total amount of noise in 
the receiver. Again, we will assume that the optical receiver is 
composed of the large space telescope (Ref. 11) followed by a 
quantum detector. The telescope aperture is 2.4 m and the 
detector field of view is assumed to be 2 Mrad. 
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A block diagram depicting the major noise components in 
the receiver is shown in Fig. 3. We will follow this figure in 
calculating the magnitude of the noise components. 

a. Nb is the background radiation. Taking a Jupiter flyby 
as an example, we have (see Table 1) about 2 • 105 ph/s at the 
detector faceplate if we put a 10 A filter in front of it. (The 
results scale linearly with the filter bandwidth.) The back­
ground radiation is about three orders of magnitude lower in a 
Uranus flyby. 

b. Ns is the stray light from the sun_ Due to departures 
from the ideal in any practical telescope, some amount of light 
that is not admitted in the designed field of view nevertheless 
reaches the detector. From the specifications of the Large 
Space Telescope (Ref. 12), this noise is about 103 ph' s-I • 
cm-2 • pm-I. sCi at 0.9 pm, which gives a negligible contri­
bution to the total noise. 

c. Nth is the thermal noise from the telescope body, 
roughly given by 

1.54' 10
4 

Nth ""A • 2rr' /).A.. 9.1 • 1022 e T ph 
(2) 

at A. = 0.9 pm, where A is the area of the detector in cm2 , /).A. 
is the optical bandwidth in A, and T is the telescope tempera­
ture in K. We assume that the detector sees the telescope body 
through an angle of 2rr sr. For T= 300 K, /).A. = 10 A, and A = 
1 cm2 , we get about 50 ph/s, which is negligible. We note that 
because of the exponential dependence of Nth on the temper­
ature, relatively small changes in T can cause huge changes in 
Nth' For example, if T is increased to 400 K,Nth increases to 
3 • 107 ph/s, which IS no longer negligible. 

d. Ntis the total noise at the output plane of the receiving 
telescope. The worst case conditions are during flyby encoun­
ters, in which case Nt "" N b • In other situations, Nth can 
become the dominant component (but this case can be 
avoided by cooling the detector and restricting the angle at 
which it sees the telescope body (Fig. 4)). 

e. N'Y is the Cherenkov noise due to cosmic-ray activity at 
the vicinity of the detector (Ref. 13). The basic mechanism is: 
A high-energy particle enters the photomultiplier faceplate, 
and photons are emitted and detected by the photocathode. 
As a rough order of magnitude, the cosmic ray flux above the 
earth's atmosphere is 1 particle/s-cm2 , and each particle emits 
about 100 photons. For photomultipliers with 5-cm2 face­
plates this amounts to about 500 ph/s created at the faceplate. 
Due to geometric considerations and other design procedures, 
the number actually detected by the photocathode can be 
reduced by about an order of magnitude. Furthermore, the 
resulting noise event due to one particle is expected to be a 
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single strong pulse, followed by a few smaller pulses. One 
could conceivably detect the presence of such an event and 
partially, if not almost totally, remove its effects. 

f. N d is the noise due to photodetector dark current. Every 
dark-emitted electron is equivalent to l/np noise photons, 
where np is the photodetector quantum efficiency. (In the 
near infrared, photomultiplier tube (PMT) quantum efficien­
cies are about 4% at 0.9 pm, 18% at 0.85 pm, and more than 
20% at 0.8 pm. Operation around 0.85 pm is probably the 
most practical due to the availability of laser sources.) The 
main cause of the dark current at room temperature is therm­
ionic emission, which for typical near-infrared photomulti­
pliers is about 104 to 105 dark counts per second. This 
number can be reduced by 3 orders of magnitude by cooling 
the PMT to about - 20°C. An estimate for the photocathode 
dark current per unit area can be obtained from the Richard­
son's equation (Ref. 14): 

Ew 

Id 120 T2 e kT A 
(3) 

cm2 

where Ew is the photocathode work function (1.38 eV for 
GaAs). Due to the exponential dependence on the tempera­
ture, thermionic emission is negligible once the PMT has been 
sufficiently cooled. 

Other causes of dark current are ohmic leakage, secondary 
electrons released by ionic bombardment of the photocathode, 
cold emission from the electrodes, and light feedback to the 
photocathode. These contributions can be neglected in most 
practical cases. 

g. No is the total number of noise photons at the output of 
the detector obtained by summing the contributions of each 
noise source. It is important to note that by using a photo­
detector with high internal gain, one can design the system so 
that white thermal noise (of the form 4KTB) is not an impor­
tant noise factor. 

IV. Conclusions 

In the preceding sections we have surveyed the various 
noise mechanisms that exist in the link. From the system's 
operation point of view there are two very different situations. 
The first occurs during flyby, where the number of noise 
photons is of the order of 105 phis (Jupiter and Saturn flyby). 
The second is not during encounters, where the limiting factor 
is noise due to other mechanisms, for example, Cherenkov 
radiation. An intermediate situation is flyby near the outer 
planets (Uranus and beyond). 
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Table 1. Data for calculating flyby noise from the outer planets 

Linear Approximate Approximate number 
Approximate Radius FaV Geometric photon of noise photons/s 

Planet distance from R, from albedo at flux Ex at (LST receiver, 10-A 
the sunRp0 ' AU km earth, 0.9/LmPX 0.9 /Lm, ph optical filter, 2-itrad 

/Lrad s-cm2-/Lm detector field of view) 

Jupiter 5 71,000 200 0.33 5 • 107 2.105 

Saturn 10 60,000 90 0.33 4 • 106a 9.104 

Uranus 20 26,000 17 0.05 ±0.05 4.103 4. 1(j2 

Neptune 30 25,000 11 0.05 ±0.05 8 • 102 9.101 

Pluto 40 3,000 0.15 ±0.1 1 • 101 5.101 

aThis is an average value; the exact contribution due to the rings must be calculated separately for 
each case. 
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Burst Statistics of Viterbi Decoding 
L. J. Deutsch and R. L. Miller 

Communications Systems Research Section 

A mathematical model of Viterbi decoder burst error performance is presented. This 
model allows for computer generation of Viterbi-like error sequences quickly and inex­
pensively for applications where large amounts of data are required. The model was 
corroborated through comparisons with actual software decoder simulations. 

I. Introduction 

It is well known that the bit errors produced by Viterbi 
decoding are not at all independent. Instead, they tend to 
group together in error clumps known as "bursts." This 
happens because error events in a Viterbi decoder are caused 
by excursions from the correct path in the code trellis struc­
ture (Ref. 1). Hence the implementation of convolutional 
encoding with Viterbi decoding transforms a Gaussian chan­
nel (such as the deep space channel) into a fading channel 
(see Fig. 1). 

The DSN has adopted convolutional coding as a standard 
for deep space missions. The standard code is a (7, 1/2) con­
volutional code, which is currently decoded by Viterbi de­
coders. 

Until now, the preferred method for studying the Viterbi 
channel has been with actual Viterbi qecoding hardware or 
software. Running Viterbi decoder hardware for the purposes 
of such studies can be much more expensive than computer 
simulation. On the other hand, the software approach is 
usually so slow as to be prohibitively expensive. In this article, 
a method is presented for producing Viterbi-like error se­
quences both quickly and inexpensively using Monte-Carlo 
techniques. 

Software Viterbi decoder simulations (of the type de­
scribed in Ref. 2) have shown that burst lengths, as well as the 
times between consecutive bursts (known as "waiting times"), 
are very nearly geometrically distributed. The parameters 
needed to define these distributions are the average burst 
length, lJ, the average waiting time, til, and the average density 
of errors in a burst, e. Given these parameters, Viterbi decoder 
burst lengths, B, were observed to be distributed according to 

pr(B = m) = p (1 - p)m-l (m >0) (1) 

where 

p = I/lJ. 

Errors within bursts occur randomly with probability e. 
Waiting times, W, were observed to be distributed according 
to 

(W - ) - (1 )n-K+1 pr - n - q - q (n;;;'K-I) (2) 

where K is the constraint length of the code and 

q = 1/(U! - K + 2) 

This description of Viterbi decoder burst statistics is called the 
"geometric model." 
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II. Summary of Results 

A Monte Carlo software routine was written to generate 
Viterbi error sequences directly from Eqs. (1) and (2). The 
advantage of doing this is that Viterbi decoder simulation 
software requires several orders of magnitude more calculations 
per decoded bit than such random number generation tech­
niques. On the computer used for this study (an XDS Sigma-5), 
the software Viterbi decoder required about 2K - 7 hours per 
million bits for a code of constraint length K, while the geo­
metric model required an average of five minutes per billion 
bits. 

In order to validate the geometric model of Viterbi burst 
error statistics, the Viterbi channel of Fig. 1 was embedded 
in a Reed-Solomon coding scheme as shown in Fig. 2. The 
Reed-Solomon code used is a (255, 223) code capable of cor­
recting up to 16 8-bit symbol errors per codeword. This 
concatenated coding scheme is a proposed NASA standard for 
deep space missions (Ref. 3). Normally, the Reed-Solomon 
symbols would be interleaved to a depth of four or five so 
as to minimize the effects of Viterbi burst errors. In this 
article the symbols were not interleaved, in order to maximize 
the effects of the bursts. The resulting Reed-Solomon word 
and bit error probabilities were calculated by tabulating the 
errors generated using both a Viterbi software decoder and a 
Monte-Carlo routine that generated random bursts and waiting 
times according to the geometric model. 

The results of these comparison runs are shown for various 
convolutional codes in Figs. 3 to 8. (Some of the curves ex­
hibited in these figures run off the edge of the page since the 
next data point was too low to be plotted on the same scale.) 
At high signal-to-noise ratios (SNRs), fewer error events were 
observed, and hence the uncertainty in the results is higher at 
these points. Error bars indicating a 90% confidence interval 
are included in Fig. 5. It can be seen that the geometric model 
and the actual data agree to within the uncertainty of the 
experiments. 

III. The Definitions of "Burst" and 
"Waiting Time" 

Denote the constraint length of the convolutional code 
under consideration by K. Consider a sequence of bits output 
by the Viterbi decoder of the form 

188 

K -1 B K -1 

~~~ 
eee . . . e e xxx . .. x e eee... e 

where the letter c represents a correctly decoded bit, an e 
represents a bit error, and an x may be either correct or in 
error. Suppose also that there is no string of K - 1 consecutive 
e's in the sequence xxx . .. x. Then the string exxx ... xe is 
called a "burst" of length B. The motivation behind this 
definition of a burst is that a string of K - 1 consecutive 
correct bits will return the Viterbi decoder to the correct 
decoding path. A string of e's between two bursts will be 
referred to as a "waiting time." 

IV. Derivation of the Geometric Model of 
Burst Statistics 

A random variable X is said to be geometrically distributed 
with parameter pe [0, 1] if 

pr(X=s)=p(l-py (s = 0, 1, 2, ... ) . 

For the purposes of this section, a random variable Y satisfies 
a "modified geometric distribution" of parameter pe [0, 1] if 
there exists a positive integer d such that 

preY = s) = p (1 _ p)s-d (s = d,_ d + 1, d + 2, ... ) . 

In this case, Y will be called d-geometrically distributed. 

It is shown in Ref. 4 by a random coding argument that 
burst lengths for an "average convolutional code" have a dis­
tribution that may be upper-bounded by a I-geometric distri­
bution. In this report, it will be shown that for convolutional 
codes of constraint lengths seven through ten, burst lengths 
are, in fact, very nearly I-geometrically distributed. Moreover, 
the waiting times are (K - 1)-geometrically distributed. 

The tests that were used to exhibit these facts were essen­
tially the same for burst lengths and waiting times. For this 
reason, only the test for burst lengths will be described below. 

Suppose that a software Viterbi decoder simulation is per­
formed and N bursts are observed. Let B j be the length of the 
ith burst (i = 1,2,3, ... , N). Let B be the random variable 
representing burst length (so B j is the lih sample of the random 
variable B). It must be shown that 

pr(B.=s) = p(1_py-l 
I 

(s = 1,2,3, ... ) 

for some pe [0,1] . The fact that these probabilities must sum 
to one forces p = I(ii. 



For each m = 1,2,3, ... let Nm be the number of bursts of 
length greater than or equal to m. If the burst lengths were 
indeed I-geometrically distributed with parameter liB, then 
the expected value of N mlNn would be 

( I) m-n 
= (l-pr-n = 1- JJ . 

In other words, for N sufficiently large, 

1 - l(B ~ (N IN )l/(m-n) 
m n 

Since N is only moderately large in the software simulations 
that were performed for this study (on the order of 200 to 

500), the performance of this test can be improved by group­
ing bursts of several consecutive lengths into bins. Enough 
bursts were placed into each bin so that I - liB could be 
approximated to within 0.05 with 90% accuracy for each bin. 
These approximations remained reasonably constant between 
bins, indicating a successful test. 

As remarked in Section II, waiting times were found, by a 
similar test, to be (K - 1 )-geometrically distributed with 
parameter q :: 1/(W - K + 2), where W is the average waiting 
time and K is the constraint length of the code. 

The geometric model of Viterbi burst error statistics states 
that these bursts occur randomly according to these two modi­
fied geometric distributions. Errors within a burst occur essen­
tially randomly (except for the fact that each burst starts and 
ends with an error) with probability (j. To generate error 
sequences similar to those produced by a Viterbi decoder, 
only the quantities Ii, W, and (j must be known. These are 
tabulated for several codes and channel SNRs in Tables 1 to 4. 
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Table 1. Viterbi decoder burst statistics, 
3233013 (7,1/2) convolutional code Table 3. Viterbi decoder burst statistics, 

3103320323 (10, 1/2) convolutional code 

Eb/No, dB Jj W () 

Eb/NO' dB Jj W () 
0.5 25.84 131.2 0.564 
0.75 23.46 158.5 0.566 0.5 37.98 162.4 0.511 
1.0 21.07 220.5 0.571 0.6 35.99 184.8 0.512 
1.1 19.78 275.8 0.574 0.7 32.72 221.7 0.517 
1.2 19.27 293.2 0.574 0.8 30.11 248.5 0.515 
1.3 18.02 371.2 0.573 0.9 28.07 292.9 0.518 
1.4 17.46 430.6 0.573 1.0 26.98 353.0 0.523 
1.5 17.01 474.1 0.578 1.2 25.16 526.7 0.530 
1.6 15.76 600.8 0.578 1.3 22.86 601.0 0.530 
1.7 15.21 702.2 0.579 1.4 21.15 857.6 0.537 
1.8 14.32 847.0 0.586 1.5 21.13 983.6 0.531 
1.9 13.50 931.7 0.584 1.6 20.86 1217 0.545 
2.0 12.89 1122 0.590 1.7 18.8Q 1566 0.541 
2.5 10.17 3258 0.599 2.0 16.95 4048 0.551 
3.0 8.67 9596 0.584 2.5 14.14 2.5E4 0.585 
3.5 6.70 3.7E4 0.630 3.0 11.25 2.5E5 0.622 
4.0 4.40 2.0E5 0.591 

Table 2. Viterbi decoder burst statistics, 
7376147 (7,1/3) convolutional code 

Table 4. Viterbi decoder burst statistics, 
7461776427 (10,1/3) convolutional code 

Eb/NO' dB Jj W () 

0.5 16.80 228.3 0.596 E/No' dB Jj W () 

0.6 15.79 258.6 0.598 
0.7 15.31 290.1 0.601 0.5 25.29 398.1 0.533 
0.8 14.70 308.2 0.602 0.6 24.84 455.3 0.532 
0.9 13.94 355.5 0.605 0.7 22.06 549.4 0.539 
1.0 13.24 440.1 0.612 0.8 21.37 642.4 0.541 
1.1 13.13 473.5 0.611 0.9 20.76 813.0 0.540 
1.2 12.13 567.1 0.613 1.0 19.34 990.1 0.540 
1.3 12.01 663.4 0.615 1.2 17.68 1606 0.546 
1.4 11.40 787.2 0.620 1.3 16.33 2094 0.555 
1.5 11.30 980.8 0.624 1.5 14.08 3245 0.566 
1.6 10.79 1146 0.622 2.0 11.21 1.6E5 0.566 
2.0 9.46 2556 0.636 2.5 8.20 6.8E5 0.646 
2.5 7.53 8613 0.653 
3.0 6.35 2.9E4 0.685 
3.5 7.25 1.2E5 0.672 
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An Efficient Technique for the 
Performance Evaluation of Antenna Arrays 

with Noisy Carrier Reference 
T. Y. Van and L. Clare 

Communications Systems Research Section 

An efficient computational technique is developed to evaluate the performance of 
coherent receivers with noisy carrier reference and multiple antennas. The received signal 
is assumed to be uncoded residual carrier BPSK (binary phase shift keying), with a PLL 
used for extracting the carrier. Explicit relationships between the error probabilities and 
the various system parameters are given. Specific results are given for the performance 
gain of combined carrier referencing over baseband only combining when the channel 
alignment process is ideal. A simple asymptotic expression for the performance gain is 
determined when the number of antennas used is increased without bound. An example 
using a Block III DSN PLL illustrates the performance of each arraying structure. The 
technique used in this paper is applicable to the performance evaluation for other 
receivers having similar decision statistics. 

I. Introduction 

This paper presents a technique for computing the prob­
ability of an uncoded bit detection error for a coherent 
receiver with a noisy carrier reference. The received signal is 
assumed to be a BPSK (binary phase shift keying) waveform, 
with a residual carrier that is extracted by means of a phase 
locked loop (PLL). The generality of the technique allows the 
application to multiple antenna receivers. In this paper, we 
compare two basic designs for antenna arraying: combined 
carrier referencing and baseband only combining. 

The structures of these two basic designs are illustrated in 
Figs. 1 and 2. Due to the different path lengths between the 
antennas and the transmitting source, the received RF signals 
will be delayed relative to each other. We assume that no 
attempt to compensate for these delays is made prior to the 
point of input illustrated in Figs. 1 and 2. 
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In baseband only combining (Fig. 1), each IF channel has 
its own PLL. Each PLL derives a reference which is used to 
demodulate that channel to baseband. The alignment of the 
baseband signals is then performed, after which they are coher­
ently added together. Bit detection is then accomplished using 
the combined signal. 

In combined carrier referencing (Fig. 2), the alignment is 
performed immediately at IF (intermediate frequency) thus 
allowing coherent summation and a resultant SNR gain at IF. 
A single PLL is now used to derive the carrier reference. The 
loop SNR is correspondingly higher than in the baseband case, 
hence the derived reference will have a smaller phase error. 
This reference is used to mix down to baseband, whereupon 
the detection is performed as in the baseband case. 

This paper compares the performance of each of these 
structures under the assumption that the alignment processes 



are perfect. We will see that combined carrier referencing 
yields superior performance. The problem, of course, is that it 
is more difficult to align at IF than at baseband. Thus com­
bined carrier referencing will be more costly and will depend 
more critically on alignment errors. 

The development of the technique presented in this paper 
was motivated by the anticipated need for antenna arraying at 
Voyager Uranus encounter. For this mission B L Tb will be 
much smaller than unity, where B L is the PLL loop bandwidth 
and Tb is the bit interval. The technique given provides an 
efficient means for evaluating the performance of a multiple 
antenna coherent receiver of uncoded BPSK data whenever 

BLTB« 1. 

Lindsey (Ref. 1) showed that whenBLT
b

« 1 the perfor­
mance evaluation of a (single antenna) coherent receiver 
reduces to calculating an integral of the form 

(

1< exp [pcosl/>1 Q(excosl/»dl/> 
1{ "o(P) • 0 

where 10 is the zeroth order modified Bessel function and 

f
oo _t2 /2 

Q(x) = _e - dt 
V2ii x 

(1) 

(2) 

The integral (1) may be computed by numerical integration. 
Alternatively, the integration may be carried out analytically, 
yielding an infinite series of Bessel functions. Neither of these 
methods are as efficient as the one described in this paper. 

Layland (Ref. 2) essentially showed that for baseband only 
combining (1) becomes a volume integral of dimensionality 
equal to the number of antennas. Results are given in Ref. 2 
for the two antenna baseband array. 

In the case of B L T b > > 1 the performance is easily com­
puted; expressions for the multiple antenna case are given in 
this paper. Exact performance evaluation for intermediate 
values of B L Tb is difficult, and has been approached using a 
Gaussian approximation for the phase error as well as the 
approximation cos I/> ~ 1 - 1/>2/2 for the detector characteristic 
(Refs. 3-5). Layland used these ideas for some of his two 
antenna baseband array results. We will not be concerned with 
these intermediate ranges in this paper. However, it should be 
noted that the performance for intermediate values of B L Tb 
can be bounded by the results obtained using the B L Tb « 1 
and B L Tb» 1 techniques; this is verified using convexity 
arguments (Ref. 3). 

Recent work on evaluating the performance of antenna 
arrays has been done by Divsalar, Hansen and Yuen (Ref. 12), 
and Deutsch, Miller and Butman (Ref. 13). Both of these 
papers are concerned with coded BPSK signals, and use num­
erical multidimensional integration to obtain specific results. 
Additionally, simulation results are reported in Ref. 13. Here 
we evaluate the performance for the uncoded BPSK signal. An 
upper bound on the bit error probability for the coded case 
can be obtained by applying the union bound to the uncoded 
results (Ref. 14). 

This paper is organized into six sections. The mathematical 
model will be developed in section II. The derivation and 
general form for the basic computational technique is pre­
sented in section III. In section IV we determine the relative 
asymptotic performance between the two arraying structures 
as the number of antennas increases without bound. Section V 
gives numerical results using receiver specifications from the 
Deep Space Network (DSN). Finally, the last section presents 
a summary and describes possible extensions of the technique. 

II. Mathematical Model 

Suppose that the incoming IF signals illustrated in Figs. 1 
and 2 are given by 

y (t) '=..J2iC cos [w/(t-t )+8 0 +8D(t-t )1 m m m m 

+n (t)m=I"'M m' , , (3) 

where 

M = number of antennas 

w/ radian IF 

80 unknown constant phase 

8 modulation index 

D(t) = NRZ (nonreturn to zero) data stream, consisting of 
equiprobable + or -1 symbols during each interval 
[(k - 1) T

b
, kT

b
), k integer 

Tb bit interval 

P signal power in the mth channel 
m 

t delay in mth channel due to path differences 
m 

n (t) = white Gaussian thermal noise in mth channel, 
m 

assumed to be independent of D(t) and of n/(t) for 
li=m 

N /2 m 
two-sided power spectral density of nm (I) 
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In our analysis we assume the alignment process is perfect 
in either case; thus we may take t = 0 for all m. m 

A. Baseband Only Combining 

Each PLL forms a carrier reference 

(4) 

where rfJm (t) is the phase reference error. From Ref. 6, the 
stochastic process rfJm (t) has a stationary probability density 
given by 

(5) 

where 10 is the zeroth order modified Bessel function, and 
where Pm is the loop equivalent SNR: 

P em 
Pm N B (P IN) m m em m 

where 

Pem = mth channel residual carrier power 

and 

= P cos2 e 
m 

B (.) = mth PLL loop bandwidth, which is a function 
m 

ofP IN em m 

Mixing r (t) and Y (t) yields the baseband signals m m 

(6) 

U (t) = ~ sin e D(t) cos [rfJ (t)] + q (t) m = 1, ... ,M m m m m 

(7) 

where q m (t) may be taken to still be white noise with density 
Nm/2. We approximate the situation by assuming qm(t) and 
rfJm(t) are independent processes. The bias term 

v'P:. cos e sin [rfJ (t)] m m 

has been subtracted out of (7). In practice, this term is 
spectrally isolated by multiplying D(t) by a squarewave sub­
carrier. 
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At this point the signals are aligned. We then form the 
weighted sum 

(Note that the values of the optimal weights are not obvious 
due to the noisy phase term.) 

The detector then finds (assuming perfect bit synchroniza­
tion) 

= D(O) t Wm ~ sin e fTb 
cos [rfJm(t)] dt+v 

m=l 0 

(8) 

where v is a zero mean Gaussian random variable with variance 

M 

L (9) 
m=l 

The Bayes estimate of D(O) is 

" { + 1 if Y B > 0 
D(O) = 

-1 if Y
B 

< 0 
(10) 

Assuming D(O) = +1 was sent, a bit detection error is made 
with probability 

PE
B 

= Pr {YB <0 ID(O) = +1} (11) 

B. Combined Carrier Referencing 

In this case the signals are aligned immediately at IF. Then 
the weighted sum is formed 

M 

z(t) = L W~ ym(t) (12) 
m=l 



The optimum weights are given by 

for any constant c =1= O. 

W' 
m 

The total signal power is 

( 

M 

Y' 
m~ 

and the residual carrier power is 

P = (~W' v'lC cose)2 c ,L.Jm m 

(13) 

(14) 

(IS) 

Since the noise adds non coherently , the resultant two-sided 
noise power spectral density is 

N 
2 

M 

L: 
m=l 

N 
W'2~ 

m 2 
(16) 

The case of combined carrier referencing is equivalent to a 
single antenna with the above power levels. The reference 
phase error cf> has a density of the form given by (S) where the 
loop SNR is 

P c 
(17) 

where B L (.) is the (single) PLL loop bandwidth. If optimal 
weighting is used then 

(18) 

The detector output is then 

Y, " D(O) 1,T, "" [<1(1)1 dl (t. w,;, yP;;; ,in 0) + v' 

(19) 

where v' is a zero mean Gaussian random variable with 
variance 

M 

L: 
m=l 

N T 
W'2~ 

m 2 (20) 

Using a decision rule similar to (10), we obtain a bit 
detection error with probability 

PE = Pr {Y <0 ID(O) c c +1} (21) 

III. Performance Evaluation 

The decision statistics given by (8) and (19) depend on the 
evaluation of the integral 

1 fTb 
Tb cos [cf>(t)] dt 

o 
(22) 

In general, we require the joint density function for every 
finite set of points to characterize the stochastic process cf>(t). 
However, if we assume B L T b < < 1, the integrand will essen­
tially be constant over the entire bit duration. Since the 
decision process is independent from one interval to the other, 
we can write 

1 JTb 
Tb cos [cf>(t)] dt"'" cos cf> 

o 
(23) 

where cf> is a random variable with density function given by 
(S). Hence for baseband only combining, from (8) 

M 

YB = D(O) L: O:m cos cf>m + V (24) 
m=l 

where cf>m is the phase reference error from the mth PLL, and 

O:m = Wm Tb ..JP;;, sin e , m = 1, ... ,M. 

Also, for combined carrier referencing, from (19) 

Y = D(O) 0:' cos cf>' + v' 
c (2S) 
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where q>, is the phase reference error from the single PLL and where In (P) is the nth order modified Bessel function. 

I a 
M 

T "W' . IPsin(} 
b L..J mvrm 

m=l 

As was pointed out in section II, determination of the 
performance of a carrier array is mathematically equivalent to 
that of a single antenna with the appropriate parameter 
settings. Therefore, we will concentrate on evaluating the 
baseband array performance, and identify the carrier array 
result as a special case. 

For baseband only combining, if we condition on D(O) = 

+ 1, the decision statistic Y B involves a random variable of the 
form 

M 

X = L: am cos ¢m 
m=l 

where the am's are constants and the ¢m's are independent 
random variables with density functions p(¢m) given by (5). 

We extend the density function P(¢m) to P(¢m) such that 

Hence 

and 

where 

C n,m 

From (5) 
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n=-oo 

p(¢ ) = p(¢ + 21T) m m 

n:::::-oo 

= _1 {'IT p(¢ ) e -jn<l>m d¢ 
21T m m 

-'IT 

C n,m 

1 I/Pm ) 

= 21T 10 (Pm) 
(26) 

The characteristic function of the random variable X can be 
found to be 

M 

n 21TrC J (-ua ) 
n,m n m 

m=l n=-oo 

(27) 

where I n (. ) is the nth order Bessel function. 

Substituting (26) into (27) and using the identities (Ref. 7, 
p.30) 

and 

we obtain 

I (p) = rJ (-jp) n n 

Jo(x+y) 
n=-oo 

M 

n 
m=l 

10 (Pm - juam ) 

10 (Pm) 

From (24) (or (25)), the decision statistic is of the form 

Y = X+n 

(28) 

(29) 

where X and n are independent and where n is a Gaussian 
random variable with zero mean and variance a2 

• n 

The characteristic function of the random variable Y will be 
given by 

Io(P - jua ) m m (30) 

From (11) (or (21)), the probability of making an error based 
on the statistic Yin (29) can be written as 

(31) 



Assuming we can interchange the order of integration, and 
recognizing (Ref. 8, p. 42) 

we can write 

1 1 
PE = - + ---

2 21Tj 

1 
1TO(U) +-;­

JU 

From the Taylor Series Expansion of <I> x(u), after some 
mathematical manipulation, we obtain (Ref. 9, p. 302) 

1 2 2 
1 00 (-I)k E[X2k-l] 100 

_ --anU 
PE = -2 + " U2(k 1) e 2 du 

~ (2k-l)! 
k=l' 0 

_ 1 1 00 (_1)n ~(X )2n+lJ 
-2 --Vi ~ n! (2n + 1) E ~ y'2a

n 

(32) 

The probability of error for baseband only combining is 
determined using (32) with the appropriate moments. From 
(24) and (9) these can be written as . 

where 

sinO, m 1, ... ,M 

(34) 

and 

is the energy per bit at the mth antenna input. The moments 
(33) can be evaluated by the iterative procedure shown in the 
Appendix. The technique given there is similar to the one used 
by (Ref. 10, 11). 

The probability of error for combined carrier referencing is 
also computed using (32). In this case (25) and (20) imply 

[( 
X )2n+lJ E a:: = E [(,6' cos ¢')2n+l ] (35) 

where 

M 

L: W~V2Ek 
,6' = k=l sin 0 

Jt,W?N[ 
(36) 

It is interesting to note that if X in (32) is almost surely 
constant then 

and 

PE -1 __ 1 ~ (_1)n f. X ) 
- 2 V1i ~ n! (2n+1) , v'2an 

2n+l 

(37) 

where Q(x) is given by (2). Equation (37) is the well known 
result for the error probability of using BPSK across a white 
Gaussian noise channel with no phase reference error. 

In the next section, we will show that for a large number of 
antennas, essentially the Strong Law of Large Numbers guaran­
tees that the kth moment converges to the first moment to the 
kth power. This has been observed in computations using the 
algorithm of the appendix. 

IV. Asymptotic Performance 

In this section we determine the performance of baseband 
only combining as the number of antennas approaches infin­
ity, and compare it to that of combined carrier referencing. 
The antennas are assumed to be identical and are weighted 
equally. For baseband only combining all the ,6m's of (34) are 
equal and given by 

(38) 

where Eb =: Em and No = N m for m = 1, 2, ... , M. Using (8) 
and (11), by first conditioning on the vector of phase errors, 
we obtain 

PE's = E [Q(B)] (39) 
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where Q(.) is given by (2), and B is the random variable 

The variance of B is 

where 

2Eb 
Var[B] = N sin2e Var [ZI] 

o 
(41) 

(42) 

Since IZ 11 < 1, Var [Z tl < 1. If we fix the total system 
energy per bit 

E = ME s b 

then 

tends to zero as M increases, and we may approximate B by its 
mean. Taking the expectation inside the integral (42) and 
using the density function (5) we obtain 

(43) 

where PB is the common loop SNR for each PLL. Thus for 
E biN 0 < < 1 (typically true for M > > 1 and fixed EslN 0) 

(44) 

To compare this with the performance of combined carrier 
referencing, PEe can be evaluated by (32) and (35), and is 
available in graphical form (Ref. 6). Alternatively, it may be 
possible to approximate PEe as well. Assuming a similar PLL is 
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used, M> > 1 implies P e > > P B so that the phase error will be 
essentially zero. Then from (35) and (37) 

(45) 

From (44) and (45) we can define the asymptotic power 
loss L~ due to baseband only combining relative to combined 
carrier referencing as 

(46) 

The conditions required by (46) will typically be satisfied 
whenM» 1. 

The results given thus far in this section are independent of 
any assumption on BLTB. If BLTB» 1 (slow rate model) 
then (42) can be treated as a time average, and (44) will be 
true for any M and Eb/No. PEe may be obtained using (44) 
and replacing PB by Pc' Thus we may defme the relative 
power loss for this case as 

(47) 

v. Numerical Example 

In both (33) and (35), the density functions of q/ and ifJm , 

m = 1, ... ,M, depend on the corresponding loop SNRs. The 
loop SNR depends on the loop bandwidth B L' which in turn is 
a nonlinear function of the input signal and noise levels. The 
specific PLL design we use for our numerical example is based 
on Deep Space Network Block III receiver data. The nominal 
loop bandwidth is 2B L 0 = 12 Hz. Hence for any given T b' e, 
and set of EmlNm and Wm,m = 1,2, ... ,M, the correspond· 
ing loop SNR can be determined from either (6) or (17). 

We consider an example where all antennas are identical 
and have unity weights (the theory does not require this 
assumption). In this case, all Em/Nm, m = 1, 2, ... , M 
become identical and are given by Eb/No, where EblNo is the 
energy per bit to noise ratio at each antenna input. Figure 3 
shows the error probability based on the bit interval being 50 
J.1S and the modulation index being 80°. Since B L Tb is much 



smaller than unity, (32) will yield exact performance results 
under the assumption the channel alignment process is ideal. 

Figure 4 shows the comparative performance difference 
between the two arraying structures for the same example. 
Since combined carrier referencing always gives superior per­
formance over baseband only combining, Fig. 4 shows the 
additional amount of signal energy required at each antenna 
input of the baseband array in order to obtain the same error 
probabilities as the carrier array. Note that when EblNo is 
small, there is not enou/:,,h signal power for the PLL to extract 
the phase reference in the baseband array. A large number of 
antennas is then necessary to match the performance of com­
bined carrier referencing. However, when EblNo increases, the 
performance of. baseband only combining matches that of 
combined carrier referencing with a small number of antennas. 

VI. Summary and Future Extension 

In this paper, we have examined the performance of two 
antenna arraying techniques which may be used in the Deep 
Space Network. The computational technique developed can 
be applied to any combination of antennas. These antennas 
need not be identical. A simple expression is given to deter­
mine the asymptotic comparative performance between the 
two arraying structures. 

Specifically, we have shown that with a Block III DSN PLL 
and three identical antennas, combined carrier referencing will 

provide a 0.2 to 0.3 dB improvement over baseband only 
combining for the range of interest. Explicit error probability 
versus E biN 0 is given for either configuration. As shown in 
Fig. 4, the ultimate gain to be achieved by using combined 
carrier referencing over baseband only combining is quickly 
approached with a small number of antennas. 

Throughout this paper it has been assumed that a BPSK 
signal is used. It would seem likely that the same technique can 
be used to determine the error probability for DPSK (differen­
tial phase shift keying). Also, in attempting to study the case 
of MPSK (M-ary phase shift keying) Signals, one encounters 
the following generalization of (31): 

PECk) = [~[~ <Py(u, v) 

where PECk) is the error probability conditioned on the kth 
message being sent, <Py is the characteristic function for the 
two-dimensional statistic X, and I k is the indicator function 
for the kth decision region. Evaluation of the inner double 
integral via generalized functions may provide an easily evalu­
atable expression for PECk). 
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Appendix A 

Evaluation of Moments 

This appendix describes the computation of moments for the 
random variable. 

M 

X =: L: (3m cos if>m 
m=1 

where (3m's are scalar constants and if>m's are independent 
random variables with the Tikhonov density functions given 
by (5). 

Define 

k = 0,1,2, ... 

Then 

for I = 1, ••• ,K and n = 1, ..• ,M 

and 
Therefore 

Y n = Y n- 1 +(3n cosif>n n = 1, ... ,M (A-I) 

Then 

where 

and 

From (A-I) 
Define 

Eyk = ~(~C)(3k-i E (yi ) E cos(k-j) if> (A-2) 
n L...J J n n-l n Then 

;=0 

n = 1, ... ,M k = 0,1,2, ... 

Hence all the moments of the random variable X can be 
evaluated recursively by (A-2) given E (cosl ¢n)' I = 1, ... ,K, 
n = 1, ... ,M, where K is the largest moment required. From 
Ref. 9, p. 376, 

and 

where 

EY = (Eyl Ey2 E13 ••• Eyk )' 
n n' n' n' , n 

(A-3) 

(A-4) 

(A-5) 

(A-6) 

(A-7) 
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and Using (A-7) 

o for j> i 

for j = i 

( ") (f3 ) (i-j) 
;; F(i_j) (Pn) for i > j 

where 
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Analysis of Capacitive Heat Exchangers 
Part I 

D. Schonfeld 

DSN Engineering Section 

Governing equations are developed for a simple capacitive heat exchanger. This type of 
heat exchanger consists of hot spherical particles falling through an ascending cold gas 
stream. The assumptions made in deriving the continuity, momentum and energy equa­
tions are clearly stated. The analysis yields a system of first-order, ordinary, nonlinear 
equations which form a complex boundary-value problem. Part II of this report will 
present the method of solution together with a comparison between the performance of 
capacitive heat exchangers and conventional counter flow ones. 

I. Introdulction 

Recently published works (Refs. I, 2 and 3) propose a new 
concept in heat exchangers. The main idea is to have particles 
of a "hot" fluid fall through an ascending "cold" fluid. The 
heat exchange between the hot and cold streams takes place 
inside a duct which physically contains the two flows. In most 
analyses, the "cold" fluid is a gas stream. The origin of the hot 
particles depends on the applications. For example, when the 
particles are solid, they can originate in a packed bed; when 
they are fluid droplets, they can represent the cooling of a 
melt. Because the hot material consists of discrete particles of 
a different phase than that of the cooling steam, these heat 
exchangers have been labeled as capacitive. 

Three potential advantages are claimed for capacitive heat 
exchangers. First, the two streams are in direct contact with 
each other. This eliminates the resistance to heat transfer 
which occurs when the fluids are separated by a tube wall. 
Second, the contact area between the two streams is greatly 
magnified because the heat exchange takes place on the entire 

surface of each of the particles. Finally, friction between the 
two fluids is less than when a solid interface is present. This 
promises reduced pumping power in capacitive heat 
exchangers. 

Numerous heat exchangers exist throughout the Deep 
Space Network facilities. They range from those heat 
exchangers serving the hydrostatic oil bearings of the antennas 
to a cooling tower for the heating, ventilation and air condi­
tioning system. The large number of heat exchangers and their 
importance in maintaining the performance of the DSN sys­
tems require that possible improvements in their efficiency be 
thoroughly analyzed. As a result, a systematic investigation of 
capacitive heat exchangers has been performed and the present 
report gives some of the results of this investigation. 

The physical phenomena that occur in capacitive heat 
exchangers are quite complex. Because of this complexity, the 
corresponding mathematical models are based on simplifying 
assumptions. With few exceptions (Ref. 4) the assumptions are 
not explicitly stated in the literature and the reader is 
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presented with a set of governing equations whose ongm is 
dubious at best. Thus, one of the aims of this report is to 
present a detailed and explicit derivation of the basic equa­
tions that govern fluid-solid processes. In addition a thermal 
analysis of a capacitive heat exchanger under a given set of 
assumptions will also be presented. 

In the second part of the report, a numerical solution of the 
equations will be presented. The numerical model allows a 
sensitivity analysis to be performed for a certain type of 
capacitive heat exchanger. Part II of this report will also sug­
gest future lines of research in this field. 

The system to be analyzed is shown in Fig. 1. The hot 
stream is made up of solid particles that fall through an 
ascending cold gas. The gas forms the continuous phase while 
the solid particles occupy only discrete volume elements and 
form the dispersed phase. The two phases (particles and gas) 
form a heterogeneous mixture with each phase occupying only 
part of the volume of the mixture. 1 Examples of other possi­
ble heterogeneous mixtures'are given in Table 1 (Ref. 6). 

The particles occupy only a fraction K out of a unit volume 
of the mixture. Therefore, the gas occupies the remaining 
(1 - K) fraction. K is generally a function of both space and 
time, K = K (x,y,z, t), and is made up ofa number of particles 
per unit volume of the mixture, N D' If the volume of each 
particle is denoted by V D' then 

and N D is also a function of space and time. The particles are 
of a material whose density is denoted by PD' Therefore, the 
particles have a mass per unit volume (of the mixture) given by 

AD is sometimes called the species (or phase) density of the 
particles. 

The continuous phase occupies (1 - K) out of a unit volume 
of the mixture and it is made up of a material whose density is 
denoted by Pc' Therefore, the species density for the continu­
ous phase is given by Ac = (1- K) Pc = (1- ND VD) Pc' It is 
important to realize that in the analysis of multi phase flows 
the species densities are the counterparts of material density in 
single phase flows. 

IThis is in contrast with homogeneous mixtures (e.g., solutions, alloys, 
mixtures of gases) in which each component can be considered as 
occupying the entire volume of the mixture (Ref. 5). 
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The mathematical model of capacitive heat exchangers can 
be considerably Simplified by assuming that the flow and heat 
transfer processes are one-dimensional and steady state. The 
one-dimensional assumption proposes uniformity of the vari­
ables in any given y-plane. There is only limited experimental 
evidence to back these hypotheses.2 However, the advantage 
of these two assumptions is that they reduce the governing set 
of partial differential equations into ordinary ones. Further­
more, as the purpose of this paper is to analyze the simplest 
model of capacitive heat exchangers, these assumptions 
seem warranted at this juncture. 

Many authors make the additional assumption that the 
length scale in which the flow parameters change substantially 
is much larger than the interparticle distance (Refs. 4, 5, 8). 
This implies a sufficiently large number of particles in a unit 
volume of the mixture. When ND is "large enough," the 
dispersed phase can be treated as a pseudofluid and its govern­
ing equations can be written in the usual continuum form. The 
precise meaning of "large enough" is unclear even though it 
has important consequences for the physics of capacitive heat 
exchangers. For example, a very large number of particles 
tends to reduce radiative heat transfer between the container 
wall and the particles (Ref. 9). Furthermore, the question of 
partial pressures in such mixtures is not quite clear (Ref. 4, 
5, 10). Examples of systems where it is justified to assume that 
N D is "large enough" are fluidized beds and nuclear reactor 
accident analysis. 

In contrast, an alternative approach is to assume that the 
volume fraction occupied by the particies is small and there­
fore the interactions between the particles can be neglected. 
Marble (Ref. 11) points out that even in this case, continuum 
relations can be written for the solid phase. For such situa­
tions, he notes that the velocities, temperatures and densities 
which appear in the equations are "values averaged over a gas 
volume containing several particles." This approach has been 
shown to give adequate results for the dynamics of dusty gases 
(Refs. 11, 12, 13). Such continuum conservation equations are 
especially useful when one discusses complex phenomena such 
as shock waves, for example (Refs. 11, 14). A similar 
approach, although more simplified, will be used in the next 
section. 

II. Conservation Equations 

The phenomena considered in this report are caused by the 
interactions between the continuous and dispersed phases. 

2Counter flow experiments reported by El'Kin and Timofeyev (Ref. 7) 
indicate that at low particle loading ratios (?) ..;; 7) the distribution of 
solids over the cross-sectional area is almost uniform except in the 
entrance region. However, for higher loading ratios, large nonuniformi­
ties in the distribution appear both axially and in cross section. 



Therefore, a mathematical analysis of the problem must 
include equations regarding the conservation of mass, momen­
tum and energy of each of the phases. For both continuous 
and dispersed phases the equations are written in terms of a 
unit volume of the mixture. The volume fraction occupied by 
the particles is assumed to be small and therefore the partial 
pressure of the particles can be neglected. All particles are 
assumed to be spheres of identical radius 'D; this radius is 
assumed to be a known quantity. Closure relations for the 
problem are given by boundary conditions on the tempera­
tures and velocities. 

A. Continuity 

1. Dispers{~d phase. No sources or sinks of mass are 
assumed to exist within the conduit. Therefore, the mass flow 
rate is given by: 

where A is the cross-sectional area of the conduit. With A a 
constant and with the one-dimensional and steady-state 
assumptions, the continuity equation is: 

If there is no mass transfer, V D is constant and the equation 
reduces to: 

drh d 
-==-(p v N)=O 
dy dy D D D 

(1) 

When the material of the particles is such that its density is 
only a weak function of the temperature, then the continuity 
equation can be further simplified to: 

(2) 

In these equations, vD and N D are quantities averaged over 
a unit volume of the mixture at a given location y. Therefore, 
Eqs. (1) and (2) can be written respectively as: 

(3) 

(4) 

2. Continuous phase. In terms of the species densities of 
the gas, Ac ' the continuity equation is: 

aA 
_c + V' • (A v) = 0 at c c 

(5) 

With the steady-state and one dimensional assumptions this 
becomes: 

d d --(A v) = - [(1 - 1<.) P v] dy c c dy c c 
o (6) 

Alternative forms are: 

o (7) 

and 

(8) 

B. Conservation of Momentum 

1. Dispersed phase. In terms of the species density, AD' 
conservation of momentum per unit volume of the mixture is 
given by3 

(9) 

Equation (9) implies that the acceleration of the particles is 
balanced by the sum of the forces acting on them. The 
possibility also exists that after an initial acceleration the 
particles will reach a steady-state velocity. For this case the 
momentum equation reduces to: 

(10) 

Both cases will be considered here. 

The left-hand side of Eq. (9) is a product between a mass 
and an acceleration. When an object accelerates through a fluid 
it must overcome not only the fluid's resistance, but also the 
inertia of the fluid accelerated by the object. This is known as 
the added mass effect (Ref. 16). Since this "extra" mass is due 
to the fluid, it is based on the fluid's density. Therefore, the 
added mass can be neglected when PD »Pc' This condition 
is met in gas-particle flows (Ref. 17) such as that discussed 
here. 

The right.hand side of Eqs. (9) and (10) represents the sum 
of forces acting on the assembly of particles in a unit volume 

3 A distinction is necessary between "(rate of change of momentum) per 
unit volume" and "rate of change of (momentum per unit volume)." 
The former is expressed as AD (DvD/Dt) while the latter by (D/Dt) 

(ADvD)' For a discussion see Ref. 15. 

209 



of the mixture. These forces can be classified as (a) body 
forces, (b) surface forces and (c) interaction forces. The inter­
action forces can also be divided into (and lumped with) the 
body and surface forces. They are kept separated here to 
indicate their different origin, i.e., that they are due to the 
continuous phase. The only body forces considered in this 
report are due to gravitational effects and are given by 

A possible surface force is due to electric charges which reside 
on the particles (Ref. 18). Since in this report all interactions 
between particles are neglected, electric forces are neglected: 

F =0 
electric 

Three principal phase-interaction forces can occur in fluid­
particles flows: the Magnus force, the buoyancy force and the 
drag force. The Magnus force is due to the rotation acquired 
by the particles while moving through the fluid. 4 Torobin and 
Gauvin (Ref. 16) divide this rotation into "screw motion," in 
which the rotation is perpendicular to the air flow direction, 
and "top spin," in which the rotation parallels the air flow. 
The latter is said to be more common and yet to have a 
negligible effect on the resistance to the motion. Experiments 
conducted at the Von Karman Institute for Fluid Dynamics 
(Ref. 20, 21) confirm that the Magnus force can be neglected 
relative to the other forces. The buoyancy force per particle is 
given by Pc V D g. For an assembly of particles in a unit 
volume of the mixture, the buoyancy force becomes: 

F - P Kg buoyancy c 

The most important interaction force is the drag force. This 
is a product between a characteristic area of the particle, the 
kinetic energy of the flow per unit volume and the drag 
coefficient, Cd. The characteristic area is the surface that the 
body projects to the flow; for the assembly of particles this is 
N D 11r1· The kinetic energy term is given by: 

where vnet is the net velocity difference between the two 
phases. To account for the different directions of the veloci­
ties, this can be written as 

4The effect has been mentioned by Newton as early as 1672 and 
analyzed by Robins in 1805. Magnus worked unsuccessfully on the 
problem around 1877 (Ref. 19). 
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In general, the drag coefficient for an assembly of spherical 
particles is very difficult to determine and quite different from 
that for single spheres. The results given by Brinkman 
(Ref. 22) and Tam (Ref. 23) are valid only for low Reynolds 
numbers (N Re < 10). Experiments have shown (Ref. 24) that 
for N Re < 300 and for low values of K, the drag coefficient is 
not much different from that of single spheres. For higher 
Reynolds numbers, the data compiled by Soo (Ref. 25) show a 
wide variety of results. Figure 2 (Ref. 26) illustrates the varia­
tion of the drag coefficient vs the Reynolds number for 
various values of K. The large uncertainty in the data has led 
Rudinger (Ref. 14) to observe that "in numerical evaluations 
of specific flows, at least the sensitivity of the results to 
various assumptions for the drag coefficient should be 
assessed. " 

In this report the drag coefficient is written as Cd to denote 
that it applies to the sum of the particles in a unit volume of 
the mixture. 

By adding all the terms considered in Eq. (9) and after 
some algebraic manipulation, the following result is obtained 

dVD 3 P (v - vD ) Iv - vDI 
v - =-C (l-N V)_c C C 

D dy 8 d D D P
D 

r
D 

(11) 

For the nonaccelerating case (Eq. 10) the sum of the forces 
yields an expression for the steady-state velocity: 

8r
D

g(P
D 

- p) 

3pc Cd 
(12) 

Except for the nature of the drag coefficient, Eq. (12) is 
analogous to the settling velocity of single spheres (Ref. 27). 

2. Continuous phase. The momentum balance for the con­
tinuous phase can be written as 

Dv 
'A-c="'F 

c Dt L.J 

In the sum of the forces term, the buoyancy and viscous 
stresses can be neglected. The latter are considered to be small 
when compared with the drag produced by the particles. When 
K is small, it can be assumed that the partial pressure of the 
particles can be neglected, and therefore the pressure gradient 
term, dp!dy, refers to the gas pressure. Thus, the sum of the 



forces term includes only gravitational, pressure and drag 
forces. For this case the momentum balance can be written as: 

(13) 

c. Conservation of Energy 

The general energy equation for a single phase continuum 
can be written as: 

DE aqi avo avo 
p Dt = pQ - -- - P _I + T .. _I 

ax. ax. II ax. 
I I I 

(14) 

The left-hand side of this equation represents the net change 
of internal energy, E, within a control volume. It includes that 
part of the internal energy which is added through the sys­
tem's boundaries by material motion. The terms on the right 
are, respectively, the contribution of energy sources within the 
control volume, the net rate of heat addition independent of 
material motion, the thermodynamic work done by pressure 
forces against volume changes and finally the irreversible rate 
of energy dissipation into heat due to viscosity (T .. is the 
. f h II 

VISCOUS part 0 t e stress tensor). 

In deriving the energy equations for capacitive heat 
exchangers, it is assumed that no energy sources on sinks exist 
within the fluid (pQ = 0). Heat can be added to a system 
independently of material motion by conduction and/or radia­
tion. The relative importance of radiative heat transfer can be 
judged from the system's characteristic temperature. At tem­
peratures above 27000 R (1500 K), radiation is the most 
important mode of heat transfer (Ref. 28); below 14000 R 
(830 K) radiation effects can be neglected (Ref. 29). For the 
purpose of this paper, radiative heat transfer can be neglected. 
Conduction between the gas and the particles is also consid­
ered negligible. Therefore, the energy equation is reduced to 

D,'e 3v. avo 
L', 1 I 

P Dt- = - p -a + TC -a 
X. I X. 

(15) 
I I 

In carrying out practical calculations, temperatures are 
more useful than internal energy. By invoking the first and 
second laws of thermodynamics, Eq. (15) can be transformed 
into a temperature equation. It can be shown (Ref. 30,31) 
that two such equations are possible: 

p c DT = flJ + Dp 
p Dt Dt (16) 

DT 
P Cv Dt 

avo 
flJ- p_1 

ax. 
I 

(17) 

In both (16) and (17) the terms pQ and aq ./ax. have been 
discarded due to the assumptions previousl~ ~ade. For a 
Newtonian fluid flJ stands for: 

~ (
av. aVk)] av. I I 

J.1-+- -
aXk 3xi aX

k 

(18) 

where the term in brackets is equivalent to TC in Eq. (15). 
Flow velocities in capacitive heat exchangers are 'relatively low 
and therefore, from the small 'Mach number assumption, flJ 
can be considered negligible. 

The question is which of the static pressure terms in (16) 
and (17) is also small? Order-of-magnitude analysis (Ref. 31) 
shows that Eq. (16) is the one to use for the small Mach 
number approximation. 

1. Dispersed phase. Equation (7) is valid for a single phase 
continuum. For a multiphase situation an additional heat 
transfer term must be included on the right side of the equa­
tion. This term represents the interphase heat transfer due to 

temperature differences. Since no radiation and conduction 
are considered in this model, the interphase heat transfer is 
due to convection only. Hence, under the previously stated 
assumptions the energy equation for the dispersed phase is 

where {3 is a heat transfer parameter having units of (heat)/ 
(time X temperature X length 3). With the addition of the 
steady-state and one-dimensional assumptions. Eq. (19) 
becomes 

For convective heat transfer 

(21) 

i.e., the convective heat transfer coefficient times the surface 
area of one particle times the number of particles in a unit 
volume of the mixture. After some algebra the heat transfer 
equation for the dispersed phase is: 

(22) 
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A simpler derivation of Eq. (22) can be made through the 
familiar heat exchanger equations (Ref. 32): 

(23) 

where U is the overall heat transfer coefficient and S the heat 
transfer surface. The total mass of the particles within a unit 
volume of the mixture is 

(24) 

The mass within this unit volume moves in a time scale given 
by: 

(25) 

Therefore, the mass flow rate (per unit volume of the mixture) 
is given by: 

(26) 

Since only convection is considered, U = h, and I::lS = N D 4 rr r1. 
Therefore, Eq. (23) becomes in the limit: 

(27) 

2. Continuous phase. In terms of the heat exchanger 
formulas: 

(28) 

After some algebra this becomes 

( 
3N rrr2 ) = h D D (T -T) 

3 D c 
rrrDND - 1 

(29) 

III. Governing System of Equations 

Equations (1), (7), (11), (l3), (22) and (29) express the 
conservation of mass, momentum and energy for the dispersed 
and continuous phases. These six equations contain 12 
unknowns as follows: 
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Obviously, additional relations are needed. If one assumes that 
the continuous phase is made up a perfect gas, then one such 
additional equation is given by 

(30) 

Three other relationships must be determined experimentally: 

(31) 

(32) 

(33) 

Note that if PD can be assumed to be constant, Eq. (33) is not 
needed and Eq. (2) can be used in place of (1). 

Relationships for ~ and h are more difficult to develop. It 
is general practice to express these parameters as experimental 
functions of the dimensionless Reynolds and Prandtl numbers. 
In a biphasic flow the Reynolds number can be defined as: 

2 P Iv - vDI r D N = __ c_c ___ _ 

Re J.1
c 

(34) 

and the Prandtl number as: 

(35) 

The heat transfer coefficient, h can be found from the Nusselt 
number: 

2hrD 
N =--

Nu k 
C 

(36) 

The standard drag curve has been fitted by a number of 
authors and Clift et a1. (Ref. 33) give an up-to-date list of such 
correlations. In this paper the following references will be 
used: 

From Ref. 34: 

NRe ~ 10, St = Cd 2+ ..1£ 
NRe 

(37) 

From Ref. 35: 

10 <NRe ~ 2000, Cd 
27 

(38) 
NRe 0.84 



From Ref. 16: 

2000 <NRe < 3000, Cd 
145 

(39) 

These relations are for spheres entrained by the flow, but it is 
assumed that they can also be used for the counter-current 
case discussed here. The sensitivity of the results to variations 
in ~ will also be analyzed in the second part of this report. 

A reliable heat transfer correlation for single sphere is given 
in Whitaker (Ref. 36): 

N = 2 + (0.4~·5 + 0.06No.67)NoA ~ (40) 
(

M ) 0.25 

Nu Re Re Pr Ms 

where 

N == Q 
Nu 4 1T n2 (ilT) 

For air Eq. (40) can be approximated by 

N = 2 + (0 4No.5 + 0 06No.67 ) (41) Nu . Re . Re 

because Npr'= 1 for air and the viscosity ratio is also about 
unit. Other relationships are given by Ranz and Marshall 
(Ref. 37) 

N = 2.0 + 0.60N 1/3 N 1/2 
Nu Pr Re (42) 

and Bandrowski and Kaczmarzyk (Ref. 38) 

N = 0.001141<-0.5984 NO.8159 (43) 
Nu Re 

Equation (42) is derived from experiments on liquid drops and 
Eq. (43) from experiments on the pneumatic conveying of 
small spheres. In Eq. (43) 0.00025 < I< < 0.05 and 
180 < N Re < 18,000. The sensitivity of the results to the 
Nusselt number correlation will also be analyzed in the second 
part of this report. 

One final equation is needed to complete the set: 

(44) 

This last equation is needed to evaluate the additional 
unknown, Me' which appears in the Reynolds number. There­
fore, the complete set includes 13 equations and 13 
unknowns. 

IV. Method of Solution 

The equations and the unknowns are summarized in 
Table 2. Boundary and/or initial conditions must be estab­
lished for these equations before any solution is attempted. In 
order to do this, the hypothetical performance of a capacitive 
heat exchanger is illustrated in Fig. 3. If all the parameters 
were known either at y = 0 or at y = H, this would be a classic 
initial value problem. However, because of the countercurrent 
nature of the heat exchanger, only some of the parameters can 
be assumed known at y = 0, while the others are known only 
at y = H. Therefore, this is a two-point boundary value 
problem. 

Initial value problems are relatively easy to solve by numeri­
cal methods. They have been used successfully to analyze 
particle-gas flows in rocket nozzles (Ref. 39). Unfortunately 
there are no known algorithms for solving an arbitrary two­
point boundary value problem. The so-called shooting 
methods reduce the solution of a boundary value problem to 
the iterative solution of an initial value problem (Refs. 40, 41, 
42, 43,44). These methods are based essentially on assuming 
some of the miSSing information at the initial point (y = 0 for 
example) and iterating this "trial" solution until the end point 
(y = H for example). This end pOint value is obtained by a 
Runge-Kutta process. The value at the end point is then 
compared with the actual value, and on the basis of this 
comparison adjustments are made for a new trial solution. By 
this process, the true end point value is bracketed by trial 
solutions until a match is made. In the case of linear equations 
a particularly efficient method exists. 

The governing equations present the added difficulty that 
some of them have derivatives implicitly defined in terms of 
other derivatives. It can be shQwn (Appendix A) that deriva­
tive implicitness will remain in the system unless 

dND -- = constant 
dy 

(45) 

Equation (45) implies that N D is a linear function of y. This 
assumption, if justified, represents an important simplification 
in the mathematical solution method. Results published by 
El'Kin and Timofeyev (Ref. 7) indicate that for loading ratios 
less than 7, K (and therefore N D) is practically constant with 
y; i.e., 

(46) 

where € < < 1. When Eq. (46) is valid, in terms of the notation 
developed in Appendix A, 
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(47) 
dX6 
- =/ 
dy 

(53) 

and the system of equations becomes: 
dX

7 
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= J dy 
(54) 

dX
1 = MP+N 

dy 
(48) 

dx 
(55) 

CP+DH (49) 

_8 = K(MP+N)+LI 
dy 

dX
3 

=P 
dy (50) 

where none of the terms on the right-hand side contain 
derivatives. 

dx 
_4 = E + FK (MP + N) + FLI + G 
dy 

(51) 

Numerical techniques for solving such systems have been 
developed at JPL (Ref. 45). These techniques are described in 
Part II of this report in which the solution of the system of 
equations is given. In Part II the results obtained for capacitive 
heat exchangers will be compared with those obtained for 
conventional counterflow heat exchangers. 

dxs 
-=H 
dy (52) 
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Definiition of Symbols 

A cross··sectional area of the conduit 

C
p 

specific heat at constant pressure 

C
y 

specinc heat at constant volume 

Cd' Cd drag Goefficient 

qj) kinetic energy dissipation rate 

E internal energy 

g gravitational acceleration 

H maximum length (height) of the heat exchanger 

h convective heat transfer coefficient 

k conductive heat transfer coefficient 

m mass flow rate 

N D number of particles per unit volume of mixture 

p pressure 

Q energy sources per unit volume 

q heat per unit volume 

R gas constant 

r radius 

T temperature 

t time 

V volume 

v velocity 

y axial distance for the heat exchanger 

~ heat transfer parameter 

17 loading ratio, equal to A.D v D/\ v c 

K volume fraction occupied by particles 

A. species density, equal to volume fraction times 
material density 

J1 coefficient of viscosity 

p material density 

7 ij stress tensor 

Suffixes 

C pertains to continuous phase (gas) 

D pertains to dispersed phase (particles) 
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Equation type 

Continuity 
(continuous phase) 

Continuity 
(dispersed phase) 

Momentum 
(continuous phase) 

Momentum 
(dispersed phase) 

Energy 
(continuous phase) 

Energy 
(dispersed phase) 

State 

Drag coefficient 
correlation 

Nusselt Nr. 
correIa tion 

Viscosity correlation 

c correlation 
Pc 

c correlation 
PD 

Density correlation 

Table 1. Examples of heterogeneous mixtures 

Liquid fluid phase: 

Solid dispersed phase: suspension 
Liquid dispersed phase: emulsion 
Gaseous dispersed phase: foam 

Gaseous fluid phase: 

Solid dispersed phase: suspension, smoke, fluidized bed 
Liquid dispersed phase: mist, fog, aerosol 

Table 2. Summary of equations and unknowns 

Equation 

d 
- (p_N v ) = 0 
dy lTD D 

Unknowns 

p,Ej 
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Fig. 1. CalPacitive heat exchanger model 
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Appendix A 

Elimination of Derivative Implicitness for the 
System Equations 

Consider the following symbol transformation: 

x = V 4 c 

Then, the first seven equations from Table 2 can be written 
respectively as: 

dX I QI X I X4 dX3 
-= 
dy x

4 
- Qt x

3
x 4 dy 

dX2 - x 2 dX3 x 2 dx s 
=- -- ---

dy X3 dy Xs dy 

Xl - (l!l X I X3 dX4 

x 4 - (l!tX3X4 dy 

~4 -~ I ~8 
-=--
dy x 4 x tx 4 (1- (l!tX3) dy 
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(A-I) 

(A-2) 

(A-3) 

(A-4) 

dxs dX t dX 6 
-=Rx-+Rx-
dy 6 dy t dy 

(A-5) 

(A-6) 

(A-7) 

Equation (A-7) was obtained by differentiating (17) with 
respect to y. Equations (A-I), (A-2) , (A-3) and (A-7) define 
derivatives implicitly in terms of other derivatives. Although 
the nature of the system is such that this implicitness cannot 
be eliminated completely, some simplification is possible as 
follows. Let: 

A 

B 
Xl - (l!IX I X3 

x4 - (l!t X3X4 

(A-8) 

(A-9) 

(A-lO) 

(A-ll) 

(A-I2) 

(A-l3) 

(A-14) 



Then, Eqs. (A.I) through (A-7) can be written as 

dX l dX 3 dX
4 =A---+B--

dy dy dy 

dX
2 

dX 3 dx s - = C--- +D--
dy dy dy 

dX4 dxs 
= E+F- +G 

dy dy 

dx s 
- =H 
dy 

dX6 
= I 

dy 

dX 7 
- =J 
dy 

dxs dX
l 

dX
6 -=K·-+L-­

dy dy dy 

(A-I5) 

(A-I6) 

(A-I 7) 

(A .. I8) 

(A·I9) 

(A-20) 

(A·21) 

(A-22) 

(A-23) 

(A-24) 

(A-25) 

(A-26) 

From (A-24) and (A-26) 

dxs dX
1 

-=K-+Ll 
dy dy 

(A-27) 

From (A-22) and (A-27) 

dx dx 

d 
4 = E+FK _1 +FLl+G 

y dy 
(A-28) 

From (A-20) and (A-28) 

dX
1 

dX3 dX
1 - = A - +BE+BFK-+BFLl+BG 

dy dy dy 
(A-29) 

From (A-2I) and (A-23) 

dX
2 

dX 3 
-=C-+DH 
dy dy 

(A-30) 

Equation (A.29) can be written as 

dX 1 A dX3 BE + BFLl + BG dX3 - =----, + =M-+N 
dy 1 - BFK dy 1 - BFK dy 

(A-31) 

where 

M = A d N = BE+BFLl+BG 
1 - BFK an 1 - BFK 

Then, the two equations 

dX
1 

dX 3 =M-+N 
dy dy 

(A-3I) 

dX
2 

dX 3 
-=C-+DH 
dy dy 

(A-30) 

Equations (A-30) and (A-31) indicate that derivative implicit­
ness will remain in the system unless further assumptions are 
made with regard to dx 3 /dy. 
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TDA Progress Report 42-64 May and June 1981 

Coherent Reference Generator Phase Stability 
V. N. Karwar 

Communications Systems Research Section 

The extent of phase noise introduced by the coherent reference generator (CRG) unit 
in the DSN's Frequency and Timing Subsystem (FTS) has not so far been measured or 
analyzed. This report calculates approximate phase stability estimates for the CRG. The 
method used involves estimating the phase noise introduced by CRG components based 
upon measurements made in the past on similar components in other parts of the FTS 
and obtaining the CRG phase noise from the component phase noises. 

Three estimates of phase stability are calculated - the fractional frequency change for 
a 5°C step in temperature. the phase noise spectral density and the Allan standard 
deviation. It is found from these estimates that the CRG phase stability is better than that 
of the H-maser physics unit + receiver, which has been measured in the past. Thus, the 
first step in improving FTS phase stability would be to make improvements in the 
H-maser physics unit + receiver. These results are corroborated by indirect clock stability 
estimates calculated from Doppler data by R. W. Hellings. 

I. Introduction So far, measurements of phase noise have been made on the 
Cs system and on the H-maser system, but none on the CRG 
(or on the receiver portion alone for either the H-maser or the 
Cs system). In order to improve the frequency stability of the 
FTS, it is necessary to identify the prime sources of phase/ 
frequency instability in the FTS. To do this, the first step is to 
estimate the phase errors of the three subsystems separately, 
so that improvement can first be made in the poorest of the 
three subsystems. 

The DSN's Frequency and Timing Subsystem (FTS) may be 
divided into three separate subsystems - the primary fre­
quency unit called the physics unit (such as H-maser or Cs 
standard), the receiver, and the coherent reference generator 
(CRG). The first two of these together, i.e., the physics unit + 
receiver, will be referred to as the H-maser system or the Cs 
system as appropriate. All three subsystems taken together will 
be referred to as the H or the Cs clock. The receiver that goes 
with the H-maser system is different from the one that goes 
with the Cs system. However, the same CRG is used in the 
DSN, no matter whether the H-maser or the Cs system is used. 
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This report describes an attempt to estimate the phase 
instability introduced by the CRG alone and identifies areas 
needing further work. While the CRG phase noise estimates 



given here are very approximate, they do provide a starting 
point for better estimates. 

II. eRG D(escription 

The CRG consists of the circuitry needed to synthesize and 
distribute signals of frequencies 0.1, 1, 5, 10, 10.1, 45, 50, 
55 MHz. The eRG inputs are signals offrequencies 0.1, 5 and 
10 MHz, derived from the primary frequency unit + receiver. 
A block diagram of the CRG is given in Fig. 1 (Fig. 2.1 of 
Ref. 1). 

III. Phase Noise Measures 

Three measures of phase noise have been calculated here 
(wherever possible). They are: 

(1) D.I/f, the fractional frequency variation for a 5°C tem­
perature step. The box in which the CRG is located is 
assumed to have a response time of T = 2000 s. Phase 
drifts (1).4» with temperature are often measured or 
specified. From these, 1).1/1 can be calculated as 

1).1 = 2 X 1).4> X _I_ 
I 3 T 21r/o' 

(1) 

where 1).4> is in radians, 10 is the nominal frequency, 
and T ::: 2000 s. 

(2) S'" (10 Hz), the one-sided spectral density of phase 
noise S",(/) evaluated at I = 10 Hz. In all cases consid­
ered here, the noise is assumed to be flicker of phase; 
i.e., 

(2) 

so that specifying S'" (10 Hz) is sufficient to specify the 
whole ,~¢(f) curve. This asumption is justified by mea­
surement for multipliers (Ref. 2) and distribution 
amplifiers (Ref. 3). 

(3) a/I s), the Allan standard deviation a/r) evaluated 
for r =: 1 s. This is calculated from S",(f) , by using the 
expression given in Ref. 4 and corrected in Ref. 5. 
After expressing the constant in Sil) in terms of S'" 
(10 Hz), this gives 

a (r) = 2.42 (S (10 HZ))1/2 (1 + 0.13 In r)I/2 (3) 
y 101' '" 

where 10 is the nominal frequency, and r is the observa­
tion interval for calculating Allan standard deviation. 

Since temperature-induced phase drifts are not independ­
ent, the overall 1).1/1 introduced in a cascade of identical 
components is just the sum of the individual D.fJfvalues. If the 
components are of different types, the 1).1/f's may actually 
tend to cancel each other; however, they are assumed to be 
additive in making the estimates here. The S'" (10 Hz) values 
are also summed, since they represent noise powers that are 
uncorrelated. The a y (1 s) values are proportional to (S", 
(10 Hz))1/2, so that the overall ay (1 s) is obtained as the 
root-sum-square (rss) value of the individual ay (1 s) values. 

IV. Sources of Phase Noise 

There are several components in the coherent reference 
generator (CRG), each potentially a noise source. Unless other­
wise stated, "noise" will mean "phase noise" throughout. 
There are no frequency or phase control loops involving volt­
age controlled oscillators (YCOs) in the CRG, so that one of 
the largest of the usual sources of noise is not present in the 
CRG, as it is in the receiver. However, there are various 
components, each of which introduces small amounts of noise. 
In roughly descending order of phase noise introduced, they 
are: tuned amplifiers and crystal filters, distribution amplifiers, 
power splitters, mixers and multipliers. 

YCOs are noisy because they convert voltage noise, from 
whatever source present at their inputs, into phase noise. The 
other components do not have such an I/O property and hence 
are less noisy. 

Tuned amplifiers and crystal filters mainly introduce phase 
drifts with temperature changes. This is because their transfer 
functions (both amplitude and phase) are narrowband around 
a center frequency that changes with temperature as the (L, C) 
component values defining this center frequency change with 
temperature. This is especially true with crystal filters. 

Distribution amplifiers (DA) usually introduce noise 
because of the driver amplifiers preceding and/or following the 
power divider/splitter present in the DA. All driver amplifiers 
now used in the coherent reference generator (CRG) are 
Class A amplifiers operating in the linear region of their char­
acteristics, which are much less noisy than Class C amplifiers. 

Power splitting is usually accomplished by transformers 
with the proper turns ratios - these usually introduce negligi­
ble phase noise. 

V. Direct Method for Estimating Phase Noise 

The amounts of phase noise introduced by various compo­
nents in the CRG are difficult to estimate correctly, because 
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phase noise measurements on most of these components have 
not been made, nor is any analysis available. Inquiries with the 
manufacturers of several of the components (crystals, crystal 
filters, multipliers) also did not produce any results, except in 
the case of one multiplier. 

The calculations of CRG phase noise described here are 
obtained by including noise estimates for only those of the 
components that have some sort of estimate/measurement 
available, and assuming that all others are zero, so that an 
estimate of lower bound on the CRG phase noise can be 
obtained. Even these lower bounds should not be taken as 
rigid, because the phase noise for many of the components has 
not been measured for the specific models used. in the CRG, 
but extrapolated from measurements on similar components in 
other subsystems (such as in the maser receiver). 

A. The Components 

1. Tuned amplifiers and crystal filters. Unfortunately, 
there are no data available on these components, not even with 
the manufacturers. These are important sources of phase drift 
with temperature, but if the temperature is controlled, the 
phase noise they introduce may be small. However, the coher­
ent reference generator (CRG) is not typically operated in a 
temperature-controlled environment. 

Tuned amplifiers/crystal filters are used only in generating 
the 10. I-MHz, 45-MHz and 55-MHz outputs, but not the other 
outputs. Thus the phase noise for these outputs will be higher 
than the numerical estimates given here, which don't take the 
tuned amplifiers and crystal filters into account. 

2. Distribution amplifiers. Phase noise estimates for the 
CRG distribution amplifiers (DAs) are calculated from phase 
drift and Sq, (10-Hz) measurements made for DAs used in the 
H-maser reciever. The DAs in the H-maser receiver consist of 
an noway (usually 12-way) power splitter, where each of the n 
output ports is followed by a driver amplifier (labeled AR2 
through AR(n + I». The distribution amplifiers in the CRG, 
on the other hand (see Fig. 2), consist of an input driver 
amplifier (ARI) followed by the power splitter and driver 
amplifiers structure used in the receiver DAs. 

The input driver amplifier ARI is different in design from 
the output driver amplifiers typified by AR2. It is assumed 
here that the measured distribution amplifier noise in the 
receiver (Refs. 3, 6) comes entirely from the output driver 
amplifiers such as AR2; this neglects the power splitter noise, 
which is reasonable as stated in Section 4. It is then assumed 
that ARI has the same noise as AR2. This may not be 
accurate, since ARI is an OP AMP (operational amplifier) with 
many stages of amplification, while AR2 is a hybrid amplifier 
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with one or two stages; so ARI is probably a little worse than 
AR2. On the other hand, ARI has feedback that would reduce 
the noise to some extent, so that on the whole, ARI may be 
assumed to be about as noisy as AR2. 

Then the coherent reference generator (CRG) distribution 
amplifier noise is estimated as the noise introduced by two 
driver amplifiers like AR2 cascaded together, according to the 
rules for cascading given in Section III. 

3. Frequency multipliers. There are two (frequency)multi­
pliers used in the CRG. The first is a X2 multiplier, which is a 
harmonic generator, followed by a tuned amplifier. However, 
as can be seen in Fig. 1, this X2 multiplier is used only as a 
backup in generating a lO-MHz signal from a 5-MHz input. 
What is primarily used is an independent lO-MHz input. For 
this reason the effects of this multiplier and tuned amplifier 
(on which no data are available) are not important. 

The second multiplier used is a X 10 multiplier from Zeta 
Laboratories. This is a chain-type multiplier; i.e., it uses a 
chain of harmonic generators, filters and mixers to get the 
desired multiplication. The !::J.f/f for a 5°C step in temperature 
for this multiplier was estimated from Eq. (1) by using !::J.¢ 
data supplied by Zeta Laboratories. The Sq, (10 Hz) and the ay 
(1 s) for the multiplier were estimated based on measured Sq, 
(10 Hz) data (Refs. 2, 7) for a JPL-built multiplier which had a 
somewhat similar design (Le., it was a chain-type multiplier, as 
opposed to a step-recovery diode or phase-locked loop type). 
The JPL multiplier was a X 14 multiplier, and appropriately 
scaled-down values were used to estimate the noise on the X 10 
multiplier used here. 

B. Phase Noises for Coherent Reference 
Generator (CRG) Outputs 

Using the phase noise data for individual components 
described in Section V-A, the phase noises for the various CRG 
outputs can be estimated as follows: 

1. The 0.1, 1, 5, 10 MHz outputs. For these outputs, the 
only significant contributions to phase noise are from an input 
driver (Dj) and a distribution amplifier (DA) - there are no 
mixers or multipliers or filters used in generating these out­
puts. As an example, consider the O.I-MHz output. In the 
block diagram (Fig. 1), the input driver D j is labeled 
9455393-1. The distribution amplifier (DA) is A4A2 or A4A3. 
Detailed block diagrams of A4A2 and A4A3 show a DA like 
the one in Fig. 2. Thus the phase noise for this group of CRG 
outputs is given in Table 1. For uniformity, all data given are 
referenced to a 100-MHz output; Le., the phase noise spectral 
density is what would be present if the outputs were multi­
plied in frequency, by a perfect multiplier, to 100 MHz. 



2. Other outputs. All the other CRG outputs have a mini­
mum phase noise given by Table 1, because they all include a 
DA and an input driver. However, the 10.1-, 45- and 55-MHz 
outputs will have a larger noise because they all include crystal 
filters - this is because the 1O.I-MHz signal is obtained by 
mixing the 10- and O.I-MHz inputs, while the 45- and 55-MHz 
signals are obtained by mixing 50-MHz and 5-MHz inputs, and 
the mixed outputs are filtered by a crystal in the 1O.1-MHz 
case and a crystal filter in the 45-MHz and 55-MHz cases. No 
estimates are available for the extent of noise introduced by 
the filtering. 

The 45-, 50- and 55-MHz signals will have, in addition to 
the noise in Table 1, a component due to the X 10 multiplier 
used in generating the 50-MHz signal from a 5-MHz input. The 
phase estimates for this multiplier are given in Table 2. Thus, 
we get Table 3 for the 10.1-, 45-, 50-, and 55-MHz CRG 
outputs. 

VI. Indirect Estimates of Coherent Reference 
Generator (CI=lG) Noise 

A. Very LOlng Baseline Interferometer 
(VLBI) Experiments 

Some groups performing VLBI experiments have noticed 
that on days when the ICs clock is used by the DSN, the phase 
data taken in the VLBI measurements are worse than when the 
H-maser clock is used. This would indicate that, since the same 
CRG is used in both cases, (with only the Cs phYSics unit + 
receiver being replaced by the H-maser physics unit + receiver), 
then the CRG stability is at least about as good as the worst of 
the two - the Cs system and the H-maser system. These results 
from the VLBI experiments are not very quantitative or very 
reliable, since the purpose of the experiments was not to 
estimate the noise on the primary standard and, in fact, the 
experimenters were not always aware of what frequency stan­
dard was in use on a particular day. Controlled VLBI experi­
ments, with the same (celestial) source being observed on two 
successive days, with the Cs clock used on one day and the 
H-maser clock on the other day, could perhaps be useful. Such 
experiments would help in getting an indirect estimate of CRG 
stability. 

B. Doppler Tracking Calculations 

R. W. Hellings (Ref. 8) made calculations with Doppler 
tracking data from Voyager (1979) and Viking (1977) that 
enable estimation of the primary standard phase noise. In 
1977, the Cs clock was used, while in 1979, the H-maser clock 
was used. Hellings was able to infer the phase on the clock by 
the following method: 

In two-way tracking of spacecraft, the ground clock (fre­
quency standard) controls the transmitter frequency v as well 
as providing the reference for measuring the Doppler shift Av 
on the return signal. In normal DSN operation, the received 
signal is tracked in a phase-locked loop, the clock being used 
to beat the received frequency down to the Doppler tone. If 
there is a fluctuation 8v = q(t) in the frequency produced by 
the clock, then since the fluctuation is also present on the 
return signal a round-trip light time (RTLT) later, the Doppler 
record has a noise term given by 

yet) • -q(t) + q It - ( ~o ) I 
where r 0 is the distance between the transmitter and the 
spacecraft. 

It can be seen that auto correlating the Doppler tone (after 
subtracting the predicted Doppler) will give rise to a negative 
peak in the autocorrelation function (acf) at t = 2r ole having 
half the magnitude of the peak occurring at t = O. 

Other noises like white phase system noise will not produce 
this second peak, because this noise is present only on the 
return signal. Other noises like plasma and tropospheric noise 
have a spectrum that is quite different from the flicker of 
phase or frequency that is characteristic of clock noise, and 
hence the autocorrelation function is quite different. Details 
of spectra are given in Ref. 11. Thus, the clock noise can be 
identified and measured. 

In obtaining both the 1977 and the 1979 data, the DSN 
64-m-diameter antennas and S-band transmission frequencies 
were used. The S-band frequency for the 64-m subnetwork is 
derived from the 50-MHz CRG output by a multiplication by 
48 in a Dana synthesizer. There have been no major changes in 
the multiplier or the wherent reference generator (CRG) 
between 1977 and 1979. Thus the difference between the 
clock noise results of Hellings in 1977 and 1979 shows the 
difference between the 50-MHz output obtained from the Cs 
standard + CRG system and the H-maser + CRG system. From 
the 1977 data, the clock phase noise as measured by its 
standard deviation was determined to be 10-13 ; from the 
1979 data, the clock phase noise was determined to be below 
the instrument sensitivity, i.e., < 3 X 10-14 • This order-of­
magnitude difference is about the same as the ratio of phase 
stability of the H-maser + receiver to the phase stability of the 
Cs standard + receiver, as determined by previous measure­
ments. This supports the idea that the CRG phase stability is 
at least about as good as the stability of the Cs standard + 
receiver. 
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VII. Conclusions 

The CRG phase noise has been estimated based on data 
about components similar to the CRG components. The phase 
noise calculations given here, taken together with the mea­
sured data (Refs. 9, 10) for the H-maser + receiver, of 

iJ.f ! 5 X 10- 13 ,S</> (10 Hz) = -98 dB, 
f soc step' 

a (1 s) = 3 X 10-13 
y 

show that the coherent reference generator (CRG) phase sta­
bility, at least for the 0.1-, 1-, 5-, 10-, 50-MHz outputs, is 
better than that of the H-maser + receiver system. 

The phase noise on the other CRG outputs (10.1, 45, 
55 MHz) is expected to be higher, but by an unknown 
amount, because of crystal filter instabilities that are 
unknown. 

The calculated results for the 50-MHz output corroborate 
the results that have been obtained indirectly by Hellings from 
Doppler data. 

However, all the estimates here are tentative, because they 
are based on measurements not made directly on CRG compo­
nents. The inferences of CRG noise from Hellings' calculations 
may also be incorrect, because the data were taken in 1977 for 
the Cs-based clock and in 1979 for the H-maser based clock, 
and many FTS components may have been changed during the 
period between the two measurements, although this does not 
appear to be the case. 
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VIII. Suggested Areas of Investigation 

A. Direct Measurements 

No measurements have been made either on the CRG as a 
whole or on most of its components. The best way to find the 
CRG stability would be to make direct measurements on it. 
The equipment needed to make this kind of measurement is 
not yet available but is soon expected to be. 

Alternately, the phase noises of individual CRG compo­
nents can be measured, as has been done for some of the 
H-maser receiver components. In particular, the crystals and 
crystal filters used in the CRG should be measured for phase 
stability, since no estimates for these are available, and they 
are expected to be important noise sources in the CRG. The 
overall CRG stability can be calculated once the individual 
component stabilities are correctly known. 

B. Indirect Measurements 

It would be worthwhile to set up a VLBI experiment 
specifically for the purpose of measuring the relative stability 
of the Cs and H-based clocks. This would be useful if a direct 
estimate of CRG noise cannot be made. 

This kind of experiment would require using the two stan­
dards separately for observing the same celestial source. The 
two sets of measurements would have to be made within a 
short period of each other, so as to minimize errors due to 
different paths to the source. Intermediate phase data, not 
normally preserved in VLBI experiments, may need to be kept 
in order to compare clock stabilities. 

The direct method of CRG stability estimation would be 
preferable because there are too many variables, especially 
atmospheric effects on phase, that cannot be correctly 
accounted for in VLBI experiments. 
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1) 

2) 

Table 1. Phase noise estimates for 0.1-,1-,5-, 1O-MHz 
outputs of eRG, referenced to a 1 OO-MHz output 

Af/ffor 5°C step ScpOO Hz) ayO s) 

Input driver 3.7 X 10-14 -111 dB 1 X 10-13 

(Di ) 

Distribution amplifier 7.4 X 10-14 -108 dB 1.4 X 10-13 

(DA) 

Total 1.11 X 10-13 -106 dB 1.7 X 10-13 

Table 2. x 10 (zeta) multiplier phase noise ,estimates, 
referenced to a 100-MHz output 

1.04 X 10-14 -133 dB 5.4 X 10-15 

Table 3. Phase noise estimates for 10.1-, 45-, 50-, 55-MHz eRG outputs, 
referenced to a 100-MHz output 

At/ffor 
S,/10 Hz) ayCl s) Remarks 

5°C step 

1.2 X 10-13 -106 dB 1.7 X 10-13 From Tables 1 and 2 

>1.1 X 10-13 >-106 dB > 1.7 X 10-13 From Table 1 and allowing for 
filters 

>1.2 X 10-13 >-106 dB >1.7 X 10-13 From Tables 1 and 2 and 
allowing for filters 
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Current Status of the HALlS Compiler on the 
Modcomp Classic 7870 Computer 

P. J. Lytle 
Data Systems Section 

This article presents a brief history of the HALlS language, including the experience of 
other users of the language at JPL. The current status of the compiler, as implemented on 
the Modcomp 7870 Classic computer, and future applications in the DSN are discussed. 
The primary applications in the DSN will be in the Mark IVA network. 

I. Introduction 

HALlS is the NASA standard high-order real-time program­
ming language for avionics applications. Its most significant 
use to date has been the production of NASA Space Shuttle 
flight software. Approximately 85% of the Shuttle software is 
coded in HALlS: a body of 2 million lines of comments, data 
declarations and executable lines of code. NASA installations 
using the HAL/S compiler include Johnson Space Center, 
AMES, Goddard, Langley, Marshall and Jet Propulsion 
Laboratory. 

II. History of the HALlS Compiler 

HAL/S was designed by Intermetrics, Inc., in 1972. Com­
pilers became available in 1973 and have been in regular use by 
NASA and NASA contractors since that time. Host compiler 
systems have been implemented on an IBM 360/370, Data 
General Eclipse, and the Modcomp IV/Classic computers. 
Table 1 shows the target-host relationship. 
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In 1978, JPL contracted with Intermetrics to develop 
HAL/S compilers for the ITEK ATAC 16M, RCA 1802 and 
Modcomp II/IV computers hosted on an IBM 360/370, and a 
Modcomp II/IV compiler hosted on a Modcomp IV. The 
ATAC and 1802 compilers were planned to be used for the 
Galileo Project, and the Modcomp compilers for the Deep 
Space Network and the Automated Optical Navigation Project. 

The Galileo Project is developing a major portion of its 
software for the ATAC 16M on-board flight computer in 
HAL/S. Development of the Galileo software is being done on 
an IBM 370 and the code is being downloaded to the flight 
computers. 

The Automated Optical Navigation Project started develop­
ing software in HAL/S on a IBM 370 two years before the 
Modcomp compiler was completed. Their software system 
consists of approximately 7000 lines of HAL/S code, a few 
hundred lines of Fortran and no assembly language. They 
currently are in the process of downloading and interfacing the 
real-time tasks to a Modcomp IV computer. 



III. Current Contr,actual Status 

All contracted HALlS compilers have been delivered and 
accepted by JPL. A maintenance service for the Modcomp 
compiler has been operational since May 1981. HALlS training 
courses arc planned for the near future. These courses will be 
taught by Intermetrics until JPL can provide the courses. 

IV. Current OpeU'ational Status 

The Deep Space Network has an operational HALlS com­
piler hosted on a Modcomp Classic 7870 computer under the 
MAX IV operating system. A Time-Sharing Executive (TSX) 
transaction processor is used to create a simple multiuser 
environment. The configuration of this system currently has 
inputs for up to 10 HALlS software development pro­
grammers. 

Since the HAL/S-Modcomp compiler was accepted in April 
1981, there have been over 20 discrepancy reports filed on the 
compiler. Recently, Intermetrics personnel corrected the seven 
most critical of these as part of the maintenance effort. It is 
anticipated that most of the discrepancies will be fixed before 
any major project uses the HAL/S-Modcomp compiler. 

V. Future Applications 

There are four projected users of HAL/S in the DSN. These 
projects are the Test Support Assembly (TSA), Antenna Con­
trol Assembly (ACA), Link Monitor and Control (LMC), and 
the Complex Monitor and Control (CMC). The TSA project 
will consist of up to 75% ofHAL/S code, up to 80% for ACA, 
and up to 90% for both of the LMC and CMC projects. The 
ACA project will have approximately 25,000 to 40,000 lines 
of software; 12,000 to 20,000 lines for the TSA project, 
10,000 to 35,000 lines for the LMC project, and 16,000 to 
35,000 lines for the CMC project. 

VI. Summary 
HAL/S is useful in applications such as the Mark IVA 

network project. This language is appropriate for a good por­
tion of the software required, although some assembly lan­
guage will be needed for I/O handlers and interrupt drivers. In 
the future, the Data Systems Section intends to provide a 
software programming environment, including such tools as a 
screen editor and Development Version Control System 
(DVCS), to enhance the productivity advantage of coding in a 
high-level language. 
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Table 1. HALlS target-host relationship 

Host 

Target Eclipse Modcomp IV IBM 

IBM 360/370 X 

IBM AP-I0l X X 

Sperry 1819A/1819B X 

Data General Nova X 

Data General Eclipse X X 

cn Mitra 125 X 

Modcomp n X X 

Modcomp IV X X 

NASA Std. Spacecraft Computer-l X 

NASA Std. Spacecraft Computer-2 X 

ITEK ATAC 16M X 

RCA CDP 1802 COSMAC X 
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Relocation of the Network Data Processing Area 
R. P. Hurt 

Control Center Operations 

Rationale for relocation of the Network Data Processing Area is presented along with 
background information regarding the Network Operations Control Center. 

The Network Operations Control Center is the functional 
entity for centralized operational control of the Network and 
interfaces with the users. It has two separable functional 
elements; namely, Network Operations Control and Network 
Data Processing. The functions of the Network Operations 
Control are: 

(1) Control and coordination of Network support to meet 
commitments to Network users. 

(2) Use of the Network data processing computing capabil­
ity to generate all standards and limits required for 
Network operations. 

(3) Use of Network data processing computing capability 
to analyze and validate the performance of all Network 
systems. 

The personnel who carry out the above functions are 
located in the Space Flight Operations Facility (SFOF), where 
mission operations functions are carried out by certain flight 
projects. Network personnel are directed by an Operations 
Control Chief. 

The functions of Network Data Processing are: 

(1) Processing of data used by Network Operations Control 
for control and analysis of the Network. 

(2) Generating displays in the Network Operations Control 
area. 

(3) Providing the interface with communications circuits. 

(4) Logging of data and production of the intermediate 
data records. 

Prior to relocation, the personnel and equipment that carry 
out a portion of these functions were located approximately 
200 meters from the Space Flight Operations Facility. The 
equipment is referred to as the Network Data Processing Area 
(NDPA). The equipment consists of minicomputers for real­
time data system monitoring, two XDS Sigma 5s, display 
devices, magnetic tape recorders, and appropriate interface 
equipment with the ground communications facility. 

Figure 1 is a functional block diagram that depicts data 
flow from the Deep Space Stations (DSSs) to the Flight 
Projects. The hashed area is the equipment referred to as the 
NDP A. As one can readily discern, the functional processes 
performed by the Network Data Processing Area do not 
interrupt, delay or alter Project real-time data flow since they 
are performed in a parallel mode. 

As previously stated, the Network Data Processing Area was 
housed apart from the SFOF, where the bulk of the Network 
and Mission Control facilities are located. With the consolida­
tion of the Network Operations Control Center (NOCC) and 
the Mission Control Center Operations coupled with the 
availability of space in the SFOF (Bldg. 230) an excellent 
opportunity existed to colocate the NDPA with these major 
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operations centers. As a result of this colocation some major 
benefits could be realized: 

(1) Lower operations cost. 

(2) Improve operations efficiency in the areas of reliability, 
maintainability, and troubleshooting. 

(3) Enhance further NOCC/MCC consolidation. 

(4) Provide a more suitable computer operating environ­
ment. 

(5) Provide a more convenient location for development 
activities. 

(6) Release JPL technical space for other users. 

After careful consideration of the above-mentioned factors, 
a plan was initiated to relocate the NDPA to the SFOF. A 
move date was negotiated with the Voyager Project, the 
primary flight project user, that would impose the least impact 
to Voyager data requirements. A low activity period of 
February-March 1981 was selected. The plan was designed to 
be completed in two phases. Phase one relocated the minimum 
equipment required to support network and project processing 
requirements; phase two relocated the remainder of the 
equipment. 

A commercial moving company, specializing in. electronic 
equipment movement, was contracted to perform the physical 
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move. The Federal Electric Company Digital Maintenance 
Group prepared equipment under their cognizance for move­
ment by disconnecting, labeling, and coiling all cabling, 
packing computers and peripherals, and supervising positioning 
of equipment at the new location. Western Computer Corpora­
tion, the contractor responsible for the maintenance of the 
Sigma 5, performed similar functions on that equipment. 

Phase one of the move was completed as scheduled and the 
minor problems that were encountered served as lessons 
learned in expediting phase 2. The major problem was 
movement of the ModComp II double bay computer through 
doors, hallways, and under lowered ceilings with fire sprinklers 
protruding. Once these obstacles were overcome, the move 
proceeded without incident. The natural elements did not go 
unnoticed as rain fell heavily during phase one; however, the 
commercial mover supplied the necessary protection. Phase 
two of the move was also completed on schedule with no 
major problems. The system was completely operational in its 
new location on 16 March 1981, one week ahead of schedule 
(Fig. 2). The actual time that Voyager Project and other users 
had no computer-generated real-time displays from the NDPA 
during the relocation period was four days. During these four 
days, display information was provided to the NDP A users via 
workaround procedures which included voice interfaces. 
Computer-generated priority data was restored on the fifth 
day. 
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Recycling Used Lubricating Oil 
at the Deep Space Stations 

J. L. Koh 
Deep Space Network Support Section 

Current practice at the Deep Space Stations (DSSs) is to change the diesel engine 
lubricating oil after 1000 hours of operation. In 1977, the Canberra, Australia, station 
(DSS 43) conducted a test to extend engine oil life by recycling the oil through a cen­
trifuge at the 1000-hour periods. Due to massive sludge buildup in the engine, the test 
was terminated after the oil had been recycled four times. This report provides a com­
parison on the recycling methods used in the DSS 43 test and the basic requirements 
which could favor recycling of oil for continuous reuse. The basic conditions for success­
ful recycling were compared to the conditions that exist in the DSN. This comparison 
shows that to recycle used oil in the DSN would not only be expensive but also non­
productive. 

I. Introduction 

It is reasonable to assume that each time an engine or 
equipment lubricating oil change is made at the deep space 
stations, there is a possibility that the used oil could be re­
cycled for a cost savings and as a conservation measure. 
The possibility will increase in importance if oil shortages 
become more acute, while at the same time more stringent 
environmental controls on the disposal of used oil are 
effected. 

Interest in recycling used oil is not confined to the deep 
space stations. Large oil consumers, oil filter and purification 
manufacturers and, in general, environmental conservation­
ists, are also interested in recycling used oil. Understandably, 
this interest is not shared by lubricating oil manufacturers. 

The purpose of this report is to determine whether condi­
tions favor recyling used oil at the deep space stations. The 
data used in the cost estimates are based on the Commercial 
Power Feasibility Study for Madrid Tracking Stations, 1980 

(Ref. 1), and the DSS 43 Lubricating Oil Recycling report, 
1977 (Ref. 2). 

II. Meth()ds of Recycling Lubricating Oil 

In mid-I976, DSS 43 in Canberra, Australia, conducted a 
program to extend the life of the lubricating oil used in the 
four G399 Caterpillar diese~ engines used to drive the power­
house alternators. The method employed was to clean the 
used oil in situ through a centrifuge after each 1000 hours 
of engine operation. Cleaning was done with the engine run­
ning and the time taken for each cleaning was about 40 
hours. Samples were taken after each cleanup and tested at 
the British Petroleum Oil Company laboratory for suitabil­
ity and signs of increased wear rates. The results reported 
by the British Petroleum Oil Company indicated that the 
oil was still within recommended limits after 4000 hours 
of use. However, the results obtained were questionable 
since heavy sludge formation and filtering system damage 
were detected during the first 5000-hour inspection. The pro­
gram was therefore terminated and the recommended oil 
change sequence was resumed. 
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Compared to commercial or large-scale consumer methods 
(Ref. 3) of rerefining used lubricating oil, the DSS 43 method 
was only an extention of continuous partial filtration and 
cannot be accepted within the context of a recycling process. 
A typical method of recycling oil is to filter, rerefine, repu­
rify, and test the quality before reuse, as shown schema­
tically in Fig. 1. This process represents a miniature lube 
blending plant (in terms of equipment and operations) with 
additional filtration for the feedstock and sludge disposal 
system. This typical process is the minimum required to 
ensure that the reclaimed oil can meet the following: 

(1) Lubricant and lubrication requirements 

(2) Expected quality of good lubricating oil 

(3) Disposal of sludge 

III. lubricant and lubrication Requirements 

Whether new or refined, oil is designed and blended to a 
specification that will fulfill the lubrication functions that 
the oil is expected to provide. These requirements are sum­
marized as follows: 

(1) Lubricate: To function hydrodynamically on all parts, 
to reduce friction, heat, and wear when introduced as a 
film between solid surfaces receiving a continuous flow 
of fluid lubricant. To function as a thin lubricant on 
parts such as in an oil bath. 

(2) Clean: To keep parts and surfaces mechanically clean, 
thus preventing wear and improving performance. 

(3) Seal: To prevent foreign material from entering the 
parts and surfaces. 

(4) Cool: To transfer the heat from the parts to a cooling 
medium. 

(5) Protect: To shield all parts from buildup of foreign 
material, corrosive attacks and degradation of the 
lubricant itself. 

IV. Expected Quality of Good lubricating Oil 

Virgin lubricating oils extracted from mineral sources, 
whether straight-run or multiblend, cannot meet all lubrication 
requirements. Similarly, rerefined oil cannot be expected to 
retain its original physical properties and function as well 
as in its original application. Just as natural new lubricating 
oils are treated as base stocks, the rerefined oil must be consid­
ered as base stock, and can be reblended to the required 
specification. The reblending process might take the sequence 
of (Ref. 4): 
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(1) Reblending with other base stocks (including synthetic 
base oils) to meet viscosity and volatility standards. 

(2) Adding of detergents to: 

(a) Prevent gum buildup. 

(b) Clean away dirt and scavenge engine parts of 
sludge. 

(c) Suspend fine particles. 

(d) Disperse soluble residues and insolubles. 

(e) Prevent sludge formation. 

(0 Neutralize corrosive acids. 

(g) Prevent rust corrosion. 

(h) Ensure adhesion to moving parts. 

(3) Adding of chemicals to: 

(a) Reduce rate of wear at critical areas. 

(b) Improve viscosity to improve lubrication strength. 

(c) Improve thermal stability. 

(d) Reduce emulsification. 

(e) Widen margin of applications. 

(0 Improve flexibility. 

(g) Reduce consumption. 

(4) Adding inhibitors to: 

(a) Slow down oxidation. 

(b) Reduce metal reaction. 

(c) Increase equipment life. 

(d) Improve performance. 

V. Confidence in Using Recycled Oil 

No matter how good rerefined oil is, there is at present a 
negative feeling because it is not new. This lack of confidence 
stems from the fact that it is impossible to physically or 
chemically remove all the contaminants that entered the oil 
when it was originally used. Because of these residual con­
taminants, it is difficult to maintain the lubrication warranty 
requirement for the equipment, and the warranty may be 
invalidated. 

Users of rerefined oil will generally downgrade its applica­
tions by running on a shorter oil change cycle, or by using it as 
a topping-up oil. To ensure that such applications can achieve 
a successful degree of lubrication, a controlled schedule of oil 



change and topping must be planned. Table 2 shows such a 
schedule ofan engine's typical oil change cycle and topping-up 
procedure. 

VI. Incen1tive to Recycle 

With proper rerefining processes and careful scheduling 
in using rerefined oil, the useful life of the oil can be extended 
indefinitely; hence, potential savings could be realized. As 
shown in Table 1 for a five-year period, the amount of oil 
saved is about 52% of the total oil used. As far as the DSN 
is concerned, the incentive to recycle oil will be the net 
savings the effort can provide. 

At the Madrid Tracking Station, the present operating 
configuration of the power-house requires two G399, three 
G398 diesel engine generators, and occasionally others. At 
a 1000-hour change cycle, these engines will need about eight 
oil changes per year. G399 requires 420 liters (110 gal) and 
G398 requires 345 liters (90 gal) of oil per change plus approx­
imately 50% more for topping-up between each change (Ap­
pendix A). The total need per year is about 28,350 liters 
(7500 gal) consisting of: 

G399 2 X 8 X 630 = 10,080 liters (2670 gal) 

G398 3 X 8 X 520 = 12,480 liters (3300 gal) 

Others 5,790 liters (1530 gal) 
28,350 

Oil saved per year by rerefining 

0.52 )( 28,350 =: 14,742liters 

Potential dollar savings @ $0.40/liter 

14,742 X $0.40 = $5,897 

The above figure ($5897) does not consider the costs of 
the recycling process and sludge disposal. 

The most desirable way to recycle this used oil would be 
to have it commercially rerefined and reblended to the original 
specifications. Since the quantity involved is small, the proc­
essors contacted were not interested in performing this service. 
Alternatively, the used oil could be stored and processed 
periodically with on-site rerefining equipment. The equipment 
envisaged will be about a 220 liter-per-hour processing unit 
fully equipped with storage, blending, and testing facilities. 

Although such equipment is not readily available, most ven­
dors contacted indicate that the equipment could be built to 
customers' requirements for about $40,000, plus $20,000 for 
installation, making a total capital cost of about $60,000. 

Based on a large plant (6500 liter/hr), the operating cost 
per liter for high-level pretreatment (vacuum distillation and 
solvent extraction) is about $0.08. With a small unit, the 
pretreatment costs can be $0.10 per liter. Additives and 
other miscellaneous costs add $0.05 per liter and costs for 
disposing of sludge at a city sanitation dump add $0.05 
for a total operating cost of about $0.20 per liter. Based on 
Madrid data, the operating cost for rerefining the used oil 
is about $2,948 per year. The' net savings per year is about 
$2,949. Since the capital investment is about $60,000, the 
savings do not justify rerefining used oil in the DSN under 
existing circumstances. 

VII. Disposal of Sludge 

One of the main problems associated with recycling used oil 
is the disposal of sludge. Since used oil has already been classi­
fied as a hazardous waste, the sludge is considered more hazar­
dous and the disposal will have to conform to the conditions 
stipulated in the Resource Conservation and Recovery Act 
of 1976, Public Law 94-580 Subtitle C. This act established 
the standards for treatment, transportation, storage, and 
disposal of hazardous waste. The act has, in effect, ruled out 
the common methods of sludge disposal on land or burning 
in incinerators, and probably increases the problems of sludge 
disposal beyond the ability of the deep space stations to cope 
with them. Therefore, the DSN may require outside assistance 
in the disposal of sludge. 

VIII. Alternate Use of Recycled Oil 

The above discussions indicate that it would be impractical 
for the DSN to recycle used oil as a lubricant. If the used oil 
were to be of any value to the stations, it would have to be 
used as a fuel mix for the diesel engines. Based on used oil 
and fuel data from the Madrid stations, the used-oil-to-fuel 
ratio is about 0.4% by volume (Appendix B). This low per­
centage of oil-to-fuel ratio will require only simple processes 
of dilution, mixing and settling to achieve the purpose shown 
in Fig. 2. A study done by the U.S. Environmental Protection 
Agency indicated that the technical and environmental factors 
affecting used oil reuse as a fuel must be considered. These 
pertinent factors would vary with each situation, but as far 
as the stations are concerned, they should be reasonably easy 
to overcome. 
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IX. Recommendation and Conclusion expertise is not available at the stations. This report shows that 
there are no incentives at the stations to recycle diesel engine 
lubricating oil. The simplest method to recover the value of 
the used oil would be to use it as a fuel mix. Since the quan­
tity involved is small, the pertinent problems normally asso­
ciated with using the recycled oil as a fuel mix should be 
reasonably easy to overcome. Further study is continuing. 

The recycling of used lubricating oil is an entirely new tech­
nology and current equipment available for small systems for 
this recycling process is still in the experimental stage. Also, 
the expertise required to operate such a system would be 
equivalent to that of a lubricating oil blending plant, and this 
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Table 1. Average oil savings per year through recycling based on G399 Caterpillar engine 
(five-year period total 40 oil changes) 

Lubrication requirement 

Oil change, aTotal top-up bOil losses 
Engine hours run New or recy cled oil liters per liters per due to recycl- Remarks 

1000 hrs 1000 hrs ing liters 

New 420 0 First year savings 
0 

Recycled 0 0 0 
Total new oil used = 2688 liters 

1000 New 0 210 
0 Total re-refined oil used = 2352 

Recycled 0 0 liters (011 saved) 

2000 New 294 0 84 
Total quantity of oil used if no 

Recycled 126 210 recycling = 5040 liters 

3000 New 294 0 84 
Percent oil savings through recycling 

Recycled 126 210 2352 
=--. XI00=46.7% 

New 294 
5040 

4000 0 
Recycled 126 210 

84 Five year savings 

New 294 0 Total new oil used = 12096 liters 
5000 Recycled 126 210 84 

Total re-refined oil used = 13104 

New 294 0 liters 
6000 

Recycled 126 210 
84 

Percent oil savings through recycling 

New 294 0 
13104 

7000 
Recycled 126 210 

84 = 25200 X 100 = 52% 

8000 New 294 0 84 Recycled 126 210 

One-year period 
Total new 2478 210 0 

Total recycled 882 1470 588 

Five-year period 
Total new 11886 210 0 

Total recycled 4914 8190 3276 

a Average oil consumed 
b Assume 80% recovery in recycling 
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Appendix A 

Lube Top-Up Requirements 

DSS 141ubricating oil consumed Jan-Aug 1980 = 2250 liters (595 gal) 

Hours engines run same period FourG399 1 3170 hours 
Four G398 2 1493 hours 

Total equivalent G399 engine run (~~~ X G398 equivalent hOurS) + 3170 hours 

(
500 ) 750 X 1493 + 3170 hours 

=, 995 + 3170 hours 

=, 4165 hours 

Equivalent oil consumed per 1000 hours for four G399 = 2250 
4.165 

Therefore one G399 consumed 
540 . =, --ltters 
4 

=, 135 liters (36 gal) 

= 540 liters (143 gal) 

NOTE: 135 liters represents about 32% of a G399 engine oil change under normal opera­
tions. With recycling, a 50% quantity is assumed to allow for higher handling losses. 

lG399 rated at 750 kW. 
2G398 rated at 500 kW. 
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Appendix B 

Diesel Fuel With Used Oil Mixture 

Assumption (Data based on Madrid Tracking Station): 

Total lubricating oil usage 28350 liters/year 

Total lubricating oil consumed 28350 X 0.33 

9356 liters/year 

Used lubricating oil available for fuel 18994 liters/year 

Total fuel oil consumption 4,722,580 liters/year 

Percent oil·to·fuel mixture 
18994 

(4,722,580 _ 18994) X 100% 

0.4% 
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Computerized Energy Analysis for the Mars 
Operations Support Building 

C. S. Yung 

DSN Engineering Section 

This article describes a detailed computerized building load simulation of the Operations 
Support Building at the Mars Deep Space Station, Goldstone, California. Five energy con­
servation suggestions were investigated prior to implementation. The results showed that 
cost savings of about 16 percent of present energy costs are possible. 

I. Introdiliction 

Energy conservation in the IPL-managed deep space track­
ing facilities continues to be a major concern in the face of 
unpredictable and scarce fossil fuel supplies. Energy needed 
for heating and cooling is increasingly expensive and in short 
supply. However, heating, ventilating and air conditioning 
(HV AC) systems are continuously changed by optimizing 
equipment size and performance and upgrading controls to 
keep energy consumption at the lowest level. 

The Operations Support Building (G-86) at the Mars deep 
space tracking facility at Goldstone, California, is one of the 
buildings which has a significant energy consumption. A study 
was initiated to give a detailed building load analysis, to identify 
the major energy consumption areas and to investigate the 
economic benefits of implementing several suggested energy 
conservation measures" This study is based on the latest build­
ing operating mode (BOM) and makes use of an in-house com­
puterized energy consumption program (ECP). The results are 
described below. 

II. Building Configuration 
A. Building Description 

The Operations Support Building is a two-story building 
with 1,271 m2 (13,680 ft2) total floor area. Figures 1 and 2 
illustrate the floor plan for each story. The building is actually 
composed of 7 air-conditioned zones which are grouped for 
convenience and modeled by ECP as 6 macrozones. Table 1 
lists the location, the conditioned air flow rate to each zone 
and the number assigned to each zone. 

Figure 3 is a sketch of the present HV AC system configura­
tion for the building. The building is air conditioned by three 
active air handlers (AHl, AH2, and AH3) and a standby unit 
(AH4). Presently, the heating coils of air handler AHI are con­
nected to an electric resistance boiler. The coil modulates the. 
air temperature for zone 1 (offices) and zone 3 (control and 
communication rooms) only. 

In the model, the second floor offices are divided into two 
zones (zones 1 and 4) as indicated in Table 1. Also the com-
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mon plenum for both communication and the control rooms is 
modeled as zone 2 and the comfort area of the communica­
tions room as zone 3. The restroom (room 205) is treated as 
zone 5, and the hydrogen-maser room is identified as zone 6. 
The first zone receives a total of 3,993 m3 /hr (2,350 cfm) 
from airhandler No.1 (AH1). The plenum (zone 2) receives 
a total of 67,968 m3 /hr (40,000 cfm) of cold air from two 
air handlers: 28,886.4 m3 /hr (17,000 cfm) from AHI and 
39,081.6 m3/hr (23,000 cfm) from AH2. The third zone 
receives a total of 11,010.8 m 3 /hr (6,480 cfm) from AHl. 
The remaining offices (zone 4) and the restroom receive 
679.7 m3/hr (400 cfm) and 212.4 m3 /hr (125 cfm) for AHl, 
respectively. The maser room is supplied with 3,398.4 m3 /hr 
(2,000 cfm) from AH3. 

The office and the restroom (zones 1,4, and 5) are modeled 
as simple zones. The maser room is also treated as a simple 
zone and is supplied by a separate air handler (AH3) which 
utilizes the cold air in the plenum for the supply air. A small 
condensing unit connected to AH3 will operate only when the 
plenum air temperature is above the AH3 cold deck setpoint. 
The control room and the comfort area, which are both cooled 
by the plenum's cold air, are combined into zone 3. Cold air is 
fed to the plenum and passes through and cools the electronic 
racks located on the upper level. 

B. Structural Data 

The structural data of the roof, wall and floor layers for 
each zone are taken from drawing specifications and field 
inspection for computing the following heat transmission 
properties: the overall heat transfer coefficient at steady 
state U, the amplitude of the heat transfer coefficient for 
periodic (transient) heat transfer V, and the phase angle 
(thermal lag) ¢. Table 2 lists the computed U, V, ¢ values for 
each zone. 

c. Internal Loads 

The building internal loads include lighting loads, electrical 
and mechanical equipment loads, occupancy and thermal 
loads. The data are taken from current field survey, operating 
procedure, and equipment specifications. 

D. Primary Equipment Data 

Air handler AH1, feeding zones 1, 2, 3, 4, and 5, is a multi­
zone air handler with double ducts and terminal air mixing 
boxes. Air handlers AH2 and AH3 are both single-zone air 
handlers providing cold air only. Zones 2 and 6 are fed by air 
handlers AH2 and AH3, respectively. The setpoints for AH1 
are set at ILl °c (52°p) for the cold deck and 22fc (73°p) 
for the hot deck. A single setting of l6fc (62°p) is assumed 
for air handler AH2. The setpoint of AH3 is 20.s°C (69°C). 
There is no outside air economizer on any air handler. The 
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outside air ventilation ratios for AHI and AH2 are both 
selected to be 0.05 and AH3 is set at 0.01. 

Presently, there are three parallel vapor compression chillers 
at 98.45 kW(t) (28 tons of refrigeration), each connected to 
air handler AH2. Two of the chillers are operating and the third 
is a standby unit. The two parallel chillers were lumped into 
Cl as a four-stage unit with 49.24 kW(t)/stage (14 tons/stage) 
capacity. Air handler AH2 is connected to a chiller C2 modeled 
as a three-stage unit at 49.24 kW(t)/stage (14 tons/stage) capa­
city. A smaller single-stage unit, C3, is connected to air handler 
AH3 with 17.58 kW(t) (5 tons) capacity. 

III. Result of Analysis at Present Operating 
Conditions 

The result of the computerized analysis of building G-86 
indicates that the building at current operating conditions 
consumes 1,856.9 MWh(e) annually. The annual energy cost 
is about $112,776 based on the Southern California Edison 
electric energy cost rate as shown in Pig. 4. Table 3 presents 
the itemized annual energy consumption of the building. 
Porty percent of the total energy consumed by the building 
is due to electrical and electronics equipment such as com­
puters and spacecraft tracking control equipment. Cooling 
equipment consumes the second largest portion of the total 
annual energy needs. 

The peak cooling loads for chillers Cl, C2, and C3 are 
142.08, 86.16, and 17.58 kW(t) (40.4,24.5 and 5 tons of 
refrigeration), respectively. Hence, the total installed capacity 
of each of the three chillers is adequate to provide the peak 
load. The peak annual heating load for heater HI is given as 
2.37 kW(t) (or 8,105 Btu/hr), which if compared to the 
heater capacity of 60 kW(t) (205,000 Btu/hr) means that the 
heating demand can be well satisfied. 

The computerized model also indicates that the present 
air flow for zone 1, 13,993 m3/hr (2,350 cfm), is less than the 
calculated design air rate of 5,233 m3 /hr (3,080 cfm), which 
causes the temperature fluctuation in zone 1 during the 
summer months. However, the present cold draft from the 
open door connected to zone 3 makes up for the deficiency 
of air flow in zone 1. Combined air flow rate for zones 2 
and 3 is presently 78,979 m3 /hr (46,480 cfm), which is lower 
than the design rate or 85,884 m3 /hr (50,544 cfm). This 
difference in air flow rate also results in temperature fluctua­
tions of zones 2 and 3. The present air flow rate for the 
remaining zones is higher than the computerized design values 
and is considered adequate. 

The required supply air temperature for air handler AHI 
was analyzed and was found to range from 10°C (500 p) to 



28°C (83°F), which is beyond the setpoints limits of 11.1 °c 
(52°F) to 22.8°C (73°F). However, the difference in supply 
air temperature can be corrected by increasing the air flow 
of AHI. The setpoints on air handlers AH2 and AH3 match 
the required supply air temperature within 1 °C(~2°F). 

IV. Proposed Modifications 

Since the cooling energy represents 25 percent (454,600 
kWh( e)) of the total building energy consumption, several 
suggestions have been made to modify the existing HV AC 
system to improve performance and reduce energy consump· 
tion. The modifications described next are superimposed; 
i.e., whenever a modification is simulated and found to yield 
significant energy savings, it is retained as a new base for. the 
next one and so on. Each suggestion was analyzed and the 
results are presented below. 

A. First Modification: Change the Inside Design 
Temperature to :!O°C-2S.6°C (68°F-78°F) Range; 
Install "Dead Band" Thermostat Controls 

This modification proposes to change the inside tempera· 
ture from 22.2°C (n"F) all year round to a variable tem· 
perature ranging from a maximum 25.6°C (78°F) to the mini· 
mum 20°C (68°F) for zones 1, 4, and 5. For zone 2 (the 
plenum) the design temperature remains at l7.8°C 
(64°F). The control room, zone 3, remains at 22.2°C (nOF) 
all year round. 

The annual consumption of the building, after modeling 
this modification, has dropped to 1,851.7 MWh(e) from the 
present 1,856.9 MWh(e), resulting in a $310 savings. The 
annual heating energy has reduced also from 3,784 kWh(e) to 
349.5 kWh( e). The peak heating load for heater HI has dropped 
by 69 percent from the present condition. 

B. Secondi Modification: Add a Variable Air Volume 
(VAV) Control for Zone 3 Only 

This modification provides a V A V control to zone 3 by 
installing a motorized damper, the hot duct, closing off the 
cold duct and bypassing the supply air at unit AHI whenever 
there is a decrease of air at zone 3. 

The computer results indicated that the total annual con· 
sumption dropped from 1,851.7 MWh(e) to 1,849.9 MWh(e), 
which resulted in a saving of $118 annually. The heating and 
cooling consumptions are 349.5 kWe(e) and 451.4 MWh(e), 
respectively. If this modification had been made on the 
plenum, i.e., installing motorized dampers on the computer 
racks to regulate warm air flowing into the control room, the 
saving would have increased. However, the final choice will 
be made in the final design stage. 

C. Third Modification: Rearrange the HVAC System 
and Change the Piping Network to a Chilled Water 
System 

In this modification, air flows from AHl to zones 1,2, and 
3 are adjusted to the new flow rates, 5,097.6, 33,984, and 
5,904 m3 /hr (3,000, 20,000 and 3,475 cfm), respectively. 
Compressor Cl is modified to feed both AHl and AH2. Chiller 
C2 is disconnected from AH2 and turned off. The air flow of 
AH2 is reduced from 39,091.6 m3 /hr (23,000 cfm) to 33,984 
m3/hr (20,000 cfm). The piping network will be changed to a 
chilled water system with the addition of a liquid cooler (LCI). 

With this modification, ECP indicated a decrease in energy 
consumption from 1,850 MWh(e) to 1,757.3 MWh(e) and a 
decrease in energy cost from $112,348 to $106,740. The 
cooling energy has decreased from 451.4 MWh(e) to 427.4 
MWh(e), and the heating energy has decreased from 0.350 
MWh(e) to 0.065 MWh(e). Due to the new air flow, the 
maximum cooling on chiller Cl has increased to 321 kW(t) 
(65.7 tons) from the combined Cl and C2 in the previous 
modification. Also, the peak heating load was reduced signi· 
ficantly to 0.3 kW(t) from 0.8 kW(t) in the previous modifi· 
cation. 

D. Fourth Modification: Add Economizer and 
Automatic Temperature ResetSetpoints to Air 
Handlers AH2 and AH3 

This modification proposes to add economizer and auto· 
matic hot and cold deck reset controls to both air handlers 
AH2 and AH3. Figure 5 illustrates the modified HV AC sys· 
tern configuration with operating economizer for units AH2 
and AH3. When the economizer is not in operation, Fig. 6 
represents the modified HV AC configuration for that parti· 
cular situation. 

Annual energy consumption has been reduced to 1,604.0 
MWh(e) due to the lower cooling energy required (228.0 
MWh(e) vs 427.4 MWh(e». Energy cost was $97,434, a $9,306 
saving over the last modification. 

E. Fifth Modification: Add a Chilled Water Storage 
Tank 

This modification proposes to install a chilled water tank 
for load leveling and to minimize the energy waste of the 
compressor when running at partial loads. A separate com· 
puter program (STORAGE) has been developed to estimate 
the savings. The tank volume was selected to be 37.85 m3 

(10,000 gal) after several size optimization runs. 

The computer program (STORAGE) simulates two com· 
pressors with each having four stages. Each compressor has a 
total cooling capacity of 98.5 kW(t) (28 tons of refrigeration) 
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and each stage represents 25 percent of the total cooling 
capacity. The minimwn cooling capacity of both compressors 
was assumed to be 0.4 of full capacity. When the compressors 
are operated in conjunction with the chilled water storage 
tank, the minimum charging capacity is taken to be 98.5 
kW(t) (28 tons) (one compressor capacity). The surplus of 
the total cooling demand is stored in a chilled water storage 
tank to be used later in the day. In this model, all losses are 
neglected. The operating temperature difference of the storage 
tank is assumed to be 5.6°C (10°F). 

Note that the estimated energy and cost savings vary with 
different modes of operation of the compressor/storage tank 
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system. The projected saving will be about 5.3 MWh(e) or 
about $2,271. 

V. Summary of Modifications 

Table 4 summarizes the results of all proposed modifica­
tions and the estimated implementation costs. Note that 
these modifications will not cause any discomfort inside the 
building because the design conditions are always satisfied. 
After all the modifications are implemented, the saving will be 
$17,613, or about 16% of present costs, with a simple payback 
of 10.5 years. 



Table 1. Zone identification for the Operations Support Building 

Zone description Floor 
Zone air flow, ECP 

Zone M3/hr (ft3/min) Zone 

Plenum 67,968 (40,000) 2 

2 Control room, comfort 2 9311.6 (5,480) 3 

3 Communication room, comfort 2 1,699.2 0,000) 3 

4 Offices 206, 207, 208, 209, and 2 3,993 (2,350) 
corridor 202, restrooms 203 
and 204 

5 Offices 210,211,212 2 679.7 (400) 4 

5 Maser room 3,398.4 (2,000) 6 

7 Restroom 205 2 212.4 (25) 5 

Table 2. Heat transmission properties of the Operations Support Building 

Heat transfer Amplitude of heat 
Phase angle, cf> 

coefficient U, transfer coefficient V, 
W/m2"C (Btu/hr-ft2-OF) W/m2oC, Btu/hr-ft2-OF 

radians 
Macro-
zone Roof WaH Floor Roof Wall Floor Roof Wall Floor 

0.3877 (0.0683) 0.4382 (0.0772) 2.2707 (0.4000) 0.2520 (0.0444) 0.1113 (0.0196) 2.8384 (0.5000) 1.5844 2.9081 0.3000 

2 3.7251 (0.6562) 0.4382 (0.0772) 2.6357 (0.4643) 3.7206 (0.6554) 0.1113 (0.0196) 0.9372 (0.1651) 0.0575 2.9081 1.9946 

3 0.3877 (0.0683) 0.4382 (0.0772) 3.7251 (0.6562) 0.2520 (0.0444) 0.1113 (0.0196) 3.7206 (0.6554) 1.5844 2.9081 0.0575 

4 0.3877 (0.0683) 0.4382 (0.0772) 2.2707 (0.4000) 0.2520 (0.0444) 0.1113 (0.0196) 2,8384 (0.5000) 1,5844 2.9081 0.3000 

5 0.3877 (0.0683) 0.4382 (0.0772) 2.2707 (0.4000) 0.2520 (0.0444) 0.1113 (0.0196) 2.8384 (0.5000) 1.5844 2.9081 0.3000 

6 3.7251 (0.6562) 0.4382 (0.0772) 2.6357 (0.4643) 3.7206 (0.6554) 0.1113 (0.0196) 0.9372 (0.1651) 0.0575 2.9081 1.9946 

Table 3. Present consumption itemization8 

Annual 
consumption, Percent 

Items kWh (e), of total 
ECP (1980) 

Fluorescent lighting 210,900 11 

Incandescent ligh ting 365 0 

Cooling equipment 454,600 25 

Heating equipment 3,784 0 

Electrical/ electronics 749,000 40 
(non HVAC) 

Accessories 438,300 24 

Total 1,856,949 100 

aRounded figures 
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Table 4. Summary of modifications for the Operations Support Building based on present conditions 

Annual energy Estimated 
Annual cost Payback 

Run Modification 
Description 

consumption, construction Annual costs, 
savings, period, 

no. no. electrical, costs, $ 
MWh(e) $ 

$ years 

Present conditions 1856.9 112,776 

2 Addition of dead band 1851.7 2,000 112,466 310 6.45 
controls 

3 2 Addition of V A V 1849.9 1,500 112,348 118 12.70 
con trol to zone 3 

4 3 Rearranging HV AC 1757.3 80,000 106,740 5,608 14.30 
system; addition 
of CHW system 

5 4 Addition of HV AC 1600.6 77,500 97,434 9,306 8.30 
status panel and 
ECON and auto reset 
for AH2 and AH3 

5 Addition of 1555.3 25,000 95,163 2,271 11.00 
chilled water 
storage tank 

All modifications 1555.3 186,000 95,163 17,613 10.50 
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