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## SECTION 1 - INTRODUCTION

The Onboard Navigation Package (ONPAC) Simulator simulates an onboard navIgation processor assembly using a modifled version of the design proposed in Reference 2. The pseudorange and delta pseudorange observations for the estimatior. of user spacecraft position and time will be measured by the onboard receiver/processor assembly from Information broadcast by the NAVSTAR/ Global Positioning System (GPS). The pseudorange observation is modeled as the line of sight distance from the GPS to the user, and the delta pseudorange is modeled as the change in the pseudorange over a period of time. The system is currently being used for analysis and evaluation of the algorithms presented in this document for premission studies.

The ONPAC system is being developed on a Digital Equipment Corporation (DEC) PDP 11/70 computer which is similar to the DEC LSI 11 which the navigation processor assembly will use. One proposed use of the processor assembly is to be a part of an experimental package to be placed on Landsat-D for onboard orbit determination using Phase I GPS. A sample case and sample output for Landsat-D are presented in the appendixes of the user's guide (Reference 1).

### 1.1 OVERVIEW OF ONPAC CAPABILITIES

The ONPAC system processes GPS pseudorange and delta pseudorange observations sequentially to estimate and apply corrections to a host vehicle state, which inclucles the satellite position and velocity, two terms to describe corrections to the host vehicle clock, and a satellite drag coefficient. The integrator used to predict the position and velocity from observation to observation is an Euler integrator; the force model used in this integrator may be varled by the user. The force model options are detailed in Section 3.2. The covariance matrix is propagated with a state transition matrix which is a Taylor series expansion of the analytical state transition matrix to $\Delta t, \Delta t^{2}$, or $\Delta t^{3}$
as specified by the user. A state process nolse covariance matrix is also computed to allow for errors in the knowledge of the state and is added to the covariance matrix. The variance of the state noise in position, in the drag coefficient, and in the clock terms may be specified by the user.

The ONPAC system design is modular so that algorthms can be replaced ox added with minimal changes to the existing simulator. Procedures for making such changes are discussed in the user's guide (Ref rence 1).

### 1.2 SUMMARI

This document describes the basic mathematical algorithms used in ONPAC. Derlvations for most of the algorithms are available in standard texts and sources are given in the references. Section 2 describes the extended Kalman filter and gives a brief derivation of the UDU ${ }^{T}$ filter. The step-by-step application of the UDU ${ }^{T}$ filter in ONPAC is presented, with the points identified at which editing and smoothing are periormed. The state vector and the state propagation equations are given in Section 3. The mathematical models in ONPAC use four different coordinate systems. Transformations from the inerthal to the other three systems are also given in Section 3. The pseudorange and delta pseudorange observation models and partial derivatives are described in Section 4. The state process noise covariance matrix used in ONPAC Is given in Section 5. Appendix A describes the matrix decomposition algorithms. The data simulation which is performed using the Goddard Trajectory Determination System (GTDS) is described in Anpendix B. The relationship of these elements of the ONPAC program is shown in Figure 1-1.


Figure 1-1. The ONPAC System

## SECTION 2 - ESTIMATION EQUATIONS

Matrix factorization techniques have been demonstrated to improve the stability and accuracy of Kalman filters (Reference 3). The factoring of the covariance matrix, $P$, into square root

$$
\mathrm{P}=\mathrm{SS}^{\mathrm{T}}
$$

or upper trianguar, $U$, and diagonal, D, components

$$
P=U D U^{T}
$$

reduces the occurrence of numerical problems by keeping the covariance matrix positive deflnite. The filter in ONPAC is an application of the U-D forimulation of an extended Kalman filter (EKF).

### 2.1 EXTENDED KALMAN FILTER

A derivation of the EKF, also known as the extended sequential filter, can be found in many sources (Reference 4 and 5). The EKF equations are presented in this section as a basis for the UDU'T filter discussion which follows. Given a state vector and covariance matrix at time $t_{k-1}$, the prediction and update equations at time $t_{k}$ are as follows:

1. Given $\widehat{X}\left(t_{k-1}\right)$, the estimated $n$-dimensional state vector at $t_{k-1}$, and $\hat{\mathrm{P}}\left(\mathrm{t}_{\mathrm{k}-1}\right)$, the covariance at $t_{k-1}$, integrate the state equations of motion $\underset{(X)}{ }(\underline{x})$,

$$
\begin{equation*}
\underline{\underline{x}}=\underline{F}(\underline{X}, t) \tag{2-1}
\end{equation*}
$$

from $t_{k-1}$ to $t_{k}$, with the initial conditions $\hat{X}_{( }\left(t_{k-1}\right)$, This gives the predicted state $X\left(t_{k}{ }^{\prime}\right.$. The carets over $X$ and $P$ indicate the updated estimates after processing an observation.

Compute the state transition matrix $\left(t_{k}, t_{k-1}\right)$, by integrating the differential equations

$$
\begin{equation*}
\dot{\Phi}\left(t, t_{k-1}\right)=A(t) \Phi\left(t, t_{k-1}\right) \tag{2-2}
\end{equation*}
$$

where $A(t)$ is the matrix of partial derivatives

$$
\begin{equation*}
A(t)=\left[\frac{\partial F(\underline{X}, t)}{\partial \underline{x}}\right] \tag{2-3}
\end{equation*}
$$

evaluated at $\overline{\mathrm{x}}=\overline{\mathrm{x}}\left(\mathrm{t}_{\mathrm{k}-1}\right)$. The initial conditions for the integration are $\Phi\left(t_{k-1}, t_{k-1}\right)=I$, the identity matrix.

Propagate the covariance matrix using the state transition matrix to obtain the predlcted covarlance matrix at time $\mathrm{t}_{\mathrm{k}}$ (without process nolse),

$$
\begin{equation*}
P\left(t_{k}\right)=\Phi\left(t_{k}, t_{k-1}\right) \hat{P}\left(t_{k-1}\right) \Phi^{T}\left(t_{k}, t_{k-1}\right) \tag{2-4}
\end{equation*}
$$

2. Obtain the observation at time $t_{k}, Y\left(t_{k}\right)$. Compute the predicted observation, $G\left(X\left(t_{k}\right), t_{k}\right)$, where $G$ is a nonlinear function of the state parameters and time.

Compute the ( $1 \times n$ ) matrix of observation partial derivatives

$$
\begin{equation*}
H\left(t_{k}\right)=\left[\frac{\partial G\left(\underline{X}, t_{k}\right)}{\partial \underline{X}}\right]_{\underline{X}=\underline{X}\left(t_{k}\right)} \tag{2-5}
\end{equation*}
$$

The observation residual, or observed minus computed neservation ( $\mathrm{O}-\mathrm{C}$ ) is given by

$$
\begin{equation*}
g\left(t_{k}\right)=Y\left(t_{k}\right)-G\left(\underline{X}\left(t_{k}\right), t_{k}\right) \tag{2-6}
\end{equation*}
$$

3. The Kalman gain, $\underline{\underline{K}}\left(t_{k}\right)$, is

$$
\begin{equation*}
\underline{K}\left(t_{k}\right)=P^{T}\left(t_{k}\right) H^{T}\left(t_{k}\right)\left[H\left(t_{k}\right) P\left(t_{k}\right) H^{T}\left(t_{k}\right)+\sigma_{m}^{2}\right]^{-1} \tag{2-7}
\end{equation*}
$$

where $\sigma_{\mathrm{m}}^{2}$ is the measurement variance.
The quantity within the brackets is a scalar and $\underset{\left(K_{k}\right)}{ }$ is a vector with $\mathfrak{n}$ components.

The Kalman gain is use' to compute the updated state vector

$$
\begin{equation*}
\hat{X}\left(t_{k}\right)=\underline{X}\left(t_{k}\right)+\underline{K}\left(t_{k}\right) g\left(t_{k}\right) \tag{2-8}
\end{equation*}
$$

and the updated covariance matrix

$$
\begin{equation*}
\hat{P}\left(t_{k}\right)=\left[I-K\left(t_{k}\right) H\left(t_{k}\right)\right] P\left(t_{k}\right) \tag{2-9}
\end{equation*}
$$

The updated state vector and covariance matrix at time $t_{k}$ are then the input for propagation to time $t_{k+1}$ in the next step.
2.2 UDU $^{\text {T }}$ Filter DERIVATION

The covariance matrix is a positive definite square matrix which may be factored into a triangular matrix and its transpose. It may also be factored into a triangular matrix with unity on the diagonal, its transpose, and a diagonal matrix.

The EISF equations can then be formulated using the component matrices instead of the covariance matris. The covariance matrix is computed as shown below.

$$
\begin{equation*}
P \square U D U^{T} \tag{2-10}
\end{equation*}
$$

where $U$ is an upper triangular matrix and $D$ is a diagonal matrix. The initial conditions for the $t_{k}$ th step of the EKF fllter are

$$
\hat{\widehat{x}}\left(\mathrm{t}_{\mathrm{k}-1}\right), \hat{\mathrm{U}}\left(\mathrm{t}_{\mathrm{k}-1}\right), \hat{\mathrm{D}}\left(\mathrm{t}_{\mathrm{k}-1}\right)
$$

Propagating the covariance matrix (without process nolse) to time $t_{k}$ yields,

$$
\begin{align*}
P\left(t_{k}\right) & =U\left(t_{k}\right) D\left(t_{k}\right) U^{T}\left(t_{k}\right) \\
& =\Phi\left(t_{k}, t_{k-1}\right) \hat{U}\left(t_{k-1}\right) \hat{D}\left(t_{k-1}\right) \hat{U}^{T}\left(t_{k-1}\right) \Phi^{T}\left(t_{k}, t_{k-1}\right)  \tag{2-11}\\
& =\Phi\left(t_{k}, t_{k-1}\right) \hat{U}\left(t_{k-1}\right) \hat{D}\left(t_{k-1}\right)\left[\Phi\left(t_{k}, t_{k-1}\right) \hat{U}\left(t_{k-1}\right)\right]^{T}
\end{align*}
$$

The covariance update equation is

$$
\begin{equation*}
\widehat{P}\left(t_{k}\right)=\left[I-K\left(t_{k}\right) H\left(t_{k}\right)\right] P\left(t_{k}\right) \tag{2-12}
\end{equation*}
$$

For the following equations, all quantities are evaluated at $t_{k}$. Replacing K in Equation (2-12) whth Equation (2-7) gives

$$
\begin{equation*}
\widehat{\mathrm{P}}=\mathrm{P}-\mathrm{P}^{\mathrm{T}} \mathrm{H}^{\mathrm{T}}\left(\mathrm{HPH}^{\mathrm{T}}+\sigma_{\mathrm{m}}^{2}\right)^{-1} \mathrm{HP} \tag{2-13}
\end{equation*}
$$

Substituting Equation (2-10) Into Equation (2-13) glves

$$
\begin{align*}
\hat{P} & =\hat{U D} \hat{D} \hat{U}^{T} \\
& =U D U^{T}-U D U^{T} H^{T}\left(H U D U^{T} H^{T}+\sigma_{m}^{2}\right)^{-1} H U D U^{T}  \tag{2-14}\\
& =U\left[D-D U^{T} H^{T}\left(H U D U^{T} T+\sigma_{m}^{2}\right)^{-1} H U D\right] U^{T}
\end{align*}
$$

- For a single observation, the term

$$
H U D U^{T} H^{T}+\sigma_{m}^{2}
$$

is the scalar

$$
\begin{equation*}
\alpha_{n}=\sigma_{m}^{2}+\sum_{i=1}^{n} d_{i}\left(h_{i}+\sum_{j=1}^{i-1} h_{j} u_{j, i}\right)^{2} \tag{2-15}
\end{equation*}
$$

where $n$ is the dimension of the state vector, $d_{i}=d_{i, i}$, the diagonal terms of $D, h_{i}=h_{1, i}$, the elements of the lT matrix and $u_{i, j}$ are the elements of the $U$ matrix.

Substituting this relationship into Equation (2-14) gives

$$
\begin{equation*}
\hat{U} \hat{D} \hat{U}^{T}=U\left[D-\frac{\left(D U^{T} H^{T}\right)\left(D U^{T} H^{T}\right)^{T}}{\alpha_{n}}\right] U^{T} \tag{2-16}
\end{equation*}
$$

Equation (2-16) is then premultiplied by $\mathrm{U}^{-1}$ and postmultiplied by $\mathrm{U}^{-\mathrm{T}}$ to give

$$
\begin{equation*}
U^{-1} \hat{P} U^{-T}=U^{-1} \hat{U} \hat{D} \hat{U}^{T} U^{-T} \tag{2-17}
\end{equation*}
$$

which is, substituting $\ln (2-16)$

$$
\begin{equation*}
U^{-1} \hat{P} U^{-T}=D-\frac{\left(D U^{T} H^{T}\right)\left(D U^{T} H^{T}\right)^{T}}{\alpha_{n}} \tag{2-18}
\end{equation*}
$$

Because both $\widehat{P}$ and $U$ (and $U^{-1}$ ) are positive definite matrices, $U^{-1} \hat{P} U^{-T}$ is also positive definite (Reference 3). Therefore, the matrix (2-18) is a positive definite matrix and can itself be decomposed Into upper triangular and diagonal component matrices.

Let

$$
\begin{equation*}
M=D-\frac{\left(D U^{T} H^{T}\right)\left(D U^{T} H^{T}\right)^{T}}{\alpha_{n}} \tag{2-10}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{M}=\mathrm{BWB}^{\mathrm{T}} \tag{2-20}
\end{equation*}
$$

where $B$ is an upper triangular matrix with unity on the diagonal and $W$ is a diagonal matrix.

Then,

$$
\hat{U} \hat{D} \hat{U}^{T}=U B W B^{T} U^{T}
$$

and the following can be identified:

$$
\begin{align*}
& \widehat{\mathrm{U}}=\mathrm{UB} \\
& \hat{\mathrm{D}}=\mathrm{W} \tag{2-21}
\end{align*}
$$

The matrices $B$ and $W$ can be found by applying the factorization equations given in Appendix A.

The general terms for cornponents of the matrix M are

$$
\begin{equation*}
m_{i, 1}=d_{i}-\frac{d_{1}^{2}\left(h_{i}+\sum_{\ell=1}^{1-1} u_{\ell, 1} h_{i}\right)^{2}}{\alpha_{n}} \tag{2-22}
\end{equation*}
$$

and for $i \neq j$

$$
\begin{equation*}
m_{i, j}=-\frac{d_{i} d_{j}\left(h_{i}+\sum_{\ell=i}^{i-1} u_{\ell, i} h_{i}\right)\left(h_{j}+\sum_{q=1}^{j-1} u_{q, i} h_{q}\right)}{\alpha_{n}} \tag{2-23}
\end{equation*}
$$

After decomposition and some manipulation, the general term for W is

$$
\begin{equation*}
w_{i}=\frac{d_{i} \alpha_{i-1}}{\alpha_{i}} \tag{2-24}
\end{equation*}
$$

where $w_{i}=w_{i, i}$

$$
\begin{equation*}
\alpha_{i-1}=\sigma_{I n}^{2}+\sum_{j=1}^{i-1} d_{j}\left(h_{j}+\sum_{k=1}^{j-1} h_{k} u_{k, j}\right)^{2} \tag{2-25}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha_{i}=\alpha_{i-1}+d_{i}\left(h_{i}+\sum_{k=1}^{i-1} h_{k} u_{k, i}\right)^{2} \tag{2-26}
\end{equation*}
$$

## ORIGNAL HELE IS OF POOR OUAL <br> OF POOR QUALITY

The general off-diagonal term of the $B$ matrix is

$$
\begin{equation*}
b_{i-j, i}=\frac{-d_{i-j}\left(h_{i-j}+\sum_{k=1}^{i-j-1} h_{k} u_{k, i-j}\right)\left(h_{i}+\sum_{k=1}^{i-1} h_{k} u_{k, i}\right)}{\alpha_{i-1}} \tag{2-27}
\end{equation*}
$$

Then, the update equations for the $U$ and $D$ matrices are

$$
\begin{equation*}
\hat{d}_{i}=\frac{d_{i} \alpha_{i-1}}{\alpha_{i}} \tag{2-28}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{u}_{i, j}=u_{j, j}-\frac{d_{i} S_{i} S_{j}}{\alpha_{j-1}}-\sum_{k=i+1} \frac{u_{i, k} d_{k} S_{k} S_{j}}{\alpha_{j-1}} \tag{2-29}
\end{equation*}
$$

where $S$ is defined as

$$
\begin{equation*}
S_{j}=h_{j}+\sum_{\ell=1}^{j-1} h_{\ell} u_{2, j} \tag{2-30}
\end{equation*}
$$

The Kalman gain is given by

$$
\begin{align*}
K & =U D U^{T} H^{T}\left(H U D U^{T} H^{T}+\sigma_{m}^{2}\right)^{-1} \\
& =\frac{U D U^{T} H^{T}}{\alpha_{n}} \tag{2-31}
\end{align*}
$$

## ORICNAR PRESE

OF POOR QUALITY

The components of the gain vector are

$$
K=\left[\begin{array}{c}
\frac{1}{\alpha_{n}}\left(d_{1} s_{1}+\sum_{j=2}^{n} u_{1, j} d_{j} s_{j}\right)  \tag{2-32}\\
\frac{1}{\alpha_{n}}\left(d_{2} s_{2}+\sum_{j=3}^{n} u_{2, j} d_{j} s_{j}\right) \\
\vdots \\
\frac{1}{\alpha_{n}}\left(d_{i} s_{i}+\sum_{j=i+1}^{n} u_{i, j} d_{j} s_{j}\right) \\
\frac{1}{\alpha_{n}} d_{n} s_{n}
\end{array}\right]
$$

### 2.3 ONPAC FILTER

The filtering algorithm used to process each observation in ONPAC is discussed below.

1. Enter with a state vector, $\hat{\underline{X}}\left(t_{k-1}\right)$, and covariance matrix components, $\hat{U}\left(t_{k-1}\right)$ and $\hat{D}\left(t_{k-1}\right)$, from the previous step. If this is the initial step in tise filter, $\left(\hat{X}\left(t_{k-1}\right), \hat{U}\left(t_{k-1}\right), \widehat{D}\left(t_{k-1}\right)\right)$ are initialized. Sample initial conditions are given in the user's guide (Reference 1).
2. Retrieve $t_{k}$, (the time of the next observation), and $Y\left(t_{k}\right)$, (the observation). Correct the time $t_{k}$ with the previous estimate of the user clock error (Section 3.3). Propagate the state to $t_{k}$ using the Euler integrator (Section 3). If $\Delta t=t_{k}-t_{k-1}$ is larger than the maximum allowable stepsize, the integration from $t_{k-1}$ to $t_{k}$ is done in substeps no larger than $\Delta t_{\max } \cdot$
3. Compute $\Phi\left(t_{1 k}, t_{k-1}\right)$. (the state transition matrix) and $Q\left(t_{k}\right)$ (the noise matrix).
4. Propagate the covariance matrix
$P\left(t_{k}\right)=\Phi\left(t_{k}, t_{k-1}\right) \hat{U}\left(t_{k-1}\right) \hat{D}\left(t_{k-1}\right)\left[\Phi\left(t_{k}, t_{k-1}\right) \hat{U}\left(t_{k-1}\right)\right]^{T}+Q\left(t_{k}\right)$
5. Decompose $\mathrm{P}\left(\mathrm{t}_{\mathrm{k}}\right)$ into U and D components using the method given in Appendix A

$$
\begin{equation*}
\cdot P\left(t_{k}\right)=U\left(t_{k}\right) D\left(t_{k}\right) U^{T}\left(t_{k}\right) \tag{2-34}
\end{equation*}
$$

6. Fade the filter memory by multiplying the $D$ component of the factored covariance matrix

$$
D\left(t_{k}\right)=\rho D\left(t_{k}\right)
$$

where

$$
\begin{equation*}
\rho=\frac{1}{8} \sum_{i=1}^{4} \beta_{R^{(i)}}+\beta_{\Delta R^{(i)}} \quad\left(\beta_{\min }<\rho<\beta_{\max }\right) \tag{2-35}
\end{equation*}
$$

where $\beta_{R}$ and $\beta_{\Delta R}$ are vectors of smoothed residuals from each of the GPS satellites in the current constellation, and $\beta_{\min }$ and $\beta_{\max }$ are the minimum and maximum values allowed for $\rho$. If there are fewer than four GPS satellites in view, this step is not performed.
7. Compute the observation

$$
\begin{align*}
G\left(X_{k}, t_{k}\right) & =R\left(t_{k}\right) & & \text { for pseudorange }  \tag{2-36}\\
& =\Delta R\left(t_{k}\right) & & \text { for delta pseudorange }
\end{align*}
$$

## ORIGINAL PACE :S OF POOR QUALITY

and the matrix of observation partial derivatives

$$
\begin{align*}
H & =\left[\frac{\partial R}{\partial \underline{X}}\right\rceil & & \text { for range }  \tag{2-37}\\
& =\left\lceil\frac{\partial \Delta R}{\partial \underline{X}}\right\rceil & & \text { for delta range }
\end{align*}
$$

These equations will be given in Section 4.
8. Compute the observation residual

$$
\begin{equation*}
g\left(t_{k}\right)=Y\left(t_{k}\right)-G\left(X_{k}, t_{k}\right) \tag{2-38}
\end{equation*}
$$

9. Compute the $\alpha$ 's and $S^{\prime} s$

$$
\begin{gather*}
\alpha_{i}=\sigma_{m}^{2}+\sum_{j=1}^{i} d_{j}\left(h_{j}+\sum_{\ell=1}^{j-1} h_{\ell} u_{\ell, j}\right)^{2}  \tag{2-39}\\
S_{j}=h_{j}+\sum_{\ell=1}^{j-1} h_{\ell} u_{\ell, j} \tag{2-40}
\end{gather*}
$$

where $\sigma_{m}^{2}=\sigma_{R}^{2}$ for a pseudorange observation

$$
=\sigma_{\Delta R}^{2} \text { for a clelta pseudorange observation }
$$

10. Test the residual for acceptability by computing the square-tovariance ratio

$$
\begin{equation*}
\overline{\rho_{\mathrm{k}}}=\frac{\left[\mathrm{y}\left(\mathrm{t}_{\mathrm{k}}\right)\right]^{2}}{\alpha_{\mathrm{n}}} \tag{2-+1}
\end{equation*}
$$

11. Test $\overline{\rho_{k}}$ against $\rho_{\max }$, a tunable parameter. If $\overline{\rho_{k}}>\rho_{\max }$, the observation is rejected. In that case, set

$$
\begin{aligned}
& \hat{X}\left(t_{k-1}\right)=X\left(t_{k}\right) \\
& \hat{U}\left(t_{k-1}\right)=U\left(t_{k}\right) \\
& \hat{D}\left(t_{k-1}\right)=D\left(t_{k}\right) \\
& t_{k-1}=t_{k} \\
& t_{k}=t_{k+1}
\end{aligned}
$$

and go back to step 1.
If $\bar{\rho}_{\mathrm{k}}<\rho_{\max }$ and the observation is a range, compute the smoothed residual

$$
\begin{equation*}
\beta_{R}(\mathrm{i})=\beta_{\mathrm{R}}(\mathrm{i})+\mathrm{p}\left(\bar{\rho}_{\mathrm{k}}-\beta_{\mathrm{R}}(\mathrm{i})\right) \tag{2-42a}
\end{equation*}
$$

If the observation is a delta range, the smoothed residual is

$$
\begin{equation*}
\left.\beta_{\Delta R^{(i)}}=\beta_{\Delta R^{(i)}+\mathrm{p}\left(\bar{\rho}_{k}-\beta_{\Delta R}\right.}{ }^{(\mathrm{i})}\right) \tag{2-42b}
\end{equation*}
$$

where ( $\beta_{R}(\mathrm{i}), \beta_{\Delta R}(\mathrm{i})$ ) is the smoothed square-to-variance ratio from the previous observation of the ith GPS and $p$ is a tunable parameter. After $\left(\beta_{R}{ }^{(i)}, \beta_{\Delta R}(\mathrm{i})\right.$ ) is computed, it is checked against a tunable parameter $\rho_{2}$ and, if larger than $\rho_{2}$, set equal to $\rho_{2}$.
12. Update the $U$ and $D$ components of the covariance matrix and compute the Kalman gain, K, using Equations (2-28), (2-29), (2-30), and (2-32).
13. Update the state vector

$$
\begin{equation*}
\hat{\underline{X}}\left(t_{k}\right)=X\left(t_{k}\right)+\underline{K}\left(t_{k}\right) g\left(t_{k}\right) \tag{2-43}
\end{equation*}
$$

If there are more observations, go to step 1.

The ONPAC simulator has nine state parametors, the position and velocity componerts, two clock terms, and a drag coefficient. For satellites such as Landsat, which are not highly drag perturbed, this can be reduced to oight by leaving out the drag coefficient.

With the intention of reduoing the computation time and storage needed, the Taylor series expansion in the algorithms for the state propagation were truncated to the minimum number of terms necessary for achieving the desired accurasy. Observations will be made very frequently at the rate of a pseudorange and delta pseudorange palr in every 6.6 seconds when possible. This will reduce the impact of the neglected terms in the propagation algorithms on the filter aceuracy.

### 3.1 STATE VECTOR

The state vector, $X$, which is used in ONPAC is given by

$$
\underline{x}=\left[\begin{array}{c}
x  \tag{3-1}\\
y \\
z \\
b \\
\dot{x} \\
\dot{y} \\
\dot{z} \\
\dot{b} \\
d
\end{array}\right]
$$

where $(x, y, z, \dot{x}, \dot{y}, \dot{z})$ are the Cartesian position and velocity components in Earth-centered Earth-fixed (ECEF) rotating coordinates, (b, b) are the clock blas and bias rate expressed in kilometers (km) and kilometers per second ( $\mathrm{km} / \mathrm{sec}$ ) (i.e., the blas and blas rates are multiplled by the speed of light ylelding km and $\mathrm{km} / \mathrm{sec}$. This provides immediate comparison with the errors in pseudorange and delta pseudorange) and $d$ is the drag coefficient

$$
\begin{equation*}
\mathrm{d}=\frac{\mathrm{C}_{\mathrm{D}} \mathrm{~A}_{\mathrm{cx}}}{2 \mathrm{~m}} \tag{3-2}
\end{equation*}
$$

where $\begin{aligned} A_{C x} & =\text { the cross-sectional area of the satellite } \\ m & =\text { the mass of the satellite } \\ C_{D} & =a \text { constant coefficient }\end{aligned}$

## 3. $\overline{2}$ FORCE MODEL

The ONPAC force model is varlable, to be set by the user at run time. The equations of motion include the force terms clue to the centrul body attraction and the coriolis and centripetal terms. To this may be added the force terms due to $J_{2}$, or to a $2 \times 2,3 \times 3,4 \times 4$, or $5 \times 5$ geopotential model and atmospheric drag. The gravity potential is a Pines model (Reference 6).

The gravity potential function uses a four parameter model. The potential function is

$$
\begin{align*}
V= & \frac{\mu}{r}\left\{1-\sum_{n=1}^{n \max }\left(\frac{R_{e}}{r}\right)^{n}\left[J_{n} A_{n, 0}(u)\right.\right.  \tag{3-3}\\
& \left.\left.-\sum_{m=1}^{n} A_{n, m}(u)\left(C_{n, m} r_{m}(s, t)+S_{n, m} i_{m}(s, t)\right)\right]\right\}
\end{align*}
$$

where

$$
\begin{aligned}
& R_{c} \text { mean radius of the Earth } \\
& \mu=\mathrm{GM} \text {, the gravitational parameter (the gravitational con- } \\
& \text { stant thmes the mass of the Earth) } \\
& J_{n}=\text { zonal harmonic coeffictents } \\
& C_{n, m} ; S_{n, m}=\begin{array}{c}
\text { tesseral harmonio coefflelents (the values used are from }
\end{array} \\
& r=\left(v^{2}+y^{2}+z^{2}\right)^{1 / 2}=\text { magnitude of the position vector } \\
& s=x / r \\
& t=y / r \\
& u=2 / r \\
& \begin{array}{c}
A_{n, m}(u)=d^{m} p_{n}(u) / d_{u}^{m} \text { (where } p_{n}(u)=\text { the Legendre polynomial } \\
\text { of the first kind of degree } n)
\end{array} \\
& \text { nmax }=\text { a user specified Input which }=0,1,2,3,4 \text {, or } 5 \\
& =0 \text { to produce a } 2 \text {-body only geopotential } \\
& =1 \text { to produce a } J_{f} \text {, geopotential } \\
& =2,3,4 \text {, or } \overline{5} \text { givíng a } \overline{2} \times \overline{2}, 3 \times 3,4 \times 4 \text {, or } \\
& 5 \times 5 \text { geopotential fleld, respectively }
\end{aligned}
$$

The functions $r_{m}(s, t)$ and $i_{m}(s, t)$, the real and complex portions of the potential expansion, are defined by

$$
(s+j t)^{m}=r_{m}(s, t)+j i_{m}(s, t)
$$

where $j=\sqrt{-1}$.
The gravitational acceleration is the gadient of the potential function with respect to the four parameters $(\mathfrak{r}, \mathrm{s}, \mathrm{t}, \mathrm{u})$

$$
\begin{equation*}
F=\frac{\partial V}{\partial r} \Delta r+\frac{\partial V}{\partial s} \Delta s+\frac{\partial V}{\partial t} \Delta t+\frac{\partial V}{\partial u} \Delta u \tag{3-4}
\end{equation*}
$$

## ORIGINAL PAEE IS <br> OF POOR QUALITY

The acceleration in Cartesian coordinates due to the gravitational potential is

$$
\begin{align*}
& a_{x}=a_{1}-s a_{4} \\
& a_{y}=a_{2}-t a_{4} \\
& a_{z}=a_{3}-u a_{4} \\
& a_{1}=\frac{1}{r} \frac{\partial V}{\partial s}  \tag{3-5}\\
& a_{2}=\frac{1}{r} \frac{\partial V}{\partial t} \\
& a_{3}=\frac{1}{r} \frac{\partial V}{\partial u} \\
& a_{4}=\frac{\partial V}{\partial r}-s a_{1}-t a_{2}-u a_{3}
\end{align*}
$$

The equations of motion for the spacecraft position vector are

$$
\begin{align*}
& \frac{d x}{d t}=\dot{x} \\
& \frac{d y}{d t}=\dot{y}  \tag{3-6}\\
& \frac{d z}{d t}=\dot{z}
\end{align*}
$$

The equations of motion for the spacecraft velocity vector are

$$
\begin{align*}
& \frac{d \dot{x}}{d t}=a_{x}+2 \Omega \dot{y}+\Omega^{2} x-d \eta v \dot{x} \\
& \frac{d \dot{y}}{d t}=a_{y}-2 \Omega \dot{x}+\Omega^{2} y-d \eta v \dot{y} \tag{3-7}
\end{align*}
$$

# ORIGINAL PAGE IS <br> OF POOR QUALITY 

$$
\frac{d \dot{z}}{d t}=a_{z}-d \eta \dot{z}
$$

where $d=$ the drag senle fnetor

$$
\begin{aligned}
& =\frac{C_{D} \times \text { satellite area } \ln \mathrm{km}^{2}}{2 \times \text { sntellite mass in } \mathrm{kg}} \\
\mathrm{C}_{\mathrm{D}} & =\text { coofficient of drag } \\
v & =\left(\dot{x}^{2}+\dot{\mathrm{y}}^{2}+\dot{z}^{2}\right)^{1 / 2} \mathrm{amagnitude} \text { of velocity vector } \\
\Omega & =\text { Earth's rotation rate } \\
\eta & =\text { the atmospherile density, computed as follows: }
\end{aligned}
$$

The helght of the satellite, $h$, above the reference ellipsold is found from

$$
\begin{equation*}
\mathrm{h}=\mathrm{r}-\mathrm{R}_{\mathrm{e}}\left[1-\left(\frac{\epsilon \mathrm{Z}}{\mathrm{r}}\right)^{2}\right]^{1 / 2} \tag{3-8}
\end{equation*}
$$

where

$$
\epsilon=\text { Earth's ellipticity }
$$

$$
R_{e}=\text { Semi-major axis of the reference ellipsold. }
$$

The height is scaled with

$$
\begin{equation*}
h_{s}=\frac{r_{0} h}{r_{0}+h} \tag{3-9}
\end{equation*}
$$

where $r_{0}$ is a constaut.
The scaled height $h_{s}$ is compared against a series of heights

$$
\begin{equation*}
\Delta h=h_{s}-h_{r}(k), \text { for } k=1,6 \tag{3-10}
\end{equation*}
$$

where $h_{t}$ is a vector of threshold heights.

When the first value of $k$ is found for which

$$
\Delta h>0
$$

the atmospherie density is computed as

$$
\begin{equation*}
\eta=\mathrm{W}_{\mathrm{a}}(\mathrm{k})\left[\mathrm{W}_{\mathrm{b}}(\mathrm{k}) \Delta \mathrm{h}+1\right] \mathrm{W}_{\mathrm{c}}(\mathrm{k}) \tag{3-11}
\end{equation*}
$$

where $W_{a}, W_{b}$, and $W_{c}$ are vectors of constants.
If

$$
h_{s}>h_{t}(6)
$$

then

$$
\eta=0 .
$$

The equation to model the behavior of the drag coefficient is

$$
\begin{equation*}
d=\frac{1}{\tau d} d \tag{3-12}
\end{equation*}
$$

where - $d$ is an input parameter, the time constant of the drag.

### 3.3 CLOCK MODELING

The clock equations are as follows:

$$
\begin{align*}
& \frac{d \mathrm{~b}}{d t}=\dot{b} \\
& \frac{d b^{\prime}}{d t}=-\tau_{f} \dot{b} \tag{3-13}
\end{align*}
$$

where $\tau_{f}$ is the time constant of the clock.

For'a step of $\Delta t$ from $t_{k-1}$ to $t_{k}{ }^{\prime}$,

$$
\begin{align*}
& b\left(t_{k}\right)=b\left(t_{k-1}\right)+\Delta t \dot{b}\left(t_{k-1}\right)  \tag{3-14}\\
& \dot{b}\left(t_{k}\right)=\dot{b}\left(t_{k-1}\right)
\end{align*}
$$

### 3.3.1 Correction of the User Clock

The independent variable, $t$, is the user clock. The corrections to the user clock, ( $\mathrm{b}, \dot{\mathrm{b}}$ ), which are estimated in the filter, must be applied to this independent variable.

When an observation is received, the time at which it is received must be corrected with the predicted offset and rate. The clock rate equation (Equation (3-9)) computes the correction in kilometers. To convert it to seconds, it needs to be divided by the speed of light in kilometers per second (c).

The true time, at the kth observation, is approximately

$$
\begin{aligned}
t_{\text {true }} & \approx t_{\text {obs }}-\frac{\hat{b}_{k}}{c} \\
& \approx t_{\text {obs }}-\left(\frac{b_{k-1}}{c}+\left(t_{\text {true }}-t_{k-1}\right) \frac{\hat{\dot{b}}_{k-1}}{c}\right)
\end{aligned}
$$

or

$$
t_{\text {true }} \approx \frac{t_{o b s}-\frac{\hat{b}_{k-1}}{c}+t_{k-1} \frac{\hat{b}_{k-1}}{c}}{1+\frac{\hat{b}_{k-1}}{c}}
$$

## ORTGNAL PRGR IS <br> OF POOR QUALITY

The observed time is corrected to be $t_{k}$ by

$$
\begin{equation*}
t_{k}=\frac{t_{o b s}-\frac{\hat{b}_{k-1}}{c}+t_{k-1} \frac{\hat{b}_{k-1}}{c}}{1+\frac{\hat{b}_{k-1}}{c}} \tag{3-16}
\end{equation*}
$$

### 3.4 MODIFLED EULER INTEGRATOR

The state equations for the spacecraft position and veloclty are integrated using a modlfed Euler Integrator. The procedure is described below.

Using the state vector and acceleration vector from the previous step, at $t_{k-1}$, compute the position and velocity at $t_{k-1}$.

$$
\begin{align*}
& \dot{\underline{i}}_{k}^{-}=\dot{\underline{i}}_{k-1}+\Delta t \ddot{\underline{i}}_{k-1} \\
& \underline{\underline{r}}_{k}^{-}=\underline{v}_{k-1}+\Delta t \dot{\underline{j}}_{k-1}+\frac{\Delta t^{2}}{2} \underline{i}_{k-1} \tag{3-17}
\end{align*}
$$

where $\Delta t$ is the integration stepsize.
This new state ( $\underline{r}_{k}^{-}, \dot{\underline{i}}_{k}^{-}$) is used to compute the acceleration at $t_{k}, \dot{\vec{i}}_{k}$ by calling the derivative evaluation subroutines. Then, the two acceleration values $\left(\ddot{u}_{k-1}, \ddot{\underline{u}}_{k}\right)$ are used to perform the integration

$$
\begin{align*}
& \dot{\underline{i}}_{k}=\dot{\underline{i}}_{k-1}+\frac{\Delta t}{2}\left(\ddot{\underline{r}}_{k-1}+\ddot{\dot{m}}_{k}\right) \\
& \underline{m}_{k}=\underline{m}_{k-1}+\Delta t \dot{\underline{r}}_{k-1}+\frac{\Delta t^{2}}{3} \ddot{\underline{m}}_{k-1}+\frac{\Delta t^{2}}{6} \ddot{\underline{i}}_{k} \tag{3-18}
\end{align*}
$$

The stepsize, at, is monitored so that

$$
\Delta t s \Delta t_{\max }
$$

where $\Delta t_{\text {max }}$ is an input to the integration routines.

### 3.5 COORDINATE TRANSFORMATIONS

The GPS satellites broadeast their information in Earth-centered Earth-fixed (ECEF) Cartesian cocrdinates, and the ONPAC ephemeris and estimation algorithms are all written using ECEF coordinates. More information on the fillter behnvior and error sourees can be obtained from examining ONPAC results in other coordinate frames (in particular, the UVW coordinates and the Keplerian orbital clements). To convert from ECEF coordinates to UVW coordinntes or to Koplerim elements first requires a conversion to an inertial coordinate frame. The one used for this purpose in ONPAC is the Earthcentered Inertial (ECI) coordinate system.

### 3.5.1 Earth-Centered Inertial (ECI) to Earth-Centered Earth-Fixed (ECEF) Coordinate 'rransformation

In general, the transformation from an ECEF to an ECI coordinate system is obtained by the rotation

$$
\underline{Y}=\left[\begin{array}{ccc}
\cos \Omega t & -\sin \Omega t & 0  \tag{3-10}\\
\sin \Omega t & \cos \Omega t & 0 \\
0 & 0 & 1
\end{array}\right] \underline{\underline{I}}^{\prime}
$$

where $\underline{x}$ is the satellite position vector in true of date ECI coordinates, $\underline{I}^{\prime}$ is the position rector in ECEF coordinates, $\Omega$ is the Earth's rotation rate, and $t$ the elapsed time from the epoch of the true of date system. For ONPAC,
it is necessary only to know the instantaneous correction from one system to the other. In this case, the time from epoch is zero and the transformation from ECEF to ECI is

$$
\begin{align*}
& \underline{\underline{r}}=\underline{\underline{r}}^{\prime} \\
& \underline{\dot{\underline{r}}}=\underline{\underline{r}}^{\prime}+\underline{\Omega} \times \underline{\underline{r}} \tag{3-20}
\end{align*}
$$

where $\underline{\Omega}$ is the vector directed along the Earth's North polar axis whose magnitude is $\Omega$, the rotation rate of the Earth.

### 3.5.2 ECI to UVW Coordinate Transformation

The unit vectors in the UVW coordinate system are

$$
\begin{align*}
& \hat{u}=\frac{\underline{r} \times \dot{\underline{r}}}{|\underline{\underline{r}} \times \underline{\dot{\underline{~}}}|}  \tag{3-21}\\
& \hat{\mathrm{v}}=\frac{\dot{\dot{\mathrm{H}}}}{\mid \underline{\underline{\underline{x}}}}  \tag{3-22}\\
& \widehat{w}=\hat{u} \times \hat{\mathrm{v}}=\frac{\dot{\underline{\dot{r}}} \times(\underline{\underline{r}} \times \dot{\underline{\dot{r}}})}{|\underline{\underline{\dot{r}}} \times(\underline{\underline{r}} \times \underline{\dot{q}})|} \tag{3-23}
\end{align*}
$$

The unit vector, $\hat{u}$, is in the cross-track direction (along the angular momentum vector), $\hat{v}$ is along track (aiong the velocity vector), and $\hat{w}$ is in the radial direction for a circular orbit. For any other orbit, it is in the orbit plane perpendicular to the $\hat{\mathrm{v}}$ and $\hat{\mathrm{u}}$ vectors. It will be nearly in the direction of the radius vector for an orbit with low eccentricity.

The transformation from ECI to UVW is

$$
\underline{r}^{\prime \prime}=\left[\begin{array}{lll}
\hat{u} \cdot \hat{i} & \hat{u} \cdot \hat{j} & \hat{u} \cdot \hat{k}  \tag{3-24}\\
\hat{v} \cdot \hat{i} & \hat{v} \cdot \hat{j} & \hat{v} \cdot \hat{k} \\
\hat{w} \cdot \hat{i} & \hat{w} \cdot \hat{j} & \hat{w} \cdot \hat{k}
\end{array}\right] \underline{r}
$$

where ( $\hat{i}, \hat{j}, \hat{k}$ ) are the ECI unit vectors and $\underline{x}^{\prime \prime}$ is the position vector in UVW coordinates.
3.5.3 Keplerian Orbital Elements

The orbital elements are determined using ECI satellite position and velocity $(\underline{r}, \underline{\mathfrak{r}})$. The angular momentum is

$$
\begin{align*}
\underline{\hat{c}} & =\underline{\underline{r}} \times \dot{\underline{i}} \\
& =c_{i}^{\hat{i}}+c_{\hat{j}}^{\hat{j}}+c_{k} \hat{k} \tag{3-25}
\end{align*}
$$

The vector along the nodal line is

$$
\begin{align*}
\underline{n} & =\hat{k} \times \underline{c} \\
& =n_{i} \hat{i}+n_{j} \hat{j}  \tag{3-26}\\
& =-c_{j} \hat{i}+c_{i} \hat{j}
\end{align*}
$$

The Laplace vector, whose magnitude is the eccentricity, e , and which points along the periapsis line is

$$
\begin{align*}
& \underline{e}=\frac{1}{\mu}\left[\left(\dot{r}^{2}-\frac{\mu}{r}\right) \underline{r}-(\underline{r} \cdot \underline{r}) \dot{\underline{y}}\right] \\
& e=\underline{e} \tag{3-27}
\end{align*}
$$

and $\mu=G M$, the gravitational parameter.
The semilatus rectum is

$$
\begin{equation*}
\mathrm{p}=\frac{\mathrm{c} \cdot \mathrm{c}}{\mu} \tag{3-28}
\end{equation*}
$$

The semimajor axis is

$$
\begin{equation*}
a=\frac{p}{1-e^{2}} \tag{3-29}
\end{equation*}
$$

The inclination of the orbit to the $\mathrm{X}-\mathrm{Y}$ plane, I , is given by

$$
\begin{equation*}
\cos I=\frac{c_{k}}{|\underline{c}|} \tag{3-30}
\end{equation*}
$$

The inclination is always less than 180 degrees.
The longitude of the ascending node, measured from the X axis, is given by

$$
\begin{equation*}
\cos \Omega=\frac{n_{i}}{|\underline{n}|} \tag{3-31}
\end{equation*}
$$

If $n_{j}<0$, the orbit is retrograde and the longitude $=\Omega+180^{\circ}$.
The argument of perigee is given by

$$
\begin{equation*}
\cos \omega=\frac{\underline{\mathrm{n}} \cdot \underline{\mathrm{e}}}{|\underline{\mathrm{n}}| \mathrm{e}} \tag{3-32}
\end{equation*}
$$

If $\mathrm{o}_{\mathrm{k}}<0$, the argument of perigee $=\omega+180^{\circ}$.
The true anomaly is glven by

$$
\begin{equation*}
\cos f=\frac{e \cdot \underline{v}}{|-|\underline{e}|} \tag{3-33}
\end{equation*}
$$

If $\underline{\underline{r}} \cdot \underline{\underline{i}}<0$, the true anomaly $=f+180^{\circ}$.
The eccentric anomaly E is given by

$$
\begin{equation*}
\tan \frac{E}{2}=\sqrt{\frac{1-e}{1+e}} \tan \frac{f}{2} \tag{3-34}
\end{equation*}
$$

### 3.6 State transition matrix

A state transition matrix propagates the estimated corrections to the state vec= tor forward in time and it is computed by integrating the linearized form of the equations of motion. In ONPAC, the covariance matrix is propagated by using an analytic approximation to the state transition matris. The analytic state transition matrix is expanded in a Taylor series and may be truncated at $O(t), O\left(t^{2}\right)$ or $O\left(t^{3}\right)$ at the user's option. The force model for the state transition matrix includes the central body attraction and the coriolis terms. The user may also include some terms due to drag.

The general differential equation for the state transition matrix $\Phi$ is

$$
\begin{equation*}
\dot{\Phi}\left(t, t_{k-1}\right)=A(t) \Phi\left(t, t_{k-1}\right) \tag{3-35}
\end{equation*}
$$

which has the solution

$$
\begin{align*}
\Phi\left(t_{k}, t_{k-1}\right) & =\exp \left[\int_{t_{k-1}}^{t_{k}} A(t) d t\right] \\
& \approx \exp \left[A\left(t_{k-1}\right) \Delta t\right]  \tag{3-30}\\
& \approx I+A\left(t_{k-1}\right) \Delta t+\frac{A^{2}\left(t_{k-1}\right) \Delta t^{2}}{2!}+\ldots
\end{align*}
$$

where $\Delta t=t_{k}-t_{k-1}$. The matrix $A(t)$ is composed of the partial derivatives of the equations of motion $\underline{F}(t)$, with regard to the state, X .

$$
\Phi\left(t_{k}, t_{k-1}\right)=\left[\begin{array}{ccccc}
\phi_{11} & 0_{3 \times 1} & \phi_{12} & 0_{3 \times 1} & \phi_{13}  \tag{3-37}\\
0_{1 \times 3} & 1 & 0_{1 \times 3} & \Delta t & 0 \\
\phi_{21} & 0_{3 \times 1} & \phi_{22} & 0_{3 \times 1} & \phi_{23} \\
0_{1 \times 3} & 0 & 0_{1 \times 3} & 1-\Delta t / \tau_{f} & 0 \\
0_{1 \times 3} & 0 & 0_{1 \times 3} & 0 & 1-\Delta t / \tau_{d}
\end{array}\right]
$$

where $\phi_{11}=I$ (and is a 3 by 3 submatrix)
$0_{3 \times 1}=3$ by 1 zero submatrix
$\phi_{12}=I \Delta t+\varphi_{a} \Delta t^{2} / 2$ (and is a 3 by 3 submatrix)
$0_{1 \times 3}=1$ by 3 zero submatrix
$\phi_{21}=\phi_{\mathrm{g}} \Delta \mathrm{t}$ (and is a 3 by 3 submatrix)
$\phi_{22}=I+\phi_{a} \Delta t$ (and is a 3 by 3 submatrix) $\Delta t=t_{k}-t_{k+1}$

$$
\begin{align*}
\phi_{g} & =\frac{\mu}{r^{5}}\left[\begin{array}{ccc}
2 x^{2}-y^{2}-z^{2} & 3 x y & 3 x z \\
3 x y & 2 y^{2}-x^{2}-z^{2} & 3 y z \\
3 x z & 3 y z & 2 z^{2}-x^{2}-y^{2}
\end{array}\right]  \tag{3-38}\\
\phi_{\mathfrak{a}}= & \frac{-d \eta}{v}\left[\begin{array}{ccc}
2 \dot{x}^{2}+\dot{y}^{2}+\dot{z}^{2} & \dot{x} \dot{y} & \dot{x} \dot{z} \\
\ddot{x} \dot{y} & \dot{x}^{2}+2 \dot{y}^{2}+\dot{z}^{2} & \dot{y} \dot{z} \\
\ddot{x} \dot{z} & \dot{y} \dot{z} & \dot{x}^{2}+\dot{y}^{2}+2 \dot{z}^{2}
\end{array}\right] \\
& +\left[\begin{array}{ccc}
0 & 2 \Omega & 0 \\
-2 \Omega & 0 & 0 \\
0 & 0 & 0
\end{array}\right]  \tag{3-39}\\
\phi_{23}= & {\left[\begin{array}{l}
-\eta v \dot{x} \Delta t \\
-\eta v \dot{y} \Delta t \\
-\eta v \dot{z} \Delta t
\end{array}\right] }  \tag{3-40}\\
\phi_{13}= & \frac{\Delta t \phi_{23}}{2} \tag{3-41}
\end{align*}
$$

where $\Omega=$ rotation rate of the Earth.
The equations of motion, $F(t)$, are Equations $(3-6)$ and $(3-7)$ defined in Section 3.2.

### 3.7 FADING MEMORY

The most recently made observations are weighted more heavily than previous ones by fading the filter memory. When the covariance is propagated, as described by Equation ( $2-4$ ), an additional factor is included

$$
\begin{equation*}
P\left(t_{k}\right)=S \Phi\left(t_{k}, t_{k-1}\right) \hat{P}\left(t_{k-1}\right) \Phi^{T}\left(t_{k}, t_{k-1}\right) \tag{3-42}
\end{equation*}
$$

whore the variable $s$ can be described as

$$
\begin{equation*}
s=e^{\Delta t / T} \tag{3-43}
\end{equation*}
$$

with $\Delta f$ the interval between observations and $\tau$ a time constant, Since the covariance is factored into U-D components for gain and update computation, the $D$ component of the propagated covariance is multiplied instend of the entire covariance,

$$
\begin{equation*}
D\left(t_{k}\right)=s D\left(t_{k}\right) \tag{3-44}
\end{equation*}
$$

which is equivalent to (3-42) when chere is process noise covariance. In ONPAC, the $s$ term is approximated with a combination of smoothed square-to-variance ratios of range and delta rage observations from the GPS satellites in the constollations, as described in Section 2.3.

The fading memory can be compared to the process noise covariance matrix given in Section 5. The process nolse terms, which are added to the covarlance, provide a minimum value for specific terms of the covariance at any given time. The fading memory multiplies the entire covariance and can impact the covariance much more than the process noise. This limits the use of the fading memory to periods of good GPS satellite visibility (four or more in view). When used together, the fading memory will overwhelm the proces noise but there is reason for having both available to ONPAC. When the GPS satellite visibility is poor, only the process noise is used. When it is good, both the process noise and the fading memory are used.

## SECTION 4 - OBSERVATION MODEL AND PARTLAL DERIVATIVES

The pseudorange observation equation ts the equation for the length of the line-of-slght vector from the user to the GPS satellite. The delta pseudorange observation equatlon is the difference between two range measurements made over a short time span. The partial derivatives of the pseudorange equation are straightforward. Those of the delta pseudorange are the first terms of an expansion in which the assumption is made that a linear approximation will sufflce over a short time span.

### 4.1 PSEUDORANGE OBSERVATION MODEL

The pseudorange observation equation at time $t_{k}$ is

$$
\begin{equation*}
R\left(t_{k}\right)=\left[\left(s_{x}-x\right)^{2}+\left(s_{y}-y\right)^{2}+\left(s_{z}-z\right)^{2}\right]^{1 / 2}+b \tag{4-1}
\end{equation*}
$$

where

$$
(x, y, z)=\text { the user satellite position at } t_{k}
$$

$\left(s_{x}, s_{y}, s_{z}\right)=$ the GPS satellite position at $t_{k}$ $\mathrm{b}=$ the user clock bias at $\mathrm{t}_{\mathrm{k}}$

The partial derivatives of the pseudorange observation with respect to the state parameters are

$$
\begin{align*}
& \frac{\partial R}{\partial x}=-\ell_{x}\left(t_{k}\right) \\
& \frac{\partial R}{\partial y}=-\ell_{y}\left(t_{k}\right)  \tag{4-2}\\
& \frac{\partial R}{\partial z}=-\ell_{z}\left(t_{k}\right) \\
& \frac{\partial R}{\partial b}=1
\end{align*}
$$

$$
\begin{equation*}
\frac{\partial R}{\partial \dot{x}}=\frac{\partial R}{\partial \dot{y}}=\frac{\partial R}{\partial \dot{\partial}}=\frac{\partial R}{\partial \dot{B}}=\frac{\partial R}{\partial d}=0 \tag{4-2}
\end{equation*}
$$

(Cont'd)
where the components of the unit vector along the line-of-sight from the user satellite to the GPS satellite are given by

$$
\begin{align*}
& \ell_{x}\left(t_{k}\right)=\frac{s_{x}\left(t_{k}\right)-x\left(t_{k}\right)}{R\left(t_{k}\right)-b\left(t_{k}\right)} \\
& \ell_{y}\left(t_{k}\right)=\frac{s_{y}-y}{R-b}  \tag{4-3}\\
& \ell_{z}\left(t_{k}\right)=\frac{s_{z}-z}{R-b}
\end{align*}
$$

### 4.2 DELTA PSEUDORANGE OBSERVATION MODEL

The delta pseudorange observation equation at time $t_{k}$ is

$$
\begin{equation*}
\Delta R\left(t_{k}\right)=R\left(t_{k}\right)-R\left(t_{k-1}\right) \tag{4-4}
\end{equation*}
$$

This equation assumes that a pseudorange measurement precedes the delta pseudorange measurement at time $t_{k-1}$.

The partial derivatives of the delta pseudorange $\Delta \mathrm{R}$ with respect to the state, $\underline{x}$, at time $t_{k}$ are

$$
\begin{align*}
\frac{\partial \Delta R\left(t_{k}\right)}{\partial \underline{X}\left(t_{k}\right)} & =\frac{\partial R\left(t_{k}\right)}{\partial X\left(t_{k}\right)}-\frac{\partial R\left(t_{k-1}\right)}{\partial \underline{X}\left(t_{k-1}\right)} \frac{\partial X\left(t_{k-1}\right)}{\partial X\left(t_{k}\right)} \\
& =\frac{\partial R\left(t_{k}\right)}{\partial X\left(t_{k}\right)}-\frac{\partial R\left(t_{k-1}\right)}{\partial X\left(t_{k-1}\right)} \Phi\left(t_{k-1}, t_{k}\right) \tag{4-5}
\end{align*}
$$

$$
\begin{aligned}
& \text { OF POOR Qumbing }
\end{aligned}
$$

The state transition matrix, $\Phi\left(t_{k-1}, t_{k}\right)$, can be approximated by the expansion

$$
\begin{equation*}
\Phi\left(t_{k-1}, t_{k}\right) \approx I_{9 \times 9}+A\left(t_{k-1}\right)_{9 \times 9}\left(t_{k-1}-t_{k}\right) \tag{4-6}
\end{equation*}
$$

For the nine-parameter state, a further approximation for the matrix A can be introduced, where

$$
A \approx\left[\begin{array}{lll}
0_{3 \times 3} & I_{3 \times 3} & 0_{3 \times 3}  \tag{4-7}\\
0_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3} \\
0_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3}
\end{array}\right]
$$

Then, the partial derivatives with respect to the state parameters are

$$
\begin{align*}
& \frac{\partial \Delta R}{\partial x}=\ell_{x}\left(t_{k-1}\right)-\ell_{x}\left(t_{k}\right) \\
& \frac{\partial \Delta R}{\partial y}=\ell_{y}\left(t_{k-1}\right)-\ell_{y}\left(t_{k}\right) \\
& \frac{\partial \Delta R}{\partial z}=\ell_{z}\left(t_{k-1}\right)-\ell_{z}\left(t_{k}\right) \\
& \frac{\partial \Delta R}{\partial b}=0  \tag{4-8}\\
& \frac{\partial \Delta R}{\partial \dot{x}}=-\Delta t \ell_{x}\left(t_{k-1}\right) \\
& \frac{\partial \Delta R}{\partial \dot{y}}=-\Delta t \ell_{y}\left(t_{k-1}\right) \\
& \frac{\partial \Delta R}{\partial \dot{z}}=-\Delta t_{z}\left(t_{k-1}\right)
\end{align*}
$$

$$
\begin{aligned}
& \frac{\partial \Delta R}{\partial D}=\Delta t \\
& \frac{\partial \Delta R}{\partial d}=0
\end{aligned}
$$

where $\Delta t=t_{k}-t_{k-1}$. In the pseudorange measurement, the $\Delta t$ is small (on the order of 0.0 second). The ONPAC program assumes theic a delta pseudorarge observation at time $t_{k}$ is following a range observation at $t_{k-1}$.

## SECTION 5 - DERIVATION OF THE STATE PROCESS NOISE COVARIANCE MATRIX

The covariance matrix in a Kalman filter or EKF will become saturated, the terms becoming very small, after a large number of observations have been processed. The result is such that the filter will no longer significantly correct the state (i, e., the state corrections become infinitesimal). To prevent this, a noise matrix which compensates for neglected terms in the force model is computed and adcled to the covariance matrix when it is propagated. Then, Equation (2 $\omega 4$ ) becomes

$$
\begin{equation*}
P\left(t_{k}\right)=\Phi\left(t_{k}, t_{k-1}\right) \hat{P}\left(t_{k-1}\right) \Phi^{T}\left(t_{k}, t_{k-1}\right)+Q\left(t_{k}\right) \tag{5-1}
\end{equation*}
$$

where $Q\left(t_{k}\right)$ is the state process noise covariance matrix. The noise errors are assumed to be uncorrelated in time (see Reference 4) and the rosition-velocity and drag terms are uncorrelated with the clock terms.

The vector $\mathrm{X}_{\mathrm{e}}$ is derined as the error in the state.

$$
X_{e}=\left[\begin{array}{c}
\underline{\delta r}  \tag{5-2}\\
\delta b \\
\delta \mathrm{y} \\
\hline \dot{b} \\
\delta d
\end{array}\right]
$$

where $\delta \underline{\underline{r}}=$ position error
$\delta \dot{\mathrm{b}}=$ clock bias error
$\delta_{\underline{V}}=$ velocity error
$\delta \dot{\mathrm{b}}=$ clock drift rate error
$\delta \mathrm{d}=\mathrm{drag}$ scale error

Then, the differential equations to describe this system can be written

$$
\begin{equation*}
\dot{x}_{e}=\left[\frac{\partial F}{\partial \underline{x}}\right] \underline{x}_{e}+\underline{\omega}_{(t)} \tag{5-3}
\end{equation*}
$$

where $\underline{( })(t)$ is a random forcing function to account for the errors in the force mociels used in the differential equations. This is called the state noise. The function $\underline{\omega}(t)$ is assumed to satisfy the following:

$$
\begin{align*}
& E[\underline{\omega}(t)]=0 \\
& E\left[\underline{\omega}(t) \underline{\omega}^{T}(s)\right]=\underline{\omega} 6(t-s) \tag{5-4}
\end{align*}
$$

where

$$
\begin{aligned}
\delta= & \text { the Dirac delta function } \\
\delta(\mathrm{t}-\mathrm{s})= & 1, \mathrm{t}=\mathrm{s} \\
& 0, \mathrm{t} \neq \mathrm{s} \\
\mathrm{E}= & \text { the expectation operator } \\
\underline{\mathrm{W}}= & \text { spectral density matrix }
\end{aligned}
$$

This model assumes that the state noise is unbiased and uncorrelated in time. The covariance matrix for the noise is

$$
\begin{align*}
Q(t)= & E\left[\int_{t_{k-1}}^{t_{k}} \int_{t_{k-1}}^{t_{k}} \Phi\left(t_{k}, u\right) \underline{\omega}(u) \underline{\omega}^{T}(s) \Phi^{T}\left(t_{k} s\right) d u d s\right]  \tag{5-5}\\
& =\int_{t_{k-1}}^{t_{k}} \int_{t_{k-1}}^{t_{k}} \Phi\left(t_{k}, u\right) E\left[\underline{\omega}_{(u)}\left(u \underline{\omega}^{T}(s)\right] \Phi^{T}\left(t_{k}, s\right) d u d s\right.
\end{align*}
$$

If the position-velocity and drag terms are uncorrelated with the clock terms, the state noise matrix can be partitioned and the clock terms derived separately. The noise matrix can be divided into the following:

$$
Q(t)=\left[\begin{array}{lllll}
Q_{11} & 0_{3 \times 1} & Q_{12} & 0_{3 \times 1} & Q_{13}  \tag{5-6}\\
0_{1 \times 3} & q_{b b} & 0_{1 \times 3} & q_{b \dot{b}} & 0 \\
Q_{12}^{T} & 0_{3 \times 1} & Q_{22} & 0_{3 \times 1} & Q_{23} \\
0_{1 \times 3} & q_{b b \dot{b}} & 0_{1 \times 3} & q_{b \dot{b}} & 0 \\
Q_{13}^{T} & 0 & Q_{23}^{T} & 0 & Q_{33}
\end{array}\right]
$$

The clock process noise covariance matrix terms are

$$
\begin{align*}
& q_{b b}=\frac{1}{2} \sigma_{0}^{2} \Delta t+2 \sigma_{-1}^{2} \Delta t^{2}+\frac{2}{3} \pi^{2} \sigma_{-2}^{2} \Delta t^{3}+\frac{1}{4} \sigma_{D}^{2} \Delta t^{4} \\
& q_{b b j}=2 \sigma_{-1}^{2} \Delta t+\pi^{2} \sigma_{-i}^{2}+\frac{1}{2} \sigma_{D}^{2} \Delta t^{2}  \tag{5-7}\\
& q_{b \dot{b} b}=\sigma_{-1}^{2} c+2 \pi_{-2}^{2} \sigma_{-2}^{2} \Delta t+\sigma_{D}^{2} \Delta t^{2}
\end{align*}
$$

where $c=4.6 \frac{\Delta t}{\tau_{\min }}\left(1-\frac{\Delta t}{2 \tau_{\text {min }}}\right)$
$r_{0}^{2}$ is the clock white noise Allan variance factor
$\mathrm{I}_{-1}^{2}$ is the clock flicker noise Allan variance factor
$\mathrm{r}_{-2}^{2}$ is the clock random walk Allan variance factor
$r_{D}^{2}$ is the deterministic clock drift rate variance
and $\tau_{\text {min }}$ is the scaled minimum time where flicker noise predominates on the Allan variance curve
$Q^{\prime}(t)$ is defined as the subset of $Q(t)$ which concerns the position-velocity and drag terms

$$
Q^{\prime}(t)=\left[\begin{array}{lll}
Q_{11} & Q_{12} & Q_{13}  \tag{5-8}\\
Q_{12}^{T} & Q_{22} & Q_{23} \\
Q_{13}^{T} & Q_{23}^{T} & Q_{33}
\end{array}\right]
$$

Equation (5-4) can be rewritten in the form

$$
E\left[\underline{\omega}(u) \underline{\omega}^{T}(s)\right]=\left[\begin{array}{lll}
{ }^{0} 3 \times 3 & 0_{3 \times 3} & 0_{3 \times 1}  \tag{5-9}\\
0_{3 \times 3} & \sigma_{a}^{2} I_{3 \times 3} & 0_{3 \times 1} \\
0_{1 \times 3} & 0_{1 \times 3} & \sigma_{d}^{2} \delta(u-s)
\end{array}\right]
$$

for the position-velocity and drag noise terms where $\sigma_{\mathrm{a}}^{2}$ and $\sigma_{\mathrm{d}}^{2}$ are the rates of the noise variances for the acceleration and the drag coefficient.

Because Equation (5-5) for computing $Q(t)$ contains $b_{;}$, th $\Phi$ and $\Phi^{T}$, the state transition matrix, $\Phi$ may be approximated with fewer terms than those given in Section 3.

The transition matrix is approximated for use in Equation (5-5) by

$$
\Phi\left(t_{k}, t_{k-1}\right) \approx\left[\begin{array}{lll}
\phi_{11} & \phi_{12} & 0_{3 \times 1}  \tag{5-10}\\
0_{3 \times 3} & \phi_{22} & \phi_{23} \\
0_{1 \times 3} & 0_{1 \times 3} & 1-\Delta t / \tau_{d}
\end{array}\right]
$$

where $\quad \Delta t=t_{k}-t_{k-1}$

$$
\begin{aligned}
& \phi_{11}=I_{3 \times 3} \\
& \phi_{12}=\Delta t I_{3}
\end{aligned}
$$

$$
\phi_{22}=\left[\begin{array}{lll}
1 & 2 \Omega \Delta t & 1 \\
-2 \Omega \Delta t & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

$$
\phi_{23}=\left[\begin{array}{l}
-\eta v \dot{x} \Delta t \\
-\eta v \dot{y} \Delta t \\
-\eta v \dot{z} \Delta t
\end{array}\right]
$$

$$
v=\sqrt{\dot{x}^{2}+\dot{y}^{2}+\dot{z}^{2}}
$$

$$
\Omega=\text { rotation rate of the Earth }
$$

$$
\eta=\text { the atmospheric density }
$$

Then,

$$
\begin{gather*}
Q_{11}=\frac{\sigma_{a}^{2} \Delta t^{4}}{4} I_{3}  \tag{5-11}\\
Q_{12}=\sigma_{a}^{2}\left[\begin{array}{cc}
\frac{\Delta t^{3}}{2} & \frac{-\Omega \Delta t^{4}}{2} \\
\frac{\Omega \Delta t^{4}}{2} & 0 \\
0 & 0 \\
0 & \frac{\Delta t^{3}}{2}
\end{array}\right]  \tag{5-12}\\
Q_{13}=\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right] \tag{5-13}
\end{gather*}
$$

$$
\begin{gather*}
Q_{22}=\sigma_{a}^{2}\left[\begin{array}{lll}
\Delta t^{2}+\Omega^{2} \Delta t^{4} & 0 & 0 \\
0 & \Delta t^{2}+\Omega^{2} \Delta t^{4} & 0 \\
0 & 0 & \Delta t^{2}
\end{array}\right]  \tag{5-14}\\
Q_{23}=-\eta v \sigma_{d}^{2} \frac{\Delta t^{2}}{2}\left[\begin{array}{l}
\dot{x} \\
\dot{y} \\
\dot{z}
\end{array}\right]  \tag{5-15}\\
Q_{33}=\sigma_{d}^{2} \Delta t \tag{5-16}
\end{gather*}
$$

The terms $\sigma_{d}^{2} \Delta t^{2}$ and $\sigma_{d}^{2} \Delta t^{3}$ were neglected since they are smaller than the neglected terms in the state transition matrix.

The state noise process covariance matrix is a positive definite matrix. Consideration of the position-velocity components $\left[Q_{11}, Q_{12}\right]$ shows that

$$
\left[\begin{array}{ll}
Q_{11} & Q_{12} \\
Q_{12}^{T} & Q_{22}
\end{array}\right]
$$

is a matrix which may be factored into $U-D$ components. Let $Q^{\prime \prime}$ be the subset of $Q$ described above. Then,

$$
\begin{equation*}
Q^{\prime \prime}=\sigma_{a}^{2} \Delta t^{2}\left[\left(\mathrm{I}_{6 \times 6}+q_{1}\right)\left(q_{2}\right)\left(I_{6 \times 6}+q_{1}\right)^{T}\right] \tag{5-17}
\end{equation*}
$$

where

$$
\begin{aligned}
& q_{1}=\left[\begin{array}{ll}
0_{3 \times 3} & q_{1}^{1} \\
0_{3 \times 3} & 0_{3 \times 3}
\end{array}\right] \\
& q_{1}^{1}=\left[\begin{array}{ccc}
\frac{\angle t}{2\left(1+\Omega^{2} \Delta t^{2}\right)} & -\frac{\Omega \Delta t^{2}}{2\left(1+\Omega^{2} \Delta t^{2}\right)} & 0 \\
\frac{\Omega \Delta t^{2}}{2\left(1+\Omega^{2} \Delta t^{2}\right)} & \frac{\Delta t}{2\left(1+\Omega^{2} \Delta t^{2}\right)} & 0 \\
0 & 0 & \frac{\Delta t}{2}
\end{array}\right]
\end{aligned}
$$

and $q_{2}$ is a diagonal 6 by 6 matrix with elements

$$
q_{2}=\left[0,0,0,1+\Omega^{2} \Delta t^{2}, 1+\Omega^{2} \Delta t^{2}, 1\right]
$$

## APPENDIX A - MATRLX DECOMPOSITION

## A. 1 CHOLESKY DECOMPOSITION

Any positive definite square matrix can be factored into a triangular matrix and Its transpose. If A is such a matrix,

$$
A=B B^{T}
$$

The matrix $B$ is not unique and may be either an upper or lower triangular matrix. If it is an upper triangular matrix, the decomposition algorithms for an $n \times n$ matrix are as follows:

$$
\begin{align*}
& b_{n, n}=\sqrt{a_{n, n}} \\
& b_{i, n}=\frac{a_{i, n}}{b_{n, n}} \text { for } i=1 \text { to } n-1 \\
& b_{j, j}=\sqrt{a_{j, j}-\sum_{i=j+1}^{n} b_{j, i}^{2}} \text { for } j=n-1 \text { to } 1  \tag{A-1}\\
& b_{\ell, j}=\frac{a_{\ell, i}-\sum_{k=j+1}^{n} b_{j, k} b_{\ell, k}}{b_{j, j}} \text { for } \ell=j-1 \text { to } 1
\end{align*}
$$

A. 2 UDU $^{\text {T }}$ DECOMPOSITION

The matrix A can also be factored into a triangular matrix with unity on the diagonal and a diagonal matrix,

$$
\begin{equation*}
A=C E C^{T} \tag{A-2}
\end{equation*}
$$

which can also be written as

$$
\begin{equation*}
\mathrm{A}=\left(\mathrm{CE}^{1 / 2}\right)\left(\mathrm{CE}^{1 / 2}\right)^{\mathrm{T}} \tag{A-3}
\end{equation*}
$$

implying that

$$
\begin{equation*}
B=C E^{1 / 2} \tag{A-4}
\end{equation*}
$$

When $C$ is an upper triangular matrix, the algorithms for the $C$ and $E$ components are as follows:

$$
\begin{align*}
e_{n, n} & =a_{n, n}  \tag{A-5}\\
c_{n-1, n} & =\frac{a_{n-i, n}}{e_{n, n}} \text { for } i=1 \text { to } n-1
\end{align*}
$$

Then, for $j=1$ to $n-1$ the diagonal terms are

$$
\begin{equation*}
e_{n-j, n-j}=a_{n-j, n-j}-\sum_{k=n-j+1}^{n} c_{n-j, k}^{2} e_{k, k} \tag{A-6}
\end{equation*}
$$

and the off-diagonal terms in $C$ are for $m=1$ to $n-j-1$

$$
\begin{equation*}
c_{n-j-m, n-j}=\left(\frac{a_{n-j-m, n-j}-\sum_{\ell=n-j+1}^{n} c_{n-j-m, \ell} c_{n-j, \ell} e_{\ell, \ell}}{e_{n-j, n-j}}\right) \tag{A-7}
\end{equation*}
$$

The dlagonal terms of C are

$$
c_{1, i}=1, \text { for } i=1, n
$$

## APPENDLX B - DATA SIMULATION

Simulated pseudorange and delta pseudorange measurements from GPS broadcasts are provided by using the ANALYSIS program of GTDS. Further information on the ANALYSIS program is available in Reference 7. Data may be simulated for either ONPAC or the FIJTER and DC programs In GTDS.

For a data simulation computation, the user satellite orbit is computed using the GTDS EPHEM program, and the true coordinates are read as input to the ANALYSIS program. The GPS satellite coordinates at a given time are determined depending on the configuration chosen. The options avallable are 3 GPS satellites in 2 orbits (Phase I), 6 satellites spaced in 3 orbits as set by the user (modified Phase I); 12 satellites with unequal separation (Phase IIa), 12 satellites with equal separation (Phase IIb), and 24 satellites with equal separation (Phase III).

The visibility of the GPS satellites is constrained by the observer antenna cone angle and the ionospheric cutoff. The user may cycle through all visible GPS satellites, select a subset of four by choosing those four which minimize the Geometric Dilution of Precision (GDOP), or use all those visible except only one of the two or more that are essentially in the same direction from the user. The use: and GPS satellite positions can have random noise added. The GPS position and velocity errors are simulated by computing errors in HCL coordinates, with the along-track error increasing with time.

The clock errors are a total of the GPS and user satellite clock errors. The GPS clock offset is a constant for each GPS satellite. The constant value is chosen at random for an input standard deviation. The user clock offset may be computed using a quadratic or a Markov process model.

The quadratic model of the user clock offset, $T_{u}^{B}$, at time $t$ is

$$
\begin{equation*}
T_{u}^{B}(t)=T_{u}^{B}+f_{u}^{B}\left(t-t_{0}\right)+\frac{1}{2} f_{u}^{D}\left(t-t_{0}\right)^{2} \tag{B-1}
\end{equation*}
$$

where $T_{u}^{B}$ the user clock bias
$f_{u}^{B}=$ the user clock drift which equals the user frequency offset in parts $\mathrm{f}_{\mathrm{u}}^{\mathrm{D}}=$ the user clock drift rate which equals the user discrete change in

$$
\mathrm{t}=\text { the observation time (in seconds) }
$$

$t_{0}=$ the epoch of the clock model
In the Markov process, the drift rate $f_{u}^{D}$ is computed as a random number at discrete update times. The time interval between updates is set by input, as are the mean and standard deviation of the random number generator. The drift rate is assumed constant between update times. The clock drift at time $t_{i}$, $f_{u}^{B}\left(t_{i}\right)$, is

$$
\begin{equation*}
f_{u}^{B}\left(t_{1}\right)=f_{u}^{B}\left(t_{0}\right)+\sum_{j=0}^{1} f_{u}^{D}\left(t_{j+1}\right) u\left(t_{i}-t_{j+1}\right) \tag{B-2}
\end{equation*}
$$

where $\mathfrak{u}(\tau)$ is a step function

$$
u(\tau)= \begin{cases}0, & \tau<0 \\ 1, & \tau \geq 0\end{cases}
$$

and the $t_{j+1}$ are the times of updates.
The user clock bias is then

$$
\begin{equation*}
T_{u}^{B}\left(t_{i}\right)=T_{u}^{B}\left(t_{o}\right)+f_{u}^{B}\left(t_{o}\right)\left(t_{i}-t_{o}\right)+\sum_{j=0}^{i} f_{u}^{D}\left(t_{j+1}\right)\left(t_{i}-t_{j+1}\right) u\left(t_{i}-t_{j+1}\right) \tag{B-3}
\end{equation*}
$$

For the quadratle model, the user offset is computed by evaluating Equation ( $\mathrm{B}-1$ ). In ONPAC, the user clock blas, $b$, is expressed $\ln$ kllometers, and is compared to $T_{u}^{B}$ by multiplying $T_{u}^{B}$ times the speed of llght $\ln \mathrm{km} / \mathrm{sec}$, The pseudorange observation is the true range plus the user and GPS clock offsets plus the range measurement noise, computed as a random number with a user-supplled standard deviation. The delta pseudorange ts the difference of two true ranges plus its measurement nolse computed from the user-specified standard deviation. The fllter programs are also supplied with GPS coordinates which will be obtained from the broadeasts. The coordinates are Cartestan ECEF and contain the simulated GPS ephemeris errors.

The ONPAC data tape also includes a record with the true observation, true user coordinates, and true user clock offset and drift for each observation record. This information is used in analyzing the results.

## GLOSSARY

| $A(t)$ | Partial dorlvatlves of the equations of motion defined In Equation (2-3) |
| :---: | :---: |
| $A_{c x}$ | Cross-sectional area of the satellite |
| $A_{n, m}$ | Assoclated Legendre polynomials |
| a | Semimajor axls defined In Equation (3-25) |
| $a_{1}, a_{2}, a_{3}, a_{4}$ | Acceleration components in Pine's model defined in Equation (3-5) |
| $a_{x}, a_{y}, a_{z}$ | Acceleration components |
| B | Upper right triangular matrix In U-D update derivation |
| b | Clock blas expressed in units of km |
| $\dot{\mathrm{b}}$ | Clock drift rate expressed in units of $\mathrm{km} / \mathrm{sec}$ |
| $b_{i, j}$ | Element of B defined in Equation (2-27) |
| $C_{D}$ | Coefficlent of drag |
| $C_{n, m}$ | Tesseral harmonic coefficients |
| c | Angular momentum vector defined in Equation (3-25) |
| $c_{x}, c_{y}, c_{z}$ | Angular momentum components |
| D | Diagonal component matrix of covariance matrix |
| d | Drag coefficient defined in Equation (3-2) |
| $d_{i}$ | Diagonal components of D matrix |
| סd | Drag coefficient error |
| E | Eccentric anomaly |
| E[] | Expectation operator |


| [ | ee | Eccentricity |
| :---: | :---: | :---: |
|  |  | Laplace vector defined in Equation (3-27) |
| 1 | $\mathrm{F}(\mathrm{X}, \mathrm{t})$ | Equations of motion |
| I | f | True anomaly defined in Equation (3-43) |
|  | $G(X(t), t)$ | Observation equation |
| 1 | $g(t)$ | Observed minus computed observation defined in Equation (2-6) |
| 1 | $\mathrm{H}(\mathrm{t})$ | Matrix of partial derivatives of $\mathrm{G}(\mathrm{X}(\mathrm{t}), \mathrm{t})$ |
| ! | h | Satellite height defined after Equation (3-6) |
| f | $\mathrm{h}_{\mathrm{i}}$ | Components of $\mathrm{H}(\mathrm{t})$ matrix |
| - | $\mathrm{h}_{\mathrm{S}}$ | Scaled height |
| 1 | $h_{t}$ | Vector of threshold heights |
|  | I | Identity matrix |
| ! | I | Satellite orbit inclination defined in Equation (3-30) |
| 1 | $\mathrm{i}_{\mathrm{m}}(\mathrm{s}, \mathrm{t})$ | Imaginary part of the potential expansion defined after Equation (3-3) |
| 1 | $J_{n}$ | Zonal harmonic coefficients |
|  | j | $\sqrt{-1}$ |
| \% | $\mathrm{K}(\mathrm{t})$ | Kalman gain vector defined in Equation (2-31) |
| I | $\ell$ | Line-of-sight unit vectors defined in Equation (4-3) |
|  | M | Inner matrix in the U-D update derivation Equation (2-19) |
|  | m | Satellite mass |
| 1 | $\mathrm{m}_{\mathrm{i}, \mathrm{j}}$ | Element of M matrix defined in Equations (2-22) and (2-23) |
|  | n | The number of state parameters |
|  |  | G-2 |


| $P(t)$ | Covariance matrix defined in Equations (2-33) and (2-34) |
| :---: | :---: |
| $\mathrm{P}_{\mathrm{n}}$ | Legendre polynomials |
| p | Semilatus rectum defined in Equation (3-28) |
| P | Filter tunable parameter used to compute smouthed residual |
| $Q(t)$ | State noise prosess covariance matrix defined in Equation (5-6) |
| $\begin{aligned} & Q_{11}, Q_{12}, Q_{13} \\ & Q_{22}, Q_{23}, Q_{33} \end{aligned}$ | Submatrix components of $Q(t)$ |
| Q' | Position-velocity nad drag submatrix of $Q(t)$ defined in Equation (5-8) |
| Q' | Position-velocity submatrix of $Q(t)$ defined in Equation (5-17) |
| $q_{1}, q_{2}$ | Component matrices in $Q^{\prime \prime}$ defined after Equation (5-17) |
| $\mathrm{R}(\mathrm{t})$ | Pseudorange defined in Equation ( $4-1$ ) |
| $\Delta \mathrm{R}(\mathrm{t})$ | Delta pseudorange, defined in Equation ( $4-4$ ) |
| $\mathrm{R}_{\mathrm{e}}$ | Mean Earth radius |
| $\underline{\square}$ | Satellite position vector |
| $\delta \underline{\underline{x}}$ | Satellite position error |
| $r_{m}(s, t)$ | Real part of potential expansion defined after Equation (3-3) |
| $\mathrm{r}_{0}$ | Satellite height scaling factor: defined after Equation (3-6) |
| $S_{i}$ | Partial sum in the U-D update defined in Equation (2-30) |
| $S_{n, m}$ | Tesseral harmonic coefficients |

## max

U
u
$\widehat{u}$

## $u_{i, j}$

V

V
$\delta V$

W
$w_{i}$
$\widehat{W}$
$W_{a}, W_{b}, W_{c}$
$\underline{X}(t)$
$X_{e}$

Coordinate in Pines force model defined in Equation (3-3)

GPS satellite position components
Time
Coordinate in Pines force model defined in Equation (3-3)
Filter stepsize
Maximum allowable stepsize
Upper right triangular matrix component of the covariance

Coordinate in Pines force model defined in Equation (3-3)
Crosstrack unit vector defined in Equation (3-21)
Element of U matrix
Gravity potential defined in Equation (3-3)
§atellite velocity vector
Satellite velocity error
Along track unit vector defined in Equation (3-22)
Diagonal matrix in U-D update derivation
Diagonal element of $W$ matrix, defined in Equation (2-2.4)
Unit vector in UVW coordinate system defined in Equation (3-23)

Vectors of constants used in atmospheric density computation, defined after Equation (3-6)

State vector defined in Equation (3-1)
Error in state vector defined in Equation (5-2)

| $x$ | Position component of satellite |
| :---: | :---: |
| $\dot{x}$ | Velocity component of satellite |
| $Y(t)$ | Observation |
| y | Position component of satellite |
| $\dot{y}$ | , Velocity component of satellite |
| z | Fosition component of satellite |
| $\bar{z}$ | Velocity component of satellite |
| $\alpha_{n}$ | Scalar divisor for EKF update defined in Equation (2-15) |
| $\beta_{\mathrm{R}}, \beta_{\Delta \mathrm{R}}$ | Vectors of smoothed residuals (2-42) |
| $\beta_{\min } \beta_{\max }$ | Filter tunable parameters |
| $\gamma$ | Term in atmospheric density computation defined after Equation (3-6) |
| $\epsilon$ | Earth's ellipticity |
| $\eta$ | Atmospheric density defined after Equation (3-6) |
| $\mu$ | Gravitational parameter, GM |
| $\rho$ | Fading memory factor, defined in Equation (2-35) |
| $\bar{\rho}_{\mathrm{j}}$ | Ration of the square of the residual to $\alpha_{n}$ defined in Equation (2-£0) |
| $\rho_{2}$ | Tunable parameter used to limit $\beta_{\mathrm{R}}, \beta_{\Delta \mathrm{R}}$ |
| $\sigma_{\mathrm{a}}^{2}$ | Acceleration noise variance rate |
| $\sigma_{0}^{2}$ | Clock white noise Allan variance factor, |
| $\sigma_{1}^{2}$ | Clock flicker noise Allan variance factor |
| $\sigma_{2}^{2}$ | Clock random walk Allan variance rate factor |


| $\sigma_{\text {D }}^{2}$ | Deterministic clock drift rate variance |
| :---: | :---: |
| $\sigma^{2}$ |  |
| $\sigma_{d}$ | Drag noise variance rate |
| $\sigma^{2}$ | Measurement variance |
| m | Measuroment |
| $\sigma^{2}$ | Pseudorange measurement variance |
| R | Pseudorange measurement varlance |
| $\sigma^{2}$ | Delta pseudorange measurement variance |
| $\Delta \mathrm{R}$ | Delta pseudorange measurement variance |
| ${ }^{T} \mathrm{~d}$ | Time constant of drag defined in Equation (3-12) |
| $\tau_{\text {min }}$ | Scaled minimum time where flicker noise predominates on the Allan variance curve. |
| $\Phi_{\left(t_{k}, t_{k-1}\right)}$ | State transition matrix defined in Equation (3-37) |
| $\varphi_{i j}$ | Submatrix component of $\Phi$ defined after Equation (3-37) |
| $\phi_{a}$ | Submatrix component of $\Phi$ defined in Equation (3-39) |
| $\varphi_{\mathrm{g}}$ | Submatrix component of $\Phi$ defined in Equation (3-38) |
| $\Omega$ | Rotation rate of Earth in Section 3.5.1 |
| $\Omega$ | Longitude of the ascending node in Section 3.5.3 |
| $\omega$ | Argument of perigee |
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