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 satisfactory for simple geometries, it is an almost impossible
为
task for complex geometries. It would be extremely useful, therefore, to derive some criteria to measure the suitability of a grid that could be decermined computationally. The quality of a complex three dimensional grid could thus be determined before a lengthy flow solution is attempted.

In a general two dimensional grid the coordinate transformation $\tau=t, \xi=\xi(t, x, y), \eta=\eta(t, x, y)$ permits clustering and spreading of the points in two-dimensions. The components of the Jacobian transformation matrix (hereafter called "metrics") $x_{\xi}, y_{\xi}$ and $x_{\eta}, y_{\eta}$ can be examined to determine the quality of a grid. The main problem is to decide the attributes of a good grid; it is anticipated that quantities such as curvature variation, Jacobian variation, skewness and volume of grid cells, in addition to other geometric quantities will be important.

First the attributes of a good grid are determined, and second, means of quantifying the grid quality are developed. In addition to this purely geometric problem, it is likely that the relative quality of a grid will depend on the algorithm in the code since the major aim is to reduce the truncation error. Since different algorithms have different truncation errors it is probable that grid quality is dependent on the algorithm and the solution. A particular algorithm is chosen for more detailed study.

Finally, a feasibility analysis on the extension of the above criteria to three dimensions is undertaken.

## COMMENTS ON MESH CRITERIA

Before some criteria can be established which will serve to quantify a "good" mesh, it is necessary to discuss the various purposes a mesh needs to serve. This will be done in this section. The discussion will be limited to problems applicable in computational flurd dynamics.
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If.conservation is important, as is usually the case for gas dynamics, where shock waves and tangential discontinuity surfaces are to be captured by the numerical scheme, then the mesh must be suck that numerical conservation is maintained to a certain level of approximation. This requirement precludes rapid changes in mesh cell size. The changes must be smooth and gradual if conservation is required.

Another use of adaptive meshes is to keep track of fluid interfaces such flame fronts Dwyer (Ref. 7) and water waves. Here the accuracy of the solution is strongly dependent on the proper resolution of the flame front temperature gradient or air-water interface. The truncation error of the flow variables is not the problem here. The difficulty is obtaining the source terms accurately for the chemical kinetic equations or tine boundary surface for the wave problem. The mesh effect on the accuracy of these flow fields will be different than those based purely on truncation errors.

Another purpose of a finite difference mesh is to control the stability, well-posedness, or convergence properties of numerical schemes. For example, Hagin (Ref. 8) usec this method to keep an integral equation method well posed. preconditioning methods or multi-grid methods also make indirect use of this mesh property to increase the convergence rate of numerical schemes Lomax (Ref. 9).

From this brief survey it is obvious that there are too many different requirements that a mesh has to satisfy. ro establish criteria based on all these functions of the mesh is a far too ambitious undertaking. For this reason the remainder of this study will focus attention on meshes adapted to reduce the truncation errors only. The governing equations considered will be in strongly conservative form with no source terms due to physical processes. In the transformed or computational space the equations considered will be both strongly and weakly conservative. The source term for the latter form will be due to the transformation metrics only.
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In the next sections the transformation, governing equations and truncation errors of a simple numerical scheme are derived.

CURVILINEAR COORDINATE SYSTEMS AND GOVERNING DIFFERENTIAL EQUATIONS

Metric Tensor
In any two dimensional surface with local coordinates $\xi^{i}=(\xi, n)$ we have 4 local element of length

$$
\begin{align*}
d s^{2} & =g_{i j} d \xi^{i} d \xi^{i} \quad i, j=1,2 \\
& =g_{11} d \xi^{2}+2 g_{12} d \xi d \eta+g_{22} d n^{2} \tag{1}
\end{align*}
$$

If imbedded in a plane "physical" space with coordinate
$x^{i}=(x, y)$ then the components of the metric tensor $g_{i j}$ are given by

$$
\begin{align*}
& g_{11}=x_{\xi}^{2}+y_{\xi}^{2} \\
& g_{12}=x_{\xi} x_{n}+y_{\xi} y_{n}  \tag{2}\\
& g_{22}=x_{\eta}^{2}+y_{\eta}^{2}
\end{align*}
$$

so that $d s^{2}=d x^{2}+d y^{2}$. The determinant of the metric tensor is

$$
\begin{equation*}
g=\left|g_{i j}\right|=J^{2}=g_{11} g_{12}-g_{12}^{2}=\left(x_{\xi} y_{\eta}-x_{\eta} y_{\xi}\right)^{2} \tag{3}
\end{equation*}
$$

where $J$ is the Jacobian of the tiansformation between the two coordinate systems. If the mapi $i: 1 g$ between the two systems is to be one-to-one, then $J \neq 0$ and $J^{-1} \neq 0$ must be satisfied.
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$$
\begin{equation*}
\cos \phi=\frac{x_{\xi}}{\sqrt{x_{\xi}^{2}+y_{\xi}^{2}}} \tag{5}
\end{equation*}
$$

Other representations are possible but this one is simple and with a surface conforming curvilinear coordinate system it gives the angle between the tangent plane of the surface and the $x$-axis. It wili be called the "solic-body" rotation angle. This solic body rotation is only defined for flat 2 D surfaces. On a curved surface the integral of the rotation about a closed contour is equal to the integral of the curvature of the surface enclosed.
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For later reference is useful to have the transformation metrics in terms of $g_{i j}$ and $\phi$.

$$
x_{\xi}=\sqrt{g_{11}} \cos \phi
$$

$$
y_{\xi}=\sqrt{g_{11}} \sin \phi
$$

$$
\begin{equation*}
x_{n}=\frac{-1}{\sqrt{g_{11}}}\left(g_{12} \cos \phi+\sqrt{g} \sin \phi\right) \tag{6}
\end{equation*}
$$

and

$$
y_{n}=\frac{1}{\sqrt{g_{11}}}\left(\sqrt{g} \cos \phi-g_{12} \sin \phi\right)
$$

The latter two become for an orthogonal system $\left(g_{12}=0\right)$.

$$
\begin{aligned}
& x_{n}=-\sqrt{g}_{22} \sin \phi \\
& y_{n}=\sqrt{g}_{22} \cos \phi
\end{aligned}
$$

Note the strong dependence of the metrics on the solid body rotation.
The metric tensor can be rewritten or solit in various different ways. For example,

$$
g_{i j}=J\left[\begin{array}{lll}
\alpha & \cosh B & \sinh B \\
\sinh B & \frac{1}{\alpha} & \cosh B
\end{array}\right]
$$

where $\alpha$ is the cell aspect ratio, $B$ is a measure of orthogonality and $J$ the cell volume (area)
and

$$
\begin{aligned}
& \alpha=\sqrt{g_{11} / g_{22}} \\
& \sinh =\left(g_{12} / J\right)
\end{aligned}
$$

Or $g_{i j}$ can be split into dilation and shear components

$$
g_{i j}=\frac{T}{2}\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]+R\left[\begin{array}{cc}
\sin \theta & \cos \theta \\
\cos \theta & -\sin \theta
\end{array}\right]
$$

where the first matrix represents a uniform dilation and the second the shear. $T$ and $R$ are the strength of the dilation and shear respectively. $T$ is, of course, the trace of $g_{i j}$, that is

$$
T=g_{11}+g_{22}
$$

also

$$
I=\sqrt{\mathrm{A}^{2}+\mathrm{B}^{2}}
$$

and

$$
\sin \theta=A / \sqrt{A^{2}+B^{2}}
$$

where

$$
A=\left(g_{11}-g_{22}\right) / 2
$$

and

$$
\mathrm{B}=\mathrm{g}_{12} .
$$

With these definitions of the metric tensor, certain mesh criteria can be established.

## MESH CRITERIA

In recent years curvilinear coordinate systems have become important for improving the efficiency of numerical solutions of flow fields around arbitrarily shaped bodies. In generating these meshes many workers have incorporated various properties they considered desirable into the mesh. It is not clear why these properties are required for a mesh to be "good" for a certain numerical scheme.

Brackbill (Ref. 4) generates two dimensional meshes such that several of the mesh proit. =ies are simultaneously optimized. For example, he consicers cell vclume, J; the trace 8
of $g_{i j}$ which he calls cell smoothness, $T$; and orthogonality, $g_{12}$ to be important. In other words he generates a mesh such that the conflicts among the three requirements are minimized. Yanenko (Ref. 10) also considers orthogonality and a specified variation of cell volume to be important. However, he dees not use the cell smoothness, instead he considers a mesh "non-Lagrangian-ness" which is the difference between the fluid veloc$i t y$ and the mesh node velocities. Steger, et al, (Ref. 11) have developed a very rapid mesh generator by satisfying only two properties, for example, orthogonality and a simple variation of cell volume. Ablcw (Ref. 12) and white (Ref. 13) use the solution in a direct manner to generate the mesh. In other words, the solution and mesh are solved simultaneously such that the measure of "difficulty" of the method is spread out uniformly over the computational domain. The "difficulty" can take on several meanings, for example, equal arc length along the solution curve, truncation error, single step error, or a number of other things. If the differential equation is the Poisson equation and one takes the truncation error to be the measure of "difficulty", then Ablow (Ref. 12) consider $g_{11}, g_{12}, g_{22}, \mathrm{~J}$, along with the higher order derivatives of the solution to be 1 the important mesh criteria. Thompson (Ref. 14) have considered arc lengths between coordinate lines (i.e., $g_{11}$ and $g_{22}$ ) and orthogonality as mesh criteria. These six works are probably the state-of-the-art in mesh generation with cervain desirable properties explicitly built into them.

It should be apparent that if the mesh is solution adapted and the solution is a vector, then there should be a mesh for each component of the solution vector. This of course involves the additional expense of generating and storing multiple meshes in addition to the extra burden of interpolating among the meshes. These types of difficulties were experienced by Harlow (Ref. 1) with his "contour dynamics" method. .While multiple meshes may be unnecessarily cumbersome and expensive they should
not be rejected out of hand for they maz be advantageous for certain kinds of problems. But, in general, a single solution adapted mesh is generated based on some scalar composite of the solution vector, e.g., pressure.

It is not evident that any of these properties are in any way desirable for a "good" mesh. The very notion of a good mesh is vague. The function of any mesh networ', dynamic or stationary, is to discretize a system of governing partial (usually, non-linear) differential equations so that they can de solved by a numerical algorithm. In this report only finite difference schemes will be considered. For finite difference schemes the mesh should minimize the truncation error for a given number of discretization points. This is because one can not easily add or delete mesh points during a calculation. Since the truncation error depends on the transformation metrics, the solution, and the numerical scheme, it may be expected that the desirable mesh properties will be scheme and solution dependent.

It is also possible that the mesh criteria may depend on the order of the differential equations. For this reason twe types of differential equatiors will be consıdered. The first type will be a system of nonlinear first order partial differential equations, such as the Euler equations of gas dynamics. The second type will be a scalar second order partial differential equation such as the steady full potential equations for transonic flows.

TRUNCATION ERROR
First Order Differential System -
Farst Order Scheme
In the following sections the truncation error of two algorithms on an arbitrary curvilinear mesh will be derivec. From the truncation error the desirable form of the transformation metrics will be extracted. The governing equations will be conservation law form
io


ORIGITAM FAOE TS OF POOR QUALITY

To both of these forms the mesh velocities ( $\dot{x}, \dot{y}$ ) must be given

$$
\begin{align*}
& x_{\tau}-\dot{x}=0 \\
& y_{\tau}-\dot{y}=0 \tag{11}
\end{align*}
$$

For convenience in determining the truncation error the mesh accelerations ( $\ddot{x}, \ddot{y}$ ) are also given

$$
\begin{align*}
& (\dot{x})_{\tau}-\ddot{x}=0 \\
& (\dot{y})_{\tau}-\ddot{y}=0 \tag{12}
\end{align*}
$$

Here $\dot{x}, \dot{y}, \ddot{x}, \ddot{y}$ are given functions of $\bar{w}, \bar{w}, \bar{w}, w, y$.
Both of these forms are written in terms of new dependent variables and fluxes as

$$
\begin{equation*}
w_{\tau}+f_{\xi}+g_{\eta}+h=0 \tag{13}
\end{equation*}
$$

For the SCL form

$$
\begin{align*}
& w=\left[\begin{array}{c}
w J \\
x \\
y \\
\dot{x} \\
\dot{y}
\end{array}\right] ; \quad f=\left[\begin{array}{c}
y_{\eta}(\bar{f}-\dot{x} \bar{w})-x_{\eta}(\bar{g}-\dot{y} \bar{w}) \\
0 \\
0 \\
0 \\
0
\end{array}\right] ; \\
& g=\left[\begin{array}{c}
-y_{\xi}(\bar{f}-\dot{x} \bar{w})+x_{\xi}(\vec{g}-\dot{y} \bar{w}) \\
0 \\
0 \\
0 \\
0
\end{array}\right] ; \quad h=\left[\begin{array}{c}
0 \\
\dot{x} \\
\dot{y} \\
\ddot{x} \\
\ddot{y}
\end{array}\right] \tag{11}
\end{align*}
$$

$$
\begin{align*}
& 4 \\
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& \text { and for the wCl form } \\
& \text { and } \\
& h=\left[\begin{array}{cc}
\text { (last three terms of equation (10) } \\
\dot{x} \\
\dot{y} \\
\ddot{x} \\
\ddot{y}
\end{array}\right] \\
& \text { Solving system (13) by a first order numerical scheme } \\
& \frac{w^{n+1}-w^{n}}{\Delta T}+\frac{f_{i+1}^{n}-f_{i}^{n}}{\Delta \xi}+\frac{g_{j+1}^{n}-g_{j}^{n}}{\Delta n}+k^{n}=0  \tag{16}\\
& \text { one obtains the following modified equation } \\
& w_{\tau}+f_{\xi}+g_{\eta}+h+\frac{\Delta \tau}{2} w_{2 \tau}+\frac{\Delta \xi}{2} f_{2 \xi}+\frac{\Delta \eta}{2} g_{2 \eta}=0\left(\Delta^{2}\right) \\
& \text { where } w_{2 \tau}=w_{\tau \tau} \text {. This notation will be used throughout this } \\
& \text { report. }
\end{align*}
$$
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$$
\begin{equation*}
w_{\tau}+f_{\xi}+g_{n}+h+\frac{\Delta \xi}{2} f_{2_{\xi}}+\frac{\Delta n}{2} g_{2_{n}}+\frac{\Delta \tau}{2}\left(-s_{\tau}\right)=0\left(\Delta^{2}\right) \tag{17}
\end{equation*}
$$

where $O\left(\Delta^{2}\right)$ represents $O\left(\Delta_{\xi}^{2}, \Delta_{\eta}^{2}, \Delta_{\tau}^{2}, \Delta_{\xi} \Delta_{\eta}\right)$.

$$
\text { Here } s=f_{\xi}+g_{\eta}+h \text { and }\left(-s_{\tau}\right) \text { is given by }
$$

$$
\left(-s_{\tau}\right)=\left[h_{w}+f_{w w} w_{\xi}+f_{w w_{\xi}} w_{\xi \xi}+f_{w w_{\eta}} w_{\eta \xi}+g_{w w}^{w}{ }_{\eta}+s_{w w_{\xi}} w_{\xi \eta}\right.
$$

$$
\left.+g_{w w_{n}} w_{n n}\right] \cdot s+\left[f_{w}+h_{w_{\xi}}+f_{w_{\xi} w_{\xi}}+f_{2 w_{\xi}} w_{2 \xi}\right.
$$

$$
\left.+f_{w_{\xi} w_{\eta}} w_{\eta \xi}+g_{w_{\xi}} w_{\eta}+g_{2 w_{\xi}} w_{\xi \eta}+g_{w_{\xi} w_{\eta}} w_{2 \eta}\right] \cdot s_{\xi}
$$

$$
+\left[g_{w}+h_{w_{\eta}}+f_{w_{\eta}} w_{\xi}+f_{w_{\eta} w_{\xi}} w_{\xi \xi}+f_{2 w_{\eta}} w_{\eta \xi}+g_{w_{\eta}} w_{\eta}\right.
$$

$$
\left.+g_{w_{n} w_{\xi}} w_{\xi n}+g_{2 w_{\eta}} w_{2 \eta}\right] \cdot s_{\eta}+\left[h_{w_{\xi \xi}}+\xi_{w_{\xi}}\right] \cdot s_{\xi \xi}
$$

$$
+\left[h_{w_{\xi \eta}}+f_{w_{\eta}}+g_{w_{\xi}}\right] \cdot s_{\xi \eta}+\left[h_{w_{\eta \eta}}+g_{w_{r}}\right] \cdot s_{\eta \eta}
$$

The meaning of these terms should be made clear. Terms with subscripts $\xi$ or $\eta$, egg., $s_{\xi \eta}$, are

$$
s_{\xi \eta}=\frac{\partial^{2}}{\partial \xi_{\eta}^{\partial}}(s)=\frac{\partial^{2}}{\partial \xi_{\eta}^{\partial} \eta}\left(\xi_{\xi}+g_{\eta}+h\right) .
$$

Terms with subscripts $w, w_{\xi}, W_{\eta}$, etc. are the Jacobian coefficlient matrices or flux Jacobins (not to be confused with the
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## Jacobian of the coordinate transformation). For example

$$
f_{w w_{\xi}}=\frac{\partial^{2} f}{\partial w \partial w_{\xi}}
$$

This term is a third order tensor containing $8 \times 8 \times 8$ terms if $\bar{w}$ is a 4-component vector as for example in the two-dimentional equations of gas dynamics.

As can be seen this modified equation is a rather complicated function of the spatial derivatives of the metrics and the flow variables. It is far too complicated for one to readily extract any useful information. It is presented, however, to emphasize the additional effects that a dynamic mesh has on the truncation error. Thus one should not be surprised by difficulties experienced with dynamic meshes. as used for example by the space Shuttle codes Kutler (Ref. 15) or the parabolized Navier-Stokes codes, Schiff (Ref. 19).

If we specialize the problem to an unsteady flow on a fixed mesh then we obtain

$$
\begin{align*}
& w_{\tau}+f_{\xi}+g_{\eta}+h+\frac{\Delta \xi}{2} f_{2 \xi}+\frac{\Delta \eta}{2} g_{2 \eta} \\
& +\frac{\Delta \tau}{2}\left[\left\{h_{w}+f_{w w} w_{\xi}+g_{w w} w_{r_{1}}\right\} s+f_{w} s_{\xi}+g_{w} s_{\eta}\right]=0\left(\Delta^{2}\right) \tag{19}
\end{align*}
$$

Note that for this case all of the coefficient matrix Jacobians derived from the spatial derivatives of $w$ vanish.

Comparing the two modified equations immediately reveals that the truncation error contains derivatives of one higher order for the dynamic mesh. Thus determining proper mesh criteria are more restrictive for a dynamic mesh than for a fixed mesh. If we further simplify the problem to steady flow then we obtain
original pisizis OF POOR QUALIT:

$$
\begin{equation*}
f_{\xi}+g_{\eta}+h+\frac{\Delta \xi}{2} f_{2} \xi=\frac{\Delta \eta}{2} g_{2} \eta=0\left(\Delta^{2} \cdot\right) \tag{20}
\end{equation*}
$$

There is no further reduction in the order of the derivative in the truncation error. The equations are recast as

$$
\begin{equation*}
\left[f+\frac{\Delta \xi}{2} f_{\xi}\right]_{\xi}+\left[g+\frac{\Delta \eta}{2} g_{\eta}\right]_{\eta}+h=0\left(\Delta^{2}\right) \tag{21}
\end{equation*}
$$

White (Ref. 13) speaks of an iCeal mesh for a one-dimensional problem as one where the numerical and exact solutions are identical. That is the truncation error vanishes. The ideal mesh for the above first order numerical scheme is one that eliminates both of the truncation errors. That is, the mesh is such that $f$ and $g$ are linear in $\xi$ and $\eta$, respectively:

$$
\begin{aligned}
& f=K_{1} \xi+K_{2} \\
& g=K_{3} \eta+K_{4}
\end{aligned}
$$

where $K_{1}=-K_{3}=$ constant and $K_{2}$ and $K_{4}$ are arbitrary functions of $\xi$ and $n$, respectively.

For the SCL Form

$$
\begin{aligned}
& f=y_{\eta} \bar{f}-x_{\eta} \bar{g} \\
& g=-y_{\xi} \bar{f}+x_{\xi} \bar{g}
\end{aligned}
$$

Thus a system of differential equation for $x$ and $y$ in terms of "known" solutions $\overline{\mathrm{E}}$ and $\overline{\mathrm{g}}$ is obtained.

$$
\begin{aligned}
& \overline{\mathrm{I}} y_{\eta}-\bar{g} x_{\eta}={x_{1} \xi}^{\xi}+{k_{2}(\xi)}^{-\bar{f} y_{\xi}+\bar{g} x_{\xi}=-k_{1} \eta+k_{2}(\eta)}
\end{aligned}
$$
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and

$$
x_{\xi} y_{\eta}-x_{\eta} y_{\xi} \neq 0 \text { or } \neq \infty
$$

This, of course, has no solutions for nontrivial $\overline{\mathrm{E}}$ and $\overline{\mathrm{g}}$. Thus the ideal mesh does not exist. The effect of the metrics on the truncation error can be seen by examining the truncation in expanded form. For the $S C L$ form the errors are $\frac{\Delta \xi}{2} f_{\xi \xi}$ and $\frac{\Delta n}{2} g_{\eta \eta^{\prime}}$,
Similarly

$$
\begin{aligned}
g_{n \eta} & =\frac{\partial^{2}}{\partial \eta^{2}}\left[-y_{\xi} \overline{\mathcal{f}}+x_{\xi} \bar{g}\right] \\
& =-y_{\xi \eta \eta} \overline{\bar{f}}+x_{\xi \eta \eta} \bar{g}+2\left(-y_{\xi \eta} \bar{f}_{\eta}+x_{\xi \eta} \bar{g}_{\eta}\right)-y_{\xi} \bar{\xi}_{\eta \eta}+x_{\xi} \bar{g}_{\eta \eta}
\end{aligned}
$$

$$
\begin{align*}
f_{\xi \xi} & =\frac{\partial^{2}}{\partial \xi^{2}}\left[y_{\eta} \bar{\xi}-x_{\eta} \bar{g}\right] \\
& =y_{n \xi \xi} \overline{\bar{f}}-x_{\eta \xi \xi} \bar{g}+.2\left(y_{n \xi} \bar{f}_{\xi}-x_{n \xi} \bar{g}_{\xi}\right)+y_{\eta} \bar{\xi}_{\xi \xi}-x_{\eta} \bar{g}_{\xi \xi} \tag{22}
\end{align*}
$$

The truncation errors for the SCL form depend linearly on the metrics and their derivatives. The errors do not depend in any direct way on the Jacobian, orthogonality or cell smoothness parameters except through the metrics. They do, however, depend more directly on the solid body rotation and cell side lengths, $g_{11}$ and $g_{22}$ (individually, not combined into a smoothness parameter).
For the MCL form the errors are

$$
\begin{align*}
f_{\xi \xi}= & \frac{\partial^{2}}{\partial \xi^{2}}\left[J^{-1}\left\{y_{\eta} \bar{\xi}-x_{\eta} \bar{g}\right\}\right]=\left(\frac{y_{n}}{J}\right)_{\xi \xi} \bar{\xi}-\left(\frac{x_{n}}{J}\right)_{\xi \xi} \bar{g} \\
& +2\left(\frac{y_{n}}{J}\right)_{\xi} \bar{\xi}_{\xi}-\left(\frac{x_{\eta}}{J}\right)_{\xi} \bar{\rho}_{\xi}+\left(\frac{y_{n}}{J}\right) \bar{\xi}_{\xi \xi}-\left(\frac{x_{n}}{J}\right) \bar{g}_{\xi \xi} \tag{24}
\end{align*}
$$
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and

$$
\begin{align*}
g_{n n}= & \left(\frac{-y_{\xi}}{J}\right)_{n n} \bar{E}+\left(\frac{x_{\xi}}{J}\right)_{n n} \overline{\bar{q}}+2\left\{\left(\frac{-y_{\xi}}{J}\right)_{n} \bar{F}_{n}+\left(\frac{x_{\xi}}{J}\right)_{n} \bar{g}_{n}\right\} \\
& +\left(\frac{-y_{\xi}}{J}\right){\overline{I_{n n}}}+\left(\frac{x_{\xi}}{J}\right) \bar{g}_{n n} \tag{25}
\end{align*}
$$

The errors here depend linearly on the metrics and inversely on the transformation Jacobian and their derivatives. It can be expected that the WCL forms will require meshes with smoother Jacobians than the SCL forms of the governing equations. This conclusion, of course, assumes that the metrics in the source term are computed exactly.

For both forms the mesh cell aspect ratio does not enter into the individual truncation errors. However, if the error along one coordinate line is much larger than along the other then the ratios $\frac{Y_{\xi}}{Y_{\eta}}$ and $\frac{x_{\xi}}{x_{\eta}}$ need not be near unity. The ratios of the metrics for an orthogonal mesh are determined by the cell aspect ratio and the solid body rotation angle.

$$
\begin{aligned}
& \frac{y_{\xi}}{y_{n}}=\sqrt{\frac{g_{11}}{g_{22}}} \tan \phi \\
& \frac{x_{\xi}}{x_{n}}=\sqrt{\frac{g_{11}}{g_{22}}} \frac{1}{\tan \phi}
\end{aligned}
$$

## Eixed mesh-unsteady Elow

In this section the expanded form of equation (19) will be examined. To keep the algebra within reasonable bounds, the governinc equations will be limited to the linear scalar convection equation, i.e..

$$
u_{t}+c_{x} u_{x}+c_{y} u_{y}=0
$$
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where $c_{x}$ and $c_{y}$ are constant convection velocities in the $x-$ and $y$-direction, respectively. For this example the over barred quantities corresponding to equation (7) are

$$
\begin{aligned}
& \bar{w}=u \\
& \overline{\mathrm{E}}=c_{x} u \\
& \bar{g}=c_{y} u .
\end{aligned}
$$

The transformed equation is given by equation (13) and for a fixed mesh the transformed variables are for the SCL form
SCL
and

$$
\begin{aligned}
& w=J u \\
& f=\left(\frac{c_{x} y_{n}}{J}-\frac{c_{y} x_{n}}{J}\right) J u \\
& g=\left(\frac{-c_{x} y_{\xi}}{J}+\frac{c_{y} x_{\xi}}{J}\right) J u \\
& h=0
\end{aligned}
$$

The flux Jacobian matrices become

$$
\begin{align*}
& f_{w}=\frac{c_{x} y_{\eta}-c y_{\eta} x_{\eta}}{J}=\lambda \\
& g_{w}=\frac{-c_{x} y_{\xi}+c c_{y} x_{\xi}}{J}=v  \tag{26a}\\
& f_{w w}=0 . \\
& g_{w w}=0 .
\end{align*}
$$

and
Therefore the modified equation is now

$$
\begin{equation*}
w_{i}+\varepsilon_{\xi}+g_{\eta}+\frac{\Delta \xi}{2} f_{2_{\xi}}+\frac{\Delta n}{2} g_{2_{\eta}}+\frac{\Delta T}{2}\left\{\varepsilon_{w} \cdot s_{\xi}+g_{w} \cdot s_{n}\right\}=\theta\left(\theta^{2}\right) \tag{26b}
\end{equation*}
$$
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where

$$
s_{\xi}=f_{2 \xi}+g_{\xi \eta}
$$

and

$$
s_{\eta}=f_{\xi_{\eta}}+g_{2 \eta}
$$

In expanded form the modified equation is

$$
J u_{\tau}+(J \lambda) u_{\xi}+(J v) u_{\eta}+\frac{\Delta \xi}{2}\left\{(J \lambda) u_{2 \xi}+2(J \lambda)_{\xi} u_{\xi}+(J \lambda)_{2 \xi} u\right\}
$$

$$
+\frac{\Delta n}{2}\left\{(J v)_{2 \eta}+2(J v)_{n} u_{\eta}+(J v)_{2 \eta} u\right\}+\frac{\Delta \tau}{2}\left\{\lambda \left[(J \lambda) u_{2 \xi}+(J \lambda)_{\xi} u_{\xi}\right.\right.
$$

$$
\left.+(J v)_{\xi} u_{\eta}\right]+v\left[(J v) u_{2 \eta}+(J v)_{\eta} u_{\eta}+(J \lambda)_{\eta} u_{\xi}\right]
$$

$$
\begin{equation*}
\left.+(J \lambda)(v)\left[2 u_{\xi \eta}\right]\right\}=0\left(\Delta^{2}\right) \tag{27}
\end{equation*}
$$

where $\lambda$ and $v$ are given by equation (26a).
There are several ways this equation can be simplified for particular cases. Suppose the mesh is to be such that it induces no truncation errors when the flow is uniform. This is called the uniform free stream test by Hindman (Ref. 6). Applying the uniform free stream test u = 1 yields:
$J u_{\tau}+\frac{\Delta \xi}{2}\left\{\left(c_{x} y_{n}-c_{y} x_{\eta}\right)_{2 \xi}\right\}+\frac{\Delta n}{2}\left\{\left(-c_{y_{K}} y_{\xi}+c_{y^{\prime}} x_{\xi}\right)_{2 n}\right\}=0\left(\Delta^{2}\right)$

This equation gives the first order truncation error due to the mesh above for a uniform solution $u=1$. Note that there is no mesh error with a $\Delta \tau$ dependence as all those terms cancel. This equation also gives the requirement that $u=0\left(\Delta^{2}\right)$, that is the metrics must be smooth enough such that

$$
\left(c_{x} y_{n}-c_{y} x_{n}\right)_{2_{\xi}} \sim 0(\Delta)
$$
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and

$$
\left(-c_{x} y_{\xi}+c_{y} x_{\xi}\right)_{2 n} \approx 0(\Delta)
$$

If these conditions are not met then the free stream value of $u=1$ will not be recovered to the formal order of accuracy of the numerical scheme. This uniform flow test is one method of testing the adequacy of a discretization mesh and is similar to the approach taken ky Hindman (Ref. 6). Bindman's approach differs in that he tried to satisfy $u_{\tau}=0$ by special differencing of the metrics for the various form of the governing equations. In the present approach the metrics are differenced no differently than the flow variables and it was only required that $u_{\tau}=O\left(\Delta^{2}\right)$ for the first order numerical scheme used.

It is quite obvious that the uniform free stream test is artificial and somewhat meaningless for a nonuniform flow field. If the flow field is uniform there is no need for the numerical scheme. As shown by equation (27) the mesh dependency of the truncation error appears in a much more complicated manner and it is somewhat difficult to separate the mesh truncation errors from those caused by th? "olution. This will be attempted in a later section for a second order scheme and a steady state solution.

For the wCL form of the transformed equation, the transformed variables are

WCL

$$
\begin{aligned}
& w=u \\
& f=\left(\frac{c_{x} y}{J}-\frac{c_{v} x}{J}\right) u \\
& g=\left(\frac{-c_{x} y}{J}+\frac{c_{v} x}{J}\right) u
\end{aligned}
$$
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and

$$
h=\left\{\left(\frac{-y_{n}}{J}{ }_{\xi}+\left(\frac{y_{\dot{\xi}}}{J}\right)_{\eta}\right\} c_{x}^{u}+\left\{\left(\frac{x_{n}}{J}\right)_{\xi}-\left(\frac{x_{\xi}}{J}\right)_{\eta}\right\} c_{y}^{u}\right.
$$

## The Jacobian metrices are now

$$
\begin{aligned}
& f_{w}=\frac{c_{x} y_{\eta}}{J}-\frac{c_{y} x_{n}}{J}=\lambda \\
& g_{w}=\frac{-c_{x} y_{\xi}}{J}+\frac{c_{y} x_{\xi}}{J}=v \\
& h_{w}=\cdot h / u \quad(u \neq 0) \\
& g_{w w}=g_{w w}=n_{w w}=0 .
\end{aligned}
$$

and

The modified equation is now

$$
\begin{align*}
& w_{\tau}+f_{\xi}+g_{\eta}+h+\frac{\Delta \xi}{2} f_{2 \xi}+\frac{\Delta n}{2} g_{2 \eta} \\
& +\frac{\Delta \tau}{2}\left\{h_{w} \cdot s+f_{w} \cdot s_{\xi}+g_{w} \cdot s_{\eta}\right\}=0\left(\Delta^{2}\right) \tag{29}
\end{align*}
$$

$$
\begin{align*}
& \text { where } s=f_{\xi}+g_{\eta}+h . \\
& \text { This equation may be expanded to obtain } \\
& \begin{aligned}
u_{\tau} & +(\lambda) u_{\xi}+(v)_{n}+\frac{\Delta \xi}{2}\left\{(\lambda) u_{2_{\xi}}+2(\lambda \xi) u_{\xi}+(\lambda)_{2_{\xi}} u\right\} \\
& +\frac{\Delta \eta}{2}\left\{(v) u_{2_{\eta}}+2(v)_{\eta} u_{\eta}+(v)_{2_{\eta}} u\right\}+\frac{\Delta \tau}{2}\left\{\left[\left(\lambda^{2}\right)_{\xi}+(\lambda v)_{\eta}\right.\right. \\
& \left.\left.+2 \lambda \frac{h}{u}\right] u_{\xi}+\left[\left(v^{2}\right)_{\eta}+(\lambda v)_{\xi}+2 v \frac{h}{u}\right] u_{\eta}+\lambda^{2} u_{2_{\xi}}+2 \lambda v u_{\xi}+v^{2} u_{2_{n}}\right\} \\
& =0\left(\Delta^{2}\right)
\end{aligned}
\end{align*}
$$
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For the wCL form the uniform free stream test gives

$$
\begin{align*}
u_{\tau} & +\frac{\Delta \xi}{2}\left\{\frac{c_{x} y_{n}-c_{y} x_{n}}{J}\right\}_{2 \xi} \\
& +\frac{\Delta n}{2}\left\{\frac{-c_{x} y_{\xi}+c_{y} x_{\xi}}{J}\right\}_{2 \eta}=0(\Delta) \tag{31}
\end{align*}
$$

This result is similar to the SCL form equation (28). The requirements for no mesh error are now

$$
\left(\frac{c_{x} y_{n}-c_{y} x_{n}}{J}\right)_{2 \xi} \sim O(\Delta)
$$

and

$$
\left(\frac{-c_{x} y_{\xi}+c_{y} x_{\xi}}{J}\right)_{2 n} \approx 0(\Delta)
$$

These conditions are probably more restrictive than for the SCL forms in that the Jacobian must also be smooth. These conclusions are similar to those reached by Hindman (Ref. 6). Yere we conclude that the optimum mesh (optimum based, e.g., on the uniform free stream test) depends on the form of the transformed equation used. Hindman concludes that to recover the free stream values the metrics must be differenced differently depencing on the form of the transformed equation solved. Of course, the mesh based on this test is not optimum in the sense of minimum truncation error of the numerical solution. For this the flow field solution and the lower order derivatives of the metrics must also be considered.

It is of interest to see how the truncation errors and thus possible mesh criteria change as a higher order numerical scheme is used to obtain the numerical solution. The derivation of the
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modified equations both in general and expanded form for a second order accurate leap frog scheme and system (13) have been relegated to the Appendix. The majol effect of the higher order scheme can be seen by comparing the erior terms of equation (A-5) to the errors given by equations (22) and (23). The major differences, besides the additional terms, are the appearance of derivatives of one higher order for both the solution and the metrics. This indicates that for higher order schemes, the higher order derivative of the metrics must be smoother than for a lower order scheme.

Dynamic mesh - unsteady flow
The expanded form of the modified equation for the dynamic mesh will not be given. The algebra is nearly intractable. A complete study of the dynami= mesh case requires the use of machine algebra and that is beyond the scope of this study. Ii is also doubtful whether anything useful in way of a solution independent mesh criteria will evolve from such a study. It is clear that it is not possible for the stationary mesh case covered above.

Second Order Differential Equation Second Order Scheme

In this section a scalar second order partial differential equation solved by a simple second order accurate nume=ical scheme will be examined. The steady state version of the full potential equation Sor transonic flow is the model equation, Holst (Ref. 16).

The full potential equation written in strong conservation law form is

$$
\begin{align*}
& \left(0 \phi_{x}\right)_{x}+\left(0 \phi_{y}\right)_{y}=0 \\
& 0=\left[1-\frac{\gamma}{\gamma+1}\left(\phi_{x}^{2}+\theta_{Y}^{2}\right)\right] \frac{1}{\gamma-1} \tag{32}
\end{align*}
$$
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whe:e the density, $\rho$, and the velocity components $\phi_{x} \phi_{y}$, are nondimensionalized with respect to the stagnation density, $D_{0}$, and the critical sound speed, $a^{*}$, saspectively; $x$ and $y$ are the cartesian coordinates and $\gamma$ is the specific heat ratio.

In the transformed space $\{\mathrm{given}$ by $\xi=\xi(x, y)$ and $n-n(x, y)$ ) the equation becomes

$$
\begin{equation*}
\left(J_{\rho} U\right)_{E}+\left(J_{0} V\right)_{n}-0 \tag{33}
\end{equation*}
$$

where

$$
\begin{aligned}
& u=\left(g_{22} \phi_{\xi}-g_{12} \phi_{n}\right) / J^{2} \\
& v=\left(-g_{12} \phi_{\xi}+g_{11} \phi_{n}\right) / J^{2}
\end{aligned}
$$

The dafinitions of $9_{11} .9_{12} 9_{22}$ and $J$ are given by oquations $(a)$ and $(3)$. The density is now
$\theta=11\left[-\frac{\gamma-1}{\gamma+1}\left\{\left(\frac{922}{J^{2}}\right) 4^{2}-2\left(\frac{912}{J^{2}}\right) v^{2} z^{2}+\left(\frac{911}{J^{2}}\right) v_{n}^{2}\right\}\right]^{\frac{1}{\gamma-1}}$

It should be noted that for this sacond ordur differantial equation that the "traditional" mesh critoris reappear directly, namely, J, $\underline{q}_{11}$. $9_{22 .}$ and $9_{12}$ This is unlike a fizst order differontial system where only the motracs and $J$ appoar.

Since for full potential equations the density is usually the desired rolution from which tho pressure and Mach numbers ean be detesurned we will examane the truncation error of equation (3f) only. For simplicity simple cantral difeareneing will be used throughont the antire flow field wherher tho local sach numbers are sub- or supersonic. Lut the "exact" densit! be given by $p_{E}$ and the numerzasily derived densisty by ${ }^{2}$. The rolation betwean the two is

$$
\begin{aligned}
\rho_{E} & =\rho_{N}+\Delta \rho+\text { higher order terms } \\
& =\rho_{N}\left(1+\frac{\Delta 0}{o_{N}}\right)
\end{aligned}
$$

The $\Delta \rho$ can be derived from the modified equation form of equation (34). Replacing all the derivatives by central differences and expanding in a Taylor series obtains the modified equation of (3d) as

$$
\begin{align*}
& \rho_{E}=o_{N}-\frac{1}{\gamma+I}\left\{\frac{g_{22}}{J^{2}} \Delta\left(\phi_{E}^{2}\right)-\frac{2 q_{12}}{J^{2}} \Delta\left(\phi_{E} \phi_{n}\right)+\frac{q_{1}}{J^{2}} \Delta\left(\theta_{n}^{2}\right)\right\} \\
& -\frac{1}{Y+I}\left\{\hat{\theta}_{s}^{2} د\left(\frac{\sigma_{22}}{J^{2}}\right)-2 \phi_{s} \phi_{v} s\left(\frac{g_{12}}{J^{2}}\right)+\nabla_{n}^{2}\left(\frac{q_{11}}{J^{2}}\right)\right\} \tag{35}
\end{align*}
$$

where

$$
\begin{aligned}
& \Delta\left(*^{2}=\frac{\Delta \xi^{2}}{3} \xi^{4} 3 \xi\right.
\end{aligned}
$$

$$
\begin{aligned}
& د\left(\theta_{n}^{-}\right)=\frac{3 n^{2}}{3} n_{n}^{*} 3 n \\
& د\left(\frac{q_{n}}{J^{2}}\right)=\frac{J^{2}}{3}\left(\frac{x_{n} x_{3 n}+y_{n} y_{3 n}}{J^{2}}\right)-\frac{g_{22} J J}{3 J^{3}}
\end{aligned}
$$
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$$
\begin{aligned}
& \frac{\Delta \xi^{2}}{3!}\left(3 y_{n \xi} \bar{\Phi}_{2 \xi}\right) \\
& \frac{\Delta \xi^{2}}{3!}\left(-3 x_{\eta \xi} \bar{g}_{2 \xi}\right) \\
& \frac{\Delta \eta^{2}}{3!}\left(-3 y_{\xi \pi} \bar{z}_{2 \eta}\right)
\end{aligned}
$$

anc

$$
\frac{\Delta \eta^{2}}{3!}\left(3 x_{\xi \eta^{9}} \bar{g}_{2 \eta}\right)
$$

These terms can act as either damping or destabilizing terms depending on the signs of $x_{\xi \eta}$ and $y_{\xi \eta}$. If they are destabilizing, then they must be stabiiized by either the inherent dissipation of the scheme (which the leap frog scheme does not have) or by the artificial dissipation usually appendec .0 the scheme. In some cases for which the metrics vary rapidiy enough, the numerical or artificial dissipation may not be sufficient and thus a mesh induced instability can occur. An example of this occurrence has been shown by Hindman (Ref. 6).

This unpleasant problem does not occur for uniform Cartesian meshes and no solution is offered here. We simply wish to raise a warning flag that even though a mesh is generated according to some criteria based on truncation errors there is no guarantee that the numerical scheme will be stable.

NUMERICAL RESULTS
Some numerical results will be presented here. The results will be in terms of a post-mortem. For a given mesh and numerical solution based on the full potential code (Holst, Ref. 16) as modified by Dougherty (Ref. 17) the truncation errors will be analyzed to see if the mesh indeed was adequate.

```
The grid is shown in Figure 1 . Shown is a C-type mesh around a NACA 0012 airfoil. The far field boundaries (not shown) are aporoximately six chord lengths from the airfoil in all directions. It: consists of \(175 \times 31\) node points and is generated by use of the Poisson equation with some grid control (Sorenson, Ref. 18). A solution in terms of density is shown in Figures 2 and 3 for a free stream Mach number \(M_{\infty}=0.80\) and angle of attack \(\alpha=0^{\circ}\). These results are presented as carpet plots with the computational variables \(I, J\) (representing \(\xi, \eta, r e s p e c t i v e l y)\) as the independent variables. The airfoil surface is given by \(J=31\) and the far field boundary by \(J=1\). The ieading edge of the airfoil at \(I=88\) and the trailing edge at \(I=31\). The plots are distorted but this should cause no confusion. The viewpoint of Figure 2 is thus at the far field boundary and the leading edge. In other words, from the right hand side of Figure 1. The viewpoint of Figure 3 and all the subsequent figures is from the far field boundary and the trailing edge, or the lower left hand corner of Figure 1. The rise of the density at the leading edge stagnation point and at the shock wave is quite apparent.
The next set of three figures presents some of the traditional mesh criteria. These are the smoothness \(\left(G_{11}+g_{22}\right)\) in Figure 4, the Jacobian (plotted inversely) in Figure 5, and the orthogonality ( \(g_{12}\), labelled as "skew") in Figure 6. The plots have all been normalized with the normalization constants shown on the plots. These figures show that the smoothness parameter is very uniform near the airfoil and becoming less so at the far field boundary. The Jacobian plot, Figure 5, indicates that most of the variation occurs near the leading edge and relatively little elsewhere. The mesh is nearly orthogonal except at the trailing edge and Ear field boundary, as shown by figure 6.
Figures 7 and 8 present the variations of \(g_{11}\) and \(g_{22}\). As shown they are nearly uniform except at the trailing edge and far field boundary, with \(g_{22}\) being an order of magnitude more
```

```
important (its normalization factor is 10 times larger). The
solid body rotation, cosф, is shown in Figure }9\mathrm{ and is labelled
as ROTAT. The cell aspect ratio, \sqrt{}{g}11/\mp@subsup{g}{22}{}
given in the following figure. Both of these indicate large
variations near the trailing edge and the leading edge.
    The following set of four figures present the metrics
directly, These are }\mp@subsup{Y}{\eta}{\prime},\mp@subsup{X}{n}{\prime},\mp@subsup{Y}{\xi}{\prime}, and \mp@subsup{x}{\xi}{
and l4, respectively. These figures indicate that the largest
variations of the metrics occur near the trailing edge and at
the far field boundary. They are quite uniform near the leading
edge. This indicates that the mesh has been sufficiently re-
fined there to reduce the solid body angle variation to accept-
able levels. It may be possible, however, that the extra
resolution is needed to resolve the peak of stagnation density
adequately.
Based on these results one would expect most of the mesh induced truncation errors to occur near the trailing edge and at the far field boundary. That this is indeed the case is confirmed in Figure 15. Shown here is the second group of terms of equation (35) in terms of percentage of \(\rho_{N}\) (the numerically computed density). The mesh induced errors occur mostly near the trailing edge and the far field boundary. They are on the order of 2 to \(3 \%\).
The solution induced truncation ervor (first group of terms of equation (35)] is shown in Figure 16 . These errors are much larger. They are on the order of \(1-28\) near the leading edge, \(5 \%\) at the shock wave, \(<5 \%\) at the trailing edge, and \(2 \%\) at the far field. The total error is shown in Figure 17. As can be seen some of the errors at the trailing edge and far field have been cancelled. This is, however, a fortuitous circumstance and, in general, should not be expected to occur. The errors are still approximately \(2 \%\) at the leading and trailing edges and 5\% at the shock wave.
```

```
One concludes that the mesh of Figure 1 is probably more than adequate for controling the mesh induced errors, if 5\% solution errors are acceptable. If drag calculations are to be attempted with this mesh and numerical procedure, then \(2 \%\) accuracy at the trailing and leading edge is probably not acceptable. The errors would need to be reduced by further mesh refinement.
```


## RECOIMENDATIONS

```
Based on the results of this study the following recommendations are offered:
1) Generate a mesh based on acceptable variations of either
a) \(x_{\xi}, y_{\eta}, x_{\eta}, Y_{\xi}\) for first order differential systems, or
b) \(g_{11}, g_{22}, g_{12}, \cos \phi\) for second order differential systems.
Acceptable variations can be checked by plots made as shown by Eigures 4 through 11.
2) Once the converged numerical solution has been obtained (hopefully the scheme is still stable) do the truncation error analysis and numerically compute the mesh and solution induced truncation errors. If these are not at acceptable levels, then a new mesh needs to be generated until acceptable error levels are obtained. (It should be standard practice for any numerical computation that the truncation errors are also computed.)
3) For higher numerical schemes the variations of the mesh criteria must be less than for lower order schemes.
4) For dynamic meshes the variations of the mesh criteria must again be less than for stationary schemes.
```


## EXTENSION TO THREE-DIMENSIONS

```
The extensions of the above results is straight forward in the sense that one can readily icentiEy the additional parameters
```
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that can make up the mesh criteria. For the 3-D systems, there are six components to the metric tensor, i.e.,

$$
\begin{aligned}
d s^{2}= & g_{i j} d \xi^{i} d \dot{\xi}^{i} \\
= & g_{11} d \xi^{2}+2 \underline{q}_{12} d \xi d \eta+2 g_{13} d \xi d \zeta \\
& +2 g_{23} d n d \zeta+g_{22} d n^{2}+g_{33} d \zeta^{2}
\end{aligned}
$$

and there are nine metric terms, i.e.

$$
\frac{\partial(x, y, z)}{\partial(\xi, \eta, \zeta)}=\left[\begin{array}{lll}
x_{\xi} & x_{\eta} & x_{\zeta} \\
y_{\xi} & y_{\eta} & y_{\zeta} \\
z_{\xi} & z_{\eta} & z_{\zeta}
\end{array}\right]
$$

If the metric tensors are used as the mesh criteria, then three solid body rotation angles need to be included to completely describe the mesh properties.

While the additional elements for the 3-D case are obvious, deriving the truncation errors is probably impossible to do by hand. The use of machine algebra would be mandatory.

CONCLUSIONS


#### Abstract

In this study an attempt has been made to establish some criteria for generating finite difference grids. However, it has been shown by truncation error analysis that it is not possible to do so independently of the numerical solution obtained on the mesh. The study has been limited to mesh criteria which reduce the truncation errors. These truncation errors depend on the order of the differential system, the solution, the form of the transformed equation, the order and type of numerical scheme,


and the mesh itself. The results of this study show that probably the best strategy is to follow the procedure givan in the recommendations section. The mesh cannot be judged by itself. Its use must also be considered.
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## APPENDIX A

In this appendix the modified equation for a higher order numerical solution to the system of equations (13) is derived. The numerican scheme is the leap frog scheme. Although this scheme is in general unstable, it is second order accurate both spatially and temporarily, and thus is represents a typical second order scheme. It is much simpler to analyze than say MacCormack's scheme.

The leap frog scheme is given by

$$
\frac{w^{n+1}-w^{n-1}}{2 \Delta \tau}+\frac{f_{i+1}^{n}-f_{i-1}^{n}}{2 \Delta \xi}+\frac{g_{j+1}^{n}-g_{i-1}^{n}}{2 \Delta n}+h=0 \quad(A-1)
$$

The modified equation for this scheme and system (13) is

$$
\begin{aligned}
& w_{\tau}+f_{\xi}+g_{\eta}+h+\frac{\Delta \tau}{3!} W_{3 \tau}+\frac{\Delta \xi}{3!} f_{3 \xi}+\frac{\Delta \eta}{3!} g_{3 \eta}=O\left(\Delta^{4}\right) \\
& \text { Eliminating the higher order time derivatives obtains, } \\
& \text { after considerable algebra, the final modified equation. } \\
& w_{\tau}+\frac{\partial}{\partial \xi}\left[f+\frac{\Delta \xi^{2}}{3!} f_{2 \xi}\right]+\frac{\partial}{\partial n}\left[g+\frac{\Delta n^{2}}{3!} g_{2 n}\right]+h-\frac{\Delta \tau^{2}}{3!} \frac{\partial}{\partial \xi}\left[f_{2 w} s \cdot s\right. \\
& +f_{2 w_{\xi}} s_{\xi} \cdot s_{\xi}+f_{2 w_{\eta}} s_{\eta} \cdot s_{\eta}+2 f_{w w_{\xi}} s_{\xi} \cdot s+2 f_{w w_{\eta}} s_{\eta} \cdot s \\
& \left.+2 f_{w_{\xi} w_{\eta}} s_{\eta} \cdot s_{\xi}+f_{w}\left(-s_{\tau}\right)+f_{w_{\xi}}\left(-s_{\tau \xi}\right)+f_{w_{\eta}}\left(-s_{\tau \eta}\right)\right] \\
& -\frac{\Delta T}{3!} \frac{\partial}{\partial \eta}\left[g_{2 W} s \cdot s+g_{2 w_{\xi}} s_{\xi} \cdot s_{\xi}+g_{2 W_{\eta_{i}}} s_{\eta} \cdot s_{\eta}+2 g_{W w_{\xi}} s_{\xi} \cdot s\right.
\end{aligned}
$$

(Continued on next page)
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$$
\begin{aligned}
& \left.+2 g_{w_{n}} s_{\eta} \cdot s+2 g_{w_{\xi} w_{\eta}} s_{\eta} \cdot s_{\xi}+g_{w}\left(-s_{\tau}\right)+g_{w_{\xi}}\left(-s_{\tau \xi}\right)+g_{w_{\eta}}\left(-s_{\tau \eta}\right)\right] \\
& -\frac{\Delta \tau^{2}}{3!}\left[h_{w}\left(-s_{\tau}\right)+h_{w_{\xi}}\left(-s_{\tau \xi}\right)+h_{w_{n}}\left(-s_{\tau \eta}\right)+h_{w_{\xi \xi}}\left(-s_{\tau \xi \xi}\right)\right. \\
& \left.+g_{w_{\xi n}}\left(-s_{\tau \xi \eta}\right)+h_{w_{n \eta}}\left(-s_{\tau \eta \eta}\right)\right]-\frac{\Delta \tau^{2}}{3!}\left[h_{2 w} \cdot s^{s}+h_{2 w_{\xi}} s_{\xi} \cdot s_{\xi}\right. \\
& +h_{2 w_{n}} s_{\eta} \cdot s_{\eta}+2 h_{w w_{\xi}} s_{\xi} \cdot s+2 h_{w w_{n}} s_{\eta} \cdot s+2 h_{w_{\xi} w_{n}} s_{\xi} \cdot s_{\eta} \\
& +h_{w w_{\xi \xi}} s \cdot s_{\xi \xi}+h_{w_{\xi} w_{\xi \xi}} s_{\xi} \cdot s_{\xi \xi}+h_{w_{\eta} w_{\xi \xi}} s_{\eta} \cdot s_{\xi \xi}+h_{w w_{\xi \eta}} s \cdot s_{\xi \eta} \\
& +h_{w_{\xi} w_{\xi n}} s_{\xi} \cdot s_{\xi \eta}+h_{w_{n} w_{\xi n}} s_{\eta} \cdot s_{\xi \eta}+h_{w_{n}} s_{n} \cdot s_{\eta \eta}+h_{w_{\xi} w_{n \eta}} s_{\xi} \cdot s_{n \eta} \\
& \left.+h_{w_{n} w_{n}} s_{n} \cdot s_{n \eta}\right]=0\left(\Delta^{4}\right) \\
& \text { (A-2) }
\end{aligned}
$$

where

$$
s=f_{\xi}+g_{n}+h
$$

and

$$
\begin{aligned}
-s_{T}= & \frac{\partial}{\partial \xi}\left[f_{w} s+f_{w_{\xi}} s_{\xi}+f_{w_{n}} s_{\eta_{\eta}}\right] \\
& +\frac{\partial}{\partial n}\left[g_{w} s+g_{w_{\xi}} s_{\xi}+g_{w_{n}} s_{\eta}\right] \\
& +h_{w} s+h_{w_{\xi}} s_{\xi}+h_{w_{n}} s_{\eta}+h_{w_{\xi \xi}} s_{\xi \xi} \\
& +h_{w_{\xi n}} s_{\xi n}+h_{w_{n \eta}} s_{n n}
\end{aligned}
$$
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The following observations are made:

1. The time dependent part makes an awful mess of the situation. We may want to consider steady solution first. But they also show why adaptive meshes can slow convergence to steady state and cause other difficulties.
2. There are several flux Jacnbian metrices, i.e.,

$$
\begin{array}{llll}
f_{w^{\prime}} & f_{w_{\xi}}, f_{w_{\eta}}, g_{w^{\prime}} & g_{w_{\xi}} \quad g_{w_{\eta}} \\
h_{w^{\prime}}, h_{w_{\xi}}, h_{w_{n}}, h_{w_{\xi \xi}}, h_{w_{\xi \eta}}, h_{w_{n \eta}}
\end{array}
$$

and the higher order Jacobians.
The terms involving $\frac{\partial}{\partial w}$ are due to the solution, those involving $\frac{\partial}{\partial W_{\xi}}$ etc. are due the metrics (i.e.. mesh). The terms involving both (with the higher order Jacobians) are due to both the solution and the metrics.
3. The terms involving s contain the effects of both the solution and the mesh.
4. The observations made for the first order scheme apply here also.

To simplify the modified equation to a reasonable level assume that the mesh is fixed with time, but still consider time variations of the soiution. In this case the modified equation reduces to

$$
\begin{align*}
w_{\tau} & +\frac{\partial}{\partial \xi}\left[E+\frac{2}{3!} f_{2 \xi}\right]+\frac{\partial}{\partial \eta}\left[g+\frac{2}{3!q_{2 \eta}}\right]+h-\frac{3 \tau^{2}}{3!} \frac{\partial}{\dot{j} \xi}\left[f_{2 w} s \cdot s\right. \\
& \left.+f_{w}\left(-s_{\tau}\right)\right]-\frac{\Delta \tau^{2}}{3!} \frac{\partial}{\partial \eta}\left[g_{2 w} s \cdot s+g_{w}\left(-s_{\tau}\right)\right]-\frac{\Delta \tau^{2}}{3!}\left[h_{2 w} s \cdot s\right. \\
& \left.+h_{w}\left(-s_{\tau}\right)\right]=0\left(2^{4}\right) \tag{A-3}
\end{align*}
$$
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where

$$
s=f_{\xi}+g_{\eta}+h
$$

and

$$
-s_{\tau}=\frac{\partial}{\partial \xi}\left[f_{w} \cdot s\right]+\frac{\partial}{\partial \eta}\left[g_{w} \cdot s\right]+h_{w} \cdot s
$$

The modified equation for the leap frog scheme on a fixed mesh given above is similar to that of the first order scheme, equation (19). The truncation errors are of course of one higher order. Thus it can be concluded that the higher order derivatives of the meshes must be smoother for higher order schemes than for lower order schemes. To see this consider the steady state form of equation. (A-3).

$$
\begin{equation*}
f_{\xi}+g_{\eta}+h+\frac{\Delta \xi^{2}}{3!} f_{3 \xi}+\frac{\Delta n^{2}}{3!} g_{3 n}=0\left(\Delta^{4}\right) \tag{A-4}
\end{equation*}
$$

## Now need to specialize this modified equation to either the SCL or WCL form. Doing the SCL form first.

SCL

$$
\begin{aligned}
w & =\frac{w}{J} \\
£ & =y_{\eta} \bar{£}-x_{\eta} \bar{g} \\
g & =-y_{\xi} \bar{\xi}+x_{\xi} \bar{g} \\
h & =0
\end{aligned}
$$
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$$
\begin{aligned}
& \left.-3 x_{n 2 \xi} \bar{g}_{\xi}+3 y_{n \xi} \bar{\xi}_{2 \xi}-3 x_{n \xi} \bar{g}_{2 \xi}+y_{\eta} \bar{\Phi}_{3 \xi}-x_{\eta} \bar{g}_{3 \xi}\right\} \\
& +\frac{\Delta \eta^{2}}{3!}\left\{-y_{\xi 3 \eta} \bar{f}+x_{\xi 3 \eta} \bar{g}-3 y_{\xi 2 \eta} \bar{f}_{\eta}+3 x_{\bar{c} 2 \eta} \bar{g}_{\eta}-3 y_{\xi \eta} \bar{\varsigma}_{2 \eta}+3 x_{\xi \eta} \bar{g}_{2 \eta}\right. \\
& \left.-y_{\xi} \bar{\Phi}_{3 n}+x_{\xi} \bar{g}_{3 n}\right\}=n\left(\Delta^{4}\right) \\
& (A-5)
\end{aligned}
$$

The error terms of this equation should be compared with the first order scheme error terms given by equations (22) and (23). Similar results are obtained for the WCL form of the transformed equations.

WCL

$$
\begin{aligned}
w= & \bar{w} \\
f= & J^{-1}\left(y_{\eta} \bar{f}-x_{\eta} \bar{g}\right) \\
g= & J^{-1}\left(-y_{\xi} \overline{\bar{f}}+x_{\xi} \bar{g}\right) \\
h= & -\left[\left(J^{-1} y_{\eta}\right)_{\xi}-\left(J^{-1} y_{\xi}\right)_{\eta}\right]_{f} \\
& -\left[-\left(J^{-1} x_{\eta}\right)_{\xi}+\left(J^{-1} x_{\xi}\right)_{\eta}\right] g
\end{aligned}
$$

The wCL modified equation becomes

$$
\left[J^{-1}\left(y_{\eta} \bar{\xi}-x_{\eta} \bar{g}\right)\right]_{\overline{5}}+\left[J^{-1}\left(-y_{\xi} \bar{\xi}+x_{\xi} \bar{s}\right)\right]_{\eta}+h
$$

$$
\begin{aligned}
& +\frac{\Delta \xi^{2}}{3!}\left\{\left(J^{-1} y_{n}\right)_{3 \xi} \bar{\xi}-\left(J^{-1} x_{n}\right)_{3 \xi} \bar{g}+3\left(J^{-1} y_{n}\right)_{2 \xi} \bar{\xi}_{5}-3\left(J^{-1} x_{n}\right)_{2 \xi} \bar{g}_{\xi}\right. \\
& \left.+3\left(J^{-1} y_{n}\right)_{\xi} \bar{F}_{2 \xi}-3\left(J^{-1} x_{n}\right)_{\xi} \bar{g}_{2 \xi}+\left(J^{-1} y_{n}\right) \tilde{q}_{3 \xi}-\left(J^{-1} x_{n}\right) \bar{g}_{3 \xi}\right\} \\
& +\frac{\Delta n^{2}}{3!}\left\{\left(-J^{-1} y_{\xi}\right)_{3 \xi} z+\left(J^{-1} x_{\varepsilon}\right)_{3 n} \overline{9}+3\left(-J^{-1} y_{\xi}\right)_{2 n} z_{n}+3\left(J^{-1} x_{\xi}\right)_{2 n} \bar{g}_{n}\right. \\
& \left.+3\left(-J^{-1} y_{5}\right)_{n} \bar{z}_{2 n}+\left(s^{-1} x_{5}\right)_{n} \bar{g}_{2 n}+\left(-z^{-1} y_{5}\right) \bar{f}_{3 n}+\left(J^{-1} x_{5}\right) \bar{g}_{3 n}\right\} \\
& =0\left(3^{4}\right)
\end{aligned}
$$

where

$$
J^{-1}=\frac{1}{x_{\xi} y_{n}-x_{5} P_{n}^{n}}
$$

The error terms of this equation showld be compared with the first order scheme error terms qiven by equations (24) and (25).
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Figure 2. Carpet plot of density solution as solved by TAIRC (ref. 17) on lower
half of NASA 0012 airfoil, $M_{\infty}=0.80, a=0^{\circ}$.
Viewpoint is from leading edge.


Figure 3. Carpet plot of density solution as solved by TAIRC (ref. 17) on lower half of NACA 0012 airfoil, $M_{\infty}=0.80, \alpha=0^{\circ}$. Viewpoint from near the trailing edge and far field woundary (lower left hand corner of figure 1.)
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Figure 4. Carpet plot of the smoothness parameter $\left(g_{11}+g_{12}\right)$ normalized by 0.4741 .
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Figure 5. Carpet plot of the inverse of the transformation
Jacobian normalized by 32460 .



Figure 6. Carpet plot of the orthogonality parameter $\left(g_{12}\right)$
normalized by 0.02797.


Figure 7. Carpet plot of length parameter $g_{11}$ normalized by 0.03143 .
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Figure 9. Carpet plot of solid body rotation parameter cos $\phi$ normalized by 1.00.
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Figure 14. Carpet plot of $x_{\xi}$ normalized by 0.1773 .
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Figure 16. Solution induced truncation error of density solution in Figures 2 and 3 .


## End of Document


[^0]:    Figure 11. Carpet plot of $y_{n}$ normalized by 0.3993 .
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