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Part 111 of this report presents a theory for deducing and predicting
the performance of trapsmitter/receivers for bandwidth eofficient modulationg
suitable Sor uge on the nonlinear satellite channel,  The underiying principle
used throughout is the development of reccoiver structuwres based on the maximum-
likelihood decision rule and approximations to it. Along with this overall
theme is the desire to apply the bit errvor probability trausfer function
bounds developed in great detail in Part IV to these wodulation/demodulation
techniques. The effects of the various degrees of receiver mismateh are

considered both theoretically and by numerous illustrative examples.
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:_: 1.0 Introductlon .
— Hore In Part 111 we generallze the results of Part 117 for the Tinear ehanpnel

-g. to apply Lo nonlnear satellite ehannels,  In partdeniar, we examine the general

t elans of bandwldth off lelent modudatlon teelmlguen and thelr error probiabhlity

= evalunt lon for the ponlinear satellite channel moded, ‘
= .

— Firat, we define the mathematteal model for the nonlinear satelldte ehannel

f? that will be used throughout this part of the report.  Next, we hrlefly review the

gé maximum~1ikel thood (ML) erttorion for the Linear ebannel and show how the preavious-

;Ef 1y derived bit error bounds for the ideal ML recedver can be modified so as Lo

apply to a mismatched recedver, l.e., one in which the metrie 4t uses is not M1,

|

for the actual channel. 'These results are then generalized to the case of a non-

:;‘ linear satellfite channel. Finally we examine an approximation approach to de=-
; slgning a ML receiver for this type of channel.
= 1.1 Historleal Background r
—, For many years analysts have grappled with the problem of computing the perfor- i
| mance of digital modulations transmitted over a nonlinear channel perturbed by a ;
host of different types of interference. Harly in the game, investigators realized j
that many of the analysis techniques that were sulted to computing the performance %
of these modulations over a linear channel perturbed by the same sources of inter- |
forence could also be applied to the nonlinear channel provided that the nonlinear-
- Lty was appropriately modelled, e.g., as a zero memory device. As such it is not 3
?: surprising to find ¢, much of the reported rescarch on the sublect of performance
over nonlinecar Interterence channels draws upon previously reported contributions
for performance over the analogous lincar channeb.  This {s not to say that the ;
actual computat ton of performance over the nond inear channel is a simple and direct f
extonsion of the stndlar results for the Vinear channet,  In fact, the functional
torm and the mathematies necded to areive at these forms are typleally quite dif- 1
ferent for the Lwo types of chanonels,
As an example of the above, we cite first the fnelasive worlk of Shimbo, Fang,

- and Eelehiler 1] and Pang and Shimbo [21% which investigate the performance of a

varfety of colwerent phasce-shift-keved (CPSK) signals over a linear channel perturbed

i e M el Atk i

*This paper also provides an excellent bibliography of earlier work on the subject,

—
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by additive Canssian nolse and hoth dnteraymbol and cochannel Interferenced.  The
method employed In these prpers for cvaloating the average probability of crror
wias to characterize the Intoersymbol Interfeponce dn termn of 1es eharacterlatde
functton and then expand thls funetion Inko a power seried,  Uoing this approach,
Kkanayake and Taylor {3] analyzed the performanee of CPSR algnallng over o non--
lincar (apecifically a hard-limited) chapnel dn the progsence of wplink (prior to
the nonlincarity) and downlink (following the nonlinearity) addlitive Ganssioan
noises {assumed to be dndependent of one mnother) and dntersymbol interfoerence,
The expression for the averag. error probabllity Ls obtained in the form of aa
infinite serles as a function of expected values of trigonometrle functions of
the interference and uplink noisc. These expected values are in turn obtained
from the power series expansion of the Interference's characteristle functilon as
mentioned above. When the intersymbol interference ls set to zero, the infinite
series in [3] identically reduces to an carlier result for the same hard-limltoed

channel obtained by Jain and Blachmun [4].

As one continues to scarch through the literature on nonlincar satellite
channels, he finds that the majority of the work falls into two categories:* (1)
medelling of the nonlincarity, and (2) evaluation of crror probability performance
of the receiver. The previously mentioned veferences clearly fall into the second
category. Before continuing with other dmportant contributions to this category
we shall brlefly digress to mention several researchers whose work is appropriate
to the first catcegory and without whose efforts the performance cvaluations would

not be possible.

As previously mentioned the success of many of the error probability per-
formance analysis techniques rests heavily on the ability to represent the non-
linearity as a zero memory device. While a hard-limiter clearly falls in this
category and is trivial to model, a travelling wave tube (IW)) amplifier typleal-
ly employed in satellite transponders requires a significantly more complex
mathematical model. A TWL amplifier exhiblits, in general, two nonlinear distortion
effects; a nonlinear input-output power (AM/AM conversion) effect and a nonlinear
output phase~input power (AM/PM conversion) effeet.  An amplitude-phase model for
the TWT is one which directly models these conversion characteristic in mathe-

matical form [5-8]. A quadrature model for the TWT produces an output signal

*Another imﬁartant category, although not of Interest in this report, is the
evaluation of intermodulation distortion for a multiple carrier system.
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having the above distortions hy passaing the Inpnt signal and a 90° phnne ahif1 of
1t through deparate envelope nonlinearttdea,  The outpurs of thene nonldneardtion
arc then samned to produce the signal with the desdred AM/AM and AM/PM chnrae-
terlation.  Thia model as ovlginally suggostod by Kaye, ot al,, [9] naed npower
serilos method to approxtmnte the two envelope nonlinearttien 101, later,
Hetrakul and Tuylor [11,12,13] uwsed a Bessel funetton approximat fon which had the
advantage of rogquiring a mueh smallor nunber of approzinnting coef{lelents (4 as
compared to 10) to give an acewrate £t 2o the measured "WE claracteristles.  Most
recently, Salel [14] was able to further reduce the number of parameters necded
for edcher the amplitude-phasc ov the quadrature model,  In partlenlar, simple
two~parameter formulas were developed for cach of the four aforementioned
functions (i.c., AM/AM and AM/IM characteristics, and the twe envelope nonlincari-
ties in the quadrature medel) which bhad the further advantage of fitting TWT
measurements more accurately than previously reported formulas. The method 4n
[14] also permitted a ciosed-form solution of the output signal for an input
signal consisting of two phase-modulated carviers, and a selutlon contalning a
single integral when more than two such carrlers are fnvolved. Such solutions

are valuable in performing intermodulation distortion analyses in nonlincar

gatellite systems [15].

Returning now to the work pertaining to error probabillty performance eval-
uation, we begin by citing soveral contributions [4,12,16] dealing with performance
of CPSK over wide-band nonlinear channels, The term "wide-~band" is used to
identify the fact that in all of those cases the transmission bandwidth was assumed
sufficient so as to pass the signals of Interest with neglipible degradation due
to intersymbol dnterference. In an offort to remove this vvers lmplifying assump-
tion and at the same time allow for the fncluston of hoth uplink and downl{nk
noisas simultancously, we next cite the ploncering work periormed at LinCom Cor-
peration under the direction of Dr, William C. Lindsey first roported in [17], and
later in the open literature olong with extenstons thereot [18-21).  Soveral
different mathematical approaches for cvaluating the cryor probabllity in the
presence of these varfous interference sources were presented there for each of
several recelver Implementattons, In partleutar, a4 memoryless recelver which
makes Its decision based on a single sample basts after coherent demodulat ton by
quadrature phase-~coherent carriers was first considered, Following tnts, results

were presented for a memorv-type recelver referred (o as a4 moaximum-1 Tkel 1hood

[y
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sequence estimator (MLEE) and twplemented by the Viterhd algoricim [22].  Dincns-
slong of this type of demodulator for tinear Interagymbol intarference chonnels
can be found In several exeelicnt papers by Forney [23], mgerhocek [24] and
Hayeo [25].  Por the noplinear Jnterpymbol Intevference chinwel, with o uplink
nolue, Mestya, ot al,, [26] has alvo evalunted the performaee ol o MLSE receiver
for binney CPSK slpnala,  Stwllarly, forsey, ot al,, 127] have extendoed the
resulta Ino 1A for the memoryloss recelver 1o oo two-Link clismel with M-y PH

algnalllng and arbitrary AM/AM and AM/PM channel nonlinearlcles,

More recently, atvention [28-36] has turned to redueed comploxicy Vivterbi do-
modulators for applications (e.g., voleeband data transmission) where the number
of Interfering symbols 1s large, In effect, the recoiver assumes that the
channel (Lincar or nonlincar) memory is nueh tess than it roeally dis and as such
ignoras some of tlie chamnel's intersymbol Interference. Several approaches have
been sugpested in the above references for choosing the state variables which

characterize the truncated state form of Viterb! dotector.

Tn all our discussions thus far, the cmphasis has been on the conventionality
of the receiver with less attentica ald to {ts optimality. As such, the recelver
was always mismatched to the chanmncl and hence its performance was always degraded

relative to that of the optimum recedver. Optimum (maximum-likelihood) recedvers

for nonlinecar satellite channels with various combinations of intersymbol iuter-

ference, uplink, and downlink noiscs have been investigated in recent years. In 4
[37], a Volterra series approach was applied to find ML receivers for channels 1
that include a power-law nonlincarity, fatersywbol dnterforence, and downlink *
noise only. The flrst attempt te derive a ML recelver for a channel including

both uplink and downlink nolses, but no intersymbol Interfercnce was presentoed in

sienlinenting

[38]. The most comprehensive work on optimum receivers for nomlinear channels
with arbitrary AM/AM and AM/PM couversion characteristics and all three inter-
ference sources (intersymbol, uplink, and downlink noises) present simultaneously ;
was recently reported dn [39] and [40]. There the form of the optimum (MLSE)
receiver was derdived and its symbol error probability evalunated. Since the com-
putation of the Tikelihood ratio, and hence the metric to be used by the detector,
were not easily obtained In closed form, two approximate forms of the optimum re-
celver were derived and analyzed, using a combination of Chernoff and generating

function techniques such as those discussed in Part IV of this report. For

A
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OF POOR QUALITY,

hinary CrSK drvaonmtsslon, 10 was shown that even moderate complexity approglmat fous

aldow a power anving of more than one Al with reapect to comventlonal wrroacwuces,

Floal Ty, we wonkd ke to polnt ont the exlatenee ol n recent Tt 1" s
o the PREE Trananet Lomn ome Commm Teat Toun [A41) whieh contalnn mony { Ine congr L
but Jons on the sabject of commm beat lann over aond lnear clannetn one of whileh wan

alrendy olted nn [R1],
2.0 0 Batelllte Chinmel Model

A model for the teannpounder satell Lte chael In dketebod In Plgure 1. This

channel wodel conslata of an uplivk addtetve white Gauaglon polse plus dnterferonce,

i(t) nu(t) nd('tb

x(t) é A\t SATELLITE zt y(t)
—( ' *| TRANSPONDER | '

alt) | bit) _=—zit)

WT P ZF [

——{BPF

Figure 1, Satellite Channel Model
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the satellice trannponder, and 4 downl lnk add i lve white Gansnban nolee.  The
Arlel Llve Crannponder 4 wodellod an n cancade of g bandpans S40ter and a1 raye)

Ling wave tube (W) ampl 1 Ter 10 Lawed hy a 2onal 1oy,

The Eapnt to the matel Lige 4 ranupinder Tuoglven by

r{e) = x(t) 1+ 1(1) n“(I) (rie,2,1)

where x(t) 4o the "ideal™ transmitted signal, (1) Ia the Interforenge, amld n"(t)
s the uplink addlitive white Gouansion nodse.  included [ 1(r) 1y the popsibility
of varieus Interforence algnals such as those due te adjacent channels, co-
channel nterferers, radar pulses, 4Autent foual, Jomming, wad tipach and intorsymbol
Interforcence with the latter twe boing related to x(t).  We assume that v(1) 4y
passed through an ideal bandpass £1lter () Chat lesves the signal andistorted
and Iimlits the nofse spectrum Lo thut portion of toe signal frequency band de-
tetulned by the filter bandwidth. The BPE ountput: in then

alt) = x(t) + 'ﬁ'u(t;) (117.2.2)

u
where nu(t) is the portion or compunent of the white Gaussian noisc that is in the
signal frequency band. Assuming a carrier frequency fo = m0/2w, woe have the
narrowband signal representation

a{t) = R(t) cos [wut; + n(i:)] (111.2.3)
where the envelope R(t) and phase n(t) are "slowly varying" compared Lo the

carrier oscillations.

We now conaider a mathematical model for the TWP followed by the zonal
filter, First let

AE) = R(L) e [“-‘0" + n(t)] (171.,2.4)

be the complex signal representation of the narrowband signal a(t) which enters

the TWT. The TWT output complex ~ipnal B(t) Ls assumed to he a memoryless complex
function of the complex input signal given by

il

oy
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R(1) = FALE)D (117.2.5) ]
Hepwre we andume 1he pnf e T mpl 1H7den or P ke oan (deal memoary beaa dipvieo ‘
thst  Introdoeer ondy ampl FOwde sod phinne changet o P plynanl nt Ba Input,
Def inlog %
l
POy = gt n(1) (111,207 %
and puppressing the time dependepee, we have Phe TWE oud pat plven by i
B
E
B o= FCA) ;
|
- # (et (111.2.7)

which is periodic in ¢. Henee B can be given a Fourler serles pepresentetion o

tarms of harmonles ol ¢, namely

(33

B Z s::r‘_(u)u*"“‘lj (111.2.8)

nE=-—w

or reinatating the tawe parameter and substituting for p(t) from (111.2.0),

inlw,t + n(t)]

B{t) = cn(k(t.) e (171.2.9)

M-

llﬂ N

Here the Yourler serles coeffictonts {CH(RQL))} depend only ou R(L) since the
gerics expansion ls periormed vver the varfable ¢ with R hwld constant.

The complex sigual B(t) has the energy distr ibutdon sketehed in Figure 2

where we wake the usual "narrowband gipnal asnsumpt ton that R(L) and n{t) vary

alow enough that the harmonic terms (n the Sourder serles have non-overiapping

*Occasionally in our discuasion, we shall for notat fonal convenlience suppress the
dependence of certaln signals on the time parameter L.
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SPEC IRUM OF B(t)

€

(NARROWBAND ASSUMPTION)

Z(t) = Cy (R(t)) e
F -

B(t)

Figure 2. Zonal Filter Output

spectra. The zonal filtering of B(t) results in the complex signal

j[mot + n{t)]
Z(t) = ¢ (R(t))e (111.2.10)

where, since Cl(R(t)) i a complex coefficient, we can represent it in terms of a

real cnvelope £(R(t)) and phase g(R(L)) as

¢, (REDY = F(R(L)) o 1 (R()) (111.2.11)

Thus the satellite output sigonal, In complex form, is

Jlugt + g(R(1)) + n(t)]
ALy = F(R(L)) e (111.2.12)




wlileh hus the real part

a(L) = f(R(l))uualukf + o (RE)) + n(e)} (111,214

The envelope functton, 1(+), s conmonly called the AM/AM functlon while the phasc

T e e X e

funect ton, g(+), Is called the AM/PM funet fon, Spoecial easen ares

3

B i

Tdncar W' f(R(L))
g(R(:))
Hard Limiting TWE: f(rR(L))
g(R(t))

Y R(t)
0 (constant)

i

1
—

(L11.2.14)

Typically the AM/AM and AM/PM functions are glven as measured TWT power and phase

curves sueh as those shown In Figure 3.

A bandpass nonlinearity (BPNL) 1s any deviee that is characterized by AM/AM
and AM/PM functions such as our model for the nonlinecar satellite transponder.
As shown in Figure 4 two BPNL's in cascade form another overall BPNL. Satellite
systoems that use soft limiters preceding the TWT amplificrs can thus be modeled

ax sueh,

Note that #f the signal Into the satellite has constant envelope
R{t) = RO (constant) (I11.2.15)
then the output signat 1

Z2(L)Y = T(R“)cwn;[mut + H(RU) + ey} (111.2.186)

tsoan undistorted amplif teat fon of the input sipual with only a constant phase

shiit ﬂ(HU‘ which cun be casily removed at the receiver. On the other hand, sup~
pese the fnpnt to the satellite consists of a non-~constant envelope signal such

as the sum ol two tones oftset In frequency,  Phen, in the absence of noise

t‘(t) - l'{'l‘{! (m“ + "\!-1)(] + ('()ﬁl(hlo - {"\h\)l + [tl()l

- R({t) cos [‘\“t t n{1)| (Hrr.20m i
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x(t)

ﬁ

e, g0 XY L 600, gyt

z(t)
e

x(t)

BPNL, BPNL,

o
g+ = go(fy (=) + gyl+)
BPNL

x(t) = R(t) cos [wqt + n(t)]

'

y(t) = f; (R(t)) cos [wqt + gy (R(1)) + pit)]

i

z(t)
-

2(t) = fo(f] (R(t)) cos [wgt + gy (F(R(D)) + g) (R(D)) + mit)]

= 1(R(1) cos [wyt + g(R(1) + m(t)]

Fleure 4,  Cascade of Two BPYL

11
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where
R(t) = VQunr;Aml + con| Amt ~ rpul)z + (sIn Awk = sin At - ¢0])2
(i11.2.18)
and
_q sin [Awt - ¢0] - sin Awt
n(t) = tan e T b1 + cos Aut (I11.2.19)

Figurc 5 shows typical measured input and output signal spectra for a satellite

with such a two=tonce input.

In general with non-constant envelope signals into a satellite TWT, one has
at the output intermodulation distortion of the original signal, The degree of
distortion is a function of the AM/AM and AM/PM characteristics and the operating
point of the TWI. With non-constant envelope signals into a satellite TWT, to
minimize intermodulation distortions one goenerally "backs off™ the TWT operating
point to a region where the TWT acts approximately as a linear amplifier. This
means that the satellite output power is not at its maximum capability and the
downlink suffers a loss of potential channel capac.t. Typically, to operate in

a linear region, a TWT must be backed. off 5 te 6 dB.

3.0 Some Additionmal Results for the Linear Shannel

In Part LI we described the Lincar channel which is modeled as an additive
white Caussian neise channel, Here, we briefly review the maximum-likelihood (ML)
criterfon for this channel and show how previously derived hit error bounds for
the Ml recelver can be modified when this receiver is used on channels which are
not matehed to ft,  In such mismateh situat fons, the receiver metric {s not ML for

the actual channel at hand.

Suppose the data sequence u results in a tranamitted waveform x(tju). Then

the output of the channel has the form

y(t} = x(t;u) + n(t) (I11.3.1)
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Two tones are transmitted to the satellite as ghown ¢
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where n(t) 1s a white Gaussian polace process with double-sided speeteal density
NOIZ. The ML receiver decides that the soquence ﬁ_wun transmitted where o ylields

the maximum value of the totad metrie

(21} i

m(y;u) = fy(l’.)x(l:;'uﬂ)dl - l fxz(t.;_l;_)dt. (F11.4.2)

-0 e LR

,
over all possible data sequences u,

In many cases of interest, the signal during any T-second symbol interval

is characterized by a "state" and a data symbol. That is,

x(tsu) = x(t;?s’n,ﬁn); ol < t < (nl)T

for all n (111.3.3)

U
8
n
T-second interval. Then, the above total metric can be written in the form

where 3n is the nth data symbol and is the "state" at the beginning of the nth

:E: “ﬂxn;sn’un)
nz.—m
where
(ﬂ+1)T 1.3}
m(xﬂ;sn,un) =f y(t)x(t;sn,un)dt —% fxz(t;sn,un)dL

v —_0

nl
(111.3.4)

Here y denotes the statistic that represents y(t) in the nth transmission

interval,

In Part 11, we presented many examples of ML recefvers for various modula-
tiona. Tn all cases, the key to deriving general symbhol error probab'lity bounds

for these recefvers was to first derive pafr-wise error hounds, Suappose, for

14
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example that u 14 the actual transmitted data gequence.  Then, the probability
Pr(urn) that some other sequence u has larger tofal metrle was shown to have the

upper hound

(L)

Pr(uru) - nllm D((Hn,un),(ﬂn,un)) (1171.3.%)
where
(n+1)T
A oA 1 Ao 2
D((an,un),(sn,un))=;expﬁ£ﬁ6— [x(t;sn,un) - x(t;sn,un)] dt
nT
(111.3.6)

Having a bound on the pair-wise error probability that is a product of terms in-
volving only the data symbols and the corresponding states was shown to be neces-
sary in order to use the transfer function bounds discussed in Appendix A of

Part IV.

3.1 Pair-wise Error Bound - Mismatched Recelver

In many practical situations the channel may have a different form than that
agsuned by the receiver. That is, the receiver may use a metric m(xn;sn,un) which
is not the ML metric for the actual channel. The channel, for example, may have
multipath or cochannel interference while the receiver assumes the channel is rhe
ideal additive white Gaussian noise channel and uses the decision rule based on

this assumption.

To evaluate a symbol error bound for t.is "mismatched" case, we again con-
sider the pair-wise error probability between two data sequences n and Q. Con-

sider the Chernoff bound,

[t4] o

) 1} = \ ' g - P
Pr(uru) Pr E m(yn,hn,un) E m(yn,sn,un)lq

{ n:--‘.” llﬂmil}

= P P 'y —_ P .
Pr E im(yn,sn.un) m(yﬂ,sﬂ,un)} -0l

n=-—m«

15
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m L]

< Elexp {X E [m(yﬂ;ﬂn.uu) - m(yn;ﬁn,un)J}

ll:iv—lll

[}

: ll uxp{h[m(y“;éu,ﬁ“) - mly, 58y )]

l]:-lhfll

=

=

(111.3.7)

where A 1s any non-negative number referred to as the Chernoff bound parameter
and the expectation Is over the channel random disturbances, Generally, we assame
these disturbances are fndependent over caclh non-overlapping Pesecond time inter-

val =o that

in

Pr(gﬁp

T e exp {Alm(y ;% ,u ) - mly 38,.m )1}

nﬁ—

[e9]

[T 2y €080, (s pu ) (111.3.8)

N=—w

L}

where

DA((én.Gn),(sn.un)) = K fnqi{l[m(xn;én,ﬁn) - mly 38 ,u)])

(1I1.3.9)

When, in fact, the chammel i3 the iderl additive white Gauasian noise channel, by
minimizing (T11.3.8) with respect to A, we obtain the previous result, namely,
(1II.3.6).

The symbol error probahility can be found in this mismatched case by again
using the transfer function bound approach described in Appendix A of Part IV,
Also the final bound can be further reduced by a factor of one-half as discussed

in Appendixr B of Part IV,

As an example suppose the actual channel had both additive interference 1(t)

as well as additive white Gaussian nofse n(t). Then, the channel output is

y(t) = x(ti;u) + v(t) (I11.3.10)

16
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where
vit) = 1(1) 1 n() (151,13,11)
and u ds st the tranamicted data acguence. Huppose that desplee the presence

of LOY, the recetver waes the ML petr e for the fdeal addivive white Guasslan

polse channel namely (HILGA) 0 Mhen, For y(t) dn (53, 10), we have

(1) (kLY
( L rt‘l' ) - (l) (t"'\l % )dL‘ . ‘],‘ 20_-\: " )dl‘
MY ety YARIRALSH Yy 2 X AT
n'i [1¥h
(m+1)T
L] "y
= x(t,,hn,u“)x(t,ﬂn,un)dt
u’l
(n+1)1 (at1l)T
. ".\‘J Y ) l 2 . BY Y ‘
+ v(l.)x(l.,.,n,un)dl, ) X (l,,Hn,un)dl.
n'l nl
(i11.3.12)
and (or constant envelope sipnals
(n+1) 7T
m(yﬂ;:%n.t\“) - 1n(yn;.~:n,un) = x((;3n,un)lx(t;;éll,t}ll) - x(t,;s“,un) 1dt
nt
{n+1)T
+ v(t)|x(t;.~;“,un) - x(l.;.‘;n,lln)]dl
n'l
(111.3.13)
17
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Next we need to evidlunbe

(nt1)1
”A((”n'un)' (H“,lln)) moexp A x(l';Hn,u“)lx(l. ;H“,un) ~ %l ;n”,un) Jae
n'f'
(1) 7
% B dexp (A v(L)[x(t;Hn,u“) - x(t;sﬂ,u“)]dt}
n'l’

(111.3.24)

where, recalling the definition of v(t) in (¥1L.3.11), kie} is the expectation over
the uplink noise n(t) and interference i(t). Thia uxpectation can be evaluated by

first performing the expectation over the nolsce process which is easily done

since

(n+L)T
f n(t)[x(t;ﬁn,ﬁn) - x(t;sn,un)]dt
nT

is a Gaussian random variable. The expectation over the uplink interference

term

(nt+1)T
100 [x(£38 50 ) ~ x(t5s ,u ) lde
AT

can elther be performed directly foxr a given interference model or by using a com-
putational technique based on moments [42] provided that moments of this term

can be computed, Once these two components of the cxpectation are evaluated,

then multiplying them together gives the expectation required in (TEL.3.14).
Finally, substituting (LI1.3.14) into (I71.3.5) gives the pair-wise error bound
Pr(uru) for this particular mismatehed case which can then be used to obtain the

bit error probability transfer function bounds as per the approach discussed in

Appendix A of Part 1IV.

18
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As an example of the applicat lon of the ahove dlrcunnlon, woe now cvalonate
tha general Chernof{ homd paramerer glven In (111,35, 14) Tor the eane of BPRK
modulatlon with additive whiie Guunsdon noLae wnd Anteriorenee.  The algnal has
the formk

% (1 ;“ﬂ'lhl) "o V24 con m,ﬁ:; Wt o Lo ()T (L. s,

whero w, 18 the Independent ldentfeally distributed hlnary data sequence with
. 1 yor
P = = ] "/ - = T
lr{uu 1} 1r{un 11 9 (511.3.16)

Thus, the iategral in the first exponentinl of (I13.3.14) is evaluated as

(otl)T
x(t;sn,un){x(t;sn,un) - x(t;nn,u“)]dt
nT

0; = u

n n
—Zhb; u # w (Lir.3.17)

wherea

Eh = JT (EIY.3.18)

is the bit cnergy. Simtlarly, the nteprat invelving the noise in the second

exponent tal of (rit.3.14) becomes
(n+i)T

n(l)lx(r,ﬂn,n“) - x(L,sn,un)ldt

nT

ANote that for this form of modulation, there is no dependence on the state £

19
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1L, ¢ ! (L1v.3.19)

where n Lev o0 oo mesann, unly varlanee Gounsdan vandom variahle,  Finall wlien
Nt L} 1]
pt

ﬁ“ ¢ n o the Interference torm hecomes

(atl)T
(1) [x(l..;ﬁn,{ill) - x(1; M, ,uu) Tde

n'f

(n+1)7
= ~2/28 u 1(t) cos mot; dt
'l
(111.3.20)
We assume the random variable

3
: (n+1)T :

w i 42 L01) cos w,t dt
] n T - i ' 4
nT (I11.3.21) .{

has a symmetric probability density function with moment generating function

${w) = K (111.3.22) 1

f - |

which i8 an even function of w.

Proceeding now to evaluate the expectations required in (T77,3.14) using

(111.3.19) and (111.3,20) we obtain the following results. Since for Gn =

both integrals evaluate to zero, then the expectation of the expenential of these ]
; - i
- quantities clearly evaluates to unity. On the other hand, for v # us We have
20




LR r;&‘”

LRCTRL WO U L

EE LB ALK F

oo

e, b3 Ty e LW I b X e ERE R T

.
= =

Lubasiadol t b et

R

ORICH7Y .
OF 'Jul-“f ‘,:1’;111 uL. il
Gy

v exp A n (1) =0 ;H",ll“) - %1 ;H”.ll“)](]l }

n'l

= B{ekp =) /.Zl'.hN” u” Il“"l

0
= 0K 1A“th“} (r14.3.29)
and
(nt+1)7
B {oxp (A :i'(t)lx(t;gn’ﬁu) - x(t;.‘iu,un) Jde }

n'l

= Eluxp{—zA&&§Tu i}
T n

= (220725 1) (111.3.24)

respeetively.  Thus, for this case, (IT1.3.14) has the simple form

])J\ ((Hn'un)’ (Hn’un)) -

2 . 1A ~
\ rh' |l |1 ) A L} .
exp( 2,\1,b + A LhNO) o (2Rv257T1) w, # w,

(117,3,25)
The moment wenerat Ing funct fon of the Interference term o (001,3.24) can be

evaluated based on mathematical models of the interfercnce stpnal.  For exauple,

pulses due to many radar sources mlght result in the model

=1 (T11.3.26)
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Evaluating (T1i,3.28) At wo= 2AY24 and further lTetting Au = AN,» We et the

normalized form of {111.3.25) an

n n
P, (& ,0), (s ,uv)) = .
AD ot 't Ve’ n ) f}) I
‘ 2 ginh 2v2 Yo\No S- '
oxp -2)\01-.b/N0+AU }',h/NO BT N -7
2 R (A
O\Np/ \ Vs
un # un
(111.3.29)

which in general, must be minimized with respect to AO' if the interference-to-
signal power ratio 1s small, t.c., L/VS << 1, then we can approximate the sinh

function by the first two terms of its Maclaurin seriles expansion which simplifics
(II1.3.29) to

D, ((én,ﬁn),(sn,un)) =

0 , 2 2, 2, A
exp -2 AOEh/NO + AU Eh/N0 + AAO (Lh/NO) (1/8)},un # un
(I11.3.30)
where
1 2 () = 1%'1‘].2/‘1 (1171.3.31)

ts the total interference power of i“. Minimizing (UT1.3.30) over AO results in

min S _
D A D\ ((Sn’“n)’(ﬂn'“n)) B

Yoo A hhlno

CXPAT /4-(.1./_57) (R /N oy, ? un
h
(111.3,92)
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Anot Lier approaeh to ovicbaat iy e moment wwenerid T {unet fon o ln in to

How by, moment s ot the random variable I“ Intersymbol  Intertoerence

approximt e
Lidependent random varfahles are

amd eoclimnel indertefeaee wlere ‘n fronosum ol

eastes wheee this approach s unetul,

4.0 Nonllnear Chanoel

We now constder the satellite channel of Figure 1o During the nth trans-

minsion nterval, nl ot (n+1)T, the uplink uignal is x(t;sn,un) resulting in

the satellite fuput signal of the torm

r{e) - x(t;ﬁn.u“) + (L) + nu(t) (T17.4.1)

After passing throngh the antelbite bandpass tilter this sipnal hecomes

aft) ~ x(t:sn,un) + vi(t) (IL1.4.2)

whore we hiave assumed that the sipnal passes and istorted and v(t) s the filtered

upl ink intertereoce plus notse,
Sinee a(t) is o narrowhand stpnad, we can represent It as o (111.2.%) where

the envelope REU) and phase w{t) depend on hoth the uplink signal and the filtered

uplink foaterterence plus nofse term vit). Using the first-order model for the

antellite transponder o the satellite downlink signal is given by 2(t) ot (111.2,13),

For ihe nth fnterval, nt oot (n+1)T, z(t) clearly depends on the nth data

svitbo | w, ad the nth state s oan woll as the hndpass tiltered uplink Intertference

plus nolse terms,

Tha downl ink channel is ansumed 1o be oan fdeal addit tve white Gausstan noise

channe! reanlting D the stpnal

vty - oz nd(t) Q4.9

at the input to the tecebver, We new examine the evaluat fon ot pertormanes fur

fwo tvpes ol tecelvers,
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4.1 Mismaiched Reeelyer

Most recelver deslgns are based on the Ldeal addit lve white Gausslan nolse ]
channel.  Sueh rocelvers, however, are mbsmatebed to the satelllte channel sinee
they no longer form a true max Imun~1Likel ihood (ML) decdsion rule, Here we assume
the mismatehed receiver based on the ML decdsion rule for the fdenl additive white |
Gaussian noilse channel with symbol metric as in (X11.3.4), Again when x(t;.ﬂ\fn,ll\l'n) "
is a constant envelope signal we have, analogous to (I11.3.13), ’

"~ - \i
m(y 38,4 ) - LICIEILY }
(nt1)T .
- - . ~ ~ _ - ) : 1
z(t)[x(t.,sn,un) x(L,sn,un)]dL |
nt
(1) T
+ nd(t)lx(t;sn,un) - x(t;sn,un)]dt
nT
(I11.4.4) .
The term
1
(n+l)T '
~ & {
Nd —f nd(t:)[x(t,s“,un) - x(t,sn,un)]dt :
nT ]
(I11.4.5) i
{8 a zero mean Gaussian random variable with variance i}
[
N {(n+1)T :
o 2 .. [x(t;s ,u ) - x(t}s _,u )]2dr |
d 2 n’'n I R M

nT '
(111.4.6) }
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where NOd 1g the downlink noise spectral denslty In watts/filz,  Hince

. )\Nd L '_1_';\2 2
L = ooxp {7y A o, (J1L.4.7)

we have from (I11.3.9) that

D, ((sn, un).(?sn,ﬁn)) = R v-xp{lim(in;:in,ﬁn) - m(zn;ﬁn.un)]}

(n+1)T
Nod |2 <o 2
= exp -—r)\ [x(t;sn,un) - x(t;sn,un)] dt
nT
{(n+1)T
x Elexp{A z(t)[x(c;én,an) ~ x(e38 ,u ) ]de]

nT
(111.4.8)

where E{+} is the expected value over the uplink filtered Interference plus noise,

v(t), The numerical cvaluation of this expectation is the key to evaluating

transfer function bit error bounds for all the various satellite communication

systems.

Because of the memory associated with the Integrat jon over the nth data

symbol interval (nT, (n+1)T), the above ovaluation is quite difficult to accom-

plish unless one dis willing to make some simplifying assumpt ions,  One such

simplification is to assume that the satellite transponder BPE is tdeal in that

it limits the satellite input sipnal r() ta the sipnal space generated hy the

pair of quadrature basfs functions

2
'f(.(t) “/; (AR mul_

3
i (t) = "\/] sin ots 0t T (111.,4.9)

S o S

PR TR PSP

i




ORIGHIKL [0 1
OF POOR QUALITY

Fquivalently, the filteved version of r(r) has the form

alr)

i

",
x(L,Hn,un) + v{t)

]

T (r)+r _ (£)y nf <t o (oFl)T

Dyl 1y N,s N,H

(111.4.10)

which has only two degrees of freedom characterized in each T-second interval by

the pair of orthonormai functions

%, (t) = ¢ (t-nT)
¢n (t) = ¢ (t-nT); nT < t < {nt+1)T
*
(I1I1.4.11)
and coefficdients
(a+l)T
rn,c - 11(':)¢n,c(t)dt - xn,c * Nn,c * in,c
nl
(n+1)T
rn,s = k r(t)¢n’s(t)dt = xn,s + Nn,s + in,s
nT
(111..4.12)
which are the proje:tions of r(t) on these basis coordinates.,
In (I11.4.12), (x X ) are the quadrature signal components, (N ) are
n,o n,c’ n 8

the quadrature uplink nuiqe components which are independent with zero mean and

var iance o 2 . N. /2, and (L_ ,1 ) are the quadrature components of the uplink
t Ou n,C N,s
interference.
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With the above approximate model, the uplink signal envelope is

2 2
ko= \/rn,c F s (T11.4.13)

and its phasce 1s

«1l ' n,s
n = tan palf PEELE B2

The corresponding satellite output signal of (I1I1.2.13) then has the form
T
z(t) = /5 £(R) cos (g(R) + n)¢n’c(t)

which is a function of the uplink signal, the noise components (Nn C,Nn q) and
3 L

the interference components (in c’in q). Thus, the evaluation of*
» 3

{(n+1)T
E{exp{A z(t)[x(t;én,ﬁn) - x(t;sn,un)]dt}

aT

i}

E uxp{hvfgnf(R)[(ﬁn N c) cos (g(R) + n ~ 8)

+ (ﬁ“,ﬁ - xn,s) sin (g(R) 4+ n - E)]}

(111.4.16)

fuvolves the expectat fon over the two independent. Gaussian random varfables and the

two Interference random variables.  Sinee Nn ¢ and Nn g ATC independent of
] LN

fWe assume that a phase-locked toop tracks the long time average of the satellite
out put stpnal and g s the phase of the toop's reference signal so produced.

29
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ecach other, the expeetation aver these uplink notse components cian B appris it ed

nslng the Gauss-Quadrature rules (4], ‘the diffienlt part of the ahove evaluatdon

18 the expectation over the typieally corcvelared Interferener random varlnhboes
1 and 1 .
n,oe n, 8

As an 1llustratton of the evaluatfion of CLITA.8) using (TEL,4,16), wo con-

sider agnin the BPSK exomple of the previous section where x(t:;.‘mmn) In clharne-

terized by (IT1.3.15) together with (117.3,16) . liere the coefflelents of (111.4,12)

become

n,o n,o I
rn,s 8 Nn,s * in,s (L17.4.17)
Noting that for our simplified model
(nt+1)T
-.A ~ _ . 2 - ~ - 2 ~ - 2 E
[x(t,sn,un) x(t,sn,un)] dt (xn,c xn’c) + (xn,ﬁ xn,s) ,
n?l ‘
X :
] 0; un = uu
M‘"b; Yn ? Yn (I111.4.18)

and

f(R)[(xn,c - xn,c) cos (g(R) + n ~g) + (xn,ﬂ - xn’ﬂ) sin (g(R) + n - g)

o

>

]

-

-
PRSP S 1 PP E I, L SR S PR

n n
= (-2 R f( (o JECEN L AA D e b )2)
n¥ b nh n,¢  n,e NyH  NyH
: 2 2 - Nn e -
X oS g( (n ul*.} N in P)" + (Nn 5 + 111 ) )-&- tan 8 T8 - zl;
’ Z O ] » ! i
vE, +N + |
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then, perfomming the average over ‘Nu . | Nn

tlvon
N B B

3

DA((Hn'un)’(Hu'"n)) a

N N

VoV
5 13 v - ]':. I l
N E E ViV 1xp| 2Aun/ .

1e) §=1

uxp{hzl

* b (un’in,n’in,H’Ni’Nj)} » Uy ? " (ILT.4,20)

where

A T . _ 2 . 2
E;(un,in’c,in,s,Ni,Nj) = V5 f(\/(un/l.h + Nyt j.n’c) + (Nj + 1n's) )

(1I11.4.21)

In (IIL.4.20), the expectation is now only uvver in ¢ and 1n 5 while in (L11.4.21},
st

ot
{Ni} are the Nv mass polats for the Gasss-Hermlite quadrature formula and {wi} are

the corresponding Nv welghts, Appendiz B of 141 tallales sets of normal ized mass
points {N{'} and normalized wedights 1wi'] for values of Nv from 1 to 20. To
relate the normalized mass points and welghts to the wmormal fzed ones needed 1n

(1171.4,21) we use the reltations

3

ettt e s stk i ;un_uuuu-nnunnnnuumu.u.nuunu*...

. et - Ep

e



ORIGINAL P00 ";Z;“.i
OF POOR QuUALY

. ‘ ) )
N, Ni//znn Nl//N”"

v L TR
W, /uwl S T T N N\| (T1T.4.22)

To vvaluate (HEHA2D)Y any tarther, o part Teatap, to portform he winlndzon-
tlton vver A, we mast spee by part bealar AM/AM and AM/PM cluract optng Tea T(R) and
p(R), respectively, and an nterference model from whileh the candom variablos
in,u and jn,ﬁ can be statistivally modeloed,  The simplest nond fnear model s that

of a hard=Timit fag satellite vopeater as charactoerized In (517.2,14).  Yor this
case, (ITE,4.218) simptifles to

w VB 4+ N+ i
n b i T,

)2 + (N 2

(un 1) 1 Ni + i“ + ln )

¢ iy

i
(I11.4.23)
If furthermore, we assume that 1(t) = 0,* then the expectation in (111.4,20) is

ne longer reguired. Lettiog Ag = A/Eﬁﬁd&, thon after some simplificatilon, we

obtain the following resalt:

1 =

H un “n

D= [ -
N
\* \ 1

! '.:E:: ' ' 2 : "yt Ni'
mig s R B e .
\‘ ] W, wl exp AU h\“ﬁul = 2 H

( =1 1= 6/ ')‘ '

\/ lul t Ni t N‘

u L uu
(LT1.4,24)

Al the next part of this sect fon we shatl constder an example where 1(t) cor-
responds to intersymbol Interference,

12
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tl J‘N H
W i
\
K ' {
T =oupl Lok s lgnal=to-nolbe ratlo }
t N .
n ‘
!
(111.,4.2%)
and we have also roplacoed unN[' by Ni' sinee the Ni. values are symmetr e around
i . ;
soro,  Flpare 7 illustrates D oversas Py with UL parametar using Tl-point ]
b
Gauss-Quadratuve, foeo, Ny = .
Another slmpt 5 feat fon of (111.404) assames that the combined demodalat ton
and dotect fon operat fons as represented by the Integrals in this equation are ‘ 1
peplaced by Bdeal cobierent demodulat fon followed by Tow-pass Filtering, sampling
Al the data rate and o mtsmatehed detector (see Figure 8). 0 Here the low-pass 1il-

Lors are assumed to be fdeal in the sense of passing the signal components without

distortton while Limiting the downlink white Ghussian noise to the sipnal band-
width,  The above assumpt ton is Cantamount to allowing the true cont lous-tfme
syston to be approximated by a diserete-time model . Suel o model whilch separatoes
the demodulal Ton process from the detectfon process abso allows taking advantage

of the Tow-pass equivalont fepresentat fon of signals and systoms and fta mathe-

o et ekl e

mat teal ehavactoerizat ton fo many ways resembles the two coordinate deseript fon

;
of  the system just discussod, ]
\
We begin by writing the signal component 2 () ol the recetved downd ink
sipmal v (1Y o (HHTLAGY) i the Torm o €L, T8
200D = T ROEYY o fpdRO) - pob (Y| cos (,.1”n 4 ;-,')

~ LRCEY)Y sdn e (REE)Y - ;; F ()] sin (m(l' + ;,) "
i

= zv(t)twua{m“r tp) - aﬂ(l) th(mut + o)
(111.4.26) ,‘
11 ;
d




Flgure 7.

un D‘FR\ \L

OR‘G“ OOR QU:\L\\Y

OF P

II!J ) ﬂ'lII 1 ]1]]

!i!’

i 1 1 | N |

15 dB

0.0 20 4.0 6.0
py OB

Chernoff Round I versus Downlink Signal-to-Noise Ratio Pq with Uplink

Signal-to-Noige Ratio p, 88 a Parameter

1 ‘
T T - i G SR A . i etk " G -




OF 00K QUALYY

ORIGINAL [,

40431134

qIHIIVWSIW

g}

sUg
U+ .1 1Y
THAAYS

()
uﬁ%

U+ EY
TIdWYS

ﬁaaz,_,aﬂ% "

1247929y 2TSLRS-3TITT4

S
A

X%

g 9INTTI

L EINTE!

- SSVJANVE

r
t
1
t
t

|=

rd o menbiaranr comnh s

AT i




ORIGHAL PAGS (-
OF PQOR QUALITY

wlhierae

Zv(l) A FOREE)Y ens g (ROLY) ~ w4 ()
(510.4.270)

il

r () B ) st lw®E@) = F 4 )
(L11.4.27h)

are siowly varying compared to the carrier oscillatfons. After guadraturc de-
modulation by ~2/T sin (ubt - E) and 2/T cos (mot + p), the sampled outputs of

the ideal low-pass filters at time t* + nl are plven by#

)

-k . N ’ .o m 4. . % By
yc(L 4 nl) AC(L + nl) A ndc(t + )

(i11.4.28a)

and

it

ys(t* 4+ nT) zs(t* 4+ n?1) + n, (t* + aT)

ds
(111.4.28DL)

where the downlink noise samples ndo(t* + nT) and “dg(t* + nT) are independent

zoro mean CGaussian random variables with variance

Y4 T (111.4.29)

tmplicit in (111.4.29) is that the poise bandwidth of the ideal low-pass filters
is 1/2T,

'*Thgnc?liprfhﬁ-forAﬁbilw%fﬂﬁ{ t* (0 a th - T) will be discussed shortly.
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The mismatehod recelvor has the form of 1 he optimum recedver for the uplink

slunal

{tis ,u ) = ey ‘OB Lt
x(tis , n) x(‘(l,. ,l%l) COS u

n 0

- xﬂ(t;ﬁn,uu) sin )t (ETT.4,30)

transmitted over an tdeal additive whive Gaussian nolse chanel. Hore xc(t;sn,un)

and x%(t;ﬁn’“n) are the cosine and sine components of the narrowband signal

x(t;ﬂn,un) during the nth interval, Defining samples
y = yc(t* + al),

y. . = yq(t* + nT),

|

xc(t* + 0l 8,4 ),

xs(t* + 0T én,un),
a2 = zc(t* + nT),
= zq(t* + nT),

= Sk 4 T
e ndu(i + nl),

= * Y 37 ;
ndﬂ(t + nT), (T11.4.31)

n
ns

amd vectors

>

ne

]

- n

o2

ns

37

i CEa Lo eam e i s et bl P i

Lty S



ORIGINAL ©/f A
OF POOR Quit Y
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e

n (LI 4030)

we represent the detector output samples at thne t® 4+ n'l an

yﬂ = 7'4{.“ + LR (LiE 4,793)

The mismatched recolver nsoes the metric

mn sG o0 ) = X
()Hl’ n' 1\) (y11’ Il)

- (ﬂn’an) + (nn’xn) (111.4.34)
which would be optimum 4f the chanmel was the ideal Linear chamnel with additive
white Gaussian noise.
Using this wetric in (117.3.9), we have the Chernoft hound ]
1
G T 3 = Kip . a 1 - (Y] ‘
DA((hn’“n)’ (h“,un)) ¥ pr{A[m(y“,n“,un) m(yu,hn,un)l} ?
]
= EloxplAly ,x - i
expl (xn 4 xn)]

= 8 uxplh(qﬂ,xﬂ - x“)i I vxpl\(zn.x“ - x“)l j

(111,4.35)

where the 1irst expectation is over the downl tpk nofse components while the

at fon s over the nplink random variables ineluded in the satellite

ot

gecond expect

output slgnal components 2 . Since

o

. .
e - X - ) -
plexpl v ox = % ) exp oV Ex -

(111.4.36)
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we have, analogous to (I11.4.R8),

N !
. . ‘ N FR 2 Nod i
HA((Sn’“n)' (hn.un)) exp ‘2 A ]]3“ - xnl| T :

x 1 \e!xp[ ,\(z‘n,:”g“ - _!_ﬁ“) l\
(E1T.4.37)

As noted earlier, this parameter is directly related to the cutoft rate of the
channel and is useful in computing transfer functl ° bounds for receivers that

use the Viterbi algorithm with the above metric. i

4.1.1 Example of MPSK with lntersymbol Interference

Consider the system shown in Figure 9 where the bandlimiting filter at
the transmitter determines the channel bandwidth and introduces Intersymbol inter-

ference. The ldeal transmitted Meary phase modulated signal has the form

(L1

s(t) = A E plr - kT)cus[ubt + Ok]

k=—w (LI1.4.38)
. . 2n
where {Gk} are L. 1.d. random phases taking values ia {0 =y mom s 0,1, «u.y M-11

with equal probability. Herve p(t) is gilven by

pt) =
(13 otherwise (111.4.39)

We characterlze the fmpulse response of the bandlimit ing transmit filter by h“(t).

The filtered tranamitted signal has the torm

x(t) = s(t)# hu(”

e

= A E Wit ~ kM) cos ||.|“t oot - k1) 4 t\kl

[

(VIEA 4
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Figure 9. A Satellice stem Model for MPSK Modulation with Tntersymbol
Interference

where h(t) and () are the envelope and phase functions of the filtered pulse

shape. In general, these two functions apread over an fnfinite number of signal~

ling Intervals. However, in any practical case, we may assume that the inter- ;
symbol interfercnce has finfte span.  Thus, asswming that h{t) and (1) are spread 1
over an LT-second interval, we define v = T-1 as the memory of the channel. ]

Further defining the translated and T-sec truncated versions of hit) and {(t) by

’

Wit + iT); O 20 5T

3
o~

hl(l) =
0: otherwise

!

:
3

plv + 1Ty 0ot 27T
wl(t) =
(}; otherwise (lil.4.41)

A PO LY TS Y N L
I
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then the npllak slgoal in the Interval kT

form
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and
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i

=t 2 (k+1)T can be written in the

A

xﬂiﬁu“ﬂ mA_E IHU;*kT)mmlm&‘+wjﬂ - k1) +(m_“

[0
(ELL.4.42)
02“‘“1;’1]—[- ux; uﬂ, 8 {0, .l., ooc,M"l}
(Y11.4.43)
ﬂk = (uk“‘l’ “k_z’ L ] uk"\’)
(I11.4.44)

in view of (117.4.30) the low-pass quadrature signal samples are

Fg
|

ke © x(_(t.* + kT3 Hk,uk)

i
= E %) cuu X
A h[(t ) cus lqlt(t ) + Uk-il
i=Q
(1I1I.4.4%a)
Ko © .\'H_(t.* + ki, Hkguk)
- t* 1 * {
A ‘,S__'hf“ )sln!,i(t )+Uk_i|
= (T1T1.4.45h)
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4.1.1.1 Memorylesn Reeolver

Consider frst the Hlm[)']u case of BPSK modulation (M"’:), a hnrd=-timited

channel |seo (F11,2,.14) ], and a memoryless recolver® that uses the deefsfon rulei®®

hoose 0 = ( = T ly iIf -t
Choose 0 = 0 (un 0) if and only if y )

Choode On = (un = 1} 41 and only if Yo %0

Assuming Bn = 0 without any loss in generality, vhen the prohability of bit error
1s

b =}
)

b = Prlvse < Olu, = o]

Pr'z +n_ < O0fu_= OI
ne ne

]

E{Q _fne )
VNoa/ T (II1.4.46)

where the expectation is over the intersymbol interfercnce and uplink noise,

Here
* [
2o * zc(t +n'T)

= yecos [n(t*nT)]

“*This is the limit of the Viterbi algorithm with the assumed memory v = 0.

#*Actually in a real system, ype would be used to make a decision on Op_ 4% (or
equivalently up.ix) where i* depends on the criterion for selecting the "best"
sampling point as well as the transmit fllter bandwidth-symbol time product.
Typically, in analyses of this type [17,21,33-35], it is assumed (and we shall
do so) that t* is chosen to correspond to the peak of the filtered pulse response
even though Lhis may not necessarily be the optimum point from the standpoint
of minimum bit error probability. Under this assumption, {* corresponds to
the number of symbol times prior to the occurrence of the peak. For simplicity
of notation, we chall ignore this inherent delay in making a decision with the
understanding that the degradation due to intersymbol interference will always
include the appropriate v pulse response samples both prior to and succeeding
the pulse peak despite the fact that we continue to write our summations as
going from i=1 to i=v.
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IRt SR TR . s
* " . * m . et 41yl
\/Eh(L m1) + nus(t +nl)} 1 ‘}v(L n'l) + n“c(L 1nl)]

v
iUl
*Y cos *y 4
ZE:H}L ) co [?j(l ) 4 “n~1] o

By T T T ST LTI
A 3 h, (t*) sin| (th) + 0 '|=+‘h 2+ Ail (g 5 (t*) + 0 + ~ 2
P { sin ¢1 ol nnﬂ 1:011\1 )Iilhl¢i tk) 4 n—i] N
(1Y1,4.47)

Y A"
where Do and o are iudependent zero nean GCaussian random variabloes with varlance

2

0 .
u

Next supposce that we have a 3-pole But terworth transmit {11ter whose equiv-

alent low-pass version has the impulse response

N 2By, =nbt ,
hu(L) = 2aBje - -;§&> cos (1VIBE + 5/ 6) ult)
L

(IT1.4.48)

p function and B is the low=piss 3-dB handwidth of the

where u(t) is the anit ste
around the carrioer Trequency

filter (2B is the R¥ 3 dB handwidth assumed symmetrice
low~pass filter to the roctangular pulse of

mo). The response of the equivalent

(I11.4.39) s then given by
- 1
pQt) = p()Fh ()
Y - oYy 0t o T

S - ot=T)y Tt o
(TT11.,4.49)

h
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where

PO) = = oxp C2ulit) ~

’ exp (~aBt) sin (oI
v

(HirA.n0)

Flgure 10 is an Lllastrat fon of F(l) versus /T for various values of B, Ass-- y
Ing thar the ratio of ecarrier froguoency gy Lo f1ter handwidth s large, then the ]

In~phase bandpass pulse response () cos ¢p(t) ta approximately equal to the
baseband pulse redponse ﬁ(t) and the guadrature phase pulse response (b)) sin g
P{t) is approximately equal to z2ervo. b

",
fett ing pi(t) be defined dn terms of p(t) in the mamer of (F11.4.41) then

since nnmt = 0or o for all nand 1 = 0, 1, ..., v, (111,4.47) simplifies to

]
W
o8 0 p (bR 4 n
CO8 -1 Pt e
- =0
Rn(‘_ - e s i il A S S i
con 0 Ei(t*)-+if ]2
(111.4.51) ;
or isolating the intersymbol interferconce
i
AV Bam A T S Bam 4 |
n ! — n-1 Py e y
oy e oo . A=1 R i
'm‘ i -'--.- o g g -y _\.‘-._ [ i . el e A A AR WY
v 2 U ~ "\ o 2
+ ) - % + *
\/nnH [A u p(t®) + A L Wy pi(t )+ nm‘]

i=1 , d
k|
i
(IT11.4.52) ;
i
where ;
i
|
u .

b A
w, = (-1

(111.4.573)
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s the £1 equivalent representatlon of the feh (0,1) data It o . In (01140,

¢
() A PlI#Y,

E . . Ny
we have alse made use of the faer thm Py
To proececd further, we et relate the shgnal ampl Hoade A to the tranamltoed
upliluk average power 8. When thin [4 done we can then roelate A/"u 1o e uptink
glgnal-to-noldae power ratdio,.  Usdng (TT1.4.40) for the apeciad case hodng eonstderaed,

woe define the average transmitted slgnal power by

a

2 = .
%~< Z pz(t—u'i')>

llﬂn!.‘)

5 = El(xzcu»’

>
X ]

(I11.4.54)

where < » denotes time average.  Thus, the uplink signal-to-toise power ratio

Py is given by

rs o faY
Py 2 “lo

K n

. u
(111.4.55)

where

v T

0" 4 21',1, E f‘;‘iliz(t)(lt
= ") ([11.4,50)
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For the three-pole Butterworth filter with pu me response of (1I1.4.49), a in
evaluated as¥
1 ~2alr By - q L T3
L—twml2~u - hmt(ﬂm ~ V7 atn Ve
(111.4.57)
which varics menotonfcally as a function of B from zexo (ot B = 0) to one~balf
{at BT = =).
The evaluation of (L11.4.46) using (117.4.52) can be accompl ished by applying

the moment technique discussed in Reference 1. In this regard, there ave two

approaches which can be taken and we shall discuss them both along with thelr
relative merits.

The first approach lumps the uplink noise and tntersymbol interference
together and uses the moments of this combined interference to effect a solution,

Specifically, we rewrite (L11.4.48) ask*

lb p
p(L*) + U
E4Q V2;)d

+ é/mm p(t*) + U l

- \/r'“ p(L*) + U

A o e

ki

B_ oYl -

o

2
i

i
P
=
—z
T
T
N
¢:éTﬁ;
o
S
’é
1
=
Pt
i
*
e
+
fad
3

A 3 1 o v
= F Pb+(lh WH)I + 9 L|PhH(L,WH)\
(TI1.4.58)

|

“*For the purpuqe of ohtaining « as a closed form expression, we have let the

memory v be equal to infinity.
#%For simplicity of potation, we set n = Q.
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where

d (111,4.50)

18 the downlink slpnal-~to-notse power vit o,

. ]
I
Al N Ky
LRV LRSI RR
i=] (I11.4.60)

and Wc, WH are independent zero mean, unit variance Ganssian random variables, ~
Since U consists of a sum of independent rvandom variables, we can casily (using

Linear recursion teehniques) get the moments of U dn terms of the moments of each

torm dn the sum (sce Section V of [42]). PFurthermore, sincc WS is independent

of U, we can apply the one-dlnensional moment technique twice in a way that is

analogous to the two-dimensional Gauss-Quadrature rule used in arriving at ]
k

N (151.4.21). Before formally writing down the solution, however, we must first ;
evaluate the moments of U and Wq. 3

The random variable U contains a single Gaussian noise random variable Wc ]

whose moments are glven by ‘

L

(k-1)11 3 k even ‘ :

w_ o], koL 4

l.lk - PA lw‘“ \ = . b

0; k odd (111.4.61)

Clearly (1T7.4.61) also characterizes the moments of wﬁ. However, since wﬁ 14

not Vinecarly combined with the intersymbol interference random variables, the

expectation over W is most easfily performed using a Causs-Hermite quadrature
5

formula analogous to that in (111.4.21).%  The remalning terms in U are inter-

=
il

Asing the moment techitigue to perform the expectat fon on Wy would produce identi-

1
i
1
symbot interference from the transmitted pulse response samples, 1
citl results to that obtained from the Gauss-Hermite quadrature formula, !
1

1
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Thes monent i o these terms aroe

-l
0" Nl

. |1“ " (' w)' k
|'”“ o k o Mt 1 koeven
“k“(|): B T ) _

(

3 koodd .

(11L.4.02)

Urdng the reenraive alporithn dbaensned tn {425 Seetdon V], we can lmmedlately

ohtaln the moments of Uy namely,

AR . \
llk = ol |, k = U' ]., 2, () (ll].&.b’&)

In order o apply the computationa] teclmigue discussed in [42], we must re-
strdet ourdelves Lo & [intte qet of woments for U. Thas, wo now assuie fhe maxi-
mim vitlue of k in (011.4.69) is denoted by N, 1.e., we compute only N4L moments
for U, This fmplics that we need only compute the same number of moments in
(T11.4.01) and (IT1.4.62),

U
Thus, plven My s k=0, I, 2, «.. , N, the technique deseribed in [42]

computes the approximat g probability froeguency function®

q, = Pr‘”=xvl; b, 0y e N

(1L11.4.64)

Than, using this distributfon in (111.4.58), the average bit error probabillity is

approximitely computed s

1 .. 1
[} Hp Y Sk
Py oo ‘|Ih4(”’ws‘| vyl lh”(”’ws)l
N N
A \
X v
: :LJ :E:
- Voo Y ogp
) Te¥ ]h+(x“’ym’ * }hm(x!’ym)
vl =l -

. (IT1.4.65)
Flhe hat " " s oused to denote the word Yapproximating,"
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where ”m' and Wmli m=t, 2, «va N"V are respeet fvely the probabil Tty Taeat fon
polnt s awnd welpht s determlised Veom the Guass-Heredte quadsiag are ol {47].  1The
alportthug wsed Lo computye N"x' thee probab Il Ny Teeat fon pobat s lxvl mnd 1 he

ave adequat ety dener thed I [427 and

probab LTty masses Ly by @ 1y 2y ey, Ny

are not repeated hero,

E the moment oo of the podae random vartablos apd the moment s of the Inter-
symhal Interterence, as pivon by (VHLA00) and (HEHALO2) vespeet Tve by, are
prossly dififerent tn mapnttde, then the alporithms for obtainiog the distribu-
tion points aond probability massces are quite sensttive to the aceuracy with which
the moments of U are computed,  In these situat fons, 16 ds better to soparate the
noise from the fntersymbol interfoerence and average over each Independently.  To

see how this Is done, wo first rowrite (I10.4.51) as (agatln assuming u = Q)

-y
P
u s "\
—_ L%
\/u Z: u'_ipi(t ) + W,

2 . = i .i.=0 -
Oc ¥ \/ T T
2 [\/ u i oo, 2
W o4 u_.p, (t*) + W
) v =0 -154 c i
-z
V+ W ]

2 2
\/ ws + (v+wc)

= vy COS N (I11,4.66)

Al il

In (T11.4.66), n represents the phase of the output of an envelope detector whose

input is signal (V) plus bandpass noise. As such, n has the conditional probabil-
ity density function

il S+ et e

Yo cos 1

p(n|v) = L exp (-p) + exp [=p(1 ~ c032 m i

2n 27n 1
x erfe[~/pcoanl; [n| < u
A hip, cos n) (111,4,67)
]
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where
p = V')
"=y (1T1.4,68)
with \

I e
u "y iy
=] e e
Vv \/”l Z "-,i,"i(t )
1=0

]

v
E)— .— AT Y] [ﬁ1— u N
\/.‘i.x u, plL*) + \/:;L E u—-i.p,l(t*)

i=1

A ‘.‘.‘lll I\" I\J , i
\/&' Uy LX) + o (L11.4,69)

Note that from (IIl.4.60),

\Y

W = z i‘{mi'{,ﬂ{(t*) - (1, - w(_) \/.F:}A (111.4.70)

i=1 "

represents the total dntersymbol incterforence alone, Using (171.4.66) and

(I11,4.67), 1t 1s now a slaple matter to comput o I'h of (11T.4.46), namely,
il

I‘h = '15 I f(.}(r"'.!'pd Cos ||)h(.'+, CoH u)dn

- it

I
1 :
4+ 3 | l f(\\ (»'Zi.ld o8 ||) ll(,\", o l])du
=

(IT1.4.71)
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wheve the plus and mlnus on o corvesponds to Vo belnp cvabiated with u, = 1 oand ]
resipoact Tvely and the oxpoectation o now only ovor the toetil dntersynbel fnter-

forence 24 Mo ovalnate thia cxpectat ton, wo agaln uge fhe moment. fechnlgue where
the moment s ot %7 are comput ed by applying the recwrstve algoriclm of [423 Seerlon

VI now, however, (o only the moments I (1A LG2Y,

The Integrals In (LA are most oaslly evalunied aning o Gaudas-

Chiebychev quadrature formala [43]0 1o part fenlar, letting 0 = cos n, then
(

/Q (/2.;:'(1' Cos r|)h ('):t-’ o n) dn

=1

1
- L.
2:/1'(1 (/2pd o)h(p*, 0)\/; =5

N

\
. 2T -
v E 0 (.fzpd Gk)h(pt, ek)
k=1 (111.4.72)
where
Ok = 008 Q*Eﬁ”“, k=121, 2, ..., Nv
v (I11.4.73)

and N\: 1s chosen depending on the amount of accuracy desired., Finally, then

using (I17.4.72) in "1IT.4.71) pives the desired result

: —
v
. oA U
Ph = 1R E Q (/épd ()k)h (p+, l)k)
Vo lk=1

N
+z: 0 (./2};'(1 Ok)h(p_, Uk) (117.4.,74)
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Clearty the disadvantage of (VT 4.74) relattve to (IT1.4.65) 1s the additlonal
computat bonal complexity reguired to evaluate W p, ) for cacli point In the double

summat fon.

A computer program wis we itton which detormines the max Inum FO(L*) of pr)
of {(111.4.,49) (see Flgure 1) and the intersymbol fnterferceace samples ?;i(t*) -
m(t*le) iF0.%  The memory v, f,e., the truncatlon of %(t), witg chosen such thot
ali p (%) which satlnfy |p (L*)I/p (t%) < . were set to zero. Typleally, 1t has
heen dv ermined exper lmentally that a value of v = 10 -2 1y sufficiently small Lu
guarantee the needed accuracy in computing bit crror rates on the order of ]0
Using (EIT.4.65) or (I1¥.4.74) as appropriate, Figure 11 illustrates the behavior
of the average bit error probabllity Ph versus downlink signal-to-noise power ratio
Py with uplink stgnal-to-noise power ratio Py and filter IF 3 dB bandwidth-
symbol time product 2BT as parameters. The particular method of solution for the
moment tochnique used in arriving at the appreximating probahility frequency distri-
butions for the intersymbol Interference (and noise) 1s the Berlekamp-Massey algo-
rithm [44] whose application to problems of this type is discussed in [42]. TFrom
Figure 11, we observe that for a fixed uplink signal-to-noisc power ratio Py and
iF filter bandwidth ~ bit time product 2BT, there exists an irreducible average

bit error probability, say Py, in the limit of infinite downlink signal-to-noise

Ny Since

glm Qx) = &R (111.4.75)

then from (111.4.71), this trreducible error probability can be evaluated from the
expression

1
] o ' R i SR S,
lhm = 1 ~ 9 R \ flll(;\+_,l)) - h(p+,—l!)j \/] - ,U?!
0

1

- ]) F f“l(i‘ ..“) - !l(l! ,"H)} d'“:::,
: B B Vi- o2

0 (I1T.4.76)

*ie remind the resder that precursive sampies to the pulse peak are fncluded in
the interasymbol interference.
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Flgure 1ia. Average Bit FError Probahility of WPSK on a Hard-Limited Satellite
Channel versus Downl ink Signal-to-Noise Power Ratio with IF Filter
Bandwidth = Bit Time Product as a Parameter; Uplink Signal-to-Noise
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or uaing (T11.4.67),

By, = 1=y H f\/ “ 0 exp “l‘ (1_(,2)] A0
'm Jl - ”2

—

] \/
-~ 5 B "0 exp "U (-0 )] '“"“L——-
2 f sy
=1 -l err (v’ﬁu)l -k f“l'/f»'m erf Mﬁl
2 + + 2 - -

(I11.4.77)

As another example, consider the class of staggered quadrature modulations
which includes such well known techniques as staggered QPSK (SQPSK), staggered
quadrature overlapped raised cosine (SQURC) [45-47] and minimum-shift-keying (MSK)
[48,49]. In partizular, the transmitter takes the form illustrated in Figure 12.

Prior to transmitter filtering, a quadrature modulation signal can be

expressed as

[+

e~y
s{t) = A é anp(t‘.-znT) COs mot

nﬂ e LK}

(X)

'-"
+ A 2 r bnp(t—(2n+l)T) sin Wyt
= (111.4.78)

where o betore A s the signal amplitude, ey is the radlan carrier frequency,
A h“ = 1 are the gquadrature binary data symbol sequences each transmitted at
a rate /2T aymbols/see (T is the equivalent hit time), and p{t) s the pulse
shape.  For SQURC modulat fon, p(i) is gliven hy
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I #i )“ 2 "
» ([ = 0N 2 mooax : ot . M

ple) =
O3 ot horwlse CHELLV AL 7900

Sinee the duratton of p{r) (d.o., 41) ix preater than the aymbol hne 20, fhen
clearly the pulses overlap in each dota stream; heovee, (he name SQORC. Por MSK

modulation, p(r) {x given by

ﬁin-gﬁ; 0t =27
p(t) =

03 ocherwise (I1T.4.79h)

After passing through the transmit fllter with impulse responses ho(t) the
signal s(t) of (II1.4.78) becomes

x(t) = A E ay‘g(tm2nT) Cos mOt
n:-—.m

+ A z b B(t-(20+1)T) ] sin X

nf;—1”

(111.4.80)

where p(t) apain satisfies the convolution of (TIT.4,49). Followlng an approach
analogous to that leading to (111.4,58) for the BPSK case, one can show that for

staggered quadrature modulat fons the equivalent relation Is given by [47]

i

TRy

2 * !
1%)\/" p(t*) + 1

Pbp E Q szd J:_;..__._ EE = - ?
2 p'” o
(N (uu\/“ p(t®) -+ u)

G sty Tl e W cadd.

i L ke B T

i
1
i
i
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( ]
\/”" ;
- SopleR) 40
- l "‘<Q ﬁl‘d... A AL -

' - "\ —.)
, B "
L \/w‘)' + \/t:l pLR) 4 1
';.1; v
-\ p(t®) + U
+ B 1. < (I 2“ e e [}

q oo :
L w4 --\/r;:* PCLR) + U

%@E URNCRDY I
+

>
[

Iy P, [(UR*))
- (111.4.81)

where U is defined analogous to (L11.4.60), namely,

SN
|l
11 "\
1 = it i a3 B
{=]

(I11.4.,82)

——— A
.\
u “
= : X
W \/« E :h—i“;?imi(“) v

=1
(111.4.8Y)

Note that pow both the inphase and quadrature sampled foterferences U and W each

contaln a single Caussian neise sample and a sum of intersvabol fnterference rian-

dom variables,

As betore, however, U and Woare still independent sipce the two

seta of intersvmbol interterence terms are independent hecanse of the independenve

assoupt Lon on the quadrature data sequences ia e and 4h“

Thus, one ean st il
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apply the one~dmenstonal mowent echndgue twlee 1o cviloate Byoof (111.4.81) where

the ntat lat leal average over W now represents apencral tratfon of the slaple Ganas-
Hermit e averape previously performed on w“ alone.  Inopartfewlar, two appreaches
arve agadn poasible depending upon whether the nodse samples are baped with the
Intersymbol interverence smples 4o detormining the moments, or the average Is

performed on the polse and int ersymbol Intorferenee saparately.

In the ciase of the former, an approzimating probability froguency function

is found glven the meoments of W, l.c.,
= ﬁl* = . = Y
W, 11.|W yml, L=, 2y saa, va (111.4.84)

which together with the previously found approximating frequency function for the
moments of U [see (IT1.4.64)] cnables cvaluation of (I11.4.81) in a manner

analogous to (ITI.4.63).

in the case of the latter, we define |analogous to (111.4.70)1]

R
U = Z a_ﬁm(t*) = (U -~W) B‘i
1=1 “ (LI1.4.85a)
and
v I
e Z b_ Py (EF) = (W - W2 \/7%-
1=1 u (111.4.85b)

which represent the intersymbol interference alone. Then, analogous to (I11.4.71),

we now obtain the expression

1 ST LI/ .
Ph 5 F ¥ J.zpd cos |tan ?,:(t*)+f?/ + 1 h(p+, cos n)dn

i
1 gy ~1 '?l - — .
+ ) F {fq = ¥lpy cos tan ,.f,'(t*)+'?/ + n|Jh(p_, cos nidny

(111.4.86)
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where now

[l

ooon ’ S . 2 2
Py l(i pLL*)+ D" + N ]

(L11.4.87)

Agaln letting 0 = cos n and using a Gauss—Chobychev quadrature formula to evaluate
(L11,4,86), we got the final result

R

t N Ty

v 1y 2

: .0 lv(t*)+-W]-\/l-0 Y4
Pb=2;;EZQ'2Qd * 5 =
Vo kel \/;f + (R + a)?
o _ . 2,
. O [plt*) + ) +\/1—ek W
+ Q(v2p : h(p,,8,)
a2
\%M + (B(e*) + @) ]
Ny s N )

L Ok[p(t*) - - 1—0k M 1
*':E: ol 2 - :
[, 2 " 2 a
k=1 W+ (p(r*) - o) .
b
g ""“'“E }
0, [p(t®) - 2] +\[1-0, "9 ;-
+QYaey s wem =} hlp_s0,) i

2 f i -
\Jév* + B - an? :
i
(171.4,88) [
L
where 0, 18 defined in (117.4.73). |
To numerically fllustrate the above analytical results, we again postulate a é
3-pole Butterworth transmit filter as described by the equivalent low-pass Linpul se

response In (THLL4.48). Substitutiog (111.4.48) together with (111.4.76a) or
(H11.4.760) Into (1114049 then allows computation of the pulse response g(t)

For efther SQORC or MSK modulations,  In particular, for the raised cosine prlse

shape
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BCrse) — ACUE); O = 1 = AT

pe) =
BCE3E) - BO-ATE) ) AT Lt o e
(LiL.4.89a)
where
1 TAmBu 1 "B /5
B(r;t) = - 5 e _fé: o sin (nv3By)
~2nWBt '
L e Bt ~1 L
+ > =T ; o o8 BT + tan (.] )
\ﬁ ) i
— 2
3
-nBt _ _ _
- }"3: = 5 cos |w/3Br + g + “%%{E) + tan l(/l) - ?%T) )
CY— . 1
\/1 + (/3 - ZBT)
: -8B . . AR - R . ]
' ‘ T “}.‘ ‘ L —z cos {n/IB1 + (I,i - "“'B*.f(;;'.l.‘l)“ + tan 1 (/3 + 2;') i
’ \/1 () ‘
o BT |
]
(117.,4,89h) 1
while for the MSK pulse, ‘
BCEstY ~ BCO3t); 0 =~ ¢t o 27
p(t) = ,
ROGEY ~ pOE=2T5t); 271 - ¢ - !
(1i1.4,.90a)
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. e ey e me % 3 e = o

with
. ~ 218 ' :
: " aoe - - -.u'.ﬂ--.--A ’ "u(l”‘) T —I( ! ) :
X ACust) R nln[ g T tan o ;
- ] 4‘(,J‘)‘ j
o T N4my i
~irl ) . . oy
+ 2 ctac Lzt rszozs aln [aviBy 4 My ”H,(-t‘,ll ) + tun ! Vi - l) _
/3 1 0 21 281 |
\/"‘ * ( o ‘2'14"1?') |
2 u"”BT X n aB(L~1) ( )
-:/: _q.__,.f_ ,.__,,._._2,- sin {048 + 6" o 4+ otan (V3 4+ )1”,
( 3 213'1) -,
(111.4,90b)
Flgure 13 {s an 41 lustration of 'f{(t:) of (I11.4.90a) versus t/T for various values i
of 28T, Figures 14 and 15 Lilustrate the behavior of the average bit error prob- ﬁ
abiliiy I:’b versus downlink signal-to-noise puwer ratio "4 with uplink signal-to- i
noise power ratio Oy and filter FIr 3-48 bandwidth-synbol time product 2BT ag {
parameters. Again the Berlekamp-Massey algorithm {44} way used to solve the ‘
mement problem. Analogous to the rosults for BPSK, there again ecxdsts an irreduce 1
ible bit error probabilicy Ph, In the limit of fnfinite downlink signal-to-noise ;
ratio due to the uplink noise and intersymbol Interference. Here this {rreduciblo i
error probability can be evaluated from the expression
d
|
L 1 1
- L do do i
th = ] - o L / h(|1+,1]) o _", - f 11(|5+,*U) - ~2 :
v, \/.l.-u =0, -0 .
!
:-;
f b(y .(‘ fl;(;. g0 ' J
\/l~n \/1 -0 {
(111.4.91) .
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s t 1) o . . '
T \/W" + (p(t®) o g)? (111.4.92) K
}
i
fortunately, (1114,.91) cannot be obtatined in closed form dn the same manner ;
% that (E11.4.76) became (111.4.77).
A.101.2 Viterbi Recelver (Maximu-lLikelihood Sequence Estbma tor) )
Next Lot us examine the performance of the mismatched recelver that .
' takes samples y, computes metries m(yﬂ;s“.un) and appiies the Viterbl algorithm :
'_' to the collection of these metrics, Here we assume that the recelver is the
3
maxfmm-1 kel iwod receiver for the linear intersymbol interferene e _channel with
5 additive white Gaussian nofse. The resulting Viterbt al gorithm 1s thus mismatched
oniy in that [t lgnores upl nk noise and the satellite nonlinearities.  As al- .
ol
ready notod many times, the key to cvaluat ing the performance of recefvers of tuis :
tepe is the eviduation ot the palr-wise error probability of (111.3.8) where now
“\(("““.‘:11‘)1(Hn.lln)) is gilven by (111.4,37) which in turn requires evaluat fon of
A g N ax =% )
: Ele (11' nmn
with the expectation being pertormed over the uplink uoise components.  The
veetors ;;." anned xn are detlned in (THL4.03) and thefr compouents in (111.4.31),
3 To emphasize the dependence ot these components on the uplink noise samples
n S (1Rt
ny e
A . ;
n no(t*x + al) (111.4.9%)
. LA Ba 18 1)
: which arte i.ivd, serte mean Gansstan randem vartabies with var banee '!11 , and the
3 ' ¢
sipynal state A amd dita sembod “n' we rewr ite them as l
4
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z v (L&+nT)
ne 8

=

z (& ,u n_,n_ )
e n' 0’ ne’as

H

f(R{t*+nT)) cos [g(R(t*+nT)) - ﬁ + n(tdl) |

N
i

z (t®4nT
ns H(L uT)

>

] - .
zs(an,un,nnc,nns)

B

£ (RCLA+nT)) sin [g(R(E*0T)) - & + n(t*nT)] (111.4.94a)

and

>
]

x (t*naf;s ,u
ne c( a’ n)

=

]
xc( n’un)

]

o

t*+nTi8 ,u
ns xs( REE RN n)

-

a 4
xs(b“,un) (I11.4.94b)

Finally, then using a Gauss-Hermite quadrature formula to approximate the expec-
tatton of the upliuk noise components in (111.4.93), DA((Qn,ﬁn),(sn,un)) given by
(111.4.37) ansumes the general form

R 1.2 Lo 2
D_,‘((sn.un).(sn.un)) = exp \;jx [(xc(hn,un) - xc(sn,u“))

N
- 2 0d
+ (xs(hn,un) - xs(ﬁn’un)) 1 15—}

N N
\ 3
A ZZ w‘wi (‘Xp‘ \[z‘l(ﬁn.un;Ni,Nj) (x(_(sn.u“) - xt‘(h‘",u“))

(=1 j=1

Fy :-1 . H . sy - be Y )
+ RTINS Vi NJ)(xg(an u“) xg(sn n )]l
(1TD.4,9%)
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where analogous to (111.4.21), {Ni} are the N\J mass points and {wi} are the
corresponding Nv welghta,

The performance of the maximum-likelilivod Viterbi recelver that 1s mia-
matched 1n the sense that 1t assumes a metrie that is only optimum for the linear
intersymbol interference channel with additive white Gaussian nolse, can be
evaluated once DA((gn’ﬁn)’(Sn’un)) 1s known for all pairs of states (én’sn) and
pairs of data symbols (ﬁn,un). The effects of the nonlinear satellitce channel
appear in the satellite output samples Z e and I In addition, to intersymbol
interfurence, this same formulation can be applied to all modulations where the
signal during any T-second time interval is characterized by a state and a data
symbol, Here the sample correlation receiver previously discussed may also be
mismatched for the linear channel but the overall analysis described in Arpendix
A of Part IV would still apply.

We now return to our example of BPSK modulation (M=2) and a 3-pole Butter-
worth transmit filter whose equivalent low-pass version has the impulse response
given in (III.4.48). The receiver is the mismatched maximum-likelihood receiver
for the linear channel that is realized by a Viterbi algorithm., Although this
analysis applies to any AM/AM and AM/PM functions for the satellite channel
model, we shall again assume the hard-limiter satellite channel model [see

(I1I.2.14)]1. 1In this case X e and X o 88 given by (II1,4,45) become

v

s = Au pltH* E " S bk

xc(bn,un) Am%‘p(t Y + A un_ipi(t )
i=1

xs(sn,un) = 0 (111.4.96)

where Gn is again the /1 equivalent of w_ as defined in (T11.4.53), and the state

8. ig characterized by the previous v un‘s. Thus, in this case Dl((ﬂn’uﬂ)’(ﬁn’un))

simplifies to

Ve 2
D {(§ u ), (s ,u )) = pRp 2 od x (s ,n) ~xn (s ,u)
v a7’ at 27 ¢’ n e 'n’n

N, N,
- 7 ' 1Y y 5 ;A g ; - g
ZZ hlwi cxpt {7(‘( L MI’N‘I)(xv("npun) xv(s“,un))]l

i=1 j=1

Oii. B (111.4.97)
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where

N
1

e

‘_xc (Hn,un) + N

ORIC N U “h
OF FOOR GuALl Y

zc(ﬁn.u“;Ni,NJ)

i

=Y

\/(xc(sn’un) + Ni)z + xs(sn,un) + Nj)z.
v

2 p(t* E " n (t#
Aunp(t } + A un-ipi(t )+ Ny

i=1

=Y

2 i p(r* Z:” o (t* z
JNj + [Aunp(t ) + A un-ipi(t ) + Ni]

{I11.4.98)

Alternately, in terms of the normalized Chernoff parameter ?\0 = A JAZNOdIZT
and the uplink and downlink signal-to-noise ratio of (II1.4.55) and (III.4.59),

we have*

0

N N
v
Yot P
X E W, w:i exp ZAO»/Fd
i=1 j=1

v
-~

X —u dper) + 24 (L\ln-'i = un_i)ﬁ{(t*)J
i=1

A 1 21.,- ~ - ~ - 2
D}\ ((Sn’un)’(sn’un)) B J\0 [(un—un)p(t*) +Z (un-—i - un—i)pi(t*)]

i=]

v
Pu - - * R
o * .
1,20‘ u_ p(*) +Z u_y pi(t. )+ N,

i=1

M::Z'::;;b;j:.?.’n- h =l v 2.
“[Nj'z*"\ﬁ"-‘::' [unp(t*) + Z L f!_l(t*)] + Ni'l

i=1

(117.4.99)

where the primes on Ni’Ni and wi,w} refer to the nermalizations of (111.4.22),

f.e., those values tabulated In A|:b01]xlix B of [411.

*For afmplicity of notaifon, we herein omit the "M superscripts on the uj's with
the understanding that we are talking about ‘1 random variables,
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For purposcs of namerieal evaluation, we shall assume a value of BT that

results Inov = 1, Loe,, only o single intersymbol interferpnee sample,  Then,

A ~ .
deflalog the palred statoe .Vh = (“n'un) and using the transfer function hound

approach as deserlbed in Appendix A of Part 1V, we arrvive at the transfer function

statoe dlagram of FPlgure léa or ity reduced veorsion as in Figure 16b whereupon

with

d

h

I (LiT,

is obtained by evaluat oy (ETT,4.99) with (he appropriate values of u L U
n-1'"n

and o,
)

4

rNm

LYY

RSN

NN

1
2

<

)
.

0

"0

0

)

0

0

o),

D

¥

D, ((+1,+1),(+1,-1))
D, ((+1,+1),(-1,+1))

b, ((+1,~1),(+1,~1))

RN ((-H,-U,(H,H))

: D\ ((‘+’i,-l),(—l,~1))

0]

T(z;lo) ol Ryt

fl1-(c+d)] (I71,4.1.00)

e 0 ’
=%, ((-1,-1>,<+1,-1>) . b2
: 0
) ((+1,n1),(—1,+1)) “Ep ((-1,+1),(+1,-1)) KW

0

=

N

DAU((-1,+1),(—1,—1))

b, ((-1,+1),(+1,+1))
0

S

(T11.4.101)

((txkhl,uk_]),(uk.uk)) = b, (.'/'k__l,-’/’k) (TI1.4.102)

0

n-1’

Figallye, the bit crvor beund s piven by
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Figure l6a. Transfer Function State Diagram

c+d

Figure 16h, Reduced Transfer Function State Diagram
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UL if(k._;".

dr(zid)
R ,(J

min 1
Poshg 20w
wr (T11.4.107
where from (IT1.4.100)
drleirgd | (aghhg) (THY
dz 2
z=1 []'“(co*do)] (111.4.104)

Figure 17 1s a plot of the upper bound of (II1.4.104) versus downlink sig-
nal-to-noise ratio g with uplink signal-to-noise ratio p, A8 a parameter. The
value BT=1 was chosen so as to satisf{y the requirement of a single interfering
sample, Comparing these results with those of Figure 11 for the memoryless re-
ceiver, we observe that the upper bound as computed from (I11.4.104) is cxtremely
loose. This is an unfortunate consequence of the Chernoff bound approach when
the uplink signal-to-noise ratio is not very large. The transfer function
bound can be tightened somewhat using an approach in [34; Appendix €], Un-
fortunately, even this modificution Is not suffiiclently tight when uplink noilse
is present and intersymbol interference is small. The conclusion to be reached
is that the transfer function bound approach 1s useful for calculating the per-
formance of mismatched recelvers of the MLSE type ouly In the "absence” of uplink
noise when the dntersymbol interfercnce is small, or in the presence of uplink
noise and intersymbol interference when the latter is the dominant degrading

effect.

dhen the transmitted slgnal bs a staggered gquadrature moduliation of the
form in (IIT.4.78), then one can envision two possible structures for the mls-
matched Viterb! receiver, 1ln one case, separate and fdentical Viterbi demodu-
lators are used to process the output samples of eacl ot the twe quadratnre chan-
nels. In the more peneral ease, a single mismatched receiver (analopous to Fip-
ure 9) forms its metric from the combinat fon of the two stapgered sample sets,
thus treatinyg each data palr (nn, hn) as the svmbod i to be detected, Assuming,

as for the BPSK example, a d-pole Butterwerth transmit {ilter and hard P imited

in

;.“_._.
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Figure 17. Upper Bounda on the Bit Error Probability Performance of
the Maximm-~Likelihood Sequence Estimation Recelver for
BPSK Transmitted over a Mard-Limited Intersymbol Inter-
ference Channel; BT = 1.

76

-



ORIGINAL i+ .. .
OF POOK Quirtiry

stel Lo chapnel, then tor the flrar cane, we have analogons to (TH0A99)%

3 . ‘ i 2 2
l}[\“((.l“. -l”_). (!ln, H”)) : 'II'.{_]l .\“ (A“"A”)
N N "
N N AL NNV | VA
. Ve YV e ) AV 2T | 1 1 -
E W, w:‘ txpu’.‘\“ \/";l \/ - ) : ‘ )
L N T M R n ay
! \/Rw a1 NJ i \/éu An‘ N,
(118.4.100%)
whore
v
X B il A
A Te Tt T
ARNER SRR | R | - *Y 4 %
n A ENALL *ZMHNN)“(! )
121
y
_ B E b iPyy (1) (110.4.106)
E 1=1.

Here the state s corresponds to fa 11,2, . 00v) and does not dnelude the {bn}

n-1’
sequence,  Suppose that the value of BT Ls chosen such that only one {ntersymbol
fnterference and Lwo eross-interference terms are sign!rdeant. Then, the first

term ol the square root dn (111,4.10%) can be written in the form

" 2 . 9
.” 4. ! I " }\ * . * . ' “
\[’_u l‘n i NJ '\/:‘.u I 'n—~lp‘IU ) bn—~2p'5(t Y N.]

; " - .
; _ i - _ h " N 1
\/;{\; |1‘1(1 ) hnn'.’. n-|p‘l“ Y hnnl_N_]

(114,107

: e anstie here that ayy corresponds to iy with the datadb b producing only eross-
channel interteropee. Becanse of the svimmetry of the problem, an fdeot feal re-
snlt Is o obtained tor the quadrature channel 1 the ag's are replaced by byts and

viee veran.,
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oy since hn_2 hnml' I Just another 1o1.d, nequenee Ciny {v“i) and Gaus

qunadratary averaging over hn~l Ni' In fdent Leal to Caans-guadratare averaping
r .
} ovel N\'. wi gt
% .

Al TS ' . - w) 4 ¢ & t '

E 201 N,I NPT ll'I(l ) '”l";(' )] N;
' (1.4 108
g Thus, to compule the bit error probablilty performinee of the stappered gquad-
h
: ratuwre system, the transfer funet fon bound of (114,109 topather with

:
E
k

(LT1.4.104) 18 st131 appropriate.  Here, however, we evaluate cach term fn
(L11.4.201) using (111.4,10%) averaged over the two posalthle valuea (F1)

of e Flgnree 18 illustrates the results for an SQORC modulat lon with BT -+ 1.
Agaln comparison of these results with those for the memoryless receiver {(see

Figure 14) wnfortunately reveals the loosencss of the bound,

To conclude this section, we polnt out that the notion of mismatehed re-
cedver can be generallzed to Include cases whore the rocelver has memory buat
less than that of the channel,  For example, supposce that we constder the same
Intersymbol interfereance BPSK modulatlon examlned above but now the Viterbi
algoritlim's complexlty is roduced by assuming intersymbol interfereunce wemory
v < v where v is the actual memory in data symbols due to the 3-peie Butterworth
filter., An analysis of this case is glven in [35] with numer beal results

i1lustrated for a range of BT values and mismatehes v # v,

4.1.1.3 Approximate Optimum Maximum-Tikelthood Pecelvers
In the previous section, we assumed a mismatched maximum-1 Lkel thood

rocedver that 41d not account for the nonlinearity of the satellite channel. We
now couslder the fdeal maxtmum-bikelthood recetver which fg matched to the
chavnel and then vonstder an approximate form of ft uslng the Gauss-llermite
quadrature formula.

Assuming the same netat fon as in the previous seetion, the cond it tonal
probability of Y piven state ﬁn' ditta symbol ﬁn’ and the uplink nolse com=

ponents nand n__, has the form
ne na

h

18
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p('y'n Jn'"n’“nu’"nﬁ) - 2ﬂNud/T

2
X wxp H‘[ynt 5:( n’un’ )] ) 1yuhiﬁa(q ’un’ 1v’nnﬂ);L”
‘ 2N /'1'
(117.4.109)
This follows immediately from the fact that if s 8p ﬁn’ ﬁnv’ and ﬁns are all given,
then 2o " zc(sn,tn;tnc,nns) and 2o " (qn,un;n L’nns) are known and

ny,nw-,:sgn"l

I S, — et
p(ln 't-’ln) 21rN0d/‘l‘ exp l 2N

/T

0d (I11.4.110)

1
Next 1f we assume that only én and Gn are given, then the conditional

.
probability of ¥ is obtained by averaging (117.4.109) over the independent *
1) F
uplink Gaussian noise components n__ and n__, i.e., j
ne ns "
oA A A~ - ‘ 1

p(yulsn,u“) = B p()[’“]sn,un;nnc,nns) (111.4.110)
]

For a sequence of data symbols u, the conditlonal probability of Ao Ygreeer Yy

is given by

N
IO ere Y IER | IR ER (111.4.112)
| k=1

and thus by taking ihe natural logarithm we obtain

N

in P(X]!.‘!'.z““aXNL‘i‘") = E m(yk;.‘;k,l"\ik) (T11.4.113)
k-1
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whorn

ln(yk;ﬁ'k,uk AR by, .é.k,tik (L4 114)

s the opt tmum max bwum~1 kel fhood metrice,
We next approximate the maximm~! tkel thood metrLe by approximating the

expectation o (T4, 1L with the Gauss<Uerml oo quadrature formula

I.
. : ~ ;’X A N ] \
¢ (-yu lhn’ un) - ZZ wiw;l B (yn ’Hn ' ’N'L ’NJ'
=] §=1

(111, 4,215

The accuracy of this approximatfon depends on the parameter Lo (The choice of 1=1
colncides with the opt imm maximum-1tkel thood metric assuming no uplink noise).

The approximite maximm-1lkelthood metric Is thus

m(3"11"“q11"1|1)  In p(y B ’“ ) (11T.4.116)

For this metrie, the parametoer I)'\ ls glven by (111.3,9) where the expectation

ls over the uplink and downl ink noise components in the vector

STt e I'IH) T s (11,4, 010

To emphas tee this depondonee we write

y vi{s 1 oin nooin n )
T N e s e Y s (11t.4.018)
Then
Doy yu Yots o0 V) = wlexpbivfm YN TS n 1 '*i u )
: T TR TR } (y( nt ot e s e s 1!
mivis v oan nooin ]!
v A e s e iy ‘}

(111 411
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Agaln we can use the Gauss~Tlermite guadratace formula for the Independent

Gausstan random variables o, o, n o, and n which reaules in%
ne’ na' e ns

Ny Ny Ny

N .
D)\((Qn’{iu) ’ (ﬁn'"n)) b zv: ZZ Z WYY e j

1=1 =1 k=] =1

?7 ) e“p[} m(lﬁ“n’“n‘Ni’Nj;Nk’Nn)5”n’“n)

i

-m(1(sn.un;N1,Nj ‘Nk’Nn) ;Sn,un)

T

(111.4.120)

Numerical i1llustrations of the application of (111.4.120) to computing
average bit errvor rrobability performance using the transfer function bound
approach are discussed in detail in [40]. Jor example, a dipital gatellite link
uslng BPSK signaling and an on-board TWI ampl i fler with AM/AM and AM/PM char- ﬂ

ELRE Y T

=

acteristics illustrated in Flgure 19 was considered. The linear part of the
channel was assumed to have an impulse response with Intersymbol interfercnce

of memory one and a ratlo of interfering sample to pulse peak aqual to 0.5, Te
TWT is assumed to operate at saturation in the absence of noise and intersymbol

interference. Figure 20 1llustrates the behav.or of the ML receiver by plotting :
the pairs of uplink and downlink signai-to-noise ratio values that allow a bit 9

-4
error probability of 10 . The two voatlnuous curves represent the approximate

ML receiver as discussed above with 173 and 1=7, For the sake of comparison, 1
the performance for the linear case, IR which the uplink and downlink nulses

simply sum up withoui the enhancement effect due to the nonlinecar device, Is

(1luatrated in same figure py the dashed line curve, Also shown 1s a dotted line

*Note that the number L of approximat Ing terms used in arrlving at the approximate
metric of (111.4,116) 1s not constrained to he equal to the mumbex N, of the ap-
proximating terms used In performing the four averages tn (111,4,120). Typically,
a value of 1. less than N\J is adequate,
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curve which corresponds to the recelver using o Ml srrategy but desfgned withont

taking into accomt the presence of upllnk nolse,

The two cont lnnous curves show that the rough approximation with 1=3, which
leads to a very simple recelver, 1s close to optimum slnee 1t 18 very ¢lose to
the 127 curve. Morcover, Lt s seen that even the simple approximate Ml recelver
allogs o saving of more thap L d8, In some situatlons, with respoect to the

convent tonal oue,
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