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ABSTRACT

In two preceding papers (Wu and Lee, 1979; Lee et al., 1980) an effective loss-cone distribution function is used in the stability analysis relevant to the theory of auroral kilometric radiation. Furthermore, in these discussions it is assumed that the population of low-energy background electrons prevails over that of the energetic electrons. Obviously, this assumption may not be justifiable at high altitude. The present work considers a loss-cone distribution close to that observed and, moreover, includes the effect of a parallel electric field along the auroral magnetic field lines. It is found that this effect tends to enhance the growth rate. We have also removed the assumption concerning the high population of background electrons. We find that at high altitudes, where the density of energetic electrons may dominate and the usual cold-electron dispersion relation is invalid, the cutoff frequency of the X mode can be significantly affected by the energetic electrons and thereby the growth rate is indirectly altered. In the present discussion, the emission of the auroral kilometric radiation is studied over a range of altitudes. We have considered three density models and two electric field models. Temporal growth rates and e-folding distances of spatial amplification are computed and discussed.
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I. INTRODUCTION

In two preceding articles (Wu and Lee, 1979; Lee et al., 1980) a theory of the auroral kilometric radiation (AKR) is proposed. The basic physical notion is that only a fraction of the energetic (keV) electrons originated in the plasma sheet can precipitate in the auroral region because those with pitch angles greater than the atmospheric loss-cone angle are expected to be reflected by the convergent magnetic field before they can reach the upper atmosphere. These reflected electrons are expected to possess a loss-cone distribution function which can result in the amplification of electromagnetic waves with frequency very near the electron gyro-frequency when the electron plasma frequency is sufficiently lower than the gyro-frequency (Wu and Lee, 1979). The emission mechanism is basically a cyclotron maser process.

In addition to the hypothesis that the upgoing keV electrons can possess a loss-cone distribution, Wu and Lee (1979) also suggested that the parallel electric field of inverted-V events (Gurnett, 1972; Mizera and Fennell, 1977; Croley et al., 1978; Mozer et al., 1977; Wescott et al., 1976) can deplete the low-energy electrons of ionospheric origin in the auroral flux tube, thereby reducing the local value of the electron plasma frequency. This process can increase the growth rate of the instability and, moreover, result in temporary wave trapping inside the source region. Evidently both consequences are important to the emission process of AKR.

Since the publication of the first article by Wu and Lee (1979), we have been encouraged by the facts that the S3-3 observations confirm our loss-cone hypothesis (private communications with Mizera, Fennell and Croley) and the ISIS-1 results clearly show that the predicted density depletion in the AKR source region is real (Benson and Calvert, 1979; Benson, Calvert and Klumpar, 1980; Calvert, 1981). Furthermore,
observations by Bawkeys (Gurnett and Green, 1978), by Voyager 1
(Kaiser et al., 1978) and by ISIS-1 (Benson and Calvert, 1979) all seem
to indicate that the polarization of AKR is in the fast extraordinary mode
(or X mode), which is consistent with our theory. Our analysis shows that
although the amplification of the ordinary mode (or 0 mode) is possible,
the process is much less effective than that for the X mode. Of course,
it should be mentioned that the X mode polarization has also been pre-
dicted by other theories (Melrose, 1976; Grabbe, 1980). Physically it
can be easily understood from linearized Vlasov theory why the growth rate
associated with the X mode is larger than that of the 0 mode. Furthermore,
the X mode waves with frequencies close to the cyclotron frequency may
have group velocities much smaller than the speed of light, a feature
different from that of 0 mode. Consequently, the spatial amplification
of the X mode is more effective than the 0 mode, even if both have the same
temporal growth rates.

A shortcoming of the preceding works (Wu and Lee, 1979; Lee et al.,
1980) was pointed out by Wu (1980). In order to demonstrate that
an electromagnetic cyclotron instability can exist we have considered an
effective loss-cone distribution which varies with \( v_1 \) according to the
following functional form

\[
F \sim \left( \frac{v_1}{\alpha} \right)^2 \exp \left( - \frac{v_1^2}{\alpha^2} \right)
\]  

Expression (1) is frequently considered in plasma physics to investigate
stability problems concerning charged particles confined in a magnetic
mirror. The index \( \ell (\ell \geq 1) \) measures the steepness of the gradient
\( \partial F/\partial v_1 \) of an effective loss-cone distribution. Such a distribution
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is, however, significantly different from observed magnetospheric loss-cone distributions which are discussed in Section II. The question which arises naturally is whether the two types of distribution functions can lead to qualitatively different conclusions (within the context of linear stability analyses). Furthermore, the realistic loss-cone distribution can be significantly modified when there is a parallel electric field below or at the site of observation. The electric field tends to broaden the loss-cone near $v_n = 0$ and therefore can affect the calculation of the temporal growth rate.

Another generalization of the preceding works is desirable. That is, previously we have assumed that the density of the backscattered electrons is much higher than that of the keV electrons. This assumption enables us to calculate the dispersion relation by ignoring the energetic electrons, which only contribute to the amplification of the radiation. However, at high altitudes ($\sim 1 R_E$) few backscattered electrons (except those that can attain energies in the keV range) can reach that height without being reflected by the decreasing electrostatic potential associated with the parallel electric field. (Here we have implicitly postulated that the potential drop below the altitude of one $R_E$ is of the order of one kilovolt or more.) If this conjecture is true, the assumption that the density of the backscattered electrons is high must be relaxed. In this case both the dispersion relation and the stability of the radiation are determined by the energetic electrons. Hence, the stability analysis becomes more complicated than that presented by Lee et al. (1980).

In view of the aforementioned considerations, a series of investigations have been carried out. The purpose of this paper is to discuss these studies and to present the relevant results. The organization of the paper is described as follows. In Sec. II we discuss the physical model on which
the stability analysis is carried out. The formulation of the stability theory is reported in Sec. VII. Finally, Sec. IV presents numerical results and discussion.
II. PHYSICAL MODEL

It is appropriate to first discuss the physical model to be considered before analyzing the stability problem. There are several basic considerations which are discussed separately as follows.

A. Model Distribution Function Based on Spacecraft Observations

The most applicable observational results available now are those acquired with the S3-3 satellite, which has been operative in the apparent source region of AKR. Particle distribution functions are measured by the S3-3 spacecraft in the auroral acceleration region at various altitudes below about 8,000 kilometers (Mizera and Fennell, 1977; Croley et al., 1978; Fennel and Gorney, 1980). Because the in situ measurements of the auroral electron distribution functions provide valuable information which can be the basis of our theoretical model, a brief discussion of the observational results is not only relevant but also pertinent.

Figure 1 shows typical inverted-V signatures as observed by S3-3. This particle-wave spectrogram from Day 237, 1976 shows electron and ion differential energy flux from 0.2 - 30 keV and .09 - 3.9 keV, respectively. Also shown in the upper panel is the AC electric field amplitude (Mozer et al., 1977) with frequencies of .03 - 100 KHz. (Note that S3-3 is not capable of making in situ observations of AKR because the high-frequency cutoff of the AC electric field detector lies below the local electron gyrofrequency everywhere along the spacecraft trajectory.) In this example the spacecraft encounters several inverted-V structures between 69.8° and 74.5° invariant latitude. Electron acceleration to several kilovolts and ion acceleration to 1 - 3 keV are observed throughout this region.
Fig. 1. S3-3 Particle-Wave Spectrogram from Day 237, 1976. Electron energy flux for $0.2 \leq E \leq 30$ keV is shown in the center panel and ion energy flux for $0.09 \leq E \leq 3.9$ keV is shown in the bottom panel; ac electric field amplitude (Mozer et al., 1977) in the frequency range $0.03 - 100$ kHz is shown in the upper panel.
For the purpose of illustration we present a distribution function which was measured at 17473 seconds UT (Fig. 21.) The $\mathbf{v}_{\parallel}$ axis corresponds to downgoing electrons and the $-\mathbf{v}_{\parallel}$ axis to upcoming electrons observed at the spacecraft. There are several interesting features. First, overall the distribution function is fairly isotropic outside the loss-cone region. Second, the loss-cone region for the upcoming electrons is partially filled. Third, the loss-cone distribution appears to be modified by a parallel electric field. Fourth, a population of trapped electrons appears to be in existence. [The definition of trapped electrons may be found in the article by Chiu and Schulz (1978)].

Based on the observations, we consider in the subsequent discussion a model distribution function of the following form

$$F_e = A \exp \left( -\frac{v^2}{\alpha^2} \right) \quad \text{for} \quad v^2_\parallel > \frac{v^2_\parallel + \phi}{b}$$

$$= 0 \quad \text{for} \quad v^2_\parallel < \frac{v^2_\parallel + \phi}{b}$$

where $A$ is a normalization constant, $\phi$ and $b$ are two positive numbers which are determined by the potential difference and the mirror effect.

$$\phi \equiv \frac{2|e|(\phi_1 - \phi)}{m_e} \quad \text{and} \quad b \equiv \frac{B_{\text{max}}}{B} - 1$$

($\phi_1$ and $B_{\text{max}}$ are the electrostatic potential and magnetic field at the mirror point, respectively). In the context of the inverted-V structure itself, the quantity $\phi_1 - \phi$ represents the potential drop between the atmosphere and the point of observation. This can be estimated by measuring the ion beam energy on the enhancement in the upcoming loss-cone angle (see Mizera et al., 1981). The step-function approximation is justifiable, if the velocity spread at the loss-cone boundary is small in comparison.
Fig. 2. An Electron Velocity-Space Distribution Taken at 17473 Seconds UT on Day 237, 1976. The $+v_h$ axis corresponds to downgoing particles and the $-v_h$ axis corresponds to upcoming particles. The 100-km loss cone, corrected for parallel potential drop beneath the point of observation, is shaded.
with the random velocity. If we require

\[ \int d^3v \, f_v = 1 \]

it can be shown that

\[ \lambda = \frac{1}{\pi^{3/2} a^3} \left( 1 + \frac{1}{b_m} \right)^{1/2} \exp \left( \frac{b}{\alpha b_m} \right) \]  

(4)

At this point a couple of comments are appropriate. Obviously, we have not included the trapped electrons. Of course, if the parallel electric field only occurs below the site of observation, the trapping process need not be considered anyway. The main reason is for simplicity. Another feature which we have not taken into account in Eq. (2) is that the downgoing electrons some time can form a beam. This point should not pose any problem, because in our analysis waves are considered to have a parallel component of the wave vector \( k \) pointing upward and these waves can only resonate with the upgoing electrons. In short, the functional form of the distribution with \( +v_u \) is unimportant for the stability problem of interest to us. For the same reason, the feature of a double loss-cone displayed by Eq. (2) should not concern us even though we are interested in the real situation in which only the upgoing electrons possess a loss-cone distribution.

B. Magnetic Field and Electron Density

The model distribution function described by Eq. (2) does depend upon the local value of \( b \) \( (b = B_{max}/B - 1) \). Thus a magnetic-field model is needed, before we can proceed further. Figure 3 describes a model considered in the present study. The magnetic field strength is expressed in terms of the electron cyclotron frequency, \( \omega_c = \frac{|e|B}{m_e c} \), which is plotted versus altitude. In the same figure several local loss-cone angles are indicated for various altitudes. In this calculation
Fig. 3. Plot showing the dependence of electron gyrofrequency and loss cone angle on altitude along auroral field lines.
we have considered $B_{\text{max}} = 0.4$ Gauss.

Concerning the electron densities we consider three models. In the following we restrict our discussion to the altitudes ranging from 4000 km to 8000 km. Of course, doing this does not necessarily mean that we are assuming that AKR cannot occur outside this region. In fact, ISIS-1 observations indicate clearly that generation of AKR can take place below 4000 km (Benson and Calvert, 1979; Benson et al., 1980; Calvert, 1981). However, the general opinion is that the $4\times10^3 - 8\times10^3$ km altitude range along the auroral field lines probably marks the most active source region of AKR. In Table 1, the three density models are described. In the same table we also list the values of the local electron gyro-frequency and the corresponding ratios $\omega_{\text{pe}}^2/\Omega_{\text{e}}^2$ where $\omega_{\text{pe}}$ denotes the local electron plasma frequency. In Fig. 4 we plot the local values of $\Omega_{\text{e}}$ and $\omega_{\text{pe}}$ as functions of the altitude. At a given altitude, there are three values of $\omega_{\text{pe}}$ for different density models. We note here that $\omega_{\text{pe}}$ is determined by the total electron density (i.e., $n_b + n_e$, $n_b$ and $n_e$ are the density of the backscattered electrons and that of the energetic electrons, respectively).

C. Parallel Electric Field

The parallel electric field which exists in the auroral acceleration region has been suggested and observed. However, the typical structure and distribution of such a field or fields still represent a controversial subject. A variety of possibilities have been suggested, as reviewed by Shawhan et al. (1978). Later the subject was further discussed by Chiu and Schulz (1978), Kan, et al. (1979), and many others from a theoretical point of view.

Recent observations (c.f. Fennell and Gorney, 1980) suggest that the auroral potential drop can assume a variety of distributions in altitude. We therefore have considered some simple models. Since our main interest is to investigate how the presence of a parallel electric field affects the generation of AKR, we have chosen to limit our study, for the purpose of this
<table>
<thead>
<tr>
<th>MODEL</th>
<th>ALTITUDE (km)</th>
<th>$n_b$ (cm$^{-3}$)</th>
<th>$n_e$ (cm$^{-3}$)</th>
<th>$\Omega_e$ (kER)</th>
<th>$\frac{\omega_e^2}{\Omega_e^2}$</th>
<th>$b = \frac{\beta_{max}}{\beta} - 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>4,000</td>
<td>40</td>
<td>5</td>
<td>373</td>
<td>0.026</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>5,000</td>
<td>25</td>
<td>5</td>
<td>281</td>
<td>0.031</td>
<td>3.7</td>
</tr>
<tr>
<td></td>
<td>6,000</td>
<td>20</td>
<td>5</td>
<td>216</td>
<td>0.033</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td>7,000</td>
<td>15</td>
<td>5</td>
<td>170</td>
<td>0.056</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td>8,000</td>
<td>10</td>
<td>5</td>
<td>135</td>
<td>0.066</td>
<td>8.7</td>
</tr>
<tr>
<td>D2</td>
<td>4,000</td>
<td>30</td>
<td>5</td>
<td>373</td>
<td>0.020</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>5,000</td>
<td>15</td>
<td>5</td>
<td>281</td>
<td>0.020</td>
<td>3.7</td>
</tr>
<tr>
<td></td>
<td>6,000</td>
<td>10</td>
<td>5</td>
<td>216</td>
<td>0.026</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td>7,000</td>
<td>5</td>
<td>5</td>
<td>170</td>
<td>0.028</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td>8,000</td>
<td>3</td>
<td>5</td>
<td>135</td>
<td>0.035</td>
<td>8.7</td>
</tr>
<tr>
<td>D3</td>
<td>4,000</td>
<td>40</td>
<td>5</td>
<td>373</td>
<td>0.003</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>5,000</td>
<td>20</td>
<td>5</td>
<td>281</td>
<td>0.005</td>
<td>3.7</td>
</tr>
<tr>
<td></td>
<td>6,000</td>
<td>0</td>
<td>5</td>
<td>216</td>
<td>0.009</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td>7,000</td>
<td>0</td>
<td>5</td>
<td>170</td>
<td>0.014</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td>8,000</td>
<td>0</td>
<td>5</td>
<td>135</td>
<td>0.022</td>
<td>8.7</td>
</tr>
</tbody>
</table>
Fig. 4a. Plot Showing the Modeled Dependence of the Electron Plasma Frequency for the Altitude Range of Interest.
Fig. 4b. Same as Fig. 4a, but Showing the Dependence of the Ratio of the Squares of the Plasma Frequency to the Electron Gyrofrequency.
paper, to two fairly extreme models. These two models are displayed in Fig. 5 and numerical values are given in Table 2. The first model assumes that the parallel electric field is distributed over a broad altitude range, while the second model assumes a narrow potential structure with potential drop only above 4000 km.
Fig. 5. Plot of the Two Potential Distribution Models used in the Wave Growth Calculations. Model 1 depicts a fairly broad potential distribution in altitude, while Model 2 contains a potential drop confined to ~3000 km.
Table 2. Models of the Parallel Electric Field and Auroral-Electron Energies

<table>
<thead>
<tr>
<th>MODEL</th>
<th>ALTITUDE (km)</th>
<th>$\frac{a^2}{c^2} \times 10^2$</th>
<th>$\frac{\phi}{c^2} \times 10^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>4,000</td>
<td>1.72</td>
<td>2.28</td>
</tr>
<tr>
<td></td>
<td>5,000</td>
<td>1.38</td>
<td>2.62</td>
</tr>
<tr>
<td></td>
<td>6,000</td>
<td>1.17</td>
<td>2.83</td>
</tr>
<tr>
<td></td>
<td>7,000</td>
<td>1.05</td>
<td>2.95</td>
</tr>
<tr>
<td></td>
<td>8,000</td>
<td>0.97</td>
<td>3.03</td>
</tr>
<tr>
<td>E2</td>
<td>4,000</td>
<td>4.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>5,000</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>6,000</td>
<td>1.0</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>7,000</td>
<td>1.0</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>8,000</td>
<td>1.0</td>
<td>3.0</td>
</tr>
</tbody>
</table>
III. DISPERSION EQUATION

In order to study the amplification of the radiation we want to investigate the dispersion equation which can be derived from linearized Vlasov equations and is well known in the literature of plasma physics. The general form of the dispersion equation is complicated if the plasma is magnetized and the perturbation has mixed electrostatic and electromagnetic polarization. Furthermore, if the wave frequency of interest is close to the electron cyclotron frequency or its harmonics, the relativistic effect on the mass of the resonant electrons may be important, even for keV electrons. In this case, the solution of the dispersion equation is not easily obtainable. The problem is somewhat simplified when the low-energy background electrons have a density dominant over that of the energetic electrons. In this case the real part of the wave frequency is predetermined by the background electrons. Such an approximation has been considered by Lee et al. (1980), but it is not generally valid, as discussed earlier. Nevertheless, the approximate expressions for growth rates given either by Wu and Lee (1979) or by Lee et al. (1980), contain a piece of very essential information. That is, the resonant condition between the wave and electrons becomes qualitatively different when the relativistic effect is included. A discussion of this point is not only relevant, but highly important. This is the purpose of Subsection III.A.

Mathematically the relativistic effect also complicates the calculation of the dielectric tensor. Usually, when the relativistic effect is neglected, the integration with respect to \( v_L \) can be carried out for a certain class of non-equilibrium (unperturbed) distribution functions. The inclusion of the relativistic effect makes the \( v_L \)
integration very difficult, if not impossible. However, one may adopt an approach different from the conventional method of calculating the dielectric tensor. This point is presented in Subsection III.B.

Finally, the dispersion equation of interest to us is presented in subsection III.C. The equation is expressed in terms of a number of integrals in τ (time) space. Eventually we have to use numerical method to obtain the solution of this dispersion equation.

A. Resonance Condition

From Wu and Lee (1979) and Lee et al. (1980), we see that a resonance condition

\[ \omega - \Omega \left(1 - \frac{\nu^2}{2c^2}\right) - k_N v_N = 0 \]  

(5)

plays an essential role in the determination of the temporal growth rate. (Here, the approximation of weakly relativistic electrons has been applied.) This condition can be rewritten as

\[ \frac{\nu^2}{c^2} + \left(\frac{\nu}{c} - \frac{\omega}{\Omega} N \cos \theta\right)^2 = \frac{\omega}{\Omega}^2 N^2 \cos^2 \theta - 2\left(\frac{\omega}{\Omega} - 1\right) \]

(6)

where \(\cos \theta = k_N / k\); \(N = k_N / \omega\) is the index of refraction; \(\omega\) denotes the wave frequency and \(\Omega = |e| B_0 / m_e c\) is the electron cyclotron frequency. The resonant velocities can be readily plotted, as shown in Fig. 6. Clearly, the geometrical configuration is a circle which is centered at \(v_N = c(\omega N \cos \theta / \Omega)\) and has a radius \(R = (\omega N^2 \cos \theta^2 / \Omega^2) - 2(\omega / \Omega - 1)\).

Evidently, the discussion is meaningful only when

\[ \frac{\omega^2}{\Omega^2} N^2 \cos^2 \theta > 2\left(\frac{\omega}{\Omega} - 1\right). \]
Resonant Velocity

\[ R = C \sqrt{\frac{\omega_r^2}{\Omega_e^2} N^2 \cos^2 \theta - 2 \frac{\Delta \omega}{\Omega_e}} \]

\[ \Delta \omega = \omega_r - \Omega_e \]

Fig. 5. Schematic Plot Showing the Shape of the Relativistic Resonant Surface for the Extraordinary Mode. The radius of the resonance circle is shown in the inset.
Clearly, for $\omega_r / \Omega_e$, the circle does not enclose the origin. One can easily envision that when $N \to \infty$ and $v^2 / c^2 \ll 1$, the resonant circle degenerates into a straight line

$$v_{||} = k \cos \theta = \left( \frac{\omega_r}{\Omega_e} - 1 \right)$$

which describes the usual Doppler effect and normal cyclotron resonance. The pertinent point here is that when $\omega_r / \Omega_e$, $N \cos \theta < 1$ and $v/c < 1$, all terms in Eq. (6) may be of the same order of magnitude. In that case the neglect of the relativistic effect in Eq. (5) is not justified.

Moreover, it is seen that the inclusion of the relativistic term in the resonance condition tends to limit the resonant velocities to small $v_1$ or

$$v_1 < c \left[ \frac{\omega_r^2}{\Omega_e^2} N^2 \cos^2 \theta - 2 \left( \frac{\omega_r}{\Omega_e} - 1 \right) \right]^{1/2}$$

whereas the usual resonance condition described by Eq. (7) is independent of $v_1$, meaning electrons with arbitrary $v_1$ can interact with the wave as long as $v_{||}$ satisfies Eq. (7). Consequently, for a given unperturbed distribution the two resonance conditions can lead to qualitatively different results, similar in stability analyses. For instance, the former condition leads to the conclusion that electromagnetic waves may be amplified if the energetic electrons possess a loss-cone type distribution and the latter cannot achieve this result. This point can be easily envisioned from the analysis presented by Wu and Lee (1979).

We shall return to this point later when we discuss the numerical results to be presented in Sec. IV.

B. Method of Calculating the Dielectric Tensor $\epsilon_{ij}$

Since the dispersion equation can be written in terms of the dielectric tensor $\epsilon_{ij}(k, \omega)$, i.e.
to obtain the expressions for the tensorial components of $\varepsilon_{ij}$ appears to be a crucial task. Hereafter we introduce the definition

$$\varepsilon_{ij} = \delta_{ij} + Q^b_{ij} + Q^e_{ij}$$

where the superscripts $b$ and $e$ denote respectively the contributions from the background (or backscattered) electrons and the energetic electrons. Because the background electrons are supposed to have low energies, $Q^b_{ij}$ may be written as

$$Q^b_{xx} = Q^b_{yy} = -\frac{\omega^2_{be}}{\omega^2 - \Omega^2_e}$$
$$Q^b_{xy} = -Q^b_{yx} = \frac{i\omega^2_{be} \Omega_e}{\omega(\omega^2 - \Omega^2_e)^2}$$
$$Q^b_{zz} = -\frac{\omega^2_{be}}{\omega}$$
$$Q^b_{xz} = Q^b_{yz} = Q^b_{zy} = 0$$

where $\omega^2_{be} = 4ne^2n_b/m_e$. These expressions are well known in the literature and obtainable with the so-called "cold-plasma" approximation.

On the other hand, for the energetic electrons, $Q^e_{ij}$ can be expressed as

$$Q^e_{ij} = 2\pi \frac{e^2}{\omega^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} du_1 \frac{u_{ij}}{\gamma} \left( u_{i1} \frac{\partial}{\partial u_{i1}} - u_{j1} \frac{\partial}{\partial u_{j1}} \right) F_e(z) \hat{z}$$
$$+ 2\pi \frac{e^2}{\omega^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} du_1 \left[ \frac{\partial}{\partial u_{i1}} \left( u_{i1} \frac{\partial}{\partial u_{i1}} + \frac{k_{i1}}{\gamma} \left( u_{i1} \frac{\partial}{\partial u_{i1}} - u_{j1} \frac{\partial}{\partial u_{j1}} \right) \right) F_e(u) \right]$$
$$\times \frac{T^{(n)}}{\gamma \omega - \frac{m_e}{\omega} - k_{i1} u_{i1}}$$

$$\delta_{ij} = \frac{\xi^2_{ij}}{\omega^2 (k_i k_j - \delta_{ij} k^2) + \xi_{ij} (k_i \omega)} = 0$$

$$\text{(3)}$$
where \( \omega_a = \frac{|eB_0/m_e|}{c} \); \( \omega_e = (4\pi e^2 n_e/m_e)^{1/2} \) is the plasma frequency of the energetic electrons; \( F_e \) is the unperturbed distribution function of the energetic electrons; and the tensor \( T^{(n)} \) is given by

\[
T^{(n)}_{ij} = \left( \begin{array}{ccc}
\frac{n^2 \Omega^2}{k_i^2} J_n^2 & -i n \Omega e u_i J_n J_n' + \frac{n \Omega e}{k_i} u_i J_n^2 \\
+i n \Omega e u_i J_n' - \frac{n \Omega e}{k_i} u_i J_n^2 & \frac{2}{k_i} u_i J_n^2 + iu_{ii} u_i J_n J_n' \\
in n \Omega e u_i J_n' - \frac{n \Omega e}{k_i} u_i J_n^2 & -iu_{ii} u_i J_n J_n' + \frac{2}{k_i} u_i J_n^2
\end{array} \right)
\]

where \( J_n = J_n(k_i u_i/\Omega_e) \).

In Eq. (11) for convenience we have used the momentum per unit mass \( u \equiv p/m_e \) (\( m_e \) is the rest mass of an electron and \( p \) is the electron momentum) instead of \( v \), the electron velocity. Correspondingly, we have \( \gamma = (1 + u^2/c^2)^{1/2} \) which is the relativistic factor. Since we are merely interested in waves with \( \omega = \Omega_e \), we need only to retain \( n=1 \) and 0 terms in Eq. (11). Moreover, because the auroral electrons have energies about several keV, it can be shown that the argument of the Bessel function \( J_{n+1} \) is smaller than unity. Thus we may use the following approximate expressions:

\[
T^{(\pm 1)}_{xx} = T^{(\pm 1)}_{yy} = \frac{u^2_{\perp}}{4} \\
T^{(\pm 1)}_{zz} = \frac{k_i^2 u^2_{\perp}}{4\Omega^2_e} u_{ii} \\
T^{(\pm 1)}_{xy} = \mp i \frac{u_i^2}{4} = -T^{(\pm 1)}_{yx} \\
T^{(\pm 1)}_{xz} = \pm \frac{k_i u_{\perp}}{4\Omega_e} u_{\perp} u_{ii} = T^{(\pm 1)}_{zx}
\]
Because the mean electron energy is low, the relativistic effect is expected to be weak. It is apparent that only the effect appears in the denominator: \( \gamma w - \Omega_e - k_{\parallel} u_{\parallel} \). This is important, because the pole

\[
\gamma w - \Omega_e - k_{\parallel} u_{\parallel} = 0
\]
determines the resonance between the wave and electrons, as discussed earlier. Physically, this condition controls the amplification or absorption of the radiation which concerns us.

To proceed with our discussion, we remark two points. First, because we are concerned with the fast extraordinary-mode waves which have indices of refraction smaller than unity, we see that the anomalous cyclotron resonance \( \gamma w + \Omega_e - k_{\parallel} u_{\parallel} = 0 \) is impossible. Thus the \( u \)-integral which appears in the expression for \( Q_{ij}^e \), associated with \( n = 1, 0 \), may be again discussed in the "cold-electron" limit. Second, the term associated with \( n = 1 \) can be studied by first writing (Tsai et al., 1981)

\[
\frac{1}{\gamma w - \Omega_e - k_{\parallel} u_{\parallel}} = \frac{1}{1} \int_0^\infty \exp \left[ i(\gamma w - \Omega_e - k_{\parallel} u_{\parallel})t \right] dt
\]

We find that subsequently the \( u \) integration can be performed, if \( F_e \) is a loss-cone distribution as described by Eq. (2). The details are presented in a separate article (Wong et al., 1981).
C. Expression for $Q_{ij}^e (n = 1)$

After some algebraic manipulations, the aforementioned method of calculation leads us to the following expressions for $Q_{ij}^e (n=1)$.

$$Q_{xx}^e (n=1) = i \frac{\omega^2 e^2}{\omega^2 a^2} \exp(-\frac{h^2}{\mu}) \int_0^\infty d\tau \exp\left(i\omega \tau + \frac{h^2}{\mu(1+i\tau)}\right) \times \left(\frac{\phi_1}{(1-i\tau)^{1/2}} + \frac{\phi_2}{(1-i\tau)^{3/2}} + \frac{\phi_3}{(1-i\tau)^{5/2}} + \frac{\phi_4}{(1-i\tau)^{7/2}}\right)$$

$$Q_{xz}^e (n=1) = i \frac{\omega^2 e^2}{\omega^2 a^2} \frac{k_1 a}{\Omega e} \exp(-\frac{h^2}{\mu}) \int_0^\infty d\tau \exp\left(i\omega \tau + \frac{h^2}{\mu(1+i\tau)}\right) \times \left(\frac{s_1}{(1-i\tau)^{1/2}} + \frac{s_2}{(1-i\tau)^{3/2}} + \frac{s_3}{(1-i\tau)^{5/2}} + \frac{s_4}{(1-i\tau)^{7/2}} + \frac{s_5}{(1-i\tau)^{9/2}}\right)$$

$$Q_{zz}^e (n=1) = i \frac{\omega^2 e^2}{\omega^2 a^2} \frac{k_1 a^2}{\Omega e^2} \exp(-\frac{h^2}{\mu}) \int_0^\infty d\tau \exp\left(i\omega \tau + \frac{h^2}{\mu(1+i\tau)}\right) \times \left(\frac{f_1}{(1-i\tau)^{1/2}} + \frac{f_2}{(1-i\tau)^{3/2}} + \frac{f_3}{(1-i\tau)^{5/2}} + \frac{f_4}{(1-i\tau)^{7/2}} + \frac{f_5}{(1-i\tau)^{9/2}} + \frac{f_6}{(1-i\tau)^{11/2}}\right)$$

where $\phi_j (j = 1, 2, \ldots, 4)$, $g_\alpha (\alpha = 2, \ldots, 5)$ and $f_\beta (\beta = 1, 2, \ldots, 6)$ are described in the Appendix. Moreover, we note that $Q_{yy} = iQ_{xy} = -iQ_{yx}$ = $Q_{xx}$ and $Q_{xz} = Q_{zx} = -iQ_{zy} = iQ_{yz}$.

In obtaining these expressions we have introduced the following definitions:

$$h \equiv \frac{k_1 c^2}{\omega a}$$

$$z \equiv \frac{2c^2}{a^2} \left(1 - \frac{\Omega e}{\omega}\right) + \frac{\phi}{a^2 b} - \frac{h^2}{\mu}$$

(16)
A. Numerical Method

Evidently, the dispersion equation is complicated and very difficult to solve. In the following we use a numerical method for investigating the solution. Before going further we point out that since

$$
\exp\left(\frac{\hbar^2}{\mu(1-\i\tau)}\right) = \sum_{p=0}^{\infty} \left(\frac{\hbar^2}{\mu}\right)^p \frac{1}{\Gamma(p+1)(1-\i\tau)^p}
$$

Consequently, the tensor $Q_{ij}^n(n=1)$ may be expressed in terms of a function $F_q(z)$ which is defined as

$$
F_q(z) = -i \int_0^\infty \frac{\exp(iz\tau)}{(1-\i\tau)^q} d\tau
$$

with $q = 0, 1, 2, \ldots$. As pointed out by Shkarofsky (1966), the function $F_q(z)$ may be written in terms of the usual plasma dispersion function $Z$ according to the relation

$$
-q^2 \frac{3}{2} \frac{\Gamma(q-1-m)}{\Gamma(q)} \frac{\Gamma^2}{\Gamma(q)} (-z)^{-\frac{3}{2}} \times [iz^2Z(iz^2)] \text{ for } q > \frac{3}{2}
$$

and

$$
F_{\i j}(z) = \frac{1}{z^2} Z(iz^2)
$$

In deriving the expressions for $Q_{ij}^e$ we have assumed implicitly that the complex frequency $\omega$ has a positive imaginary part. Since the analytic continuation of the $Z$ function to the lower half of $\omega$ plane is well known, the validity of the function $F_q(z)$ can be extended to the entire complex plane. This consideration enables us to solve the dispersion equation by numerical method. $Q_{ij}^e(n=1)$ may be approximated as
Furthermore, we need to include $Q^e_{zz}(n=0) = -\omega_e^2/\omega^2$ in the dispersion equation, because this term is of the same order of magnitude as the other terms.

B. Results of Computation

Extensive amount of computation has been carried out. Numerical solutions of the dispersion equation are obtained for the four cases mentioned in Sec. II. In the following we present the results in Figs. 7-12.

In Fig. 7, the maximum growth rate, $\omega_{i,\text{max}}$, is plotted versus altitude. It is shown that in case C, the maximum growth rate is highest at altitude greater than 5000 km. This is the case in which all low-energy electrons are assumed to be removed by the parallel electric field. On the other hand, the growth rate for case D is lowest. It is seen that $\omega_{i,\text{max}}$ decreases rapidly above 5,000 km. At 8,000 km, it is almost two orders of magnitude smaller than that in case C. In Fig. 8, the spatial amplification distance, $\omega_{i,\text{max}}/v_g$ (where $v_g$ is the corresponding group velocity), is plotted versus altitude. The distance is normalized. In case B, the spatial e-folding amplification distance is the largest in comparison with that for case D, where amplification is least effective. On the other hand, the amplification is most effective when case C is considered, as shown in Fig. 9.

This result is attributed to two basic factors: one is the high temporal growth rate and the other is the small group velocity corresponding to $\omega_{i,\text{max}}$.  

\[ Q^e_{(n=-1)} = \begin{pmatrix} -\frac{\omega_e^2}{2\omega(\omega+n\omega_e)} & \frac{\omega_e^2}{2\omega(\omega+n\omega_e)} & 0 \\ -\frac{\omega_e^2}{2\omega(\omega+n\omega_e)} & -\frac{\omega_e^2}{2\omega(\omega+n\omega_e)} & 0 \\ 0 & 0 & 0 \end{pmatrix} \]
Fig. 7. Normalized Growth Rate Versus Altitude for Density Models A, B, C and D, With and Without Parallel Electric Field. (See Tables 1 and 2).
Fig. 9. Normalized Amplification Distance Versus Altitude for Models With and Without Parallel Electric Field
Fig. 9. Same as Fig. 8, but Depicting Case C With a Parallel Electric Field.

L/L_{E'}
(With E_{ll})
Case C
L_{E'} = 0.6 km
Fig. 10. Real and Imaginary Frequency Versus Wave Number for Wave Normal Angles of $\theta = 0^\circ$, $30^\circ$, $45^\circ$ and $60^\circ$, Case A.
Fig. 11. Same as Fig. 10, but for Case C.
Altitude = 6,000 km
(Without $\Xi_{||}$)

Fig. 12. Same as Fig. 10, but With No Parallel Electric Field.
We now examine the details of the solutions for cases A, B, C, and D, at 6,000 km where $Q_e$ is about two hundred kHz. It is found that in case A and case B, the maximum growth rates for various $\theta$ are somewhat similar, if $\theta \leq 60^\circ$. For $\theta > 60^\circ$ the growth rate diminishes. We only present the result concerning case A. Both the growth rate $\omega_i$ and the real frequency $\omega_r$ are plotted in Fig. 10. The upper panel shows $\omega_i$ as a function of $k$. Four values of $\theta$ are considered. For each value of $\theta$, the growth rate $\omega_i$ occurs over a certain range of $k$. The peak value of $\omega_i$ shifts to higher values of the wave-number as $\theta$ increases. In the lower panel, the real frequency $\omega_r$ is plotted versus $k$.

Case C is presented in Fig. 11. The upper panel displays the growth rate and the lower panel shows the real frequency. The abscissa is $kc/Q_e$. An interesting feature is that in this case the cutoff frequency becomes lower than the cyclotron frequency. Thus, even if $k_\parallel = 0$, wave-electron resonance is still possible. In fact, in this case, the growth rate is higher for $\theta = 90^\circ$. Except in the region $kc \propto Q_e$, the growth rate decreases rapidly as $\theta$ decreases from $90^\circ$.

Lastly, we present case D in Fig. 12. In this case we find that the growth rate is significant only for $0 \leq \theta \leq 45^\circ$. For $\theta > 45^\circ$, the growth rate decreases rapidly. The growth rate $\omega_i$ is computed for three values of $\theta$, namely $\theta = 0^\circ$, $\theta = 30^\circ$, and $\theta = 45^\circ$. The result is about one order of magnitude smaller than that for case C. Furthermore, the bandwidth of the unstable mode for each given $\theta$ is fairly narrow.

C. Discussion

If we consider a loss-cone $\alpha_c$ as indicated in Fig. 13 in which the boundary of the distribution function is shown to intersect with the resonant circle, the necessary condition for this to occur in that
Fig. 13. Schematic Figure Depicting the Physics of the Amplification Process. The resonance surface is shown in typical dimension with respect to the upcoming atmospheric loss cone. Under normal circumstances the loss cone region will have negative anisotropy and contribute to wave growth.
This condition may be rewritten as

\[
\frac{k_c^2}{\Omega_a^2} > 2 \left( \frac{\omega_r}{\Omega_a} - 1 \right) \frac{1}{\cos^2 \theta \cos^2 \alpha_c}
\]  

If we fix \( \alpha_c \) and \( \frac{\omega_r}{\Omega_a} - 1 \), it is seen that as \( \theta \) increases from 0°, the threshold value of \( \frac{k_c}{\Omega_a} \) for instability also tends to increase. This explains why the threshold unstable wavenumber tends to shift to higher values when \( \theta \) changes from 0° to larger values, as shown in Fig. 10 and Fig. 12. For case C, the wave frequency \( \omega_r \) may be lower than \( \Omega_a \). We see from Eq. (22) that in this case the instability can occur, even if \( k = 0 \). This observation agrees with the numerical result shown in Fig. 11.

It is true in general, that growth rate diminishes when \( k \) becomes sufficiently large. This is expected because the larger the \( k \), the higher the \( \omega_r - \Omega_a \) and, therefore, the fewer the resonant electrons. The frequency bands of the unstable modes are fairly narrow for all cases studied in this paper, mainly because the characteristic electron energies at various altitudes which have been considered in the analysis are low. If we have assumed high energies, the growth rates would be even higher and the band widths of the unstable modes would be broader too.

The effects of a parallel electric field on the amplification of AKR are clearly significant and important. The parallel electric field not only modifies the distribution function but also reduces the density of the low-energy electrons. Both effects tend to increase the growth
rate at a given altitude. However, from our numerical studies, we find that the latter effect (density depletion) prevails over the former. However, some time when electron density is fixed, the two distribution functions (i.e., one with $\Phi = 0$ and the other with $\Phi > 0$) can give rise to significantly different growth rate. For instance, we have studied density model D3 and calculated the growth rates for the two cases. The difference between the dispersion relations is rather significant. As a result, the growth rates have quite different $k$ dependence.

The present investigation also finds that the real loss-cone distribution function is more unyielding (i.e., results in higher growth rates) than the effective loss-cone distribution function used by Lee et al. (1980). A comparative study is discussed by Wong et al. (1981) in which we examine the two cases in detail. The effective loss-cone distribution described by Eq. (1) peaks in $v_1$ space about $v_1 \sim \alpha$ for whatever value of $v_\parallel$, whereas the real loss-cone distribution described by Eq. (2) peaks in $v_1$ space at $v_\parallel \tan \alpha_c$. Thus the populations of resonant electrons for the two cases may be significantly different, if we fix the frequency $\omega_c$ and the wavevector $k$. Consequently, the growth rates obtained are not alike.

The major conclusions derived from the present study may be summarized as follows:

1.) The real loss-cone distribution function does give growth rates higher than that based on the effective loss-cone distribution.

2.) Within the context of the physical model and parameter regime which have been chosen for the numerical computation, we find that when \( n_b > n_e \) the growth rates are fairly uniform for waves propagating within a certain cone, say $0 \leq \theta \leq \theta_o$, where $\theta$ is the angle between the
ambient magnetic field, $\mathbf{B}$, and the wavevector, $\mathbf{k}$. For case A or case B, $\theta_0$ is about $60^\circ$ and for case D ($E_\parallel = 0$) $\theta_0$ is about $45^\circ$. On the other hand, if $n_b = 0$, the growth rate is highest when $\theta \approx 90^\circ$. The growth rate diminishes rapidly as $\theta$ decreases.

3.) The spatial e-folding amplification distance is found typically of several tens of kilometers at $4 \times 10^3$ km altitude and increases to a few hundred kilometers at $8 \times 10^3$ km altitude for case A and B. For case D (no parallel electric field) the amplification distance increases rapidly with increasing altitude.

4.) If all low-energy electrons are assumed to be removed, the amplification can be very effective when a parallel electric field is present. We find in case C, the e-folding amplification distance at $7 \times 10^3$ km altitude is less than a kilometer. This happens mainly because the local group velocity is very small.

5.) We have examined case C, but considered the distribution function with $\Phi = 0$. In this case we find that the cutoff frequency increases to a value very close to the cyclotron frequency and the growth rate decreases significantly from that we have obtained for case C. This implies that the effect of the parallel field on the unperturbed distribution is very important when the density of the low-energy background electrons is very low.
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The Functions of $\phi_1$, $g_3$, and $f_3$

After some straightforward algebra, one can show that

\[\phi_1 = -\frac{1}{b}\left(\frac{\phi}{a^2} - \frac{\phi}{\alpha^2} - \frac{k_{\parallel} \alpha}{\mu} - h + \frac{h^2}{\mu^2} - \frac{k_{\parallel} \alpha}{\omega} \frac{h^3}{\mu^2}\right)\]

\[\phi_2 = \frac{1}{b}\left(\frac{\phi}{a^2} + \frac{h^2}{\alpha^2}\right) - \frac{1}{b}\left(\frac{k_{\parallel} \alpha}{\omega} - h + \frac{1}{2\mu}\right)\]

\[-\frac{2h^2}{\mu^2} - \frac{3}{2\mu^2} \frac{k_{\parallel} \alpha}{\omega} \frac{h}{\mu} + \frac{3k_{\parallel} \alpha}{\omega} \frac{h^3}{\mu^2}\]

\[\phi_3 = \left(1+ \frac{1}{2\mu} - \frac{2h^2}{b^2}\right) - \frac{1}{b}\left(\frac{h^2}{\mu^2} + \frac{3k_{\parallel} \alpha}{2\omega} \frac{h}{\mu^2} - \frac{3k_{\parallel} \alpha}{\omega} \frac{h^3}{\mu^2}\right)\]

\[\phi_4 = \frac{h^2}{b^2} - \frac{1}{b}\frac{k_{\parallel} \alpha}{\omega} \frac{h^3}{\mu^2}\]

\[g_1 = -\frac{1}{b}\left(\frac{\phi}{a^2} - \frac{\phi}{\alpha^2} - \frac{k_{\parallel} \alpha}{\omega} \frac{h}{\mu} + \frac{3}{\mu^3} - \frac{k_{\parallel} \alpha}{\omega} \frac{h^4}{\mu^3}\right)\]

\[g_2 = \frac{2\phi}{a^2} \frac{h}{\mu} + \frac{4h^3}{b^3} + \frac{1}{2\alpha^2} \frac{k_{\parallel} \alpha}{\omega} \frac{h}{b^2} - \frac{1}{b}\left(\frac{k_{\parallel} \alpha}{\omega} \frac{h^2}{b} - \frac{3h}{2\mu^2} + \frac{k_{\parallel} \alpha}{\omega} \frac{3h^2}{\mu^2} - \frac{k_{\parallel} \alpha}{\omega} \frac{4h^4}{b^3}\right)\]

\[g_3 = -\frac{\phi}{a^2} \frac{h}{\mu} + \frac{3h^3}{b^3} + \frac{3h}{2\mu^2} + \frac{k_{\parallel} \alpha}{\omega} \frac{h^2}{b} - \frac{6h}{b^3} + \frac{k_{\parallel} \alpha}{\omega} \frac{3h^2}{b^3} - \frac{k_{\parallel} \alpha}{\omega} \frac{h^4}{b^3}\]

\[g_4 = \frac{h}{\mu} - \frac{3}{2\mu} \frac{h^2}{b^2} + \frac{4h^3}{b^3} + \frac{k_{\parallel} \alpha}{\omega} \frac{3h^2}{b^2} - \frac{k_{\parallel} \alpha}{\omega} \frac{4h^4}{b^3}\]

\[g_5 = -\frac{h^3}{b^3} + \frac{k_{\parallel} \alpha}{\omega} \frac{h^4}{b^3}\]
\[ f_1 \equiv \left( -\frac{\phi}{\alpha^2} \frac{h^2}{b^2} + \frac{\phi}{\alpha^2} \frac{k_{\|}^2}{\omega} \frac{h^2}{b^2} - \frac{h^3}{\omega} \frac{k_{\|}^3}{b^2} + \frac{k_{\|}^4}{\omega} \right) \frac{h}{\mu} \]

\[ f_2 \equiv \frac{3\phi}{\alpha^2} \frac{h^2}{b^2} - \frac{5h^4}{4} - \frac{\phi}{\alpha^2} \frac{1}{2b\mu} + \frac{\phi}{\alpha^2} \frac{k_{\|}^4}{\omega} \frac{3h}{2\mu} \]

\[ -\frac{\phi}{\alpha^2} \frac{k_{\|}^3}{\omega b^2} - \frac{3h^2}{b^2} + \frac{k_{\|}^3}{\omega b^2} - \frac{k_{\|}^4}{\omega b^4} \]

\[ f_3 \equiv \frac{\phi}{2\alpha^2 b^2} - \frac{\phi}{2\alpha^2 b^2} + \frac{9h^2}{b^3} + \frac{h^2}{u^2} - \frac{10h^4}{b^4} - \frac{\phi}{\alpha^2} \frac{k_{\|}^3}{\omega b^2} \]

\[ + \frac{\phi}{\alpha^2} \frac{k_{\|}^3}{\omega b^2} - \frac{3}{4b^2} + \frac{k_{\|}^3}{4\omega b^2} - \frac{k_{\|}^3}{\omega b^2} + \frac{k_{\|}^3}{\omega b^4} + \frac{k_{\|}^4}{\omega b^4} \]

\[ f_4 \equiv \frac{\phi}{\alpha^2} \frac{h^2}{b^2} + \frac{1}{2u} - \frac{2h^2}{u^2} + \frac{3}{4b^2} - \frac{9h^2}{b^3} + \frac{10h^4}{b^4} - \frac{\phi}{\alpha^2} \frac{k_{\|}^3}{\omega b^2} \]

\[ - \frac{k_{\|}^3}{\omega b^2} + \frac{k_{\|}^3}{\omega b^3} - \frac{k_{\|}^3}{\omega b^4} \]

\[ f_5 \equiv \frac{h^2}{u^2} + \frac{3h^2}{b^3} - \frac{5h^4}{b^4} - \frac{5k_{\|}h^3}{\omega b^4} + \frac{k_{\|}^3}{\omega b^4} \]

and

\[ f_6 \equiv \frac{\phi}{\alpha^2} \frac{h^4}{b^4} + \frac{k_{\|}^3}{\omega b^4} \]