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The papers collected here are extremely rich in content, and it is impossible to convey their importance in a few summary sentences. Nevertheless, to help the reader obtain an overview of each paper I have written a short description of each.

Devroy takes a critical look at mathematical results on the convergence of estimators of a probability density $f$ on $R^{d}$ from a raridom sample $x_{1}, \ldots, x_{n}$.

Geman provides insight about the problem of choosing a smoothing parameter by cross-validation.

McClure discusses estimation of a planar convex region from projections of counts of events which are Poisson distributed at different rates inside and outside the region.

Geman and McClure relate kernel type density estimators to maximum likelihood density estimators calculated by the method of sieves.

0'Sullivan discusses how methods of regularized and generalized crossvalidation can be used to estimate the atmosphere's temperature, moisture, and wind structure from a finite number of noisy measurements by meteorological satellites on the intensity of upwelling radiation in selected channel frequencies.

Parzen presents an approach to statistical data science based on quantile functions, density-quantile functions, and information and entropy measures. He outlines a new approach to density estimation based on using exponential prohability densities as exact and approximate models.

Peters discusses, for a probability model of a finite mixture of multivariate distributions, the asymptotic consistency, normaity, and efficiency of the maximum likelihood estimators of the parameters of this
model.
An important technique of estimating a smooth function $\mathrm{g}(\mathrm{t})$ given data values $x_{i}, i=1, \ldots, n$ which are noisy measurements of $A g\left(t_{i}\right)$, for a knowr linear operator $A$, is to choose $g$ to minimize

$$
\frac{1}{n} \sum_{i=1}^{n}\left\{x_{i}-A g\left(t_{i}\right)\right\}^{2}+\lambda \int_{0}^{1}\left|g^{\prime \prime}(t)\right|^{2} d t
$$

Rice and Rosenblatt examine this procedure in the cases of numerical differentiation and deconvolution.

Schuster summarizes results reported in several papers by Schuster and G.egory on their experierice in applying non-parametric maximum likelihood techniques of density estimation to judge the comparative quality of various estimators.

Scott summarizes his experience in comparing the effects of smoothing parameters on probability density estimators for univariate and bivariate data.

Silverman introduces, and discusses the asymptotic behavior of, a $t \in s t$ statistic for hypotheses concerning the number of modes in a probability density.

Thompson introduces a method for generating random vectors from the distribution of a random vector $x$ which is based on a random sample of $x$ without estimating the underlying density.

Redner and Walker reyiew the theory of estimation of paraneters of mixture density models, and discuss in detail iterative procedures for numerical approximation of maximum likelihood estimates based on the EM algorithm.

Yakowitz and Stiderovszky provide a comprehensive review of "krigirg" methods for fitting functions to spatial data.

Wendelberger discusses multidimensional smoothing splines, the method of generalized cross-validation, and applications to meteorology.
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by
Lug Devroye
McG2ll University

SLYRARY.
We take a critical look at the problem of estimating a density $f$ on $R^{d}$ from a sample $X_{1}, \ldots, X_{n}$ of independent identically distributed random vectors, and review some recent results in the field. Among other things, we will qualify the following statements :
(i) For any sequence of density estimates $f_{n}$. any arbitrary slow rate of convergence to 0 is possible for $E\left(f\left|f_{n}-f\right|\right)$.
(ii) In theoretical comparisons of density estimates, one should use $f\left|f_{n}-f\right|$ and not $f\left|f_{n}-f\right|^{p}, p>1$.
(iii) For most reasonable nonparametric density estimates, either we have convergence of $f\left|f_{n}-f\right|$ (and then the convergence is in the strongest possible sense for all $f$ ), or we have no convergence ( and then we don't even have convergence in the weakest possible sense for a single f ). There is no intermediate situation. * Research of the author was supported by NSERC Grant A345;. The author is with the School of Computer Science, McGill University, 805 Sherbrooke Street West, Montreal, Canada H3A 2K6.

1. INTRODUCTION.

In this paper, we discuss various issues related to the problem of estimating a density on $R^{d}$ from a sample $X_{1}, \ldots, X_{n}$ of independent identically distributed randum vectors having density $f$, such as : how should one judge the goodness of an estimate; is there an optimal estimate; how good can estimates be for smail $n$ and large $n$; and does it pay to use sophisticated ostimates ? The discussion will be supplemented with a selected survey of recent results in the field.

A density estimate is a sequence $f_{1}, f_{2}, \ldots, f_{n}, \ldots$ where for each $n$,

$$
f_{n}(x)=f_{n}\left(x, x_{1}, \ldots, x_{n}\right)
$$

is a real-valued Borel measurable function of $x \in R^{d}$ and the data $X_{1}, \ldots, X_{n}$. A density estimate can be parametric or nonparametric, but this distinction is not important in what follows. The prototype parametric estimate is defined as follows for $d=1$ :

$$
\begin{equation*}
f_{n} \text { is normal }\left(\hat{\mu}, \hat{\sigma}^{2}\right), \hat{\mu}=\frac{1}{n} \sum_{i=1}^{n} X_{i}, \hat{\sigma}^{2}=\frac{1}{n} \sum_{i=1}^{n}\left(X_{i}-\hat{\mu}\right)^{2} \tag{1}
\end{equation*}
$$

The most frequently used nonparametric estimate is the kernel estimate (Rosenblatt (1956) and Parzen (1962)) :

$$
f_{n}(x)=\frac{1}{n} \sum_{i=1}^{n} h^{-d_{K}\left(\left(X_{i}-x\right) / h\right)}
$$

$h>0$ is a number depending upon $n$,
$K$ is a given density (kernel).

For bibliographies on density estimation, see Wegman (19\%2), Wertz (1978), Wertz and Schneider (1979) and Bean and Tsokos (1980).

## …… $\because \because 2=2$ <br> OF POOR QUALITY

2. MEASURFS OF GOODNESS.

We would like to obtain a number thet measures how close $f_{n}$ is to $f$ in order to carry out theoretical comparisons between estimetes later on. For a variety of reasons, but mostly for the sake of convenience, researchers have proposed the criterion

$$
\begin{equation*}
f\left(f_{n}-f\right)^{2} \tag{3}
\end{equation*}
$$

All Integrals in this paper are with respect to Lehesgue measure (dx). Note that (3) is a random variable, and that it is necessary to take its expected value. In general, we can consider all integral measures of goodness :

$$
E\left(f\left|f_{n}-f\right|^{p}\right), P \geq 1
$$

We will now argue that the only reasonable integral measure is the $L_{p}$ measure with $p=1$. Our argument is based on a couple of observations.

1. Let $g$ be an estimate of $f$. If $X$ has density $f$ en $R^{1}$, then $a X$ has density $\frac{1}{a} f\left(\frac{x}{a}\right)$, and this density should be approximated by $\frac{1}{a} g\left(\frac{x}{a}\right)$. But

$$
\left.f\left|\frac{1}{a} f\left(\frac{x}{a}\right) \frac{1}{a} g\left(\frac{x}{a}\right)\right|^{p}=a^{1-P} f \right\rvert\,\left\{-\left.g\right|^{p} .\right.
$$

Thus, the only $L_{p}$ measure that is independent of the scale is the $L_{1}$ measure.
2. By Minkowski's inequality we have

$$
\left(f|f-g|^{p}\right)^{1 / p} \geq\left|\left(f|f|^{p}\right)^{1 / p}-\left(f|g|^{p}\right)^{1 / p}\right|
$$

where the lower bound is infinite if one of the terms is infinite and the other onc is finite. Thus, in any reasonable theory involving the $L_{p}$ measure, we must assume first that $f \mathrm{GL}_{\mathrm{p}}$. However, the only space to which all densities belong without discrimination is $L_{1}$.
3. If $f$ and 8 are both densities, then for any set $B \in R^{d}$, the probabilities of $B$ defined by $f$ and $g$ respectively differ by at most

$$
\Delta=\sup _{B}\left|f_{B} f-\int_{B}\right| .
$$

For example, if $\Delta$ is known to be less than $10^{-4}$, then two independent samples of size $10^{4}$, one from $f$ and one frow $g$, are all but statistically indistinguishable. Thus, keeping $\Delta$ smail has a true practical impact in the area of simulation. But clearly,

$$
\Delta=\frac{1}{2} f|f-g|
$$

No other $L_{p}$ measure has any connection with $\Delta$ in the sense that for any $p>1$ and any $f$, there exist sequences of densities $f_{n}$ and $g_{n}$ such that

$$
\begin{aligned}
& \text { (i) } f\left|f_{n}-f\right|+0, \int\left|f_{n}-f\right|^{p}+\infty \\
& \text { (ii) } f\left|f_{n}-f\right|=c>0, \int\left|f_{n}-f\right|^{p}+0
\end{aligned}
$$

4. If $f$ and $g$ are normal densities with zero mean and variances $\sigma^{2}$ and $t^{2}$, then $f|f-8|$ depends only upon $\sigma / \tau$, and tends to 0 if and only if $\sigma / \tau \rightarrow 1$. However, for $p>1, f|f-g|^{p}$ can tend to $\infty$ even if oh tends to 1 (let $\alpha \rightarrow 0, r=\sigma+\sigma^{3 p /(2 p+1)}$, and it can tend to 0 even if $\sigma / \tau$ tends to $\infty$ (let $\tau \rightarrow \infty$ and $\sigma K \rightarrow \infty$ ).

## 3. NEGATIVE RESULTS.

Many a density estimate (such as the kernel estimate) has been criticized for not performing well "for small sample sizes". Recent work in the area of density estimation has been in the direction of improved small sample performance and automatization of the estimate ( autonatization of the kernel estimate means that the parameter $h$ is chosen as a function of the data). Fcr research in this direction, see Deheuvels ( $1.977 \mathrm{a}, \mathrm{b}$ ) , Duin (1976), Scott et. al. (1977), Silverman (1978), Davis (1977), Scott et. al. (1981), Wahba (1977, 1978), de Montricher et. al. (1975), Good and Gaskins (1980), Breiman et.al. (1977), Nadaraya (1974), and Devroye and Wagner (1980). Most automatization schemes are so sophisticated that it is hard to prove that $f_{n}$ converges to $f$ in any sense at all. In fact, many schemes should be avoided altogether. For example, Schuster and Gregory (1981) have shown that the cross-validation method for determining " $h$ " in the kernel estimate will not lead to a consistent estimate for most densities $f$ with an infinite tail (such as the exponential density). Consistent cross-validated density estimation is also discussed by Chow, Geman and Wu (1981).

Even if an estimate is known to be consistent for all densities f, its small sample and large sample proparties may be terrible. The search for always better estimates is doomed to be frustrating. In part, this frustration is captured in the following result.

Theorem 1. (Devroye, 1981a)
For every density estimate, and every $p \geq 1$, and every sequence of positive numbers tending to $0\left(a_{n}\right)$, there exists a density $f$ on $R^{d}$ suct. that

$$
E\left(f\left|f_{n}-f\right|^{P}\right) \geq a_{n} \text { infinitely often. }
$$

We can always find such an $f$ among the class of densities bounded by 2 and vanishing outside $[0,1]^{d}$. Moreover, for $p=1$, the density $f$ in question can also be taken from the class of infinitelymany times continuously differentiable functions.

Thus, any kind of continuity condition alone, however strong, is not sufficient for the study of the rate of convergence to 0 of $E\left(f\left|f_{n}-f\right|\right)$, regardless of the type of estimate that is used ! For such studies, it seems that one needs combinations of continuity and tail conditions. Theorem 1 is in the spirit of a theorem proved by Boyd and Steele in 1979.

Theorem 2. (Boyd and Steele, 1979,
For every density estimate, there exists a normal density f with zero mean such that

$$
E\left(f\left|f_{n}-f\right|^{2}\right) \geq c(f) / n \text { infinitely often }
$$

where $c(f)>0$ is a constant depending upon $f$ only.

In a sense, Theorem 2 gives us new information. Even if $f$ is known to be normal with zero mean and unknown variance, it is impossible to find an estimate with an $L_{2}$ rate of convergence that is becter than $1 / n$. The theorem cannot be improved in the sense that the parametric estimate (1) satisfies $E\left(f\left|f_{n}-f\right|^{2}\right) \leq c(f) / n$, all $n$ (Maniya, 1969).

Let us finally point out that several results that have received widespread attention to date are practically vacuous. For example, Rosenblatt (1971) has shown that the kernel estimate (2) satisfies

$$
E\left(\int\left|f_{n}-f\right|^{2}\right) \sim \frac{a}{n h h}+\frac{b}{4} h^{4}
$$

as $n \rightarrow \infty, h \rightarrow 0$, when $K$ is bounded and symmetric, $d=1, \int x^{2} K<\infty, a=\int K^{2}, b=\left(\int x^{2} K\right)^{2} \int f^{\prime \prime 2},$. and $f \in \mathcal{Y}=\left\{a l l\right.$ densities on $R^{1}$ that are twice continuously differentiable and for which $\int f^{2}<\infty$ and $\int f^{\prime \prime 2}<\infty$ and $f$ is bounded \}. Thus, if we take $h=(a /(b n))^{1 / 5}$, then

$$
\begin{equation*}
E\left(f\left|f_{n}-f\right|^{2}\right) \sim \frac{5}{4} a^{4 / 5} b^{1 / 5} / n^{4 / 5} \tag{4}
\end{equation*}
$$

Thus, there are densities $f$ in $\mathcal{F}$ for which (4) is vaid and for which at the sane time, $E\left(f\left|f_{n}-f\right|\right) \geq 1 / 108108 \log n$ infinitely often (theorem 1 ). But without guarantees for the performance of $f_{n}$ in $L_{l}$, Rosenblatt's result looses credibility. Thus, the choice $h=(a /(b n))^{1 / 5}$ for the kernel estimate, even if $a$ and $b$ were known, may not be "optimal" after all :
4. POSITIVE RESULTS.

A thorough study of global rates of convergence for density estimates in general and the kernel estimate in particular was carried out by Bretagnolle and Huber (1979). We cite one of their results that is closest to what we need in the present discussion.

Theorem 3. (Bretagnolle and Huber, 1979)
If $\mathrm{d}=1$ and $\mathrm{f} \in \mathcal{G}=\{$ \{all densities with compact support, that are $s$ times differentiable ( $s \geq 1$ is an integer) such that $\left.f\left|f^{(s)}\right|<\infty\right\}$, and if the kernel $K$ in (2) satisfies $: \int K=1, \int x^{j} K=0(0<j<8), \int|x|^{8}|K|<\infty, K$ has compact support, then a sequence $h=h(n)$ can be found such that for the kernel estimate

$$
\lim \sup n^{\frac{s}{2 s+1}} E\left(f\left|f_{n}-f\right|\right) \leq c(s)\left(f \left\lvert\, f^{(s)^{\frac{1}{2 s+1}}}(\rho \sqrt{f})^{\frac{s}{2 s+1}}\right. \text {, some } c(s)>0\right.
$$

This does not contradict theorem 1 because $f$ combines a continuity condition and a corpactness condition. Unfortunately, $\mathcal{G}$ does not include many common densities such as the normal and exponential densities.

A second positive development is related to the observation that for most reasonable nonparametric density estimates, $F\left(f\left|f_{n}-f\right|\right) \rightarrow 0$ for all densities $f$ on $R^{d}$. If we cannot say much about rates of convergence, at least we are guaranteed that the estimates are consistent. The first result of this type is due to Abou-Jaoude (1976a, 1976b, 1976c), who studies the histogram estimates. Here we consider a sequence of partitions $P_{n}$ of $R^{d}$, where $P_{n}=\left\{A_{n 1}, A_{n 2}, \ldots\right\}$, and we denote the set $A_{n i}$ to which $x$ belongs by $A_{n}(x)$. The histogram estimate is defined by

$$
\begin{equation*}
f_{n}(x)=\left(n \lambda\left(A_{n}(x)\right)^{-1} \sum_{i=1}^{n} I_{A_{n}(x)}\left(X_{i}\right),\right. \tag{5}
\end{equation*}
$$

where $I$ is the indicator function and $\lambda$ is Lebesgue measure. Although Abou-Jaoude treats very general sorts of partitions, we will only state his results for the most common partitions : $P_{n}$ consists of all sets
where $a_{1}, \ldots, a_{d}$ can take all the integer values, and $b_{n}$ is a sequence of positive numbers.

## Theorem 4. (Abou-Jaoude, 1976a, c)

For the histogram estinate defined by (5-6), the following conditions are equivalent :
A. $\int\left|f_{n}-f\right| \rightarrow 0$ in probability as $n \rightarrow \infty$, for all $f$.
B. $\int\left|f_{n}-f\right|+0$ almost surely as $n \rightarrow \infty$ for all $f$.
C. $\int\left|f_{n}-f\right| \rightarrow 0$ completely as $n+\infty$ for all $f$.
D. $\lim _{n+\infty} b_{n}=0, \lim _{n \rightarrow \infty} n b_{n}^{d}=\infty$.
(A sequence of random variables $X_{n}$ converges completely to 0 if for all $\varepsilon>0$, ${ }_{n} P\left(\left|X_{n}\right| \gg \varepsilon\right)<\infty$. Thus, complete convergence implies almost sure convergence.)

For histogram estimates, all types of $\mathrm{L}_{1}$ convergence are equivalent. The $L_{1}$ convergence of the kernel estimate for all densities $f$ was first observed by Devroye and Wagner (1979). Devroye (198b) showed a strong equivalence theorem for the kernel estimate :

Theorem 5. (Devroye, 198b)
For the kernel estimate (2) with a compact support kernel $K \geq 0$ which integrates to 1 , the following statements are equivalent :
A. $\int\left|f_{n}-f\right| \rightarrow 0$ in probability as $n \rightarrow \infty$, for some $f$.
B. $\int\left|f_{n}-f\right|+0$ almost surely as $n \rightarrow \infty$, for some $f$.
C. $\int\left|f_{n}-f\right| \rightarrow 0$ completely as $n \rightarrow \infty$, for some $f$.
D. $\int\left|f_{n}-f\right|+0$ completely as $n+\infty$ for all $f$.
E. $\underset{n \rightarrow \infty}{\lim h}=0, \underset{n \rightarrow \infty}{\lim n h^{d}}=\infty$.

Furthermore, $E$ implies $D$ whenever $K$ is absolutely integrable and $\int K=1$.

The difference with Theorem 4 is that weak convergence (A) for one $f$ is enough to conclude $E$ in Theorem 5, while weak convergence for all $f$ is needed to conclude $D$ in Theorem 4. Thus, efther we have convergence in $L_{1}$ for kernel-estimates (and. Ehen the convergence is in the strongest possiblessense, and for all f), or we have no convergence in $L_{1}$ for kernel estimates (and then the estimate does not cven converge in the weakest sense for a single f).
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## I. Int:oduction

Virtually all nonoarametric (infinite dimensional) problems require the choice of a "smoothing parameter".

Example: $x_{1}, x_{2}, \ldots$ i.i.d. from a distribution with unknown. density " $f$ ". Consider the Parzen-Rosenblatl kernel estimator with window width $1 / \lambda$ :

$$
f_{n, \lambda}(x)=\frac{1}{n} \sum_{i=1}^{n} \lambda k\left(\lambda\left(x-x_{i}\right)\right)
$$

where $k$ is a probability kernel, or the histogram with bin widrh $1 / \lambda$ :

$$
f_{n, \lambda}(x)=\frac{\lambda}{n} \#\left\{x_{i}: \frac{k-1}{n} \leq x_{i}<\frac{k}{n}\right\} x \in\left[\frac{k-1}{n}, \frac{k}{n}\right) .
$$

In each case $\lambda$ serves as a smoothing parameter. It is wellknown that if $\lambda_{n} \uparrow \propto$ sufficiently slcwly then $f_{n, \lambda_{n}} \rightarrow f$ ie.g. almost surely in $\left.L_{1}(R, B, d x)\right)$. Depending on the assumptions made, optimal rates can be specified for $\lambda_{n}$, but these will always depend on the unknown density $f$. How should $\lambda$ be chosen for a fixed, finite, sample? For moderate sample sizes, both estamators are sensitave to the choice of $\lambda$. This is the "smoothing prublem'. It has its anaiogue for virtually all (non-Bayesian) nonparametric density estimators. For example, the maxımum pena'ized likelihood estimator requires ihe choice of a weaght to be given the penalty term. Orthogonal serves estimators (for densities or regressions) require that we specify the number of terms to be used in a truncated series
expansion. Splines for nonparametric regression typically arise from solving a least squares problem with penalty, which may be, for example, the integral of the squared second derivative of the estimator. As with penalized maximum likelihood, the smoothing parameter here is the weight given the penalty term.

Some estimators of finite dimensional parameters also contain unspecified smoothing parameters. In fact, it is sometimes useful to introduce a smoothing parameter into an estimator that is otherwise completely specified. Consider, for example, the linear regression problem:

$$
y_{i}=x_{i 1} \beta_{1}+\ldots+x_{i p} \beta_{p}+\varepsilon_{i}, \quad 1 \leq i \leq n \varepsilon_{i} \text { id } N\left(0, \sigma^{2}\right) .
$$

Or, in vector-matrix notation:

$$
Y=X \beta+\varepsilon \quad \varepsilon \sim N\left(0, \sigma^{2} I\right) .
$$

The least squares (maximum likelihood) estimator for $\beta$ is

$$
\hat{B}=\left(X^{T} X\right)^{-1} X^{T} Y .
$$

The ridge estimator for $\beta$ is

$$
\hat{\beta}_{\lambda}=\left(X^{T} X+n \lambda I\right)^{-1} X^{T} Y \quad \lambda \geq 0 .
$$

Observe that $\hat{\beta}_{0}$ is the least squares estimator. The introduction of $\lambda$ into the least squares estimator may be motivated by any of the following considerations. (1) $\hat{\beta}_{\lambda}$ minimizes an equation of the form

$$
\|Y-X \hat{B}\|^{2}+Y\|\hat{B}\|^{2}
$$
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Hence $\hat{B}_{\lambda}$ may be viowed as a penalized least squares estamator, with penalty for large values of $\hat{B}$. (2) When $X^{T} X$ is "nearly singular" (poorly conditioned) $\hat{B}_{0}$ has large "MSE due to the fact that the inverse of $X^{T} X$ is involved in its derivation. Adding ndt to $X^{T} X$ improves the conditioning and may be expected to reduce MSE. (3) Perhaps the best justifucation for ridge regression is the following easily demonstrated fact: for every $n, B$, and $o^{2}>0$, there exists $a<0$ such that

$$
E\left\|\beta-\hat{\beta}_{\lambda}\right\|^{2}<\operatorname{E}\left\|\beta-\hat{\beta}_{0}\right\|^{2} .
$$

Unfortunately, the optimal $\lambda$ (in terms of MSE) depends on $B$ and $\sigma^{2}$, so that we are again faced with a version of the "smoothing problem".

It 15 natural to attempt to use the data to guide the choice of smoothang parameter. For each of the above examples many such "data-driven" estimators have been proposed. Perhaps the most. widely applicable (certainly the most wadely studied) datadriven techiique is cross-validation. Simulations show that cross-validation can be a very effective means for choosing smoothing parameters. However, the technique can badly fall, and the conditinns for success are not well-understood. In fact, almost nothing is known of the analytic properties of sosss-validated estimators. In collaboration with Drs. Y.S. Chow and L. - D. Wh (previously vasitang Brown University) and Aytul l.rdul (currently a graduate student at Brown University) I have been attempting to establish some of the analytic properties of
cross-validated estimators. In the remainder of this talk I will introduce, by example, the method of cross-validation, and announce results which establish consistency for certain cross-valided density estimators and consistency as well as asymptotic normality for ridge regression.
II. Cross-validation for choosing smoothing parameters.

This method is best introduced by example.
A. Kernel and histogram.

Recall: $x_{1}, x_{2}, \ldots$ is an i.i.d. sample from a distribution with unknown density " $f$ ". $f_{n, \lambda}$ is either the kernel with window width $1 / \lambda$, or the histogram with bin width $1 / \lambda$. The problem is to choose $\lambda$ when faced with a fixed and finite sample $x_{1}, x_{2}, \ldots, x_{n}$. The first step in applying cross-validation is to form the estimator from the sample after first deleting one of the observations:

$$
f_{n-1, \lambda}^{i}(x)=\frac{1}{n-1} \xi_{j \neq i} \lambda k\left(\lambda\left(x-x_{j}\right)\right) .
$$

$f_{n-1, \lambda}^{i}\left(x_{1}\right)$ is a measure of the appropriateness of $\cdot \lambda$ for smoothing the estimator. If $f_{n-1, \lambda}^{i}\left(x_{1}\right)$ is large, we could say, loosely, that $f_{n-1, \lambda}^{1}(x)$ "anticipated the observation $x_{1}$ " (for fixed $\lambda, f_{n-1, \lambda}^{i}(x)$ is formed independent of $x_{i}$ ). If $f_{n-1, \lambda}^{i}\left(x_{i}\right)$ is small, then $x_{i}$ was measured as "unlikely", evidence that $\lambda$ does not properly smooth the estimator. Through this procedure, applied n tames, we arrive at a likelihood-like expression:

$$
L_{\lambda}=\prod_{1=1}^{n} f_{n-1, \lambda}^{i}\left(x_{1}\right)
$$

We now choose $\lambda=\lambda_{n}$ to maximize $L_{\lambda}$. The cross-validated estimator (due to Habbema et al. (5) and, independently, Duin (3)) is $f_{n, \lambda_{n}}$. Simulations strongly support the use of this technique for certain combinations of the kernel and target density. However, the method can fail, and in surprisingly innocent looking situations. For example, Schuster and Gregory (6) have shown that the cross-validated kernel, using compact kernel, is not consistent for the exponential density. With this, as with all cross-validated estimators, very little is known analytically. In fact, with the exception of the results mentioned below for kernels and histograms, conditions for the consistency of cross-validated density estimators are unknown.
B. Ri:se regression

Recall that the ridge estimator for $B$ in the model

$$
Y=X_{\beta}+\varepsilon \quad \varepsilon \sim N\left(0, \sigma^{2} I\right)
$$

is

$$
\hat{\beta}_{\lambda}=\left(X^{T} X+n \lambda I\right)^{-1} X^{T} Y \quad \lambda \geq 0
$$

Define $\hat{\beta}_{\lambda}^{i}$ to be the ridge estimator obtained by deleting (agnoring) the i'th observation. The squared error in predicting the i'th observation:

$$
\left(y_{1}-\sum_{j=1}^{n} x_{i j} \hat{\beta}_{\lambda j}^{i}\right)^{2}
$$

measures the mppropriateness of $\lambda$ as a smoothing parameter. Define

$$
L_{\lambda}=\frac{1}{n} \sum_{i=1}^{n}\left(y_{i}-\sum_{j=1}^{n} x_{1 j} \hat{\beta}_{\lambda j}^{i}\right)^{2}
$$

and choose $\lambda=\lambda_{n}$ to minimize $L_{\lambda}$. The cross-validated ridge estimator (due to Allen (1)) is $\hat{\beta}_{\lambda_{n}}$. Our simulations, and those of others, indicate that $\hat{\beta}_{\lambda_{n}}$ is an extremely good estimator for $\beta$, especially when $X^{T} X$ is nearly singular or $\sigma$ is large. Although they may exist, we have not found any situations in which the mean squared error of the cross-validated ridge regression estimator exceeds that of the ordinary least-squares estimator. Often, the ridge estimator reduces the MSE of least squares by 50 or more percent.

There is a closely related estimator, due to Golub, Heath, and Wahba (4), called the "generalized cross-validation" (GCV) ridge regressor. The GCV ridge regressor is computed by first rotating the coordinate system and then deriving the ordinary cross-validation estinator. Simulations demonstrate the GCV generally performs somewhat better than ordinary cross-validation, and GCV proves to be more mathematically tractable. Although the above-mentioned analytic results are for GCV, I will not formally define the GCV estimator since this would require that I introduce somewhat involved notation. Suffice it to say that GCV is ordinary cross-validation in a rotated coordinate system.

I should emphasize that cross-validation has its version for all of the estimators mentioned earlicr, each of which requires the choice of a smoothing parameter to be fully defined. Qaite generally simulations support its good potential, and quite generally there are no theoretical results available about the cross-validated estimator. Thus questions of distribution, efficiency, robustncss, and even consistency are almost completcly unanswered.
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ITI. Analytic Results
A. Why should cross-validation work?

Before stating some analytic results about crossvalidated estimators, let me outline a heuristic argument in favor of the technique in the ridge regression context. This argument has its analogue for most cross-validated estimators, whether the target parameter is a density or a regressicin. In some cases it can be made into a proof of consistency (as it can for cross-validated ridge regression), but in nonparametric problems it appears that one must take a different approach. . Nevertheless, the motivation is similar for nonparametrric as well as parametric problems.

The cross-validated ridge regressor is

$$
\hat{B}_{\lambda_{n}}=\left(X^{T} X_{n+n \lambda_{n}}\right)^{-1} X^{T} Y
$$

where $\lambda_{n}$ is chosen to minimize

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n}\left(y_{i}-\sum_{j=1}^{n} x_{i j} \hat{\beta}_{\lambda j}^{i}\right)^{2} \tag{*}
\end{equation*}
$$

Although $\hat{B}_{\lambda j}^{i}$ depends implicitly on $Y$, it is reasonable to expect that a version of the law of large numbers will be in force uniformly in $\hat{\beta}_{\lambda j}^{i}$. This leads us to expect that for large $n$ (*) is close to

$$
E_{Y} \frac{1}{n} \sum_{i=1}^{n}\left(y_{i}-\sum_{j=1}^{n} x_{i j} \hat{B}_{\lambda j}^{i}\right)^{2}
$$

where " $E_{Y}$ " means integration with respect to explicit appearances of the components of $Y$, treating $\hat{\beta}_{\lambda j}^{1}$ as constant. It is also
reasonable to expect that $\hat{\beta}_{\lambda j}^{i}$ will differ very little from $\hat{B}_{\lambda j}$, especially when $n$ is large. Thus we choose $\lambda_{n}$ to minimize an expression which we might expect, for large $n$, to be close to

$$
\begin{aligned}
& E_{Y} \frac{1}{n} \sum_{i=1}^{n}\left(y_{i}-\sum_{j=1}^{n} x_{i j} \hat{\beta}_{\lambda j}\right)^{2} \\
&=\frac{1}{n} E_{Y}\left\|Y-X \hat{\beta}_{\lambda}\right\|^{2}=\frac{1}{n} \| X \beta-X \hat{\beta} \\
& \lambda
\end{aligned} \|^{2}+\sigma^{2} .
$$

The conclusion is that the cross-validated estimator attempts to minimize the positive definite quadratic form
(**)

$$
\left(\beta-\hat{\beta}_{\lambda}\right)^{T} \frac{X^{T} X}{n}\left(\beta-\hat{\beta}_{\lambda}\right)
$$

Since

$$
\left(\beta-\hat{\beta}_{0}\right)^{T} \frac{X^{T} X}{n}\left(\beta-\hat{\beta}_{0}\right)+0
$$

(recall that $\hat{\beta}_{0}$ is the least squares estimator), we expect that (**) will also converge to 0 , and at least as fast.
B. Ridge regression

Here, loosely stated, is what we know about the analytic properties of the cross -validated ridge estimator: THEOREM (with Aytul Erdal). If $\hat{\beta}_{\lambda_{n}}$ is the GCV ridge regressor then

$$
\left\|\hat{\beta}_{\lambda_{n}}-\beta\right\| \rightarrow 0 \text { ass. }
$$

and

$$
\left(X^{T} X\right)^{1 / 2}\left(\hat{B}_{\lambda_{n}}-\beta\right) \sim N\left(0, \sigma^{2} I\right)
$$

Observe that for least squares the distribution of
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$$
\left(x^{T} x\right)^{1 / 2}\left(\hat{\beta}_{0}-\beta\right)
$$

is exactly $N\left(0, \sigma^{2} I\right)$. Thus the GCV estimator asymptotically assumes all of the distributional properties of the least squares estimator.
C. Density estimation

Results are much more difficult for infinite dimensional target parameters. So far, for the cross-validated kernel and histogram we have only a consistency result (stated here without all of the technical details - see (2) for the precise formulation):

THEOREM (with Y.S. Chow and L. -D. Wu). If $f$ (the target density) has compact support, then the cross-validated histogram and compact-kernel density estimators are consistent:

$$
\int\left|f_{n, \lambda_{n}}(x)-f(x)\right| d x \rightarrow 0 \text { a.s. }
$$
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1. Summary

This report summarizes ongoing work concerned with the reconstruction of planar sets that can be only partially observed. Details of the problem formulations and of the results reported here are being incorporated in a report describing a broader class of problems, specifically the estimation of an intensity function of a planar Poisson process based on observations of stochastically independent fixed-angle projections of the process.

First, the set-estimation problem is formulated and connected to reconstruction methods of emission computed tomography. Then the inference problem per se will be isolated and approached by traditional estimation methods.

I shall focus on the special case of estimating an unknown planar convex body $K_{2}$ that is a subset of a known convex body $K_{1}$. Poisson events occur with an intensity $\lambda(x, y)$ that is spatially inhomogeneous (and temporally homogeneous) within the larger set $K_{1}$; we assume for our prototypal problem that $\lambda(x, y) \equiv \lambda_{2}$ within $K_{2}$ and $\lambda(x, y) \equiv \lambda_{1}<\lambda_{2}$ within $K_{1}-K_{2}$. The Poisson events are projected on a line $\mathscr{L}_{\theta}$ with fixed arbitrary orientation $\theta$ relative to the horizontal axis, and only the projected points are observable.

The underlying model for generation of the projected point process implies that its univariate intensity function $\mu_{\theta}$ is a superposition of the "shadows" of $K_{1}$ and $K_{2}$. In particular,

$$
\begin{equation*}
\mu_{\theta}(\xi)=\lambda_{1} w_{1}(\xi)+\left(\lambda_{2}-\lambda_{1}\right) w_{2}(\xi) \tag{1}
\end{equation*}
$$
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Two-dimensional Poisson Process
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Figure 2
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## 1. Introduction

As an instance of Grenander's method of sieves [2] for adapting the maximum-1ikelihood approach to settings where the target parameter is infinite dimensional, we have considered density functions of the form

$$
\begin{equation*}
f(x)=\int_{-\infty}^{\infty} \frac{1}{\sigma} \phi((x-y) / \sigma) G(d y)=\left(\phi_{\sigma} * G\right)(x) \tag{1}
\end{equation*}
$$

Here $G$ is an arbitrary $c d f$ and $\phi$ is the standard normal density function. In this note, we shall derive a characterization of the cdf $G^{*}$ that solve the meximum-likelihood equation:

$$
\begin{equation*}
\mathscr{L}\left(G^{*}\right)=\max _{G} \mathscr{L}(G) \tag{2}
\end{equation*}
$$

where $\mathscr{L}(G)$ is the likelihood function

$$
\begin{equation*}
\mathscr{L}(G)=\prod_{i=1}^{n} f\left(x_{i}\right) \tag{3}
\end{equation*}
$$

determined by a random sample $x_{1}, x_{2}, \ldots, x_{n}$ from an unknown population density $f_{0}$.

Geman and Hwang [1] have described the connection between this optimization problem and nonparametric maximum-likelihood estimation. In brief, if we specify a sequence $\left\{\sigma_{m}\right\}_{m=1}^{\infty}$ of positive values with $\sigma_{m} \neq 0$ as $m \rightarrow \infty$, then the sequence of sets

$$
S_{m}=\left\{f: f=\phi_{\sigma_{m}} * G, \quad G \text { an arbitrary cdf }\right\}
$$

defines a sieve of subsets of $L_{1}$, the so-called convolution sieve. The method-of-sieves (i) fixes an index m, depending
on sample size $n$ and on the sequence $\left\{\sigma_{m}\right\}$, (ii) seeks the solution $G_{m}^{*}$ of (2) determined by the sample $\left\{x_{i}\right\}_{i=1}^{n}$ and $\sigma_{m}$, and (iii) forms the estimator $f_{m}^{*}=\phi_{\sigma_{m}} * G_{m}^{*}$.

The familiar Parzen-Rosenblatt kernel estimator fits within this framework. The kernel estimator prescribes $G$ to be the empirical cdf. One motivation for introducing the convolution sieve is to study the relationship between the kernel estimator and ones derived through the principle of maximum likelihood.

Our characterization theorem for $G^{*}$ exhibits a rather close relationship between $f_{m}^{*}$ and the kernel estimator based on the Gaussian kernel. We shall show that the solution $G^{*}$ of (2) is a discrete cdf and that it contains no more than $n$ points in its support. Thus, the estimator $f_{m}^{*}$ obtained from the method-of-sieves admits a representation of the form

$$
f_{m}^{*}(x)=\sum_{j=1}^{q} p_{j} \phi_{\sigma_{m}}\left(x-y_{j}\right),
$$

analogous to a familiar form of the kernel estimator. In contrast to the kernel estimator, the support $\left\{y_{j}\right\}$ of $G^{*}$ does not coincide with the sample $\left\{x_{i}\right\}_{i=1}^{n}$ and, in general, the weights $\left\{x_{j}\right\}$ will not be identically equal to $n^{-1}$. Computational experiments with closely related sieves strongly indicate that the number $q$ of points in the support of $G^{*}$ will typically be much smaller than sample size $n$.

## 2. Characterization Theorem

Theorem. Let $x_{1}, x_{2}, \ldots, x_{n}$ be a random sample from a popuiation with density $f_{0}$. Let $\sigma>0$ and consider estimators $f$ of $f_{0}$ defined by (1).
(i) There exists a solution $G *$ of the maximum-likelihood problem (2)-(3).
(ii) If G* satisfies (2), then $G^{*}$ is a discrete cdf with finite support. Denote $\operatorname{supp}(G)=\left\{s_{j}\right\}_{j=1}^{q}$. Then $q \leq n$.
(1ii) If $x_{(1)}=\min \left(\left\{x_{i}\right\}_{i=1}^{n}\right)<\max \left(\left\{x_{i}\right\}_{i=1}^{n}\right)=x_{(n)}$.
then $x_{(1)}<\min \left(\left\{s_{j}\right\}_{j=1}^{q}\right)$ and $\max \left(\left\{s_{j}\right\}_{j=1}^{q}\right)<x_{(n)}$.
Proof: We may assume, for convenience and without loss of generality, that $\sigma=1$. The sample values can be rescaled, setting $\hat{x}_{i}=x_{i} / \sigma$, if $\sigma \neq 1$.

The maximum of $\mathscr{L}(G)$, if it exists, will be attained by $a$ cdf with support in $\left[x_{(1)}, x_{(n)}\right]$. To see this, consider an


$$
G_{0}((-\infty, x])= \begin{cases}0 & , \text { for } x<x_{(1)} \\ G((-\infty, x]), & \text { for } x_{(1)} \leq x<x_{(n)} \\ 1 & , \text { for } x(n) \leq x .\end{cases}
$$

$G_{0}$ is designed so that $G_{0}\left(\left\{x_{(1)}\right\}\right)=G\left(\left(-\infty, x_{(1)}\right\}\right)$ and $G_{0}\left(\left\{x_{(n)}\right\}\right)=G\left(\left[x_{(n)}, \infty\right)\right)$. Since $\phi$ is monotone on the separate intervals $(-\infty, 0]$ and $[0, \infty)$, we have

$$
\begin{aligned}
& \phi\left(x_{i}-x_{(n)}\right) G_{0}\left(\left\{x_{(n)}\right\}\right) \geq \int_{x_{(n)}-0}^{\infty} \phi(x-y) G(d y) \quad \text { and } \\
& \phi\left(x_{i}-x_{(1)}\right) G_{0}\left(\left\{x_{(1)}\right\}\right) \geq \int_{-\infty}^{x(1)^{+0}} \phi(x-y) G(d y) .
\end{aligned}
$$

Consequently $\left(\phi * G_{0}\right)(x) \geq(\phi * G)(x)$ for all $x$ in $\left[x_{(1)}, x_{(n)}\right]$ and hence $\mathscr{L}\left(\mathrm{G}_{0}\right) \geq \mathscr{L}(\mathrm{G})$.

The existence of a solution $G^{*}$ of (2) follows from (i) the compactness of the (tight) family of cdfs having support in $\left[x_{(1)}, x_{(n)}\right]$, and (ii) the observation that $\mathscr{L}(G)$ is a bounded and continuous functional on this set of cdfs, i.e. continuous with respect to the topology of weak convergence.

Let $G^{*}$ be a solution of (2) and set $f^{*}=\left(\phi \pi G^{*}\right)$. A variational argument characterizes the points in the support of G* as roots of a transcendental equation. Let $s$ be an arbitrary point in the support of $G^{*}$. For any $\varepsilon>0$ and for any $z$, define a measure $H_{S, \varepsilon, z}$ by

$$
H_{S, \varepsilon, z}(B)=G^{*}((s-\varepsilon, s+\varepsilon] \cap(B-z))
$$

$H_{S, \varepsilon, z}$ is a rigid chift through distance $z$ of $G^{*}$ restricted to $(s-\varepsilon, s+\varepsilon]$. Define $G_{s, \varepsilon}^{*}=G^{*}-H_{s, \varepsilon, 0}$. Then $G_{s, \varepsilon}^{*}+H_{s, \varepsilon, z}$ is a cdf for any 2 , and it may be regarded as a lucal perturbation near $s$ of $G^{*}$.

Set $f_{s, \varepsilon, z}=\phi *\left[G_{s, \varepsilon}^{*}+H_{S, \varepsilon, z}\right]$ and ouserve that $f^{*}=f_{s, \varepsilon, 0}$. Since $\Pi f^{*}\left(x_{i}\right)$ is maximal, we have

$$
0=\left.\frac{d}{d z} \sum_{i=1}^{n} \log f_{s, \varepsilon, z}\left(x_{i}\right)\right|_{z=0}
$$

Evaluation of the derivative gives

$$
\begin{aligned}
0 & =\left.\sum_{i=1}^{n} \frac{1}{f^{\star}\left(x_{i}\right)} \frac{d}{d z}\left(\phi \star H_{S, \varepsilon, z}\right)\left(x_{i}\right)\right|_{z=0} \\
& =\left.\sum_{i=1}^{n} \frac{1}{f^{\pi}\left(x_{i}\right)} \frac{d}{d z} \int_{s-\varepsilon}^{s+\varepsilon} \phi\left(x_{i}-y-z\right) G^{*}(d y)\right|_{z=0} \\
& =\sum_{i=1}^{n} \frac{1}{f^{\pi}\left(x_{i}\right)} \int_{s-\varepsilon}^{s+\varepsilon}\left(x_{i}-y\right) \phi\left(x_{i}-y\right) G^{*}(d y) .
\end{aligned}
$$

Dividing this expression by $\mathrm{G}^{*}((\mathrm{~s}-\varepsilon, \mathrm{s}+\varepsilon])$ and letting $\varepsilon \rightarrow 0$ yields

$$
\sum_{i=1}^{n} \frac{\left(x_{i}-s\right)}{f^{*}\left(x_{i}\right)} \phi\left(x_{i}-s\right)=0,
$$

for any $s$ in the support of $G^{*}$.
Now consider the function

$$
T(y)=\sum_{i=1}^{n} \frac{\left(x_{i}-y\right)}{f^{*}\left(x_{i}\right)} \phi\left(x_{i}-y\right) .
$$

The support of $G^{*}$ is a subset of the set of roots of $T$. Properties of this set follow from the connection of $T$ with an extended Tchebycheff system. We can re-express $T$ as

$$
\begin{aligned}
T(y) & =\frac{e^{-y^{2} / 2}}{\sqrt{2 \pi}} \sum_{i=1}^{n}\left[x_{i} e^{-x_{i}^{2} / 2} e^{x_{i} y}-e^{-x_{i}^{2} / 2} y e^{x_{i} y}\right] \\
& =e^{-y^{2} / 2}\left[\sum_{i=1}^{n}\left(a_{1} e^{x_{i} y}+b_{i} y e^{x_{i} y}\right)\right]
\end{aligned}
$$

The expression in braces is a simple linear combination of the $2 n$ functions $\left[e^{x_{i} y}, y e^{x_{i} y^{\prime}}\right]_{i=1}^{n}$. When the $x_{i}$ 's are distinct, this
set is an extended Tchebycheff system of order 2 n . (And of course if $\left\{x_{i}\right\}_{i=1}^{n}$ is a random sample from population density $f_{0}$, then the $x_{i}$ 's are distinct w.p.1. If the $x_{i}$ 's were not distinct, we could reduce the order of the system accordingly to express. $T(y)$ in terms of an extended Tchebycheff system with fewer than 2 n elements.) The Tchebycheff property implies:
(i) $Z^{0}=\{y: T(y)=0\}$ has at most $2 n-1$ elements, and (ii) $Z^{+-}=\left\{y: T(y)=0, T^{\prime}(y) \leq 0\right\}$ has at most $n$ elements (Karlin and Studden [3]). Since the support of $G^{*}$ is contained in $Z^{0}, G^{*}$ is discrete with at most $2 \mathrm{n}-1$ jumps.

In order to show that $G^{*}$ has at most $n$ jumps, it suffices to show that the support of $G^{*}$ is actually contained in $2^{+-}$, i.e. that $\mathrm{T}^{\prime}(\mathrm{s}) \leq 0$ for any s in the support of $\mathrm{G}^{*}$. For $\mathrm{f}^{*}$, we can now write

$$
f^{\star}(x)=\sum_{j=1}^{q} p_{j} \phi\left(x-s_{j}\right)
$$

where $\left\{s_{j}\right\}_{j=1}^{q}$ is the support of $G^{*}, q \leq 2 n-1, p_{j}>0$, and $\sum_{1}^{q} p_{j}=1$. Set $s=s_{\ell}$, for fixed $\ell$ between 1 and $q$. Let $\varepsilon>0$ and define a perturbation $f_{\varepsilon}$ of $f^{*}$ by

$$
f_{\varepsilon}(\lambda)=\sum_{j \neq \ell} p_{j} \phi\left(x-s_{j}\right)+\frac{p_{\ell}}{2} \phi(x-s+\varepsilon)+\frac{p_{\ell}}{2} \phi(x-s-\varepsilon)
$$

The density $f_{\varepsilon}$ admits a representation of the form (1) and $f^{\star}=f_{0}$. Since $\pi f^{\star}\left(x_{1}\right)$ is maximal,

$$
\left.\frac{d^{2}}{d \varepsilon^{2}} \sum_{i=1}^{n} \log f_{\varepsilon}\left(x_{i}\right)\right|_{\varepsilon=0} \leq 0
$$

Straightforward calculation yields

$$
\left.\frac{d^{2}}{d \varepsilon^{2}} \sum_{i=1}^{n} \log f_{\varepsilon}\left(x_{i}\right)\right|_{\varepsilon=0}=p_{\ell} T^{\prime}(s)
$$

and hence, as claimed, $\mathrm{T}^{\prime}(\mathrm{s}) \leq 0$.
Finally, to confirm the last statement in the theorem, observe that if $s \leq x(1)$ for some $s$ in the support of $G^{*}$, then $\phi\left(x_{i}-s\right)$ is strictly increasing for sufficiently small increases in $s$ and for all $x_{i}$, except perhaps $x_{(1)}$. Further, $\frac{d}{d s} \phi\left(x_{\left.(1)^{-s}\right)} \geq 0\right.$ as long as $s \leq x_{(1)}$; hence $\Pi f^{*}\left(x_{i}\right)$ is a strictly increasing function of $s$, contradicting the maximumlikelihood property of $G^{*}$ and $f^{*}$. The same reasoning precludes $s>X_{(\Omega)}$.

## 3. Conrluding Remarks

The characterization theorem was announced in the paper by Geman and Hwang [1], where consistency questions for $\mathrm{f}^{*}$ are analyzed. The consistency results guarantee that $f^{*} \rightarrow f_{0}$ in $L_{1}$-norm, with probability one, provided that $\sigma \rightarrow 0$ sufficiently slowly as sample size $\mathrm{n} \rightarrow \infty$.
H. Robbins recently restimulated interest in the maximumlikelihood problem per se during his lecture at the NASA Workshop on Density Estimation and Function Smoothing at Texas A\&M University, March 11-13, 1982. Professor Robbins recalled his 1950 formulation of the maximum-likelihood problem (i)-(3) in [4] wherein connections are made with statistical decision problems.
[1] S. Geman and C-R. Hwang, Nonparametric maximum-likelihood estimation by the method of sieves, to appear in Ann. Statist.
[2] U. Grenander, Abstract Inference, John Wiley \& Sons, New York (1981).
[3] S. Karlin and W.J. Studden, Tchebycheff systems: with applications in analysis and statistics, Interscience, John Wiley $\mathcal{G}$ Sons, New York (1966).
[4] H. Robbins, A generalization of the method of maximum likelihood: estimating a mixing distribution (abstract), Ann. Math. Statist. 21 (1950), 314-15.
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## 1. Introduction

Remote sensing of the atmosphere is a rapidly developing science. Today's metecrological satellites such as those in the TIROS-N series have high resolutior instruments on board which measure the intensity of upwelling radiation in selected channel frequencies. A description of the data retrieved by the radiometers on the TIROS-N type satellites can be found in [.7]. From these data it is possible to obtain information on the atmosphere's temperature, moisture and wind structure. One of the goals of the current Satellite Metenrology program is to improve the quality of atmospheric information obtained from satellite soundings to a point where it can be used for weather forecasting purposes. A major challenge in this direction is to develop refined numerical and statistical methods for inverting the equations of radiative transfer given a finite number of noisy measurements.

For a non-scattering atmosphere in local themodynamic equilibrium the radiative transfer equations (RTE's) describe how the satellite upwelling radiance measurements relate to the underlying temperature distribution $T$ :-

$$
\begin{equation*}
g_{v}(T)=B_{v}\left[T\left(p_{0}\right)\right]_{v}\left(p_{0}\right)-\int_{0}^{p_{0}} B_{v}\left[T(p) \frac{d}{d p} T_{v}(p) d p\right. \tag{1.1}
\end{equation*}
$$

where $p_{0}$ is the surface pressure, $\tau_{v}(p)$ is the transmittance of the atmosphere above pressure $p$ at frequency $v$, and $B_{v}$ is Plank's function given by:-

$$
\begin{align*}
B_{v}[T(p)] & =c_{1} v^{3} /\left\{\exp \left(c_{2} v / T(p)\right)-1\right\} \\
c_{1} & =1.19061 \times 10^{-5} \operatorname{erg}-\mathrm{cm}^{2}-\mathrm{sec}^{-1}  \tag{1.2}\\
c_{2} & =1.43868 \mathrm{~cm}-\operatorname{deg}(\mathrm{K})
\end{align*}
$$

The R.T.E's are of course an ideaiization. They describe the intensities the satellite radiometer would record in the absence of such things as atmospheric attenuation due to clouds or instrument noise. However, by using high resolution radiometers like the HIRS or AVHRR, sets of intensity measurements from many FOV's (fields of vision) can be combined to obtain data of the form

$$
\begin{equation*}
z_{i}=\oint_{i}(T)+e_{i} \quad i=1, \ldots, n \tag{1.3}
\end{equation*}
$$

where $e_{i}$ 's are errors. These data relate to an area of about 119 by 140 km on the earth's surface. See [6] for more details.

Ke are interested in refining the methods used to obtain temperature distribution estimates from the above data. The procedure currently used to process TIROS-N temperature sounding data is a linear regression technique sea [6]. Here we begin to discuss how the method of regularization (M.0.R.) might be used to improve the quality of temperature profiles obtainable by this procedure.

Let $T$ be the true temperature profile in the atmosphere. Then $T$ can be written as

$$
\begin{equation*}
T=T_{0}+\delta \tag{1.4}
\end{equation*}
$$

where $T_{0}$ is the current best guess of $T$ and $\delta$ is the update or correction to $T_{0}$ to be estimated from the data $\left\{z_{i}\right\}$ in hend. Using M.O.R. to estimate $\delta$ involves consideration of a functional $I_{\lambda}$ given by

$$
\begin{equation*}
I_{\lambda}(\delta)=\sum_{i=1}^{n}\left[z_{i}-\oint_{v}\left(T_{0}+\delta\right)\right]^{2}+\lambda \int_{0}^{P_{0}}[\delta(m)(p)]^{2} d p \tag{1.5}
\end{equation*}
$$

and picking the estimated update $\delta_{\lambda}$ to minimize this functionall over some class of physically plausible candidates, for instance the set of functions $\delta$ in $W_{2}{ }^{m}\left[0, p_{0}\right]$ for which $T_{0}+\delta$ is positive or perhaps, if the location of the temperature inversion were reliably known, one would look for minimizers of $I_{\lambda}$ scbject to an additional constraint involving temperature inversion.

The statistical reasoning for considering regularized estimates of this type is well documented in the literature, see for example [3] and [1]. Intuitively $\delta_{\lambda}$ has been designed to match the observed data and possess certain smoothness qualities. The parameter $\lambda$ controls a tradeoff between the smoothness of a solution (measured by $\left.\int_{0}^{p_{0}}\left[\delta_{\lambda}(m) / p\right)\right]^{2}$ dp) and how well it
[1] This corresponds to the case when the measurement errors are iid $N\left(0, \sigma^{2}\right)$. A more "robust" method would be to consider functionals of the form

$$
I_{\lambda}(\delta)=\sum_{i=1}^{n} \rho\left[z_{i}-Q_{i}\left(T_{0}+\delta\right)\right]+\lambda \int_{0}^{P_{0}}[\delta(m)(p)]^{2} d p
$$

where $\rho$ reflected the possible non-Gaussian nature of the noise.
matches the data (the $\sum_{i=1}^{n}\left[z_{i}-\oint_{i}\left(T_{0}+\delta_{\lambda}\right)\right]^{2}$ term).
Inverting the R.T.E.'s with nolsy data can be viewed as a special case of a more general situation in which the scientist wishes to estimate a function $\times$ given data

$$
\begin{equation*}
z_{i}=N_{i}(x)+e_{i} \quad 1=1, \ldots, n \tag{1.6}
\end{equation*}
$$

where $x$ is in some Hilbert space $H$, the $N_{i}$ 's are non-linear functionals and $e_{i}$ 's are noise. Here, assuming the $e_{i}$ 's are ild $N\left(0, \sigma^{2}\right)$, an appropriate regularization function $I_{\lambda}$ is

$$
\begin{equation*}
I_{\lambda}(x)=\sum_{i=1}^{n}\left[z_{i}-N_{i}(x)\right]^{2}+\lambda J(x) \tag{1.7}
\end{equation*}
$$

where $J$ is a roughness penalty functional on $H$. To estimate $x$ one proceeds to minimize $I_{\lambda}$ over some subset of physical interest in $H$. This report summarizes recent results we have obtained on the existence and numerical approximability of minimizers of such $I_{\lambda}$ 's in certain subsets of $H$. We indicate how these results apply to the radiative transfer equations case.

There are three sections: section 2 talks about the existence theory; a Gauss-Newton algorithm for minimizing the regularization functionals is outlined in section 3 , while the final section briefly describes how to estimate the smoothing parameter using a first order approximation to the generalized cross validation function given in [8]. We assume the reader is familiar with the basic mathematical tools for discussing minimization problems in Hilbert spaces. Part 1 of Ekeland and Temam's book [2] is an inspiring introduction to this subject.

## 2. Existence Theory

## Preliminaries

Before describing our main results, let's pause a moment to get our notation straight. $H$ is a real Hilbert space with inner product $\langle\cdot, \cdot\rangle$ and norm $\|\cdot\|$ (so $\langle x, x\rangle=\|x\|^{2}$ ). $P$ is a projection operator in $H$ with finite dimentional null space; the complementary projection I-P is denoted by $P_{0}$. $H^{\star}$ is the dual space of $H$, i.e. the space of all continuous linear maps from $H$ into $R$. $L\left(H, H^{\star}\right)$ is the space of linear operators from $H$ into $H^{*}$. We will discuss functionals, I say, acting on $H$ (so I: $H \not R$ ). The first and second Frechet derivatives of $I$ at some point $x \in H$ will be denoted by I' $(x)$ and $\mathrm{I}^{\prime \prime}(x)$ respectively. Think of $\mathrm{I}^{\prime}(x)$ as an element of $H^{\star}$ and $\mathrm{I}^{\prime \prime}(x)$ as an element of $L\left(H, H^{\star}\right)$. Our concern here is with regularization functionals $\mathrm{I}_{\lambda}$ on H given by

$$
\begin{equation*}
I_{\lambda}(x)=\sum_{i=1}^{n}\left[z_{i}-N_{i}(x)\right]^{2}+\lambda\left\|P_{x}\right\|^{2} \tag{2.1}
\end{equation*}
$$

where $N_{i}$ 's are functionals on $H, z_{i}$ 's are in $R$, xeH and $\lambda>0$. Whenever we write $I_{\lambda}$ the form (2.1) will be what is meant. So we are considering regularization procedures in which the roughness penalty $J(x)$ is a semf-norm on $H$ given by $J(x)=\|P x\|^{2}$.

## Main Results

We now specify conditions on the non-linear functionals $N_{i}$ which guarantee the existence of minimizers of $I_{\lambda}$ in closed convex subsets $K$ of H. In the R.T.E. case a reasonable choice for $K$ is the set of all functions in $H_{2}{ }^{m}\left[0, p_{0}\right]$ for which $T_{0}+\delta$ is positive. It is very easy to check that this $K$ is a closed convex subset of $W_{2}^{m}\left[0, p_{0}\right]$ for any $m$. Dur existence results are summarized in the following three theorems.

Theorem 1 (proof in [2] pp. 34-35).
Let $K$ be a closed convex subset of a Hilbert space $H$. Suppose $I_{\lambda}: K+R$ is coercive on $K$ (i.e. $I_{\lambda}(x)_{+\infty}$ as $\|x\|+\infty$ in $K$ ) and moreover that $I_{\lambda}$ is weakly lower semi-continuous (w.l.s.c.) on $x$ then $I_{\lambda}$ attains its infimum on $K$.

Theorem 2 (proof in [4])
Let $\phi: R+R$ be a monotonic increasing function in the modulus of its argument. Suppose
(i) $\sum_{i=1}^{n} \phi\left(N_{i}(x)\right)$ is convex on $K$
(ii) $\sum_{i=1}^{n} \phi\left[N_{i}(x)\right]=\phi \Leftrightarrow P_{0} x=P_{0} \theta$ for some $\theta$ in $K$
then $I_{\lambda}$ is coercive on $K$.
Remark: The above theorem can be generalized somewhat but we refrain from doing so because the form given has more intuitive appeai.

Theorem 3
If $N_{i}$ is weakly continuous (w.c.) on $K$ for each $i$ then $I_{\lambda}$ is w.l.s.c. on $K$. Proof: If the $N_{i}$ are w.c., then it surely follows that $\sum_{i=1}^{n}\left[z_{i}-N_{i}(x)\right]^{2}$ is w.c. But $\|P x\|^{2}$ is well known to be w.l.s.c. Therefore $I_{\lambda}$ is w.l.s.c. QEO

Application to the R.T.E.'s (see [4] for details)
The $g_{v_{i}}$ arising here can be shown to satisfy the hypotheses of Theorem 2 with $\phi$ taken to be

$$
\phi(x)=|x| . x \in R
$$

Also, each $g_{v_{i}}$ is w.c. We therefore have that for each $\lambda>0, \exists \delta_{\lambda} \varepsilon K=\left\{\delta \varepsilon W_{2}\left[0, p_{0}\right] T_{0}+\delta>0\right\}$, s.t.

$$
I_{\lambda}\left(\delta_{\lambda}\right)=\min _{\delta \varepsilon K}\left\{\sum_{i=1}^{n}\left[z_{i}-g_{i}\left(T_{0}+\delta\right)\right]^{2}+\lambda \int_{0}^{P_{0}}[\delta(m)(p)]^{2} d p\right\}
$$

There exist regularized solutions to the R.T.E.'s.
3. A numerical procedure for minimizing $I_{\lambda}$ in $K$

Let $x^{k}$ be the $k^{\text {th }}$ approximation to the minimizer in $K$ of $I_{\lambda}$. Define the functional $I_{\lambda}{ }^{k}$ on $K$ as follows

$$
\begin{equation*}
I_{\lambda}{ }^{k}(x)=\sum_{i=1}^{n}\left[z_{i}-N_{i}\left(x^{k}\right)-N_{i}\left(x^{k}\right)\left[x-x^{k}\right]\right]^{2}+\lambda\|P x\|^{2} \tag{3.1}
\end{equation*}
$$

each $N_{i}$ is simply linearized about $x^{k}$. Define $x^{k+1}$ to be the minimizer in $K$ of $I_{\lambda}{ }^{k}$.

Under suitable regularity conditions the iterates $x^{k}$ are well defined and can be shown to satisfy

$$
\begin{align*}
x^{k+1} & =x^{k}-\left\{\sum_{i=1}^{n} N_{i}^{\prime}\left(x^{k}\right) N_{i}^{\prime}\left(x^{k}\right)+\lambda\langle P \ldots\rangle\right\}^{-1} I_{\lambda}^{\prime}\left(x^{k}\right)  \tag{3.2}\\
& \equiv x^{k}-A^{-1}\left(x^{k}\right) I^{\prime}\left(x^{k}\right)
\end{align*}
$$
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That this equation makes good sense is evident once one realizes that $A\left(x^{k}\right)$ belongs to $L\left(H, H^{*}\right)$ and $I_{\lambda}{ }^{\prime}\left(x^{k}\right)$ is in $H^{*}$.

Those in the know will have recognized that the above procedure is nothing more than an infinite dimensional version of the Gauss-Newton algorithm. The finite dimentional case is discussed in [5]. The major advantage of using a Gauss-Newton procedure to minimize our regularization functionals is the ease with which successive interates can be obtained. At each stage we have a regularization problem involving linear functionals, the $N_{i}{ }^{\prime}\left(x^{k}\right)^{\prime} s$, consequently we can take advantage of avallable software tools.

With the appropriate assumptions it is possible to show that the procedure is a decent method and the sequence $x^{k}$ converges at least $R-l i n e a r l y$ to a critical point of $I_{\lambda}$ in $K$.

Theorem 4 (proof in [4]).
Suppose that the $N_{i}($.$) 's are twice continuously differentiable and$ $N_{i}{ }^{\prime}(.)^{\prime} s$ are w.c. on int $K$. Let $x^{0} \varepsilon$ int $K$ be such that

$$
L^{0}=\left\{x \mid I_{\lambda}(x)<I_{\lambda}\left(x^{0}\right)\right\}
$$

is weakly compact and $I_{\lambda}$ has only finitely many critical points in $L^{\circ}$. Moreover, suppose that $\mu_{0}, \mu_{1}, \gamma_{1}$ all positive with $\mu_{0}-1 / 2 \gamma_{1}>0$ satisfying

$$
u_{0}\|h\|^{2} \leqslant\langle h, A(x) h\rangle<\mu_{1}\|h\|^{2}, I_{\lambda}{ }^{\prime \prime}(x) h h<\gamma_{1}\|h\|^{2} \forall x \in L^{\circ}, h \in H
$$

then the sequence of iterates $\left\{x^{k}\right\} \subseteq L^{0}, \lim _{k} x^{k}=x^{*}$ where $I_{\lambda}^{\prime}\left(x^{*}\right) \equiv 0$ and if $I_{\lambda}{ }^{\prime \prime}\left(x^{\star}\right)$ is non-singular, then the convergence is at least R-1inear. The proof follows an argument similar to that used in 14.4 .6 of [5].
4. The choice of $\lambda$

The generalized cross validation method for choosing $\lambda$ works as follows. Let $x_{\lambda}{ }^{[k]}$ be the minimizer ${ }^{2}$ in $K$ of

$$
\begin{equation*}
\sum_{i=1}^{n}\left[z_{i}-N_{i}(x)\right]^{2}+\lambda\|\mid p x\|^{2} \tag{4.1}
\end{equation*}
$$

Then $\lambda$ is chosen to minimize

$$
\begin{equation*}
v(\lambda)=\frac{\frac{1}{n_{k}} \sum_{=1}^{n}\left[z_{k}-N_{k}\left(x_{\lambda}{ }^{[k]}\right)\right]^{2}}{\left[1-\frac{1}{n_{k}} \sum_{=1}^{n} a_{k k}{ }^{*}(\lambda)\right]^{2}} \tag{4.2}
\end{equation*}
$$

where $N_{k}\left(x_{\lambda}{ }^{[k]}\right)$ is the prediction of $z_{k}$ given the data $z_{1}, z_{2}, \ldots, z_{k-1}$ $z_{k+1} \cdots z_{n}$ and $a_{k k}{ }^{*}(\lambda)$ is the "differential influence" of the $z_{k}$ 'th data point on the estimate $x_{\lambda}\left(x_{\lambda}\right.$ is the minimizer in $K$ of $\left.I_{\lambda}\right)$.

$$
\begin{equation*}
a_{k k} *(\lambda)=\frac{N_{k}\left(x_{\lambda}{ }^{[k]}\right)-N_{k}\left(x_{\lambda}\right)}{N_{k}\left(x_{\lambda}{ }^{[k]}\right)-z_{k}} \tag{4.3}
\end{equation*}
$$

From a computational viewpoint $V(\lambda)$ is prohibitively expensive so one needs to find some convenient approximation. Following Hahba [8], $V(\lambda)$ can be approximated by

$$
\begin{equation*}
v_{\text {approx }}(\lambda)=\frac{\frac{1}{n_{k}} \sum_{=1}^{n}\left[z_{k}-N_{k}\left(x_{\lambda}\right)\right]^{2}}{\left[1-\mu_{1}(\lambda)\right]^{2}} \tag{4.4}
\end{equation*}
$$
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where ${ }^{\mu}{ }_{1}$ given by

$$
\mu_{1}(\lambda)=\frac{1}{n}_{k=1}^{n} \frac{\partial N_{k}\left(x_{\lambda}\right)}{\partial z_{k}}
$$

is an easily computed functional of $x_{\lambda}$. We hope to study this procedure more closely in the near future.
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#### Abstract

This paper outlines a quantile-based approach to xtasfatical analysis and probability modeling of data which formulates statistical inference problems as functional inference problems in which the parameters to be estimated ane density functions. Density estimators can be non-parametric (computed incispendan:ly of model identified) or parametric -select (approximat el by finite parametric models that can provide standard models whee fit can be tested). Exponential models and autcregressive models are approximating densities which can be justified as maximum entropy for respectively the entropy of a probability density and the entropy of a quantile density. Applications cf these ideas are outlined to the problems of modeling: (1) urfvariate data; (2) bivariate dates and tests for independence; and (3) two samples and likelihood ratios. It is proposed tr.ミニ bi-informaticn erimation of a density function can io developed by analogy to the problem of identification of egression models.
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## 1. Statistical Science, data analysis, and Buffalo snowfall

Statisticians complain about the failure of universities to adequately educate students on how to analyze statistical data. At the same time some statisticians state that data analysis is an art, and thus cannot be taught. When these statisticians speak of statistical science it is difficult to imagine to what they are alluding since they seem to sneeringly reject all attempts to reason, and reach consensus, about the evaluation of methods to be used as part of the process of statistical data analysis.

I would like to propose a data set which I believe provides a useful test case for various approaches to data analysis. namely the annual time series of snowfall in Buffalo, N.Y. The segment of that series which I will discuss is 1910-1972. although it has many interesting features when extended to 1981. The data analysis question to be considered is. What probability distributions can be used to describe Buffalo snowfall. An ever-present hypothesis to be considered is whether Buffalo snowfall is normal.
2. Functions that describe probability distributions

The probability law of a continuous random variable $: ~$ can be described by one or more of the following functions:
(1) Distribution Function $F(x)=\operatorname{Pr}[X \leq x]$
(2) Probability Density Function $f(x)=F^{\prime}(x)$
(3) Quantile Function $Q(u)=F^{-1}$ (u)
$=\inf \{x: F(x) \geq u\}$
$=\inf \{x: F(x)=u\}$ if $F$ is continuous
$=x$ such that $F(x)=u$ if $F$ increasing at $x$
(4) Quantile-Density Function $q(u)=Q^{\prime}(u)$
(5) Density-Quantile Function $f Q(u)=f(Q(u))$

Theorem: For $F$ continuous

$$
F Q(u)=u, \quad f Q(u) q(u)=1
$$

## 3. Raw functions that describe samples

Data $X_{1}, \ldots, X_{n}$ is called a random sample of $X$ when $\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{n}}$ are independent random variables identically distributed as $X$. An important role in the analysis of a sample is played by the order statistics $X_{(1)}<X_{(2)}<\ldots<X_{(n)}$
(1) Sample Distribution $\tilde{F}(x)=$ fraction $X_{1}, \ldots, X_{n} \leq x$ $=\frac{1}{n}, x_{(j)} \leq x<X_{(j+1)}$
(2) Sample Probability Density, or Histogram, estimates $f(x)$ by a numerical derivative

$$
\tilde{f}(x)=\frac{\tilde{F}(x+h)-\tilde{F}(x-h)}{2 h}
$$

(3) Sample Quantile $\bar{Q}(u)=\tilde{F}^{-1}(u)$

$$
=x_{(j)}, \frac{j-1}{n}<u \leq \frac{j}{n}
$$

A universal display of any data set is provided by the quantile box plot introduced in Parzen (1979).
(4) Sample Quantile-Density is a numerical derivative

$$
\bar{q}(u)=\frac{\tilde{Q}(u+h)-\tilde{Q}(u-h)}{2 h}
$$

(5) Sample Density-Quantile $=\tilde{f} \tilde{Q}(u)=1 / \tilde{q}(u)$.

An important formula is

$$
\tilde{f}\left(X_{(j)}\right)=\tilde{f} \tilde{Q}\left(\frac{j}{n+1}\right)=2\left\{(n+1)\left(X_{(j+1)^{-X}}^{(j-1)}\right)\right\}^{-1}
$$

## 4. Smooth functions that describe samples and estimate

 probability distributionsThe functions $F, f, Q, q, f Q$ that represent the true probability distribution of a random variable $X$ are estimated by smooth functions $\hat{F}, \hat{f}, \hat{Q}, \hat{q}, \hat{f} \hat{Q}$ which are derived from the raw descriptive functions $\tilde{F}, \tilde{f}, \tilde{Q}, \tilde{q}, \tilde{f} \tilde{Q}$. One distinguishes between parametric and non-parametric methods of estimating smooth functions.

A parametric estimation method : (1) assumes a family $F_{\theta}, f_{\theta}, Q_{\theta}, q_{\theta}, f_{\theta} Q_{\theta}$ of functions, salled parametric models, which are indexed by a parameter $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$; (2) forms estimators $\hat{\theta}=\left(\hat{\theta}_{1}, \ldots, \hat{\theta}_{k}\right)$ of $\theta$; (3) forms smooth functions by $\hat{F}(x)=F_{\hat{\theta}}(x), \hat{f}(x)=f_{\hat{\theta}}(x)$, $\hat{Q}(u)=Q_{\hat{\theta}}(u), \hat{q}(u)=q_{\hat{\theta}}(u)$, $\hat{\mathrm{f}} \hat{\mathrm{Q}}(\mathrm{u})=\mathrm{f}_{\hat{\theta}} \mathrm{Q}_{\hat{\theta}}(\mathrm{u})$.

A non-parametric estimation method forms estimators which are not based on parametric models. Important examples of non-parametric estimators of a probability density $f(r)$ and a
quantile-density $q(u)$ are respectively

$$
\begin{aligned}
& \hat{\mathrm{f}}(\mathrm{x})=\frac{1}{\delta} \int_{-\infty}^{\infty} \mathrm{K}\left(\frac{\mathrm{x}-\mathrm{y}}{\delta}\right) \mathrm{dF}(\mathrm{x}) \\
& \hat{\mathrm{q}}(\mathrm{u})=\frac{1}{\delta} \int_{0}^{1} K\left(\frac{u-t}{\delta}\right) \mathrm{d} \tilde{Q}(u)
\end{aligned}
$$

for suitable kernels $K(\cdot)$ and bandwidth $\delta$.

## 5. Parameter estimation and information divergence

When a parametric model $f_{\theta}$ is assumed, parameter estimators $\hat{\theta}$ are often determined by minimizing a "distance" between $\tilde{f}(x)$ and $f_{\theta}(x)$. A "distance" between two probability densities $f(x)$ and $g(x)$ is denoted $I(f ; g)$ and is called an information divergence between $f(x)$ and $g(x)$. It is usually not symmetric in $f$ and $g$. It does not satisfy the triangle inequality for a metric. But it does satisfy $I(f ; g) \geq 0$ and $I(f ; g)=0$ if and only if $f=g$.

The most famous, and most important, definition of
information divergence is

$$
I_{1}(f ; g)=\int_{-\infty}^{\infty}-\log \left\{\frac{g(x)}{f(x)}\right\} f(x) d x
$$

called the information divergence of order 1, or KullbackLiebler information divergence. Information divergence of order $\alpha$ is defined for $\alpha>0$ (but $\alpha \neq 1$ ) by

$$
I_{\alpha}(f ; g)=\frac{-1}{1-\alpha} \log \int_{-\infty}^{\infty}\left\{\frac{g(x)}{f(x)}\right\}^{1-\alpha} f(x) d x .
$$

The most important values of $\alpha$ are $0.5 \leq \alpha \leq 2$.
Bi-information divergence is defined by

$$
I I(f ; g)=\int_{-\infty}^{\infty}\left|\log \left\{\frac{g(x)}{f(x)}\right\}\right|^{2} f(x) d x ;
$$

it may be regarded as related to $I_{2}(g ; f)$.
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$$
I_{1}(f ; g)=H(f ; g)-H(f)
$$

defining

$$
\begin{aligned}
& H(f ; g)=\int_{-\infty}^{\infty}\{-\log g(x)\} f(x) d x, \\
& H(f)=H(f ; f)=\int_{-\infty}^{\infty}\{-\log f(x)\} f(x) d x .
\end{aligned}
$$

We call $\mathrm{H}(\mathrm{f} ; \mathrm{g})$ the cross-entropy of f and g , and call $\mathrm{H}(\mathrm{f})$ the entropy of $f$.

Maximum likelihood parameter estimation can be shown to be equivalent to minimum cross-entropy estimation. The likelihood function of a parametric model $f_{\theta}$ is defined by

$$
\begin{aligned}
L\left(f_{\theta}\right) & =\log f_{\theta}\left(X_{1}, \ldots, X_{n}\right) \\
& =\sum_{t=1}^{n} \log f_{\theta}\left(X_{t}\right)
\end{aligned}
$$

One may verify that

$$
\begin{aligned}
L\left(f_{\theta}\right) & =n J_{-\infty}^{\infty} \log f_{\theta}(x) d \tilde{F}(x) \\
& =-n H\left(\tilde{f_{;}} f_{\theta}\right) .
\end{aligned}
$$

The maximum likelihood parameter estimator $\hat{\theta}$, defined by

$$
L\left(f_{\hat{\theta}}\right)=\max _{\theta} L\left(f_{\theta}\right),
$$

clearly satisfies

$$
H\left(\bar{f} ; f_{\hat{\theta}}\right)=\min _{\theta} H\left(\bar{f} ; f_{\theta}\right) .
$$

It also satisfies

$$
I_{1}(\tilde{f} ; f \hat{f})=\min _{\theta} I_{1}\left(\tilde{f}, f_{\theta}\right) .
$$

In general parameter estimators $\hat{\theta}$ are found by minimizing $I_{\alpha}\left(\tilde{f} ; f_{\theta}\right)$ or $I_{\alpha}\left(f_{\theta}, \tilde{f}\right)$. Chi-squared estimators minimize $I_{2}\left(f_{\theta} ; \tilde{f}\right)$ while modified chi-squared estimators minimize $I_{2}\left(\tilde{f} ; f_{\theta}\right)$.

To compute $I_{1}\left(\tilde{f} ; f_{\theta}\right)$ one needs to compute $H(\tilde{f})$. A useful formula for accomplishing this is

$$
\begin{aligned}
& H(f)=\int_{-\infty}^{\infty}\{-\log f(x)\} d F(x) \\
& =\int_{0}^{1}\{-\log f Q(u)\} d u \\
& =\int_{0}^{1} \log q(u) d u .
\end{aligned}
$$

The value of $I_{1}\left(\tilde{f} ; f_{\hat{\theta}}\right)$ can be used to test the goodness of fit of the parametric model $f_{\theta}$.

## 6. Information and bi-information parameter estimation, and comparison distribution functions

Given a sample with sample probability density function $\tilde{\mathbf{f}}$ and parametric model $f_{\theta}$, one can form diverse parameter estimators, denoted $\hat{\theta}$ and $\hat{\theta}$, corresponding to two choices of information divergence which we take to be: (1) $1_{1}\left(\tilde{f}_{;} f_{\theta}\right)$, and (2) $I_{2}\left(f_{\theta} ; \tilde{f}\right)$ or $\operatorname{II}\left(\tilde{f}, f_{\theta}\right)$. We call $\hat{\theta}$ and $\hat{\theta}$ diverse parameter estimators. For greater precision we call $\hat{\theta}$ the (order 1) information estimator, and $\begin{aligned} & \\ & \\ & \text { the } \\ & \text { bi-information estimator. }\end{aligned}$

When the parametric model $f_{\theta}$ is exact, the diverse parameter estimators have equivalent statistical properties; they are both asymptotically efficient estimators, and are not significantly different from each other.

When the values of $\hat{\theta}$ and $\hat{\theta}$ computed from a sample are significantly different one should suspect that the parametric model $f_{\theta}$ does not fit the data. The Shapiro-wilk statistics
for testing normality and exponentiality can be regarded as comparing diverse estimators which minimize information of order 1 and 2 respectively.

One can interpret $\hat{\theta}$ and $\hat{\theta}$ as parameter values of "best approximating" models.

One wishes to evaluate $\mathrm{F}_{\hat{\theta}}(x)$ and $\mathrm{F}_{\hat{\gamma}}(x)$ as smooth estimators of $F(x)$. For any parameter value $\theta$, define

$$
\tilde{D}_{\theta}(u)=F_{\theta}(\tilde{Q}(u))
$$

which is the sample quantile function of the transformed random variables

$$
U_{1}=F_{\theta}\left(X_{1}\right), \ldots, U_{n}=F_{\theta}\left(X_{n}\right) .
$$

The true parameter velue $\theta$ has the property that $U_{1}, \ldots, U_{n}$ are distributed with a uniform $[0,1]$ distribution. Then parameter estimators $\hat{\theta}$ and $\hat{\theta}$ are compared by the character of the closeness to the identity function $D(u)=u$ of $\tilde{D}_{\hat{\theta}}(u)$ and $\tilde{D}_{\theta}(u)$.

We call $\tilde{D}_{\theta}(u)$ a comparison distribution function. Its derivative

$$
\tilde{\mathrm{d}}_{\theta}(u)=\left\{\tilde{D}_{\theta}(u)\right\}^{\prime}
$$

plays a basic role and is called a comparison density; formulas for the comparison density are

$$
\begin{aligned}
\tilde{d}_{\theta}(u) & =f_{\theta} \tilde{Q}(u) \quad \tilde{q}(u) \\
& =\frac{f_{\theta}(\tilde{Q}(u))}{\tilde{f} \tilde{Q}(u)}
\end{aligned}
$$

An alternative comparison density introduced in Parzen (1979), is

$$
\begin{aligned}
& \tilde{d}(u)=f_{0} Q_{0}(u) \tilde{q}(u) \div \tilde{\sigma}_{0}, \\
& \tilde{\sigma}_{0}=\int_{0}^{1} f_{0} Q_{0}(u) \tilde{q}(u) d u, \\
& \tilde{D}(u)=\int_{0}^{u} \tilde{d}(t) d t
\end{aligned}
$$

where $f_{0} Q_{0}(u)$ is a specified density-quatile function.
Parameter estimators can be justified as minimizing information divergence

$$
\begin{aligned}
& I_{1}\left(\tilde{d}_{\theta}\right)=\int_{0}^{1}-\log \tilde{d}_{\theta}(u) d u=I_{1}\left(\tilde{f}_{;} f_{\theta}\right) \\
& I I\left(\tilde{d}_{\theta}\right)=\int_{0}^{1}\left|\log \tilde{d}_{\theta}(u)\right|^{2} d u=I I\left(\tilde{f}_{;} f_{\theta}\right) \\
& I_{\alpha}\left(\tilde{d}_{\theta}\right)=\frac{-1}{I-\alpha} \log \int_{0}^{1}\left\{\tilde{d}_{\theta}(u)\right\}^{1-\alpha} d u \\
& \int_{0}^{1}\left|\tilde{d}_{\theta}(u)-I\right|^{2} d u=\int_{0}^{1}\left|\tilde{d}_{\theta}(u)\right|^{2} d u-1
\end{aligned}
$$

These measure the closeness to 1 of $\tilde{d}_{\theta}(u)$, or the closeness to $D(u)=u$ of $\tilde{D}_{\theta}(u)$. However the final decision about parameter estimators should be based on visual inspection of the graph of $\bar{D}_{0}(u)$.
${ }^{\circ}$
 maximum likelihood estimators with the estimation criterion used to form Gaussian time series parameter estimators:

$$
I_{s p}\left(\tilde{f} ; f_{\theta}\right)=\log \int_{0}^{1} \frac{\tilde{f}(w)}{\tilde{f}_{\theta}(w)} d w .
$$

1 where $\tilde{f}$ and $f_{\theta}$ are spectral densities. It is comparable to

$$
I_{2}\left(\tilde{d}_{\theta}\right)=\log \int_{0}^{1} \frac{\tilde{f} \tilde{Q}(u)}{f_{\theta} \tilde{Q}(u)} d u
$$

7. Statistical inference reduced to density est 1 mation

The quantile approach to statistical data analysis being developed by Parzen [since Parzen (1979)] is based on the proposition that conventional problems of statistical inference concerning (1) a random sample $X_{1}, \ldots . X_{n}$, (2) a bivariate sample $\left(X_{1}, Y_{1}\right), \ldots .\left(X_{n}, Y_{n}\right)$, or (3) two samples $X_{1}, \ldots, X_{m}$ and $Y_{1}, \ldots, Y_{n}$ should be transformed to problems of functional inference, estimating and testing hypotheses about del.sity functions $d(u), d\left(u_{1}, u_{2}\right), \ldots, d\left(u_{1}, \ldots, u_{k}\right)$, on the unit interval $0 \leq u \leq 1$, unit square $0 \leq u_{1}, u_{2} \leq 1$, unit hypercube $0 \leq u_{1}, \ldots, u_{k} \leq 1$. To illustrate how this is done consider the following problems.

Modeling Bivariate Data and Tests for Indpenedence. Let $X$ and $Y$ be continuous random variables with joint density function $f_{X, Y}(x, y)$. The hypothesis, ho: $X$ and $Y$ are independent can be expressed

$$
\text { Ho: } f_{X, Y}(x, y)=f_{X}(x) f_{Y}(y)
$$

or in terms of information divergence
$I\left(f_{X, Y} ; f_{X} f_{Y}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left\{-\log \frac{f_{X}(x) f_{Y}(y)}{f_{X, Y}(x, y)}\right\} f_{X, Y}(x, y) \quad d x d y$
by
Ho: $\quad I\left(f_{X, Y} ; f_{X} f_{Y}\right)=0$.

Define

$$
D\left(u_{1}, u_{2}\right)=F_{X, Y}\left(Q_{X}\left(u_{1}\right), Q_{Y}\left(u_{2}\right)\right)
$$

$$
\begin{aligned}
d\left(u_{1}, u_{2}\right) & =\frac{\partial^{2}}{\partial u_{1} \partial u_{2}} D\left(u_{1}, u_{2}\right) \\
& =\frac{f_{X, Y}\left(Q_{X}\left(u_{1}\right), Q_{Y}\left(u_{2}\right)\right)}{f_{X} Q_{X}\left(u_{1}\right) f_{Y} Q_{Y}\left(u_{2}\right)}
\end{aligned}
$$

We call $d\left(u_{1}, u_{2}\right)$ the quantile dependence density.
The hypothesis Ho can be expressed

$$
\text { Но : } D\left(u_{1}, u_{2}\right)=u_{1} u_{2}, d\left(u_{1}, u_{2}\right)=1
$$

One can verify that

$$
\begin{aligned}
I_{1}\left(f_{X, Y} ; f_{X} f_{Y}\right) & =\int_{0}^{1} \int_{0}^{1}\left\{\log d\left(u_{1}, u_{2}\right)\right\} d\left(u_{1}, u_{2}\right) d u_{1} d u_{2} \\
& =-H_{1}\left(d\left(u_{1}, u_{2}\right)\right)
\end{aligned}
$$

Thus estimating the information divergence between $f_{X, Y}$ and $f_{X} f_{Y}$ is equivalent to estimating the negative of the entropy of $d\left(u_{1}, u_{2}\right)$.

Estimators $\hat{\mathrm{d}}_{\mathrm{m}}(\mathrm{u})$ dependent on a finite number of parameters can be formed from the raw estimator

$$
\tilde{D}\left(u_{1}, u_{2}\right)=\tilde{F}_{X, Y}\left(\tilde{Q}_{X}\left(u_{1}\right), \tilde{Q}_{Y}\left(u_{2}\right)\right)
$$

Modeling likelihood ratios and testing equality of distributions. Let $X$ and $Y$ be continuous random variables. The hypothesis

$$
\text { Ho: } F_{X}(x)=F_{Y}(x) \text {, or } f_{X}(x)=f_{Y}(x)
$$

can be expressed in terms of information divergence

$$
\begin{aligned}
I\left(f_{Y} ; f_{X}\right) & =\int_{-\infty}^{\infty}-\log \frac{f_{X}(x)}{f_{Y}(x)} d F_{Y}(y) \\
& =\int_{0}^{1}-\log d(u) d u \\
& =-\operatorname{Hqd}(d(u))
\end{aligned}
$$

defining the comparison distribution function and comparison density function

$$
D(u)=F_{X} Q_{Y}(u), \quad d(u)=\frac{d}{d u} D(u)=\frac{f_{X}\left(Q_{Y}(u)\right)}{f_{Y}\left(Q_{Y}(u)\right)}
$$

Estimating the information divergence between $f_{Y}$ and $f_{X}$ is equivalent to estimating the negative of the entropy in the quantile-density sense of the comparison density $d(u)$.

## 8. Parametric-select density estimation and Maximum Entropy

## Densities

A density $d(u)=D^{\prime}(u)$ can be approximated in many ways by sequences $d_{m}(u), m=1,2, \ldots$ of functions which converge to $d(u)$. For $m=1,2, \ldots$ let $\hat{d}_{m}(u)$ be an estimator of $d_{m}(u)$; the sequence $\hat{d}_{m}(u)$ then estimates $d(u)$.

If $d_{m}(u)$ corresponds to a standard finite parametric model $d(u)$ for which one could consider testing the hypothesis that $d_{m}(u)$ provides an exact model, we call $d_{m}(u)$ a parametricselect representation, and $\hat{d}_{m}(u)$ a parametric-select estimator,
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to indicate that we are free to select the number of parameters in $d_{m}(u)$ to provide an adequate approximation or representation of $d(u)$.

We call $d_{m}(u)$ a non-parametric representation, and $\hat{d}_{m}(u)$ a non-parametric estimator, if $d_{m}(u)$ does not correspond to a standard firite parameter model which could be interpreted as an exact model.

An important criterion for developing the functional form of exact models for densities is the maximum entropy principles.

A density $f(x),-\infty<x<\infty$, which maximizes entropy $H(f)=\int_{-0}^{\infty}\{-\log f(x)\} f(x) d x$ subject to constraints

$$
\int_{-\infty}^{\infty} T_{j}(x) f(x) d x=\tau_{j}, \quad j=i, \ldots, k
$$

where $T_{1}(x)$ are specified functions (called sufficient statistics) and $\tau_{j}$ are specified moments can be shown to have the representation, called an exponential model,

$$
\log f(x)=\sum_{j=1}^{k} \theta_{j} T_{j}(x)-\Psi\left(\theta_{1}, \ldots, \theta_{k}\right)
$$

where

$$
\Psi\left(\theta_{1}, \ldots, \theta_{k}\right)=1 o_{5} \int_{-\infty}^{\infty} \exp \left\{\sum_{j=1}^{k} \theta_{j} T_{j}(x)\right\} d x
$$

guarantees that $f(x)$ integrates to 1 .
A quantile function $q(u), 0<u<1$, which maximizes entropy
$\operatorname{Hqd}(q)=\int_{0}^{1} \log q(u)$ du subject to the constraints

$$
\frac{\int_{0}^{1} \exp (2 \pi i u v) E_{0} Q_{0}(u) q(u) d u}{\int_{0}^{1} f_{0} Q_{0}(u) q(u) d u}=\rho(v), v=0, \pm 1, \ldots, \pm m
$$

where $f_{0} Q_{0}(u)$ is a specified density quartile function must have the representation, called an autoregressive model,

$$
q(u)=q_{0}(u) \sigma_{u n}^{2}\left|1+\alpha_{m}(1) e^{2 \pi i u_{+}} \ldots+\alpha_{m}(m) e^{2 \pi i u m}\right|^{-2}
$$

9. Exact-Parametric and Parameter-select Estimation of

## Probability density Functions using Exponential Models

Two important exponential models for a dersity $f(x)$, $-\infty<x<\infty$ are the normal density and the gamma density.

The normal jensi'y, denoted Normal ( $\mu, \sigma$ )

$$
\begin{aligned}
i_{H, \sigma}(x) & =\frac{1}{\sigma} \phi\left(\frac{x-\mu}{\sigma}\right) \\
\phi(x) & =\frac{1}{\sqrt{2 \pi}} \exp -\frac{1}{2} x^{2}
\end{aligned}
$$

is exponential with sufficient statistics $T_{1}(x)=x$ and $T_{2}(x)=x^{2}$.

The Gamma density, denoted Gamma $(r, \lambda)$ where $\lambda=1 / 0$,

$$
\begin{aligned}
& f_{r, \sigma}(x)=\frac{1}{\sigma} f_{r}\left(\frac{x}{\sigma}\right), \\
& f_{r}(x)=\frac{1}{\Gamma(r)} \cdot x^{r-1} e^{-x}, \\
&=0
\end{aligned}
$$

$\therefore$ tapuanacial wath sufficient statastics $T_{1}(x)=x$ and $T_{2}(x)$
$=\log x$.
A location scale parameter Gamma density

$$
f_{r, \mu, c}(x)=\frac{1}{\sigma} f_{r}\left(\frac{x-\mu}{\sigma}\right)
$$

is not an exponential model. We can treat it as one by estimating $\mu$ (say, by tne minimum $X_{(1)}$ of the random sample $X_{1}, \ldots, X_{n}$ ), and treating $X_{j}-\hat{\mu}$ as a sample from $f_{r, \sigma}(x)$.

The hypothesis that the data is fit by a normal distribution versus the hypothesis that the data is fit by a Gamma distribution can be tested by forming an over-parametrized exponential model with sufficient statistics

$$
T_{1}(x)=x, \quad T_{2}(x)=x^{2}, \quad T_{3}(x)=x^{3}, \quad T_{4}(x)=\log x
$$

The (order 1) information divergence, or maximum likelihood, estimators $\hat{\theta}_{1}, \hat{\theta}_{2}, \hat{\theta}_{3}, \hat{\theta}_{4}$, which minimize information divergence of order $1 \int_{0}^{1}-\log \bar{d}_{\theta}(u) d u$, may be found for an exponential model by sclving

$$
\hat{\tau}_{j}=E_{\hat{\theta}}\left[T_{j}\right]
$$

where $\tau_{j}=E_{\theta}\left[T_{j}\right]$ is estimated by

$$
\hat{\tau}_{j}=\bar{T}_{j}=\frac{1}{n} \sum_{j=1}^{n} T_{j}\left(X_{(j)}\right)
$$

The bi-information divergence estimators $\begin{array}{llllll}\gamma_{1}, & \check{\theta}_{2}, & \hat{\theta}_{3}, & \hat{\theta}_{4},\end{array}$ which minimize information divergence $\int_{0}^{l}\left|\log \bar{d}_{\theta}(u)\right|^{2} d u$, may be found using least squares regression analysis techniques by minimizing with respect to $\theta_{1}, \ldots, \theta_{k}$ the sum of squares

$$
\begin{aligned}
& \sum_{j=2}^{n-1} \mid \log \tilde{f}\left(x_{(j)}\right)-\left\{\log \tilde{f}\left(x_{j}\right)\right\}^{-} \\
& \quad-\theta_{1}\left(T_{1}\left(X_{(j)}\right)-\bar{T}_{1}\right)-\ldots-\left.\theta_{k}\left(T_{k}\left(X_{(j)}\right)-\bar{T}_{k}\right)\right|^{2}
\end{aligned}
$$

Stepwise regression is used to suggest parsimonious parametrization.
Graphical procedures to determine which parameter values fit best are as follows: estimate $\dot{D}_{0}\left(\frac{j}{n+1}\right), j=2, \ldots, n-1$, by adding

$$
\tilde{\mathrm{d}}_{\theta}\left(\frac{j}{\mathrm{j}+\mathrm{I}}\right)=\mathrm{f}_{\theta}\left(\mathrm{X}_{(\mathrm{j})}\right) \div \tilde{f}\left(X_{(j)}\right)
$$

and normalizing the sum to go from 0 to 1 . One inspects its graph to see how it deviates from $D(u)=u$.
10. Case studies of bi-information density estimation

The density estimators corresponding to the bi-information parameter estimates of the normal, gamma, and four-parameter exponential models are presented for four simulated random samples:

1) Exponential or Gamma ( $r=1, \sigma=1$ )
2) Gamma ( $r=10, \sigma=1$ )
3) Normai $(\mu=0, \sigma=1 ;$,
4) Contaminated normal: $100 \mathrm{~N}(0,1), 5 \mathrm{~N}(10,1)$

In addition density estimators, using bi-information parameters, are presented for the data set of Buffalo snowfall. Bi-information select regression estimation of the parameters of a 4-paramential exponential model with sufficient statistics $x, x^{2}, x^{3}$, and $\log x$ leads to the conclusion that Buffalo snowfall obeys a Gamma distribution. It is equally well fit by a normal distribution whose parameters are estimated by minimizing bi-information rather than order 1 information. The hypothesis that Buffalo snowfall is normal seems to be acceptable, but one can question whether the maximum likelihood estimators (sample mean and variance) orovide the best-fitting normal distribution for Buffalo snowfall.

As in Parzen (1979), we reject a trimodal shape probability density estimate for Buffalo snowfall, which has been found by several non-parametric density estimation techniques; including Tapia and Thompson (1978).
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## Abstract

This paper discusses the strong consistency, asymptotic normality, and asymptotic efficiency of maximum likelihood estmates of the parameters in a finite mixture of multivariate distributions, as well as the asymptotic theory of some hypothesis tests for such mixtures.
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## 1. Introduction

The use of multivariate mixture analysis techniques for unsupervised classification of large amounts of data has been feasible at least since it was proposed and implemented by J.H. Wolfe in 1970, i34]. Prior to that time estimation of parameters in a finite mixture of unknown component distributions had largely been confined to mixtures of a small number of univariate distributions, primarily because of the numerical difficulties and computational requirements of parameter estimation in larger mixture models. A variety of estimators for mixture parameters has been suggested, including moment estimators (Pearson [22] and Rao [26]), graphical methods (Blishke [4] Bhattaracharya [3], Cassie [6] and Harding [15]) and least squares and min: ch: squares escmators. However, recent attention has ry, "'aen focired on maxrum like?ihood estimation (Day [ 9], Hasse'ildd [17], Dack [10], Peters and Coberly [24!, and Peters and halker [25].) and on nonparametric methods (Hurray and Titterington [21], and Hall [14 ]).

As shown in the next section the likelihnid equations for mixture parameters are not explicitly :n.: iole and require the use of iterative methods of solution. Because there ma, be multiple roots of the likelihood equations, one is concerned that the iterative method chosen converge to the "right" solution, i.e., a consistent solution if one exists. This issue is discussed by Kale [20], and also by Peters and Walker 125 J. For mixtures with a known number of components, the asymptotic theory is established rather easily using appropriate generalizations of the combined
results of Cramer and Huzurbazar in the single parameter case [8], [19]. For mixtures with an unknown number of components the problem is more difficult and, in particular, the large sample theory of tests for hypotheses about the number of components has not been worked out satisfactorily. These issues will be discussed in more detail in Section 4

The use of multivariate mixture methods in the analysis of remotely sensed data is, for the most part, as an alternative to clustering. Used in this fashion, the method is superior to most clustering methods in ease of implementation (with certain reservations) and in economy of output - it tells the investigator only the most important facts about the data distribution. Thus, the usefulness of mixture density estimation in this mode depends solely on the reality of some prior classification of the data into subpopulations accurately described by the given parametric family of component distributions. However, there is a growing tendency to use large sample considerations, with samples drawn from a multivariate mixture density, as a städuard for judging clustering methods [11]. By this standard then, provided the expected consistency, nomality, and efficiency properties hold, the maximum llkelihood estimate of mixture parameters is the ideal atternative to clustering.
2. The Basic Likelihood Functions.

Let $X$ be a random n-vector which is distributed according to a finite mixture density of the form

$$
\begin{equation*}
f(x \mid \alpha, \theta)=\sum_{i=1}^{m} \alpha_{i} f_{i}\left(x\left|\theta_{i}\right\rangle\right. \tag{2.1}
\end{equation*}
$$

where the mixing proportions $\alpha_{i}>0$ are unknown parameters satisfying

$$
\begin{equation*}
\sum_{i=1}^{m} \alpha_{i}=1 \tag{2.2}
\end{equation*}
$$

and the $f_{i}\left(x \mid \theta_{i}\right)$ are distinct members of parametric families $\left\{f_{i}\left(x \mid \theta_{i}\right) \mid \theta_{i} \in \theta_{i}\right\}$ of density functions. For the remainder of this section, we assume that $m$, the number of components in the mixture, is known, and that the densities $f_{i}\left(x \mid \theta_{i}\right)$ come from exponential families

$$
\begin{equation*}
f_{i}\left(x \mid \theta_{i}\right)=c_{i}\left(\theta_{i}\right) h_{i}(x) \exp \left[q_{i}\left(\theta_{i}\right) \cdot T_{i}(x)\right] \tag{2.3}
\end{equation*}
$$

where $\theta_{\mathbf{i}}=E_{\theta_{\mathbf{i}}}\left[T_{\mathbf{i}}(X)\right]$ is the mean value parametrization and $\theta_{\mathbf{i}} \in \mathrm{C}_{\mathbf{i}}$ an open subset of $\mathbb{R}^{n_{i}},[2]$. Our aim is to investigate the consistency of roots of likelihood equations for the parameters $(\alpha, \theta)$, where $\alpha=\left(\alpha_{1}, \ldots, \alpha_{m}\right)$ and $0=\left(\theta_{1}, \ldots, \theta_{m}\right) \subset \theta_{1} \times \ldots \times 0_{m}$, for various types of samples. Mixture densities arise most naturally when it is known that $X$ comes from one of $m$ populations $P_{1}, \ldots, P_{m}$ and that the density of $X$ gown that it comes from $P_{i}$ is of the form $f_{i}\left(x \mid \theta_{i}\right)$. If $\pi \in\{1, \ldots, m\}$ is the associated random variable which designates the population of origin, then $\alpha_{\mathfrak{i}}=\operatorname{Prob}[\mathrm{II}=\mathrm{i}]$. The r.v. If is usually unobserved.

Independent unlabelled samples: $\left(x_{1}, \pi_{1}\right), \ldots,\left(x_{n i}, \pi_{n}\right)$ are independent and identically distributed according to (2.1) and the $\eta_{i}$ are unknown. The corresponding log likelihood functions is

$$
\begin{equation*}
L_{1}(\alpha, \theta)-\sum_{J=1}^{n} \log f\left(x_{J} \mid \alpha, 0\right) \tag{2.3}
\end{equation*}
$$

$$
c-2
$$

Partially labelled samples: Here we consider two sample types, both introduced by Hosmer [18], and studied in detail by him and Walker [331; see also Redner 129$].$

Type 1 - Fixed numbers $M_{1}, \ldots, M_{m}$ of samples are taken independently of one another trom each of the component populations $P_{1}, \ldots, P_{m}$. Let $\left\{X_{i j}\right\}_{i=1}^{M_{i}}$ be the sampie from $P_{i}$. In addition a random sample $X_{1}, \ldots, X_{n}$ is taken from the mixture (2.1). The log likelihood is

$$
\begin{equation*}
L_{2}(\alpha, \theta)=\sum_{i=1}^{m} \sum_{j=1}^{M_{i}} \log f_{i}\left(x_{i j} \mid \theta_{i}\right)+L_{1}(\alpha, \theta) \tag{2.4}
\end{equation*}
$$

Type 2 - After a random sample $X_{1}, \ldots, X_{N+M}$ of size $N+M$ is taken from (2.1), the originating populations of $X_{N+1}, \ldots, X_{N+M}$ are determined (with no error) and it is found that $M_{i}$ of $X_{N+1} \ldots, X_{M}$ come from $P_{i}, i=1, \ldots, m$. The log likelihood is

$$
\begin{equation*}
L_{3}(\alpha, 0)=\log \frac{M!}{M_{1}!\cdots M_{n}!} \alpha_{1}^{M_{1}} \ldots \alpha_{n}^{M_{m}}+L_{2}(\alpha, 0) \tag{2.5}
\end{equation*}
$$

In this expression $L_{2}(a, 0)$ has the same form as in (2.4), although $M_{1}, \ldots, M_{m}$ are random.

Samples in blocks: For making inferences about the agricultural makeup of ground areas from satellite data, certain procedures have been designed which automatically delineate sets of geographically contiguous measurements which come from the same population (Bryant, [ 5 ]). Thus, the data is obtained in blocks $X_{j}=x_{j 1}, \ldots, x_{j N_{j}}, j=1, \ldots, p$, where the corresponding $\Pi_{j k}$ have a common value $\Pi_{j}$. Various kinds of dependence can be assumed within each block leading to different likelihood functions of the form

$$
\begin{equation*}
L_{4}(\alpha, \theta)=\sum_{j=1}^{p} \log \sum_{i=1}^{m} \alpha_{i} f_{i j}\left(x_{j} \mid \theta_{i}\right), \tag{2.6}
\end{equation*}
$$

where $f_{i j}\left(X_{j} \mid \theta_{i}\right)$ is the joint density of $X_{j 1}, \ldots, x_{j N_{j}}$ given that $\Pi_{j}=i$. In deriving (2.6) it is assumed that the size of the block $N_{j}$ is independent of $\pi_{j}$, which may require careful stratification of blocks by size. Finally, we remark that, in applications, samples of each type are frequently degraded by missing components in the data vectors. In this case, a likelihood function like (2.6) is appropriate provided the pattern of missing components is independent of both the population of origin and the full data vector. The $X_{j}$ in (2.6) become the vectors of observed components. Note that not all of the scalar components of $\theta_{i}$ are necessarily identifiable in the density $f_{i j}\left(x_{j} \mid \theta_{i}\right)$.

The simplest model (2.3) well illustrates the complications of maximum likelihood estimation. After introducing the appropriate Lagrange mulitpliers and setting the derivatives of $L_{2}(\alpha, \theta)$ equal, to zero, the following likelihood equations are obtained (see Hasselblad [171 and Redner [29]).

$$
\begin{gather*}
\alpha_{i}=\frac{1}{N} \sum_{j=1}^{N} \frac{\alpha_{i} f_{1}\left(x_{j} \mid \theta_{i}\right)}{f\left(x_{j} \mid \alpha, \theta\right)}  \tag{2.7}\\
0_{i}=\sum_{j=1}^{N} \frac{f_{i}\left(x_{j} \mid \theta_{j}\right)}{f\left(x_{j} \mid \alpha, \theta\right)} T_{i}\left(x_{j}\right) / \sum_{j=1}^{N} \frac{f_{i}\left(x_{j} \mid \theta_{i}\right)}{f\left(x_{j} \mid \alpha, \theta\right)} . \tag{2.8}
\end{gather*}
$$

In addition to the implicitness of the likelihood equation a further difficulty is that the likelihood function may actually be unbounded. For example, if the $f\left(x \mid \theta_{1}\right)$ in (2.3) are multivariate normal, one of the means is set equal to a sample value, and the corresponding covariance
matrix tends toward singularity, then $L_{1}$ tends to infinity (Duda and Hart [12]). Redner [29] shows that $L_{1}$ has a global maximum if a penalty term $-\lambda \sum_{i=1}^{m}\left\|\Sigma_{i}^{-1}\right\|^{\ell}$ is added, where $\lambda, \ell>0$ and $\left\|\Sigma_{i}^{-1}\right\|$ is a norm of the inverse of the $i^{\text {th }}$ covariance matrix. For partially labelled samples the likelihood function is bounded provided that each multivariate normal population is adequately represented in the labelled portion of the sample.
3. Asymptotic properties of the mle when $m$ is known.

Let $X_{1}, \ldots, x_{N}$ be independent random variables with densities $f_{i}\left(x_{\mathbf{i}} \mid \theta^{0}\right), \theta^{0} \in \theta$, an open subset of $\mathbb{R}^{n}$. When we say that there is a strongly consistent maximum likelihood estimator we mean that given a small enough neighborhood $U$ of the true parameter $0^{0}$ the probability is one that there is an interger $N_{1}$ such that for $N \geq N_{1}$ there is a unique solution $\tilde{\theta}_{N}$ of $\frac{\partial L_{N}(\theta)}{\partial \theta}$ in $U$ and that $\tilde{\theta}_{N}$ locally maximize $L_{N}(\theta)$, where

$$
\begin{equation*}
L_{N}(\theta)=\sum_{j=1}^{N} \log f_{j}\left(X_{j} \mid \theta\right) . \tag{3.1}
\end{equation*}
$$

The estimator $\tilde{\theta}_{N}$ is asymptotically nomal and efficient if $C_{N}^{-\frac{1}{2}}\left(\tilde{\theta}_{N}-\theta^{0}\right)$ converges in distribution to $N(0,1)$, where $C_{N}$ is the Cramer-Rao lower bound

$$
\begin{equation*}
C_{N}^{-1}=-E_{\theta} 0^{\left[\frac{\partial^{2} L_{N}(\theta)}{\partial \theta^{2}} \cdot{ }_{\theta=\theta} 0\right.} \tag{3.2}
\end{equation*}
$$

Under the regularity conditions to be assumed this is

$$
\begin{equation*}
C_{N}^{-1}=\sum_{j=1}^{N} E_{0}\left[\frac{\partial \log f_{j}\left(x_{j} \mid \theta\right)}{\partial \theta} \frac{\partial \log f_{j}\left(x_{j} \mid \theta\right)^{\top}}{\partial \theta}\right]_{\theta=0} 0 . \tag{3.3}
\end{equation*}
$$

We observe that for all the sample types considered in the previous section, there are only a finite number of distinct densitites $f_{j}\left(X_{j} \mid 0\right)$ to be considered, whether the data has missing components or not (in sampling by blocks, the block sizes are bounded.) In each instance, a straightforward modification of the following theorem and its proof suffices to establish the required asymptotic properties of the model.

Theorem 1. Let $\left\{g_{j}\left(y_{j} \mid \theta\right) \mid 1 \leq j \leq p ; \theta \in \theta\right\}$ be a finite set of parametric families of density functions with the same parameter set 0 , an open subset of $\mathbb{R}^{n}$. Let $x_{1}, x_{2}, \ldots$ be independent random variables with densities $f_{1}\left(x_{1} \mid \theta^{0}\right), f_{2}\left(x_{2} \mid \theta^{0}\right)$ where each $f_{j}\left(x_{j} \mid 0^{0}\right)$ is one of $\left\{g_{j}\left(y_{i}\left(\theta^{0}\right)\right\}_{j=1}^{p}\right.$. Suppose each $g(y \mid \theta) \in\left\{g_{j}(y \mid \theta)\right\}_{j=1}^{p}$ satisfies the condition.
a. there is a neighbcrhood $U$ of $\theta^{0}$ such that for all

$$
\begin{aligned}
& \theta \in U \text { and almost all y }\left\|\frac{\partial g(y \mid \theta)}{\partial \theta}\right\| \leq h_{1}(y), \\
& \left\|\frac{\partial^{2} g(y \mid \theta)}{\partial \theta^{2}}\right\| \leq h_{2}(y) \text { and }\left\|\frac{\partial^{3} \log g(y \mid \theta)}{\partial \theta^{3}}\right\| \leq h_{3}(y), \\
& \text { where } h_{1} \text { and } h_{2} \text { are integrable and } \int h_{3}(y) g\left(y \mid 0^{0}\right) d y<\infty .
\end{aligned}
$$

Suppose that there is a positive number $\epsilon$ such that
b. $\frac{1}{n} C_{N}^{-1}=\frac{1}{N} \sum_{j=1}^{N} E_{\theta^{0}}\left[\frac{\partial \log f_{j}\left(X_{j} \mid \theta\right)}{\partial \theta} \frac{\partial \log f_{j}\left(X_{j} \mid \theta\right)^{\top}}{\partial \theta}\right]_{0=\theta^{0}}$
$z \in I$ for sufficiently large N.
Then there isa strongly consistent solution $\tilde{\theta}_{N}$ of the likelihood equation

$$
0=\frac{\partial}{\partial \theta} \sum_{j=1}^{N} \log f_{j}\left(x_{j} \mid \theta\right) .
$$

Furthermore, $\tilde{\theta}_{N}$ is asymptotically normal, $\tilde{\theta}_{N} \sim N\left(\theta^{0}, C_{N}\right)$, and efficient.

Condition (a) and (b) are very similar to those of Chanda [7], who generalized to the multiparameter case the theorems of Cramer [8] and Huzurbazar [19]. For a proof of theorem 1 see Foutz [13], Peters and Walker [25], and Peters [23].

Returning to the mixture density likelihood functions of the previous section with component densities $f_{i}\left(x \mid \theta_{i}\right)=c\left(\theta_{i}\right) h_{i}(x) \exp \left[q_{i}\left(\theta_{i}\right) \cdot T_{i}(x)\right]$ assume that each pattern of missing components in $X$ manifests itself in a certain pattern of missing components in $T_{i}(X)$ (as in the multivariate normal distribution). For a sample of size $k$, let $\phi(i, j, k)$ denote the relative frequency with which the $j^{\text {th }}$ component of $T_{j}(x)$ is observed.

The next theorem is stated for fully observed data vectors; lowever, it remains valid for data with missing components provided that for each $i$ and $j \frac{\lim _{k \rightarrow \infty}}{} \phi(i, j, k)>0$ for any sample of size $k$ tending to infinity (see Peters [23] and Redner [29]).

Theorem 2. Suppose the functions $\left\{\exp \left[q_{i}\left(\theta_{i}\right) \cdot T_{i}(x)\right]\right\}_{i=1}^{m}$ together with the component functions of $\left\{T_{i}(x) \exp \left[q_{i}\left(\theta_{i}\right) \cdot T_{i}(x)\right]\right\}_{i=1}^{m}$ are all linearly independent. Then there is a consistent, asymptotically normal and efficient mle of $\left(\alpha^{0}, \theta^{0}\right)$ for $L_{1}(\alpha, \theta)$ as $N \rightarrow \infty$, for $L_{2}(\alpha, \theta)$ as $N \rightarrow \infty$ and each $\frac{M_{i}}{N}$ remains bounded, and for $L_{3}(\alpha, \theta)$ as $M+N \rightarrow \infty$. 4. Mixtures with an unknown number of classes.

If the number $m$ of classes in the mixture density is among the parameters to be estmated, then the results of the preceding section no longer
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apply. It is easy to see that the likelihood function $L_{1}(\alpha, \theta)$ can be made arbitrarily large if $m$ is taken to be the sample size. For partially identified samples leading to $L_{3}(\alpha, 0)$ the number of classes is eventually determined as $N$ (the number of identified samples) tends to $a$; however, because of the expense of labelling samples, one would like to be able to include $m$ as a parameter in $L_{1}(\alpha, \theta)$. An approach which has had some success in applications is the quasi-Bayesian approach used by Rassbach [27], which will not be discussed here, although it has some similarities to the use of the Akaike information criterion proposed by Redner and Coberly [30].

Suppose

$$
\begin{equation*}
f(x \mid \alpha, m, \psi)=\sum_{i=1}^{m} \alpha_{i} f_{i}\left(x \mid \theta_{i}\right) \tag{4.1}
\end{equation*}
$$

is a mixture density family with parameters $\alpha, m$ and $\psi=\left(\theta_{1}, \ldots, \theta_{m}\right)$ satisfying

$$
\begin{gather*}
1 \leq m \leq \bar{m}  \tag{4.2}\\
\sum_{i=1}^{m} \alpha_{i}=1 ; \alpha_{i} \geq 0 \\
\theta_{i} \in 0,
\end{gather*}
$$

a compact subset of $\mathbb{R}^{n}$. Since the parameter space is compact we could consider global maxima of the likelihood, except that unfortunately the parameters are no longer identifiable, even locally. This is a consequence of the particular compact parametrization chosen and not of any inherent non-identifiability of finite mixtures (Teicher [31) and Yakowitz [35]). Redner adapted Wald's consistency theorem (Wald (321) to show that if $f$

(i) $\int \log f \star(x, \theta, r) f\left(x \mid \theta^{\prime}\right) d x<\infty$ for sufficiently small $r=r\left(\theta, \theta^{\prime}\right)$, where $f^{\star}(x, \theta, r)=\max \left\{1, \sup _{\bar{\theta} \in N_{r}(\theta)} f(x \mid \bar{\theta})\right\}$
(ii) for each $\theta$ there is a null set $S_{\theta}$ such that for all

$$
x \notin S_{\theta^{\prime}}, \quad \lim _{\theta^{\prime} \rightarrow \theta} f\left(x \mid \theta^{\prime}\right)=f(x \mid 0)
$$

and
(iii) $\int\left|\log f\left(x \mid \theta^{\prime}\right)\right| f(x \mid \theta) d x<\infty$ for all $\theta, \theta^{\prime}$.

Then the qlobal mle $\left(\tilde{\alpha}_{n}, m, \tilde{\psi}_{n}\right)$ is a strongly consistent estimator of $\left(\alpha^{0}, m, \psi^{0}\right)$. In particular, with probability one the number of nonzero components of $\hat{\alpha}_{n}$ is eventually the correct number and for the exponential families $\{f(x \mid \theta)\}$ discussed in the Section $3,\left(\tilde{\alpha}_{n}, \tilde{\Psi}_{n}\right)$ is asymptotically normal and efficient.

Wolfe [34]suggested a hypothesis testing approach to determining $m$, where the null hypothesis is that the mixture has $m$ components against the alternative of $m+1$ components. Specifically, let $X_{1}, \ldots X_{n}$, be a sample from $f(x)$ where

$$
\begin{aligned}
& H_{0}: f(x)=\sum_{i=1}^{m} \alpha_{i} f_{i}\left(x \mid \theta_{i}\right) \\
& \alpha_{i}>0, \sum_{i=1}^{m} \alpha_{i}=1 \\
& \theta_{1}, \ldots, \theta_{m} \text { are distinct elements of } \theta
\end{aligned}
$$

and

$$
\begin{aligned}
H_{1}: & f(x)=\sum_{i=1}^{m} \alpha_{i} f_{1}\left(x \mid 0_{1}\right) \\
& \alpha_{i} \geqslant 0 \sum_{i=1}^{m}+1 \\
& \alpha_{i}=1 \\
& \theta_{1}, \ldots, \theta_{m}+1 \text { are distinct elements of } 0
\end{aligned}
$$

are the null and alternative hypothesis and $\theta$ is an open subset of $\mathbb{R}^{n}$. Let $f_{m}^{N}$ and $f_{m}^{N}+1$ be consistent mle's of $f$ under $H_{0}$ and $H_{1}$ respectively. Wolfe bases his test on the assumption that under $H_{0}$ the likelihood ratio statistic

$$
\lambda_{N}=2 \sum_{j=1}^{N} \log f_{m+1}^{N}\left(x_{j}\right)-2 \sum_{j=1}^{N} \log f_{m}^{N}\left(x_{j}\right)
$$

has an asymptotic $\chi^{2}$ distribution with d.f. $=n+1$ as $N+\infty$. Unfortunately, this does not always seem to hold (Hartigan, (i61). Hartigan suggests that $\lambda_{N}$ is stochastically smaller than $x_{n+1}^{2}$, which would be a true, since then an upper bound at least for the size of the $x^{2}$ test would be known. Apparently, the m-class model cannot be embedded in the $m+1$ class model regulariy enough so that the classical asymptotic theory is valid.

Finally, Redner and Coberly [30] have suggested using the Akalke information criterion to estimate the number of components in the model, whereby $m, \alpha_{1}, \ldots, \alpha_{m} \geq 0$ and $\theta_{1}, \ldots, \theta_{m} \in \theta$ are chosen to maximize

$$
\begin{equation*}
A I C_{m}=\hat{L}_{m}-k_{m} \tag{4.4}
\end{equation*}
$$

where $\hat{L}_{m}$ is the maximum $\log$ likelinood for the m-class model

$$
\begin{equation*}
\hat{L}_{m}=\max _{f \in F_{m}} \sum_{j=1}^{N} \log f\left(x_{j}\right)=\sum_{j=1}^{N} \log f_{m}^{N}\left(x_{j}\right) \tag{4.5}
\end{equation*}
$$

and $k_{m}$ is the number of free parameters, namely

$$
\begin{equation*}
k_{m}=m n+m-1 \tag{4.6}
\end{equation*}
$$

If $m$ is the true number of components and $f_{m}^{\dot{N}}, f_{m}^{N}+1$ are consistent mle's, and if the likelihood ratio statistic has a $x_{n}^{2}+1$ distirbution, then $E\left[A I C_{m}+1-A I C_{m}\right]=-\frac{n+1}{2}$ asymptotically. The use of the Akaike criterion then is subject to the same reservations as the use of the $\chi^{2}$-test, although there is no question of its utility in providing as adequate and economical description of a given data distribution.
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## Summary

The statistical properties of a cubic smoothing spline and its derivative are analyzed. It is shown that unless unnatural boundary conditions hold, the integrated squared bias is dominated by local effects near the boundary. Similar effects are shown to occur in the regularized solution of a translationkernel integral equation. These results are derived by developing a Fourier representation for a smoothing spline.

## 1. Introduction and Sumary

We consider statistical properties of smoothing splines and related procedures. Given $x_{1}=f\left(t_{1}\right)+\varepsilon_{1}, 1=1, \ldots, n$ where $g$ is an unknown smooth function and the $\varepsilon_{i}$ are random errors, a cubic smoothing spline $g(t ; \lambda)$ is the function which minimizes

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n}\left[x_{i}-g\left(t_{i}\right)\right]^{2}+\lambda \int\left(g^{\mu}(t)\right)^{2} d t \tag{1.1}
\end{equation*}
$$

Smoothing splines were proposed by Whittakfr (1923), Schoenberg (1964), and Reinsch (1967). Some analysis of their statistical properties in the case that $g$ and $f$ are periodic appears in Wahba (1975) and Rice and Rosenblatt (1981). The method of cross validation for choosing the smoothing parameter $\lambda$ from the data has been discussed in Craven and Wahba (1979).

Smoothing splines may be viewed in a larger context. Given $x_{i}=$ (Af) $\left(t_{i}\right)+\varepsilon_{i}$ where $A$ is a linear operator, a "regularized" estimate of $f$ is the function 8 which minimizes

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n}\left[x_{1}-(A g)\left(t_{i}\right)\right]^{2}+\lambda \int\left(g^{\sim}(t)\right)^{2} d t \tag{1.2}
\end{equation*}
$$

Frequently Af is of the form

$$
\begin{equation*}
(A f)(t)=\int k(t, s) f(s) d s \tag{1.3}
\end{equation*}
$$

Many examples of this type may be found in Tikhonov and Arsenin (1977). The method of regularization is used to control the instability that would arise if one tried to invert $A$ or $A^{*} A$. The regularized solutions have a formal resemblance io ridge-regression estimates; in both cases the variance
of the estimate is reduced at the cost of increasing bias. Although there is a large literature on this topic, there has been relatively little analysis of the statistical properties of the solutions.

In this paper we examine two cases of (1.3), numerical differentiation

$$
\begin{equation*}
(A f)(t)=\int_{0}^{t} f(u) d u \tag{1.4}
\end{equation*}
$$

and deconvolution,

$$
\begin{equation*}
(A f)(t)=\int_{0}^{1} w(t-s) f(s) d s \tag{1.5}
\end{equation*}
$$

We next summarize and discuss our main results. Derivations and some further results are contained in later sections. We first deal with a cubic smoothing spline.

Consider observations

$$
x_{k}=f(k / n)+\varepsilon_{k^{\prime}} \quad k=0,1, \ldots, n
$$

with $f$ continuously differentiable, $f^{\infty} \in L^{2}$ and the $\varepsilon_{k}$ randon variables with

$$
\begin{aligned}
E \varepsilon_{k} & \equiv 0 \\
E \varepsilon_{k} \varepsilon_{j} & =\delta_{k, j} \sigma^{2}, \quad \sigma^{2}>0
\end{aligned}
$$

We wish to determine a continuously differentiable function $g=g(t ; \lambda, n)$ with $g^{\sim} \in L^{2}$ that minimizes

$$
\begin{equation*}
\frac{1}{n}\left\{\frac{1}{4}\left(x_{0}+x_{n}-g(0)-g(1)\right)^{2}+\sum_{k=1}^{n-1}\left(x_{k}-g(k / n)\right)^{2}\right\} \tag{1.6}
\end{equation*}
$$

$$
+\lambda \int_{0}^{1}\left(g^{\sim}(t)\right)^{2} d t
$$

Here $\lambda=\lambda(n)>0$ and the object is to deteraine $\lambda(n)$ as a function of n so that

$$
\int_{0}^{1} E[g(t)-f(t)]^{2} d t
$$

tends to zero as $n \rightarrow \infty$ at a rapid rate. The term

$$
\frac{1}{2}\left(x_{0}+x_{n}\right)-\frac{1}{2}(g(0)+g(1))
$$

appears in (1.6) because one wishes to allow for the possibility that $f(0) \neq f(1)$ and in that case the Fourier series of $f(t)$ will converge to $\frac{1}{2}(f(0)+f(1))$ at $t=0,1$.

Theorem 1. Let $\mathrm{f} \in \mathrm{C}^{2}$. If $\lambda^{3}(\mathrm{n}) \mathrm{n}^{8} \rightarrow \infty, \lambda(\mathrm{n}) \rightarrow 0$ as $\mathrm{n} \rightarrow \infty$ then

$$
\int \sigma^{2}[g(t)] d t \cong \frac{\sigma^{2} \lambda^{-1 / 4}}{n} 3 \cdot 2^{-7 / 2}
$$

Theorem 2. Let $\mathrm{f} \in \mathrm{c}^{4}$. Assume that $\lambda^{3}(\mathrm{n})^{8}{ }^{8} \rightarrow \infty, \lambda(n) \rightarrow 0$ as $n+\infty$. Then if $\mathrm{f}^{(2)}(0)$ or $\mathrm{f}^{(2)}(1) \neq 0$

$$
\int[E g(t)-f(t)]^{2} d t \cong\left\{\left(f^{(2)}(0)\right)^{2}+\left(f^{(2)}(1)\right)^{2}\right\} \lambda^{5 / 4} 2^{-3 / 2}
$$

while if $\mathrm{f}^{(2)}(0)=\mathrm{f}^{(2)}(1)=0$ but $\mathrm{f}^{(3)}(0) \neq 0$ or $\mathrm{f}^{(3)}(1) \neq 0$ we have

$$
\begin{array}{r}
\int[E g(t)-f(t)]^{2} d t \cong\left\{\left(f^{(3)}(0)\right)^{2}+\left(f^{(3)}(1)\right)^{2}\right\} \\
\lambda^{7 / 4} 3 \cdot 2^{-3 / 2}
\end{array}
$$

A common reason for nonparametric data smoothing is to calculate an extimate of the derivative of $n$ function. Schemes for numerically differentiating noisy data that are closely related to the derivative of a smoothing spline have been proposed in Cullum (1971) and Anderssen and Bloomfield (1974). The properties of the derivative of a smoothing spline follow fairly directly from the properties of the smoothing spline itself.

Theorem 3. If $£ \in C^{2}$ and if $\lambda n^{5} \rightarrow \infty$ as $n \rightarrow \infty$ and $\lambda \rightarrow 0, \quad$ then

$$
\int_{0}^{1} 2\left(g^{-}(t)\right) d t=\frac{\sigma^{2}}{n} \lambda^{-3 / 4} \cdot 2^{-7 / 2}+o\left(n^{-1} \lambda^{-3 / 2}\right)
$$

Theorem 4. Assume that $\mathrm{f} \in \mathrm{C}^{4}$, and that $\lambda \mathrm{n}^{5} \rightarrow \infty$. Then if
$\mathrm{f}^{(2)}(0) \neq 0$ or $\mathrm{f}^{(2)} \neq 0$


If $f^{(2)}(0)=f^{(2)}(1)=0$, but $f^{(3)}(0)$ or $f^{(3)}(1) \neq 0$ then

$$
\int_{0}^{1}\left[E g^{-}(t)-f^{\prime}(t)\right]^{2} d t \cong\left[\left(f^{(3)}(0)\right)^{2}+\left(f^{(3)}(1)\right)^{2}\right] \lambda^{5 / 4} \cdot 3 \cdot 2^{-3 / 2}
$$

Comparing these results to Theorems 1 and 2 we see that the variance and integrated squared bias of the derivative are a factor of $\lambda^{-1 / 2}$ larger than the variance and integrate square bias of the function itself.

These results are not unexpected. The swoothing spline is a "natural" spline and satisfies the two arbitrary end conditions $f^{\sim}(0)=f^{\sim}(1)=0$. In the context of pure interpolation the use of a natural spline is usually not recommended since the error near the ends is of order $h^{2}$ where $h$ is the mesh size whereas other methods can produce an error uniformly of order $h^{4}$, if $f \in C^{4}$, de Boor (1978), Powell (1981). Simflarly, it can be shown that the boundary effect dominates the integrated squared error, Rosenblatt (1976). In the nonstochastic framework methods of estimating the boundary constraints have been proposed in these references and it would appear plausiole that a similar approach might work in the stochastic case.

Natural splines in the nonstochastic setting and smoothing splines in the stochastic setting are the optimal solutions of certain minimax problems, Powell (1981) and Speckman (1981). It appears that flexibility is lost by guarding against worst cases.

Sroothing splines have also been proposed in the case of spectral density estimation (see Cogburn and Davis (1974) and Wahba (1980)). Boundary effecte similar to those studied here occur in the case of periodic smoothing splines unless the function is smoothly periodic (see Rice and Rosenblatt (1980)).

The aliasing in the case of spectral analysis of discretely sampled data implies that boundary behavior will not be smooth in this context.

In the deconvolution problem we consider observations

$$
x_{k}=F(k / n)+\varepsilon_{k}, \quad k=0, \ldots, n
$$

where $F(k / n)=\int_{0}^{1} w(k / n-u) f(u) d u$, with $f^{\sim} \in L^{2}$ and the $\varepsilon_{k}$ uncorrelated random variables with mean 0 and variance $\sigma^{2}$. The regularized approximation to $f$ is the function $g$ that minimizes

$$
\begin{align*}
\frac{1}{4 n}\left(x_{0}+x_{n}-G(0)-G(1)\right)^{2} & +\frac{1}{n} \sum_{k=1}^{n-1}\left(x_{k}-G(k / n)\right)^{2} \\
& +\lambda \int_{0}^{1}\left(g^{\sim}(t)\right)^{2} d t \tag{1.7}
\end{align*}
$$

Here $G(k / n)=\int_{0}^{1} w(k / n-u) 9(u) d u$. The kernel of the integral equation, $w$, is the periodic extension of a function defined on $[0,1]$, and it is assumed that $w \in L^{2}$. We assume that the Fourier coefficients $w_{k}$ of $w$ are nonzero for all $k$.

The constants that occur in the asymptotic expressions for the components of the integrated mean square error depend on the exact form of $w$, but the rates of decrease depend only on the rate of decrease of the Fourier coefficients $w_{k}$ of $w$. Paralleling Theorems 1 and 2 we have

Theorem 5. Let $f \in C^{2}$ and suppose that $\left|w_{k}\right|^{2} \sim k^{-2 B}, B>0$. If $\lambda n^{2 \beta+3} \rightarrow \infty$

$$
\begin{aligned}
& \text { I. } \\
& \text { If } f^{(k)}(0)=f^{(k)}(1), k=2,3 \text { then } \\
& \int[F g(t)-f(t)]^{2} d t \sim \lambda^{8 /(2 \beta+4)} . \\
& \int \sigma^{2}[g(t)] d t \sim n^{-1} \lambda^{-(2 \beta+1) /(2 \beta+4)} . \\
& \text { Theorem 6. Let } f \in C^{4} \text { and suppose that }\left|w_{k}\right|^{2} \sim k^{-2 \beta}, B>0 \text { and } \lambda n^{2 \beta+3} \rightarrow \infty \\
& \text { as } n \rightarrow \infty \text {. Then if } f^{\sim}(0) \text { or } f^{\sim}(1) \neq 0 \\
& \int[E g(t)-f(t)]^{2} d t \sim \lambda^{5 /(2 \beta+4)} . \\
& \text { If } \mathrm{f}^{\sim}(0)=\mathrm{f}^{\sim}(1)=0 \text { but } \mathrm{f}^{(3)}(0) \text { or } \mathrm{f}^{(3)}(1) \neq 0 \text {, then } \\
& \int[E g(t)-f(t)]^{2} d t \sim \lambda^{7 /(2 B+4)} . \\
& \text { Analytic expressions for the approximate local bias are not available, } \\
& \text { but the qualitative behavior is similar to that of a smoothing spline. } \\
& \text { Note that if } w \text { is very smooth, } \beta \text { is large, and the integrated } \\
& \text { mean square error will tend to zero relatively slowly. }
\end{aligned}
$$

## 2. Exataples

The function $f(t)=\cos (2 \pi t)+4 \cos (\pi t)$ satisfies $f^{\sim}(0)=-8 \pi^{2}$, $f^{M}(1)=0, f^{m}(0)=f^{\infty}(1)=0$. Figures 1 and 2 show the exact blas of the smoothing spline estimate of the function and its derivative for 50 equi-spaced sampling points and $\lambda=10^{-6}$. The effect of $f^{\sim}(0)$ is clearly evident. The asymptotic analysis (Lema 6) predicts that the blas,

$$
\begin{aligned}
b(t) \cong & f^{2}(0) \lambda^{1 / 2} \exp \left(-t 2^{-1 / 2} \lambda^{-1 / 4}\right) \\
& \cdot\left[\sin \left(t 2^{-1 / 2} \lambda^{-1 / 4}\right)-\cos \left(t 2^{-1 / 2} \lambda^{-1 / 4}\right)\right] .
\end{aligned}
$$

From this expression we see that the iirst zero-crossing of the bias should occur at $t=\pi \lambda^{1 / 4} 2^{-3 / 2}=.035$ and that $b^{-}(t)$ should be zero at $t=$ $\pi \lambda^{1 / 4} 2^{-1 / 2}=.070$, which is borne out in Figure 1 . Figure 2 shows that the bias of the derivative is larger by a factor of about $\lambda^{-1 / 4}$.

We next consider the deconvolution problem wherein $f$ is convolved with a function $w$, the graph of which is in isosceles triangle centered at 0 with height 20 and base .4. This is intended to correspond to a situation in which averaged values of $f$ are measured with error. Since the analysis of section i requires that $w$ be periodically extended, the triangle is also centered over -1 and 1 . To calculate the bias, (1.7) was discretized assuming 25 equi-spaced observations and the solution was computed at 50 equi-spaced points. Other nesh sizes were tried to insure that the results did not merely reflect the discretization. The calculations were done on a VAX $11 / 80$ in double precision. Figure 3 shows the blas for $\lambda=10^{-8}$; there is a clear effect near 0 and also an effect near 1 . The shapes are qualitarively similar to Figure 1.

Since the assumption that $w$ is periodically extended is clearly somewhat artificial, we also computed the bias for $w$ just corresponding to a triangle centered over 0 . The resulting bias is shown in Figure 4. Here the orily effect is near 0 ; the effect near 1 of Figure 3 is apparently due to the periodicity of $w$.
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3. The Smoothing Spline and Its Derivative

In this section we derive Theorems $1-4$ and some auxiliary results.
In order to do this we carry out a Fourier analysis of the smoothing spline.

Notice thrt

$$
\begin{equation*}
g_{k}=\int_{0}^{1} e^{2 \pi i k t} g(t) d t=\Delta g^{0} a_{k}-\Delta g^{1} b_{k}+h_{k} b_{k} \tag{3.1}
\end{equation*}
$$

for $k \neq 0$ where

$$
\begin{aligned}
& \Delta g^{0}=g(1)-g(0) \\
& \Delta g^{1}=g^{-}(1)-g^{-}(0) \\
& h_{k}=\int_{0}^{1} e^{2 \pi i k t_{g} \sim(t) d t} .
\end{aligned}
$$

Let

$$
y_{j}=\left\{\begin{array}{cc}
\frac{1}{2}\left(x_{0}+x_{n}\right) & \text { if } \quad j=0 \\
x_{j} & \text { if } \quad j=1, \ldots, n-1
\end{array}\right.
$$

and set

$$
\hat{y}_{j}=\frac{1}{\sqrt{n}} \sum_{j=0}^{n-1} y_{j} \exp (2 \pi i j k / n)
$$

Given a sequence of coefficients $p_{k}$ we will let $p_{k}^{(n)}$ denote the corresfonding set of aliased coefficients arising in a discrete Fourier analysis

$$
p_{k}^{(n)}=\sum_{s=-\infty}^{\infty} p_{k+s n}, \quad k=0,1, \ldots, n-1 .
$$

Also let

$$
\bar{p}_{0}^{(n)} \times p_{0}^{(n)}-p_{0}-\sum_{8,0} p_{s n}
$$

and

$$
\begin{equation*}
\hat{z}_{k}=\frac{\hat{y}_{k}}{\sqrt{n}}-\Delta g^{0_{a}^{(n)}}+\Delta_{k}^{1} b_{k}^{(n)}, \quad k=1, \ldots, n-1 \tag{3.2}
\end{equation*}
$$

Lemma 1. Le't $f$ and $\Delta_{S}^{0}, \Lambda_{g}^{1}$ br given. Asswome that f, 8 ure continuously differentiable with $\mathrm{f}, \mathrm{E}^{\sim} \in \mathrm{L}^{2}$. Then the function g minimising (1.1) is determined by the following specification on Fourier coefficionts:

$$
\begin{align*}
g_{0} & =\frac{\hat{y}_{0}}{\sqrt{n}}-\Delta g^{0} \hat{a}_{0}^{(n)}+\Delta g_{b_{0}^{(n)}}^{(n)}  \tag{3.3}\\
h_{s n} & =0 \text { for } s \neq 0  \tag{3.4}\\
h_{l+s n} & =\frac{1}{\lambda+r_{k}} b_{k+s n} \hat{z}_{k} \tag{3.5}
\end{align*}
$$

for $k=1, \ldots, n-1$ and intejral s. Here it is understood that

$$
r_{k}=\sum_{s}(2 \pi(k+s n))^{4}
$$

The Parseval relation implies that (1.1) can be rewritten as

$$
\begin{align*}
\left|\frac{0}{\sqrt{n}}-g_{0}-\tilde{g}_{0}^{(n)}\right| & +\sum_{k=1}\left|\frac{k}{\sqrt{n}}-\Delta g_{a_{k}^{0}}^{(n)}+\Delta g_{b}^{1} b_{k}^{(n)}-\left(h_{k} b_{k}\right)^{(n)}\right| \\
& +\lambda\left[\left(\Delta g^{1}\right)^{2}+\sum_{k \neq 0} \sum_{s}\left|h_{k+3 n}\right|^{2}+\sum_{s \neq 0}\left|h_{s n}\right|^{2}\right] . \tag{3.6}
\end{align*}
$$

In minimizing this expression, one can separately minimize the sum of the terms with $k$ fixed for each value of $k$. Minimizing for $k=0$ leads one to (3.3) and (3.4). For $k \neq 0$ we have

$$
\begin{equation*}
\lambda h_{k+s n}=\left(\hat{z}_{k}-\left(h_{k} b_{k}\right)^{(n)}\right) b_{k+s n} \tag{3.7}
\end{equation*}
$$

Multiplying by $b_{k+s n}$ and summing over $s$ leads to

$$
\begin{equation*}
\left(h_{k} b_{k}\right)^{(n)}=\frac{\hat{z}_{k} r_{k}}{\lambda+r_{k}} \tag{3.8}
\end{equation*}
$$

and this together with (3.7) leads to (3.5).

Lemma 2. Insert (3.3), (3.4) and (3.5) in (3.6). Minimizing the resulting expression with respect to $\Delta g^{0}, \Delta g^{1}$ leads to

$$
\begin{equation*}
\Delta g^{0}=\left\{\sum_{k=1}^{n-1} \frac{\hat{y}_{k}}{\sqrt{n}} \overline{a_{k}^{(n)}} /\left(\lambda+r_{k}\right)\right\}\left\{\sum_{k=1}^{n-1}\left|a_{k}^{(n)}\right|^{2} /\left(\lambda+r_{k}\right)\right\}^{-1} \tag{3.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta g^{1}=-\left\{\sum_{k=1}^{n-1} \frac{\hat{y}_{k}}{\sqrt{n}} b_{k}^{(n)} /\left(+r_{k}\right)\right\}\{ \}^{1}+\sum_{k=1}^{n-1}\left|b_{k}^{(n)}\right|^{2} /\left.\left(\lambda+r_{k}\right)\right|^{-1} . \tag{3.10}
\end{equation*}
$$

If we insert (3.3), (3.4) and (3.5) in the expression (3.7), the result can be written as

$$
\begin{equation*}
\lambda\left|\Delta \Delta^{1}\right|^{2}+\lambda \sum_{k=1}^{n-1} \frac{\left|\hat{z}_{k}\right|^{2}}{\lambda+r_{k}} . \tag{3.11}
\end{equation*}
$$

Minimizing this expression with respect to $\Delta g^{0}$ and $\Delta g^{1}$ leads to the following equations

$$
\begin{gather*}
\sum_{k=1}^{n-1} \frac{\hat{z}_{k}^{-a_{k}^{(n)}}}{\lambda+r_{k}}=0  \tag{3.12}\\
\Delta g^{1}+\sum_{k=1}^{n-1} \frac{\hat{z}_{k} b_{k}^{(n)}}{\lambda+r_{k}}=0 \tag{3.13}
\end{gather*}
$$

On solving for $\Delta g^{0}, \Delta g{ }^{1}$ the expressions (3.7) and (3.10) are obtained.

Lemma 3. The function 8 minimizing (1.1) has Fourier coefficients

$$
\begin{align*}
g_{0} & =\frac{\hat{\mathrm{y}}_{0}}{\sqrt{n}}+\Delta g \tilde{b}_{0}(n)  \tag{3.14}\\
g_{s n} & =\Delta g^{0} a_{s n}-\Delta g b_{s n} \quad \text { for } \quad s \neq 0 \tag{3.15}
\end{align*}
$$

and for $k=1, \ldots, n-1$ and $s$ integral

$$
\begin{align*}
g_{k+s n}= & \Delta g^{0}\left[a_{k+s n}-\frac{1}{\lambda+r_{k}}-\left|b_{k+s n}\right|^{2} a_{k}^{(n)}\right]  \tag{3.16}\\
& -\Delta g^{1}\left[b_{k+s n}-\frac{1}{\lambda+r_{k}}\left|b_{k+s n}\right|^{2} b_{k}^{(n)}\right] \\
& +\frac{\left|b_{k+s n}\right|^{2} \hat{y}_{k}}{\lambda+r_{k}} \frac{\sqrt{n}}{\sqrt{n}}
\end{align*}
$$

with $\Delta g^{0}, \Delta g^{1}$ given by (3.9) and (3.10).
The fact that $\tilde{a}_{0}^{(n)}=0$ and (3.3) holds lead to (3.14). Also (3.4) and (3.5) inserted in (3.1) yield (3.15) and (3.16).

The integrated mean square error of $g(t)$ as a function of $f(t)$ is

$$
\begin{align*}
& \int_{0}^{1} E[g(t)-f(t)]^{2} d t \\
&=\int_{0}^{1} \operatorname{var}(g(t)) d t+\int_{0}^{1}[E g(t)-f(t)]^{2} d t \tag{3.17}
\end{align*}
$$

Moreover

$$
\begin{equation*}
\int_{0}^{1} \operatorname{var}(g(t)) d t=\operatorname{var}\left(g_{0}\right)+2 \sum_{k=1}^{\infty} \operatorname{var}\left(g_{k}\right) \tag{3.18}
\end{equation*}
$$

It should be noted that the $g_{k}$ 's are complex-valued random variables. The covariance of two complex-valued random variables $U, V$ is understood to he

$$
\operatorname{cov}(U, V)=E\{(U-E U)(\overrightarrow{V-E V})\} .
$$

We shall now derive Theorem 1. Notice that $\Delta g^{0}$ and $\Delta g^{1}$ are real even though they are written in complex form. It is clear that

$$
\begin{equation*}
\operatorname{cov}\left(\hat{y}_{j}, \hat{y}_{k}\right)=\left(\delta_{j, k}-\frac{1}{2 n}\right) \sigma^{2} \tag{3.19}
\end{equation*}
$$

for $j, k=0,1, \ldots, n-1$. From (3.19) it follows that

$$
\begin{align*}
& \sigma^{2}\left(\Delta g^{0}\right) \cong \frac{c^{9}}{n}\left\{\sum_{k=1}^{n-1}\left|a_{k}^{(n)}\right|^{2} /\left(\lambda+r_{k}\right)^{2}\right\}  \tag{3.20}\\
&\left\{\sum_{k=1}^{n-1}\left|a_{k}^{(n)}\right|^{2} /\left(\lambda+r_{k}\right)\right\}^{-2} \\
& \sigma^{2}\left(\Delta g^{1}\right) \cong \frac{\sigma^{2}}{n}\left\{\sum_{k=1}^{n-1}\left|b_{k}^{(n)}\right|^{2} /\left(\lambda+r_{k}\right)^{2}\right\}  \tag{3.21}\\
&\left\{1+\sum_{k=1}^{n-1}\left|b_{k}^{(n)}\right|^{2} /\left(\lambda+r_{k}\right)\right\}^{-2}
\end{align*}
$$

Since

$$
\begin{align*}
\sum_{k=1}^{n-1}\left|a_{k}^{(n)}\right|^{2} /\left(\lambda+r_{k}\right) & \cong \sum_{|k| \leq \frac{n}{2}}|2 \pi k|^{2} /\left(\lambda|2 \pi k|^{4}+1\right) \\
& \cong \lambda^{-3 / 4} c_{1} \\
& \sum_{k=1}^{n-1}\left|a_{k}^{(n)}\right|^{2} /\left(\lambda+r_{k}\right)^{2} \cong \lambda^{-7 / 4} c_{2}  \tag{3.23}\\
& \sum_{k=1}^{n-1}\left|b_{k}^{(n)}\right|^{2} /\left(\lambda+r_{k}\right) \cong \lambda^{-1 / 4} c_{3}  \tag{3.24}\\
& \sum_{k=1}^{n-1}\left|b_{k}^{(n)}\right|^{2} /\left(\lambda+r_{k}\right)^{2} \cong \lambda^{-5 / 4} c_{4} \tag{3.25}
\end{align*}
$$

where

$$
\begin{array}{ll}
c_{1}=\int \frac{|2 \pi x|^{2}}{|2 \pi x|^{4}+1} d x, & c_{2}=\int \frac{|2 \pi x|^{6}}{\left(|2 \pi x|^{4}+1\right)^{2}} d x, \\
c_{3}=\int \frac{d x}{|2 \pi x|^{4}+1}, & c_{4}=\int \frac{|2 \pi x|^{4}}{\left(|2 \pi x|^{4}+1\right)^{2}} d x
\end{array}
$$

If $\lambda(n) n^{4} \rightarrow \infty$ as $n+\infty$, it can be seen that

$$
\begin{align*}
& \sigma^{2}\left(\Delta g^{0}\right) \cong \frac{\sigma^{2}}{n} C_{2} c_{1}^{-2} \lambda^{-1 / 4}  \tag{3.26}\\
& \sigma^{2}\left(\Delta g^{1}\right) \cong \frac{\sigma^{2}}{n} C_{4} c_{3}^{-2} \lambda^{-3 / 4} \tag{3.27}
\end{align*}
$$

if $\lambda(n) n^{4} \rightarrow \infty$ as $n \rightarrow \infty$. The term

$$
\begin{equation*}
\left.\left.\sum_{s} \sum_{k=1}^{n-1}\left|a_{k+s n}-\frac{1}{\lambda+r_{k}}\right| b_{k+s n}\right|^{2} a_{k}^{(n)}\right|^{2} \tag{3.28}
\end{equation*}
$$

occurs as a coefficient of $\sigma^{2}\left(\Delta g^{0}\right)$ in contributing to (3.18). However, (3.28) can be approximated by

$$
\begin{equation*}
\lambda^{2} \sum_{k} \frac{|2 \pi i k|^{6}}{\left(\lambda|2 \pi k|^{4}+1\right)^{2}} \cong \lambda^{1 / 4} c_{2} \tag{3.29}
\end{equation*}
$$

with an error $0\left(\frac{1}{n}\right)$ if $\lambda(n) n^{4} \rightarrow \infty$ as $n \rightarrow \infty$. The term

$$
\begin{equation*}
\left.\left.\sum_{s} \sum_{k=1}^{n-1}\left|b_{k+s n}-\frac{1}{\lambda+r_{k}}\right| b_{k+s n}\right|^{2} b_{k}^{(n)}\right|^{2} \tag{3.30}
\end{equation*}
$$

arises as a coefficient of $\sigma^{2}\left(\Delta g^{1}\right)$ in contributing to (3.18). An estimation procedure similar to that used in arriving at (3.39) shows that (3.30) can be approximated by

$$
\begin{equation*}
\lambda^{2} \sum_{k} \frac{|2 \pi i k|^{4}}{\left(\lambda|2 \pi k|^{4}+1\right)^{2}} \cong \lambda^{3 / 4} c_{4} \tag{3.31}
\end{equation*}
$$

with an error $0\left(\frac{1}{n^{2}}\right)$ if $\lambda^{3}(n) n^{8} \rightarrow \infty$ as $n+\infty$. The estimates obtained for (3.28) and (3.30) fmply that the contribution to (3.18) from the terms involving $\Delta g^{0}$ and $\Delta g^{1}$ in (3.16) is

$$
0\left(\frac{1}{n}\right)
$$

if $\lambda^{3}(n) n^{8} \rightarrow \infty$ as $n \rightarrow \infty$. Now consider the contribution from the last term on the right of (3.16). We shall see that it makes the major contribution to the integrated variance. The expression

$$
\begin{equation*}
\sum_{s} \sum_{k=1}^{n-1} \frac{\left|b_{k+s n}\right|^{4}}{\left|\lambda+r_{k}\right|^{2}} \frac{1}{n} \tag{3.32}
\end{equation*}
$$

can be approximated by
where

$$
c_{5}=\int \frac{d x}{\left(|2 \pi x|^{4}+1\right)^{2}}
$$

with an error $0\left(\frac{1}{n}\right)$ if $\lambda(n) n^{3} \rightarrow \infty$ as $n \rightarrow \infty$. Theorem 1 follows from these estimates.

Our next object is to derive Theorem 2 for the integrated squared blas of $g$ as an estimate of $f$. Notice that for $k \neq 0$ we have

$$
\begin{equation*}
f_{k}=\int_{0}^{1} e^{2 \pi i k t_{f}(t) d t=\Delta f_{a_{k}}^{0}-\Delta f_{b_{k}}+m_{k} b_{k}, ~} \tag{3.34}
\end{equation*}
$$

with

$$
\begin{equation*}
m_{k}=\int_{0}^{1} e^{2 \pi i k t} f \sim(t) d t \tag{3.35}
\end{equation*}
$$

Using (3.34) it is clear that

$$
\begin{align*}
\frac{1}{2}(f(0)+f(1)) & =\sum_{k=-\infty}^{\infty} f_{k}=\sum_{k=0}^{n-1} f_{k}^{(n)}, \\
f(j / n) & =\sum_{j=-\infty}^{\infty} f_{k} \exp (-2 \pi i j k / n)  \tag{3.36}\\
& =\sum_{k=0}^{n-1} f_{k}^{(n)} \exp (-2 \pi i j k / n), j=1, \ldots, n-1 .
\end{align*}
$$

This implies that

$$
\begin{equation*}
E \hat{y}_{j} / \sqrt{n}=f_{j}^{(n)}, \quad j=0,1, \ldots, n-1 \tag{3.37}
\end{equation*}
$$

From (3.34) it follows that

$$
f_{j}^{(n)}=\Delta f^{0} a_{j}^{(n)}-\Delta f^{1_{b}^{(n)}}+\left(m_{j} b_{j}\right)^{(n)}, \quad j=1, \ldots, n-1
$$

Relations (3.9), (3.10), and (3.37) imply that

$$
\begin{align*}
E \Delta g^{1}=\Delta f^{1}[1- & \left.\left\{1+\sum_{k=1}^{n-1}\left|b_{k}^{(n)}\right|^{2} /\left(\lambda+r_{k}\right)\right\}^{-1}\right] \\
& -\left\{\sum_{k=1}^{n-1}\left(m_{k} b_{k}\right)^{(n)} b_{k}^{(n)} /\left(\lambda+r_{k}\right)\right\} \\
& \left\{\begin{array}{l}
\left.1+\sum_{k=1}^{n-1}\left|b_{k}^{(n)}\right|^{2} /\left(\lambda+r_{k}\right)\right\}^{-1} .
\end{array}\right. \tag{3.39}
\end{align*}
$$

and

$$
E \Delta g^{0}=i_{\Delta}^{0}+\left\{\sum_{k=1}^{n-1}\left(m_{k} b_{k}\right)^{(n)-(n)} a_{k} /\left(\lambda+r_{k}\right)\right\}
$$

$$
\begin{equation*}
\left\{\sum_{k=1}^{n-1}\left|a_{k}^{(n)}\right|^{2} /\left(\lambda+r_{k}\right)\right\}^{-1} \tag{3.38}
\end{equation*}
$$

Since we are dealing with real-valued functions $f$ it follows that

$$
m_{k}=\bar{m}_{-k}
$$

and

$$
\left(m_{k} b_{k}\right)^{(n)}=\left(\overline{m_{-k} b_{-k}}\right)(n)
$$

These last two relations together with (3.38) and (3.39) imply that

$$
\begin{equation*}
E \Delta g^{0}-\Delta f^{0} \cong-\left\{\sum_{k=-\infty}^{\infty} \frac{\left.(2 \pi k) I m m_{k}\right\}}{1+\lambda|2 \pi k|^{4}}\right\}\left\{\sum_{k=-\infty}^{\infty} \frac{(2 \pi k)^{2}}{1+\lambda|2 \pi k|^{4}}\right\}^{-1} \tag{3.40}
\end{equation*}
$$

and

$$
\begin{equation*}
E \Delta g^{1}-\Delta f^{1} \cong-\left\{\sum_{k=-\infty}^{\infty} \frac{\operatorname{Re} m_{k}}{1+\lambda|2 \pi k|^{4}}\right\}\left\{\sum_{k=-\infty}^{\infty} \frac{1}{1+\lambda|2 \pi k|^{4}}\right\}^{-1} \tag{3.41}
\end{equation*}
$$

If $f \in C^{3}$ one can see that

$$
\begin{align*}
\operatorname{Re} m_{k} & =\int_{0}^{1} f^{\sim}(x) \cos 2 \pi k x d x \\
& =\int_{0}^{1} \frac{1}{2}\left\{f^{\sim}(x)+f^{\sim}(-x)\right\} \cos 2 \pi k x d x \tag{3.42}
\end{align*}
$$

and

$$
\begin{align*}
2 \pi k \operatorname{Im} \mathbb{m}_{k} & =2 \pi k \int_{0}^{1} f^{\sim}(x) \sin 2 \pi k x d x \\
& =-\Delta f^{2}+\int_{0}^{1} f^{(3)}(x) \cos 2 \pi k x d x \\
& =-\Delta f^{2}+\int_{0}^{1} \frac{1}{2}\left\{f^{(3)}(x)+f^{(3)}(-x)\right\} \cos 2 \pi k x d x \tag{3.43}
\end{align*}
$$

with

$$
\Delta f^{2}=f^{(2)}(1)-f^{(2)}(0)
$$

From (3.16) it follows that for $k=1, \ldots, n-1$

$$
E g_{k+s n^{-f} k+s n}=\left(E \Delta g^{0}-\Delta f^{0}\right)\left\{a_{k+s n}-\frac{\left|b_{k+s n}\right|^{2}}{\lambda+r_{k}} a_{k}^{(n)}\right\}
$$

$$
-\left(E \Delta g^{1}-\Delta f^{1}\right)\left\{_{b_{k+s n}}-\frac{\left|b_{k+8 n}\right|^{2}}{\lambda+r_{k}} b_{k}^{(n)}\right\}
$$

$$
\begin{equation*}
+\left(m_{k} b_{k}\right)^{(n)} \frac{\left|b_{k+s n}\right|^{2}}{\lambda+r_{k}}-m_{k+s n} b_{k+s n} \tag{3.44}
\end{equation*}
$$

Further, if $: \in \mathrm{c}^{6}$ we have

$$
\begin{equation*}
m_{k}=\Delta f^{2} a_{k}-\Delta f^{3} b_{k}+f_{k}^{(4)} b_{k} \tag{3.45}
\end{equation*}
$$

with

$$
\begin{aligned}
\Delta f^{2} & =f^{(2)}(1)-f^{(2)}(0), \\
\Delta f^{3} & =f^{(3)}(1)-f^{(3)}(0), \\
\varepsilon_{k}^{(4)} & =\int_{0}^{1} \exp (2 \pi i k t) f^{(4)}(t) d t
\end{aligned}
$$

The last term on the right of (3.44) can then be rewritten as

$$
\begin{align*}
& \Delta f^{2}\left\{\left(a_{k} b_{k}\right)(n) \frac{\left|b_{k+s n}\right|^{2}}{\lambda+r_{k}}-a_{k+s n} b_{k+s n}\right\} \\
& -\Delta f^{3}\left\{\left(b_{k}^{2}\right)^{(n)} \frac{\left|b_{k+s n}\right|^{2}}{\lambda+r_{k}}-b_{k+8 n}^{2}\right\} \\
& \quad+\left\{\left(f_{k}^{(4)} b_{k}^{2}\right)^{(n)} \frac{\left|b_{k+s n}\right|^{2}}{\lambda+r_{k}}-f_{k+2 n}^{(4)} b_{k+s n}^{2}\right\} . \tag{3.46}
\end{align*}
$$

## ORIGINAL PAGE IS OF POOR QUALITY

Let

$$
\begin{aligned}
& A_{0}(t)=-\sum_{s} \sum_{k=1}^{n-1}\left\{\left(b_{k}^{2}\right)(n) \frac{\left|b_{k+s n}\right|^{2}}{\lambda+r_{k}}-b_{k+s n}^{2}\right\} \exp (-2 \pi i(k+s n) t), \\
& A_{1}(t)=-\sum_{s} \sum_{k=1}^{n-1}\left\{\left(a_{k} b_{k}\right)^{(n)} \frac{\left|b_{k+s n}\right|^{2}}{\lambda+r_{k}}-a_{k+s n} b_{k+s n}\right\} \exp (-2 \pi i(k+s n) t), \\
& A_{2}(t)=\sum_{s} \sum_{k=1}^{n-1}\left\{_{b_{k+s n}}-\frac{\left|b_{k+s n}\right|^{2}}{\lambda+r_{k}} b_{k}^{(n)}\right\} \exp (-2 \pi i(k+s n) t), \\
& A_{3}(t)=\sum_{s} \sum_{k=1}^{n-1}\left\{\left.a_{k+s n}-\frac{\left|b_{k+s n}\right|^{2}}{\lambda+r_{k}} a_{k}^{(n)} \right\rvert\, \exp (-2 \pi i(k+s n) t) .\right.
\end{aligned}
$$

Set

$$
B_{j}(t)=\lambda \sum_{k \neq 0} \frac{\left(2 \pi i \frac{k)^{j}}{\lambda(2 \pi k)^{4}+1} \exp (-2 \pi i k t), \quad j=0,1,2,3 . . . . . . . . ~\right.}{}
$$

Lemma 4. If $\lambda^{3} n^{8} \rightarrow \infty, \lambda \rightarrow 0$ as $n \rightarrow \infty$ then

$$
\begin{equation*}
\int_{0}^{1}\left|A_{j}(t)-B_{j}(t)\right|^{2} d t=o\left(\lambda^{\frac{7-2 j}{4}}\right), \quad j=0,1,2,3 \tag{3.47}
\end{equation*}
$$

Also $\int_{0}^{1}\left|B_{j}(t)\right|^{2} d t$ tends to zero at the rate of $\lambda^{\frac{7-2 j}{4}}, j=0,1,2,3$.
The estimates required for this lema parallel those used to obtain (3.29) and (3.31).

We wish to bet more convenient representations or estimates of the $B_{j}(t)$ 's. A contour integration shows that
[. $\quad c_{0}(t)=\frac{1}{2 \pi} \int \frac{e^{1 t x}}{1+x^{4}} d x=\frac{1}{2 \sqrt{2}} e^{-|t| 2^{-\frac{1}{2}}}\left(\cos \left(t 2^{-\frac{1}{2}}\right)+\sin \left(|t| 2^{-\frac{1}{2}}\right)\right)$.

Successive differentiation then indicates that

$$
\begin{aligned}
& c_{1}(t)=\frac{1}{2 \pi} \int \frac{e^{1 t x} i x}{1+x^{4}} d x=-\frac{1}{2} e^{-|t| 2^{-\frac{1}{2}}} \sin \left(t 2^{-\frac{1}{2}}\right), \\
& c_{2}(t)=\frac{1}{2 \pi} \int \frac{e^{i t x}(i x)^{2}}{1+x^{4}} i x=\frac{1}{2 \sqrt{2}} e^{-|t| 2^{-\frac{1}{2}}}\left(\sin \left(|t| 2^{-\frac{1}{2}}\right)-\cos \left(t 2^{-\frac{1}{2}}\right)\right), \\
& c_{3}(t)=\frac{1}{2 \pi} \int \frac{e^{i t x}(i x)^{3}}{1+x^{4}} d x=\frac{1}{2} \operatorname{sgn} t e^{-|t| 2^{-\frac{1}{2}}} \cos \left(t 2^{-\frac{1}{2}}\right) .
\end{aligned}
$$

An application of the Poisson summation formula tells us that

$$
\begin{equation*}
B_{j}(t)=\lambda^{\frac{3-1}{4}} \sum_{k} c_{j}\left((k-t) \lambda^{-t}\right) . \tag{3.48}
\end{equation*}
$$

Only the terms in the sum (3.48) corresponding to $k=0, k=1$ need to be considered since the sum of the remaining terms die off at the rate $e^{-\alpha \lambda^{-\frac{1}{4}}}$ with $\alpha$ a positive constant. Notice that the formulas for the $c_{j}(t)$ above imply that

$$
c_{1}=c_{3}=\frac{1}{2 \sqrt{2}}
$$

Lemma 5. Assume that $f \in C^{4}$. Then if $\Delta f^{2} \neq 0$

$$
\begin{equation*}
E \Delta g^{0}-\Delta f^{0} \cong-\lambda^{1 / 2} \Delta f^{2} \tag{3.49}
\end{equation*}
$$

while if $\Delta \mathrm{f}^{2}=0$

## ORIGINAL FANR is OF POOR QUALITY

If $\mathrm{f}^{(2)}(0)+\mathrm{f}^{(2)}(1) \neq 0$ we have

$$
\begin{equation*}
E \Delta g^{1}-\Delta f^{1} \simeq-2 \sqrt{2} \lambda^{1 / 4} \frac{1}{2}\left\{f^{(2)}(0)+f^{(2)}(1)\right\} \tag{3.51}
\end{equation*}
$$

and if $f^{(2)}(0)+f^{(2)}(1)=0$

$$
\begin{equation*}
E \Delta g^{1}-\Delta f^{1} \cong \Delta f^{3} \lambda^{1 / 2} \tag{3.52}
\end{equation*}
$$

as $\lambda=\lambda(n) \rightarrow 0$.

The asymptotic relations (3.49) and (3.50) foll iw from (3.40), (3.43)
and (3.45). Formula (3.51) is a consequence of (3.41) and (3.42). If $f^{(2)}(0)+f^{(2)}(1)=0$, since $\sum \operatorname{Re} m_{K}=\frac{1}{2}\left(f^{(2)}(0)+f^{(2)}(1)\right)$ one can see that

$$
\begin{equation*}
\sum \frac{\operatorname{Re} m_{k}}{1+\lambda(2 \pi k)^{4}}=-\sum \frac{\lambda(2 \pi k)^{4} \operatorname{Re} m_{k}}{1+\lambda(2 \pi k)^{4}} \tag{3.53}
\end{equation*}
$$

However by (3.45)

$$
\begin{equation*}
\operatorname{Re} \mathrm{m}_{k}=\frac{\Delta f^{3}}{(2 \pi k)^{2}}-\frac{1}{(2 \pi k)^{2}} \int \frac{1}{2}\left(f^{(4)}(x)+f^{(4)}(-x)\right) \cos 2 \pi i x x d x \tag{3.54}
\end{equation*}
$$

This Implies (3.52).

Lemmat 6. Let $\mathrm{f} \in \mathrm{C}^{4}$. If $\mathrm{f}^{(2)}(0) \neq 0, \mathrm{f}^{(2)}(1)=0$ then


$$
\begin{equation*}
+e(t) \tag{3.55}
\end{equation*}
$$

$0<t<1$, where the error term $e(t)$ is such that

$$
\begin{gather*}
\int e(t)^{2} d t=0\left(\int[E g(t)-f(t)]^{2} d t\right) .  \tag{3.56}\\
\text { If } f^{(2)}(0)=f^{(2)}(1)=0, f^{(3)}(0) \notin 0, f^{(3)}(1)=0 \text {, we have } \\
E E(t)-f(t)=f^{(3)}(0) \lambda^{3 / 4} \sqrt{2} e^{-t 2^{-\frac{1}{2}} \lambda^{-\frac{1}{4}} \cos \left(t 2^{-\frac{1}{2}} \lambda^{-\frac{1}{4}}\right)+e(t)} \tag{3.57}
\end{gather*}
$$

$0<t<1$, where the error tem again satisfies (3.56). The approximations appropriate for the cases $f^{(2)}(0)=0, f^{(2)}(1) \neq 0$ and $f^{(2)}(0)=$ $f^{(2)}(1)=0, f^{(3)}(0)=0, f^{(3)}(1) \notin 0$ are obtained by replacing $t$ by 1-t in the main expressions on the right of (3.55) and i3.5才 respective?

We next consider the variance and birs of cne derivative $g^{\prime}$ of the smoothing spit:e. Theorems 2 and 3 follow from the previous analysis of $\&$, after noting that the Fourfer coefficients of $g^{-}$are

$$
\begin{align*}
& g_{\hat{0}}^{0}=\Delta g^{0}  \tag{3.58}\\
& g_{k}^{-}=a_{k} \Delta g^{1}-a_{k} h_{k}, \quad k \neq 0 \tag{3.59}
\end{align*}
$$

We first consider the integrated squared variance

$$
V=\sum a^{2}\left(8_{k}^{-}\right)
$$

From (3.26i,

$$
\sigma^{2}\left(g_{0}\right) \cong \frac{o^{2}}{n} c_{2} c_{1}^{-2} \lambda^{-1 / 4}
$$

As in (3.16)

$$
\begin{align*}
a_{k+s n^{\prime}} \Delta g^{\circ} & -a_{k+s n} h_{k+s n}=a_{k+s n^{\prime}} \Delta g^{1}\left(1-\frac{1}{\lambda+r_{k}} b_{k+s n^{\prime}} b_{k}^{(n)}\right) \\
& +a_{k+s n^{\prime}} a_{k}^{(n)} \Delta g^{0}-\frac{a_{k+s n^{b}} b_{k+s n}}{\lambda+r_{k}} \frac{\hat{y}_{k}}{\sqrt{n}} \tag{3,60}
\end{align*}
$$

Estimates similar to those used in the analysis of the smoothing spline show that the contribution to the varlance from the first term is of order $\lambda^{-\frac{1}{2}} n^{-1}$. The second term gives a contribution of order $\lambda^{-\frac{1}{4}} n^{-1}$; the third term dominates, giving a total contribution to $V$

$$
\begin{align*}
& \cong \frac{\sigma^{2}}{n} \sum \frac{|2 \pi i k|^{2}}{\left[\lambda(2 \pi i k)^{4}+1\right]^{2}} \\
& \cong \frac{\sigma^{2}}{n} \lambda^{-3 / 4} \int_{-\infty}^{\infty} \frac{(2 \pi x)^{2}}{\left((2 \pi x)^{4}+1\right)^{2}} d x \tag{3.61}
\end{align*}
$$

Next, the bias:

$$
\begin{align*}
E g_{k+s n}^{\prime}-f_{k+s n}^{\prime}= & a_{k+s n}\left(E \Delta g^{l}-\Delta f^{1}\right) \\
& -a_{k+s n}\left(E h_{k+s n}-m_{k+s n}\right) \tag{3.62}
\end{align*}
$$

which, as in (3.44)

$$
\begin{align*}
& \text { [. } \begin{aligned}
= & \left(E \Delta g^{0}-\Delta f^{0}\right) \frac{b_{k+s n^{a} k+s n^{2}}^{(n)}}{\lambda+r_{k}} \\
& +\left(E \Delta g^{1}-\Delta f^{1}\right)\left[a_{k+s n}-\frac{b_{k}^{(n)} a_{k}^{(n)} b_{k+s n}}{\lambda+r_{k}}\right] \\
& -a_{k}\left[\frac{\left(m_{k} b_{k}\right)^{(n)} b_{k+s n}}{\lambda+r_{k}}-m_{k+s n}\right] .
\end{aligned} .
\end{align*}
$$

Making approximations as in the analysis of the spline function itself,

$$
E g^{\prime}(t)-f^{\prime}(t) \cong\left(E \Delta g^{0}-\Delta f^{0}\right)+\left(E \Delta g^{0}-\Delta f^{0}\right) \lambda^{-1} B_{0}(t)
$$

$$
+\left(E \Delta g^{1}-\Delta f^{1}\right) B_{3}(t)+\Delta f^{2} B_{2}(t)-\Delta f^{3} B_{1}(t)
$$

Using the Poisson-summation approximation and Lemma 5 if $f^{(2)}(0) \& 0$, $f^{(2)}(1)=0$,

$$
E g^{\prime}(t)-f^{\prime}(t) \cong f^{(2)}(0) 2^{\frac{1}{2}} \lambda^{\frac{1}{t}} e^{-u} \cos u
$$

where $u=2^{-\frac{1}{2}} \lambda^{-\frac{1}{4}} t$. If $f^{(2)}(0)=f^{(2)}(1)=0$, and $f^{(3)}(0) \neq 0, f^{(3)}(i)=0$

$$
E g^{-}(t)-f^{-}(t) \cong-f^{(3)}(0) \lambda^{\frac{1}{2}} e^{-u}(\sin u+\cos u)
$$

Note that the approximate (in an $L_{2}$ sense) blas of the derivative is the derivative of the approximate bias (Lema 6).

## 4. Deconvolution

We now sketch the development of the deconvolution results. Since this parallels closely the derivations of Section 3 the presentation will be somewhat sketchier. As before let $g$ have Fourier coefficients

$$
\begin{equation*}
g_{k}=\Delta g^{0} a_{k}-\Delta g^{1} b_{k}+h_{k} b_{k} \quad k \neq 0 \tag{4.1}
\end{equation*}
$$

and let

$$
\begin{aligned}
& G_{k}=w_{k} g_{k} \\
& A_{k}=w_{k} a_{k} \\
& B_{k}=w_{k} b_{k} \\
& H_{k}=w_{k} b_{k} h_{k}
\end{aligned}
$$

and define $y_{j}$ as in Section 3. Then (1.7) may be written as

$$
\begin{align*}
& \left|\frac{\hat{y}_{0}}{\sqrt{n}}-G_{0}-\dot{G}_{0}^{(n)}\right|^{2}+\sum_{k=1}^{n-1}\left|\frac{\hat{y}_{j}}{\sqrt{n}}-G_{j}^{(n)}\right|^{2} \\
& \quad+\lambda\left[\left(\Delta g^{1}\right)^{2}+\sum_{j=1}^{n-1} \sum_{s}\left|h_{j+s n}\right|^{2}\right] . \tag{4.2}
\end{align*}
$$

IInimizing the $0^{\text {th }}$ term gives $h_{s n}=0, s \neq 0$, and $G_{0}+\tilde{G}_{0}^{(n)}=\hat{y}_{0} / \sqrt{n}$.
As in the analysis of Section 3, we first fix $\Delta g^{0}$ and $\Delta g^{1}$ and minimize with respect to the $h_{j}$ 's. If

$$
\hat{z}_{j}=\frac{\hat{y}_{1}}{\sqrt{n}}-\Delta g_{A_{j}^{(n)}}^{(n)} \Delta g_{B}^{1_{j}^{(n)}}
$$

Then (4.2) becomes

$$
\begin{equation*}
\sum\left|\hat{z}_{j}-H_{j}^{(n)}\right|^{2}+\lambda\left[\left(\Delta g^{1}\right)^{2}+\sum_{k} \sum_{s}\left|H_{k+s n}\right|^{2}\left|B_{k+s n}\right|^{-2}\right] \tag{4,3}
\end{equation*}
$$

The minimizing coefficients can be calculated to be

$$
\begin{equation*}
h_{j \tan }=\bar{B}_{j+3 n} \frac{\hat{z}_{j}}{\lambda+p_{j}} \tag{4.4}
\end{equation*}
$$

where $p_{j}=\sum_{s=-\infty}^{\infty}\left|B_{j+s n}\right|^{2}$. Now to calculate the minimizing $\Delta g^{0}$ and $\Delta g^{1}$, this solution is substituted back into (4.3) to give

$$
\begin{equation*}
\lambda \sum\left|\hat{z}_{j}\right|^{2}\left(\lambda+p_{j}\right)^{-1}+\lambda\left(\Delta g^{1}\right)^{2} \tag{4.5}
\end{equation*}
$$

Minimizing this with respect to $\Delta g^{0}$ and $\Delta g^{1}$ amounts to solving two Iinear equations in two unknowns, and it may be seen that the solution is approximately

$$
\begin{align*}
& \left.\left.\Delta g^{0} \cong\left\{\left.\operatorname{Re} \sum \frac{\overline{\hat{y}}_{1}}{\sqrt{n}} A_{j}^{(n)}\left(\lambda+p_{j}\right)^{-1} \right\rvert\,\right\}\left|\sum\right| A_{j}^{(n)}\right|^{2}\left(\lambda+p_{j}\right)^{-1}\right|^{-1},  \tag{4.6}\\
& \Delta g^{1} \cong-\left\{\Delta f^{1}+\operatorname{Re} \sum \frac{\overline{\hat{y}}_{j}}{\sqrt{n}}{ }_{j}^{(n)}\left(\lambda+p_{j}\right)^{-1}\left\{\left.\right|_{1+\left.\sum\left|B_{j}^{(n)}\right|^{2}\left(\lambda+p_{j}\right)^{-1}\right|^{-1} .}\right.\right. \tag{4.7}
\end{align*}
$$

We next consider the integrated squared variance, which is the sum of the variance of the Fourier coefficients of 8 . Now, from above,

$$
\begin{align*}
& g_{j+s n}=\Delta g^{0}\left[a_{j+s n}-\frac{\left|b_{j+s n^{2}}\right|_{j+s n^{A}}{ }^{(n)}}{\lambda+p_{j}}\right] \\
& +\Delta g^{I}\left[b_{j+s n}-\frac{\mid b_{j+\left.s n^{1}\right|^{2-}}^{j+s n^{B}}{ }_{j}^{(n)}}{\lambda+p_{j}}\right] \\
& \left|b_{j+\operatorname{sn}}\right|^{2} \bar{w}_{j+\sin }+\frac{\bar{B}_{j+\sin }}{\lambda+p_{j}} \frac{\hat{y}_{j}}{\sqrt{n}} . \tag{4.8}
\end{align*}
$$

Via approximationsimilar to those in Section 3, it may be seen that the first two terms contribute a net variance of order $n^{-1} \lambda^{-2 B /(2 B+4)}$ whereas the third term contributes the dominating variance, which is of order $n^{-1} \lambda^{-(2 \beta+1) /(2 \beta+4)}$.

If we write the Fourler coefficients of $f$ as

$$
\begin{equation*}
f_{k}=\Delta f^{0} a_{k}-\Delta f^{l_{k}}+m_{k} \tag{4.9}
\end{equation*}
$$

and take expectations in (4.8), the blas of the $(j+s n){ }^{\text {th }}$ Fourier coefficient may be expressed as

$$
\begin{align*}
E g_{k+s n^{-f}}{ }_{k+s n}= & \left(E \Delta g^{0}-\Delta f^{0}\right)\left[a_{k+s n}-\frac{\left|b_{k+s n}\right|^{2} \bar{w}_{k+s n^{\prime}} A_{k}^{(n)}}{\lambda+p_{k}}\right] \\
& -\left(E \Delta g^{1}-\Delta f^{1}\right)\left[b_{k+s n}-\frac{\left|b_{k+s n}\right|^{2-} w_{k+s n} B_{k}^{(n)}}{\lambda+p_{k}}\right] \\
& +\frac{\left|b_{k+s n}\right|^{2} \bar{w}_{k+s n} M_{k}^{(n)}}{\lambda+p_{k}}-m_{k+s n} b_{k+s n} . \tag{4.10}
\end{align*}
$$


OF POOR QUALITY
As in section 3 for $|k| \leq n / 2, k \neq 0$

$$
\begin{align*}
E g_{k}-f_{k} & \cong\left(E \Delta g^{0}-\Delta f^{0}\right) \frac{\lambda a_{k}}{\lambda+\left|B_{k}\right|^{2}} \\
& -\left(E \Delta g^{1}-\Delta f^{1}\right) \frac{\lambda b_{k}}{\lambda+\left|B_{k}\right|^{2}} \\
& +\Delta f^{2} \frac{\lambda a_{k} b_{k}}{\lambda+\left|B_{k}\right|^{2}} \\
& -\Delta f^{3} \frac{\lambda b_{k}^{2}}{\lambda+\left|B_{k}\right|^{2}} \\
& +\frac{\lambda f_{k}^{(4)} b_{k}^{2}}{\lambda+\left|B_{k}\right|^{2}} \tag{4.11}
\end{align*}
$$

If we let

$$
\begin{equation*}
D_{j}(t)=\lambda \sum_{k}^{\prime} \frac{k^{4-j}}{\lambda+\left|B_{k}\right|^{2}} \exp (-2 \pi i k t) \quad j=0,1,2,3 \tag{4.12}
\end{equation*}
$$

(note that $\left\|D_{j}\right\|^{2} \sim \lambda^{(7-2 j) /(4+2 \beta)}$ ) then

$$
\begin{align*}
E g(t)-f(t) \cong & \left.\cong \Delta g^{0}-\Delta f^{0}\right) D_{3}(t)-\left(E \Delta g^{1}-\Delta f^{1}\right) D_{2}(t) \\
& +\Delta f^{2} D_{1}(t)-\Delta f^{3} D_{0}(t) \\
& +\lambda \sum \frac{f_{k}^{(4)} b_{k}^{2}}{\lambda+\left|B_{k}\right|^{2}} \exp (-2 \pi i k t) . \tag{4.13}
\end{align*}
$$

The function $D_{j}(t)$ play the role of the functions $B_{j}(t)$ of section 3 . Although their exact analytical forms depend on $w$, they are, like the $B_{j}$ 's, successively odd and even, and are increasingly peaked near 0 and 1 as $\lambda \rightarrow 0$.

We now consider the individual terms in (4.13). From (4.6) it
follows that

$$
E \Delta g^{0}-\Delta f^{0}=\frac{\sum^{0} m_{k} B_{k} \bar{A}_{k}\left(\lambda+p_{k}\right)^{-1}}{\sum\left|A_{k}\right|^{2}\left(\lambda+p_{k}\right)^{-1}}
$$

The denominator can be estimated to be $\sim \lambda^{3 /(2 B+4)}$. If $\Delta f^{2} \neq 0$, the numerator is

$$
\cong \Delta f^{2} \sum\left|B_{k}\right|^{2}\left(\lambda+p_{k}\right)^{-1} \sim \lambda^{-1 /(2 \beta+4)} .
$$

In combination with $D_{3}$ this gives a net contribution to the integrated squared bias which is $\sim \lambda^{5 /(2 \beta+4)}$. If $\Delta f^{2}=0$ the numerator is $\cong\left(f^{(3)}(1)+f^{(3)}(0)\right) / 2$, giving a net contribution of order $\lambda^{7 /(2 \beta+4)}$. If $f^{(k)}(0)=f^{(k)}(1)=0 \quad k=2,3$ the net contribution is $0\left(\lambda^{2}\right)$.

Next,

$$
E \Delta g^{1}-\Delta f^{1} \cong \frac{\Delta f^{1}+\sum^{\prime} m_{j}\left|B_{j}\right|^{2}\left(\lambda+p_{k}\right)^{-1}}{1+\sum^{\prime}\left|B_{j}\right|^{2}\left(\lambda+p_{k}\right)^{-1}}
$$

The denominator is $\sim \lambda^{-1 /(2 B+4)}$ and if $f^{(2)}(1)$ or $f^{(2)}(0) \neq 0$ the numerator is $\cong\left(f^{(2)}(1)+f^{(2)}(0)\right) / \%$. This gives a net contribution to
the integrated squared bias of order $\lambda^{5 /(2 \beta+4)}$. If both second derivatives are zero the numerator is

$$
\cong \lambda \Delta f^{3} \sum \frac{b_{k}}{\lambda+\left|B_{k}\right|^{2}} \sim \lambda^{1 /(2 B+4)}
$$

giving a net contribution of order $\lambda^{7 /(2 \beta+4)}$. If both second and third derivatives vanish at 1 and 0 the net contribution is $0\left(\lambda^{2}\right)$.

The last term in (4.11) can be estimated and makes a contribution to the integrated squared bias of onder $\lambda^{2}$.
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#### Abstract

One criterion proposed in the literature for selectind the smoothing parameter(s) in Rosenblatt-Parzen nonparametric constant kernel estimators of a probability density function is a leave-nut-one-at-a-tine nonparametric maximum likelihood method. In empirical work with this estimator in the univariate case, we found that it worked quite well for short-talled distribitions. It produced estimators which differed lictle from those produced by an intuitively appealing maximum likelihood method, dependinf, on a ratiom split of the data, which we had proposed earlier in unpublished work. However, both of these methods drastically oversmoothed for long-tailed distributions. In fact, we have shown that these nonparametric madimum lihelihood methods will not select unaforaity consistent estamates of the density for long-tailed distributions such as the double exponential or the Cauchy distribution when the hernel has compact support. A remedy we found for estinatine lonf-tailed distributions was to apply the nonparametric naximum likelhood procedures to a variable herrel class of estimators considered by sreiman et al (Techrometrics, 19. No. 2, lay 1977, 135-143).

In adidition to constanc and variable kernel estimators we inverti, ated the maximum likelihood criterion applied to a histogram family of estimators and report our experience with sone modificatious of the ahove procedures.

Our e:perience with these estimators includes numerous univaritite case studies. This paper reports on the methods as applied to two univariate data sets of one hundred samples (one Cacliy, one normal). Finally, we discuss our limited experience in the multivariate case.




During the past decade there has been wuch work in the area of non-parametric density estimation. Unfortunately, most of the results have been of the large sample type and little guidance exists as to the practical implementation of the cstimators proposed. This is the primary reason why these estimation procedures are used extensively by only a fiw applied statisticians. One criterion for selecting one out of a family of non-parametric density estimators, which has been mentioned in the literature is the maximum likelihood (ML) criterion. Habbema et al. (1974) and Duin (1976) mention the same ML procedure in the context of Rosenblatt-Parzen kernel type estimation. The form of these estimators is

$$
\begin{equation*}
\hat{f}(x)=\hat{f}\left(x \mid \theta ; x_{1}, \ldots, x_{n}\right)=\frac{1}{n} \sum_{i=1}^{n} K_{0}\left(x-x_{i}\right) \tag{1}
\end{equation*}
$$

where $x_{1}, \ldots, x_{n}$ is a random sample from the density $f(x)$ and $K_{0}$ is a density with smoothing parameter $\theta$ (the quantities $x, x_{1}$ and $\theta$ may be multidimensional). In the univariate case

$$
\begin{equation*}
K_{0}(x)-K\left(\frac{x}{0}\right) \frac{1}{0}, \quad 0>0 \tag{2}
\end{equation*}
$$

where $K(\cdot)$ is a fixed density. Choosing $\theta$ to maximize the non-parametric likeithood

$$
\begin{equation*}
\prod_{i=1}^{n} \hat{f}\left(x_{i} \mid 0 ; x_{1}, \ldots, x_{n}\right) \tag{3}
\end{equation*}
$$

is useless; (3) is unbounded as $0 \rightarrow 0$. To avoid this degeraracy problem, Habbema at al. and Duin consider replaciag $\hat{f}\left(x_{i} \mid 0 ; x_{1}, \ldots, x_{n}\right)$ in (3) by the kernel estimator of $f\left(x_{i}\right)$ based on the data with $x_{i}$ removed. That is, they chose 0 to maximize the criterion

$$
\begin{equation*}
\prod_{i=1}^{n} \hat{f}\left(x_{i} \mid 0 ; x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{n}\right) \tag{4}
\end{equation*}
$$

 smoothing parameter 0 . We designate by Ml this leave-out-one-at-a-time maxfmum likelihood procedure as a general method of choosing 0 .

Wahba (1978) refers to (4) as a "cross-validation likelihood function." We think that term better describes the new maximum likelihood method which we now propose. Suppose we have a family of estimators $\left\{\hat{f}\left(x \mid 0 ; x_{1}, \ldots, x_{n}\right)\right\}$ for certain values of a smoothing parameter $\theta$. Let $\pi_{1}$, be a subsct of $\left\{x_{1}, \ldots, x_{n}\right\}$ and $\pi_{2}=\left\{x_{1}, \ldots, x_{n}\right\}-\pi_{1}$. Denote by $f\left(x \mid 0_{1} ; \pi_{1}\right)$ the estimator determined by the data values in $\pi_{i}$ using the smoothing parameter $\theta_{i}$. We use the data in $\pi_{1}\left(\pi_{2}\right)$ to chose $\theta_{2}\left(\theta_{1}\right)$ as follows:
$\theta_{1}$ is chosen to maximize


The natural fensity estimator based on the data split ( $\pi_{1}, \pi_{2}$ ) is

$$
\begin{equation*}
\hat{f}(x)=\frac{n_{1} \hat{f}\left(x \mid \theta_{1}, \pi_{1}\right)+n_{2} \hat{f}\left(x \mid \theta_{2}, \pi_{2}\right)}{n_{1}+n_{2}} \tag{6}
\end{equation*}
$$

where $n_{i}$ is the number of elements in $\pi_{i}$. In Section 3 we consider this estimator for "equal" splits, $n_{1}=[n / 2]$. A permutation invariant estimator of $f(x)$ is the average of estimators (6) over all equal splits of the data. This estimator is computationally not feasable for moderate $n$. We suggest averaging (6) over several random splits of the data. In our experience there has been little change in the estimator after averaging over only a small number of random splits (one, two or three). We designate by ML2 this split-sample procedure as a general method for chosing 0 . In Section 3 a single likelihood value is utilized as a measure of overall performance. lor the MLl wethod the single

$$
\hat{n} \hat{f}\left(x_{i}\right)
$$

$1=1$
where $\hat{f}$ is given by (6).
In empirical work with these estimators we found that they both worked quite well and were in close agreement for short tailed distributions. However, both methods drastically oversmoothed for long tailed distributions. In section 2 we diacuss the nonconsistency of these methods when using kernels with compact support to estimate densities with tails as long as the double exponential or Cauchy distributions. A remedy which we found for estimating these long tailed distributions was to apply the non-parametric maximum likelihood procedures to a variable kernel class of estimators considered by Breiman et al (1977). This remedy is discussed in section 3 where we analyze two univariate data sets, one from the standard normal and one from the Cauchy.

In section 4 we briefly discuss sone of our experience in the multivarlate case for the kll method. Finally, in section 5 we give some comments and conclusions.
2. Nonconsistency of the ith Procedure.

By nonconsistency we mean that sup $\left|f_{n}(x)-f(x)\right| f+0$ in probability. $x$ This nonconsistency will be demonstrated for a wide class of densities $f$ and kernels $k$, but we make no attempt to state results for as wide a class as possible. For the sahe of argument, attention is placed on the left tail of the distribution and we consider only the MLl estimators.

Let $F$ denote the cdf of the density $f$ and let $h(u)=u / f F^{-1}(u)$.
$0<u<1$. We asame


We say $f$ has a long left tall if $h\left(0^{+}\right)>0$. Assume for the present only that $k$ has finite support. Without loss of generality we suppose the support is contained in $\{-1,1]$, i.e.

$$
\begin{equation*}
k(u)=0 \text { if }|u|>1 \tag{9}
\end{equation*}
$$

A basic observation concerning the smoothing parameter $\theta=\theta_{n}$ which maximizes (4) is that for each $x_{i},\left|x_{i}-x_{j}\right| \leq \theta_{n}$ for some $x_{j}$ with $j \notin 1$. In particular for the MLl estimator

$$
\begin{equation*}
x_{2 n}-x_{1 n} \leq \theta_{n} \tag{10}
\end{equation*}
$$

where $x_{1 n}<x_{2 n}<\cdots<x_{n n}$ are the order statiatics of the sample. Let $u_{i n}=F\left(x_{i n}\right), 1=1, \ldots, i n$. Then $x_{2 n}-x_{1 n}=F^{-1}\left(u_{2 n}\right)-F^{-1}\left(u_{1 n}\right)=$ $h\left(u_{n}^{*}\right)\left(u_{2 n}-u_{1 n}\right) / u_{n}^{*}$, where $u_{1 n} \leq u_{n}^{*} \leq u_{2 n}$. From (10) it follows that

$$
\begin{equation*}
h\left(u_{n}^{*}\right)\left(u_{2 n}-u_{1 n}\right) / u_{2 n} \leq \theta_{n} . \tag{11}
\end{equation*}
$$

Using uniformity of $\left(u_{2 n}-u_{1 n}\right) / u_{2 n}$ and standard irguments (11)

かいまいい

$$
\begin{equation*}
P\left(0_{n}<b \varepsilon\right) \leq \varepsilon+P\left(h\left(u_{n}^{*}\right)<b\right), b, \varepsilon>0 . \tag{12}
\end{equation*}
$$

Lemma 1．Under（8）and（9），$h\left(0^{+}\right)>0$ implies $0_{n}{ }^{p} 0$ ．Furthermore $h\left(0^{+}\right)=\infty$ implies $\theta_{n} \xrightarrow{p}$ ．

Proof：Choose $0<b<h\left(0^{+}\right)$in（12）．

Lemma 2．If $\theta_{n} \stackrel{p}{\infty}$ and $\sup _{u}|k(u)|<\infty$ then $\sup _{x} f_{n}(x) \xrightarrow{p} 0$ ．
Since $k$ is hounded the proof follows from（1）．
Now Lemmas 1 and 2 combine to give the nonconsistency result for distributions like the Cauchy whore $h\left(0^{+}\right)=\infty$ ．There is no difficulty here；the density estimate flattens out entirely．It is more difficult to establish the nonconsistency for boundary cases where $0<h\left(0^{+}\right)<\infty$ ．The double exponential density is one of these and is covered by the following lemana．In addition to（7）we will dssume that the kerncl $h$ is left continuous and of bounded variation on（ $-\infty, \infty$ ）．

Lemma 3．Let $0_{n}$ maximize $L_{n}(\theta)$ ce（4）for each $n$ ．Suppose $f$ is unimodal and $h\left(0^{+}\right)=a$ where $0<a \leq \infty$ ．Then $\sup _{x}\left|f_{n}(x)-f(x)\right| \nmid 0$ in probability．

The proof can be found in Schuster and Cresory（1981）．

The following table gives the left tail bchavior of some comon distributiong.

| distribution | density | $\lim _{u \rightarrow 0^{+}} u / f F^{-1}(u)$ |
| :---: | :---: | :---: |
| Normal | $\frac{1}{\sigma \sqrt{2 \pi}} \exp \left\{-\frac{1}{2}\left(\frac{x-u}{\sigma}\right)^{2}\right\}$ | 0 |
| Double exponential | $\left(\frac{\lambda}{2}\right) \exp \{-\lambda\|x-u\|\}$ | $1 / \lambda$ |
| Cauchy | $\left(\frac{\sigma}{\pi}\right)\left\{\sigma^{2}+(x-u)^{2}\right\}^{-1}$ | $\infty$ |
| Finite support |  | 0 |

3. Two Univariate nata Sets Analyzed.

Two pseudo-randomly generated data sets, one from a Cauchy distributior and another from a nomal distribution, are investigated in this section. General implications are sumarized in Section 5.

We first consider the Cauchy example. Table 1 shows n=100 order statistics of a pseudo-random sample from a standard Cauchy distribution, $f(x)=\pi^{-1}\left(1+x^{2}\right)^{-1}$. The asterisks ( $*$ ) indicate a division into two subsamples to be discussed later.

We consider two types of kernel estimators, the constant kernel type given by equations (1) and (2) where we write $0=(0)$, and the variable type $\hat{f}(x)=\hat{f}\left(x \mid 0 ; x_{1}, \ldots, x_{n}\right)$

$$
\begin{equation*}
=\frac{1}{n} \sum_{i=1}^{n}\left(a d_{2 k}\right)^{-1} k\left(\frac{x-x_{1}}{\alpha d_{1 k}}\right) \tag{13}
\end{equation*}
$$

where $0=(k, \alpha), k \in\{1, \ldots, n\}$

$$
\alpha>0
$$

sud $d_{i k}$ is the kth nearest neighbor to $x_{i}$ in the sample $\left\{x_{1}, \ldots, x_{n}\right\}$. For the analysis we chose a kernel $K$ simflar to the standard normal but one involving less computing time;
$K$ is the $t(29)$ density.
In our experience the choice of the kernel among those with infinite support, seemed to matter little. However, for long-tailed distributions (such as our present example) kernels with finite support perform poorly.

Consider first the method MLI for these two types of kernel estimators. We consider the types together as one family and let the maximum of the likelihood (4) choose between them. Notice that for the variable kernel estimators the maximum of (4) is sought over a two-dimensional space $\{(k, \alpha)\}$. The range of $\alpha$ (as well as $\sigma$ ) used for our likelihood calculations is .1(.1)5.5(ie. from .1 to 55 in steps of .1) and that for $k$ is $15(5) 45$. The constant kernel estimate picked by the MLI method is useless, being much too flat (oversmoothed). In fact the estimate has a maximum of only .15 and possesses extremely long tails. In the combined family the MLI method picked the variable kernel estimator with $k=30$ and $\alpha=2.6$. Figure 1 shows this estimator, as well as others, superimposed over a graph of the theoretical Cauchy density. Breiman et al. (1977), page 136, consider three error measures, percent variance not explained (PVNE), mean absolute error (MAE), and mean percent error (MPE), for comparing as estimated density $f$ to a theoretical density $f$ (in this case the Cauchy density which was the model for the pseudo-randor samples). The error measures are defined as

$$
\begin{align*}
\text { PVNE } & =\frac{1}{\hat{n}_{2}} \hat{\sigma}_{f} \frac{1}{n} \sum_{1}^{n}\left(f\left(x_{1}\right)-\hat{f}\left(x_{1}\right)\right)^{2} \times 100 \\
M A E & =\frac{1}{n} \sum_{f}^{n}\left|f\left(x_{i}\right)-\hat{f}\left(x_{i}\right)\right| \times 100, \text { and }  \tag{14}\\
M P E & =\frac{1}{n} \sum_{1}^{n} \frac{\left|f\left(x_{1}\right)-\hat{f}\left(x_{i}\right)\right|}{f\left(x_{1}\right)} \times 100
\end{align*}
$$

where $\hat{\mu}_{f}=\frac{1}{n} \sum_{l}^{n} f\left(x_{i}\right)$, and $\quad \hat{\sigma}_{f}^{2}=\frac{1}{n} \sum_{1}^{n}\left(f\left(x_{i}\right)-\hat{\mu}_{f}\right)^{2}$.
In Figure 2 these are ploted as a function of $\alpha$ for the case $k=30$, chosen by the MLI method. Superimposed on the graph is a plot of transformed Iikelihood values (4), plotted against $\alpha$ for the case $k=30$. The particular transformation plotted, ( $-\log \{$ expression(4)\} -240$) / 2$, is of no significance; the only intent was to bring the values into the range of the error percentages. It is seen that the MLl method chooses a value of $\alpha$ (2.6) which is near the minimizing value for each error measure. Note that since all error measures in(14) depend on the unknown density, they could not be used in selecting the smoothing parameters.

Breiman at al. (1977), page 1i0, used a goodness-of-fit criterion to choose the smoothing parameters of kernel estimators in fitting two bivariate data sets. We investigated this goodness-of-fit criterion for the present univariate data set. The one dimensional value of $V(r)$ in the Breiman paper is $2 r$. With $V(r)=$ $2 r$ the goodness-of-fit criterion did not work; over a range of values $k$, the likel'hood values were increasing at $\alpha=.1$ as $\alpha$ decreased. For $\alpha$ this small, the estimators were already too rough. It seemed to us that perhaps in one dimension one should use $V(r)=r$. However, this change gave no better results. Consider now the method ML2 applied to the conscant and variable kernel estimators. The application of the method applied to the constant kernel estimators is straightforward. However, for the variable kernel ease, the strict application of the method might lead to an estimator which is a mixiure of two with different values of $k$, which we view as undesirable. We make a distinction between the parameters $k$ and a similar to that made by Wahba (1978) in another setting: $\alpha$ is the primary smoothing parameter and $k$ is a secondary shape parameter. The value of $k$ may be chosen first as follows. (i) Choose at random a partition ( $\pi_{1}, \pi_{2}$ ). (ii) For each of several values of $k$ calculate a value for
the overall criterion (7) where the ML2 method has been applied to the smoothing parameter $a$ only. (iii) Choose the value $k$ which maximizes (7). We repeated the above procedure over three random partitions for the values $k=9(3) 21$. In each case the value $k=15$ was selected. Then with $k$ selected at 15 we chose a based on a new random split. The asterisks in Table 1 indicate the resulting split. Say that a value is in $\pi_{1}$ if it has an asterisk and in $\pi_{2}$ otherwise. 3earching over $\alpha=.1(.1) 5.5$ the ML2 method chose $\alpha_{1}=2.7$ and $\alpha_{2}=2.5$. The resulting estimator is shown in Figure 1 and is very close to the estimator chosen by the MLI method. Notice that the value of $k$ chosen by the MLI method is $30 \%$ of the total sample size and that the $k$ chosen by the ML2 method is $30 \%$ of the size of each split sample.

We also considered a histogram estimator from Van Ryzin (1973),

$$
\hat{f}\left(x \mid \theta ; x_{1}, \ldots x_{n}\right)
$$



$$
\begin{align*}
& \text { if } x_{(j)} \leq x<x_{(j+0)} \\
& \quad j=1,0+1,20+1, \ldots, r \\
& \text { if } x_{(r)} \leq x<x_{(n)}  \tag{15}\\
& \text { if } x<x_{(1)} \text { or } x \geq x_{(r)}
\end{align*}
$$

0
where $r=\left[\frac{n-1}{\theta}\right] \theta+1$,
with $[\cdot]$ the largest integer function, and $x_{(1)} \leq \cdots \leq x_{(n)}$ the ordered sample. Now $\theta$ is an integer valued smoothing parameter. We applied the ML2 procedure to this estimator with the following modification. Since at least one of the quantities in (5) would be identically zero due to the finite support of $\hat{f}$, we modified (5) in this case so that only these $x$ 's for which $\hat{f} \neq 0$ entered into
. the product. Averaging (6) over several random splits has a smoothing effect on these estinators. An estimate averaged over five random spilits appears in Figure 1. The computation time required to generate the histogram estimate was very small when compared to the kernel estimates.

A similar analysis was carried out on 100 pseudo-random samples from the standard normal density $f(x)=e^{-x^{2} / 2} / \sqrt{2 \pi}$. The sample values appear in Table 2 and the density estimates appear in Figure 3. In applying the MLl method we used the ranges $\sigma$ and $\alpha=.100(.015) .910$ and $k=5(5) 85$. The MLI method picked the constant kernel estimate with $\sigma=.460$ but only barely so, over the case with $k=15$. The constant kernel estimate is smooth (see Figure 3) and quite saticfactory while the estimate with $k=15$ is very rough near the center. This pattern persisted in other examples we investigated; indeed the estimate corresponding to small $k$ was often chosen over the constant kernel estimate. It is seen that the MLl method, which worked well for long-tailed Cauchy data sets, has instability at small $k$ for the short-tailed normal distribution. The error measures (14) are graphed in Figure 4. The transformation of (4) which is superimposed is $10(-\log \{$ expression (4)\}-135). The MLl method worked very well in picking the smoothing parameter $\sigma$ of the constant kernel estimator close to the minimizing value for each error measure.

As described previously for the Cauchy data we first choose $k$ for the ML2 method based on values (7) and several random splits. The ranges chosen were $k=5(5) 45$ and $\sigma$ and $a=.100(.015) .91 U$. Instability was noted here also in the choice of $k$, different random splits indicating in turn the constant kernel estimator and variable kernel estimators with different $k$ values. The ML2 method seemed to guard against the choice of an extremely small $k$ better than the MLl method. The use of repeated random splits, which at first glance is a drawback
of the ML2 method, gave the following useful observation. For each random splic the constant kernel estimate gave a value for the logazith of (7) close to the maximum. In fact averaging the logarithms of the likelihood over four random splits showed the constant kernel estimator to be the best. Based on this the constant kernel form was chosen; then three additional random splits were used to give three estimates of the form (6) whose average appears in Figure 3. We mention in passing that the logarithns of (7) used in making the chofces among variable and constant kernel forms were often very close together, differing sometimes only in the fifth significant digit. To check for roundoff inaccuracies we reprogramed all calculations in double precision but none of the selections was changed.

The ML2 method was applied to the histogram family (15). The average of 25 estimates of the form (6) appears in Figure 3.

We checked the goodness-of-fit criterion, used by Breiman et al. (1977), on the normal data set. The same rfsults occurred here as reported for the Cauchy data set.

Since the problem with the estimation of lon; tailed densities was in the oversmoothing caused by the extreme onservations, we trimmed observations and considered the natural modified emrirical likelihood representing an estimate of the joint density of the order statistics $X_{(L+1)}$ through $X_{(n-L)}$. The smoothing parameter chosen inftially decreased drastically with increasing $L$ for long tailed distributions and the estimate of the Cauchy density continued to improve as 1 . increased. However, :ince the maximizing $\theta_{n}$ was nearly decreasing as $L$ increased we are not able to give any guidance as to how tany observations to trim.

## 4. Multivariate Case.

In the immediate generalization of the univariate maximum likelinoot procedure to the mulilvariate case one would need to choose a shape factse for each coordinate. For simplicity we restrict ourselves to the bivariace case where the bivariate kernel estimator based on the random sample $\left(x_{1}, y_{1}\right), \ldots,\left(x_{n}, y_{n}\right)$ from a bivariate density is

$$
f_{n}(x, y ; a, b)=(n a b)^{-1} \sum_{i=1}^{n} k\left\{\left(x-x_{1}\right) / a,\left(y-y_{1}\right) / b\right\}
$$

where $k$ is a bivariate density. A common oversimplification in case studies of anplications of bivariate (and mu? tivariate) kernel estinatore has been to take the same shape factor for each coordinate Our emplrici: work has been limited to the split sample M. 2 method. We again ageuce $x$ is even, say $n=2 \mathrm{~m}$. Our bivariate procedure randomly splits the bivariate data inco two groups of ordered pairs, say the first and the last in pairs, which we refer to as the $x^{\prime} 3$ and the $y^{\prime} s$. The $x^{\prime} s$ would be used In defining the fuactional form of the kernel estimator $f_{m}$ of $f$ and the $y^{\prime} s$ would be used to find the shape factors ( $a_{1}, b_{1}$ ) which maximizes the "empirical probability" of observing the $y$ 's (as in the univariate case). In the same fashion a second eatimator would be constructed which uses ife $y^{\prime} s$ in defining the functional form of $f_{m}$ and the $x$ 's would be used to fid the shape factor, $\left(a_{2}, b_{2}\right)$ which maximize the "expirical probability" of observing the $x$ 's. The resulting two estimators, say $f_{m, 1}\left(\cdot, ;_{1}, b_{1}\right)$ ast $f_{m, 2}\left(\cdot, \cdot ; a_{2}, b_{2}\right)$, are then averaged to obtain the bivariate estimator $f$. of $\mathbf{f}$.
of solving the bivarista maximization problem. As a good initiai guess we used what we refer to as the marginal solutions. Basically, the marginal solution consists of finding the shape parameters which work "best" for each coordinate. To be more spucific, if our data pairs were ( $x_{1}, y_{1}$ ),..., ( $x_{n}, y_{n}$ ), where $n=2 m$, we use $\left(x_{1}, \ldots, x_{n}\right)$ as in section 3 to obtain two estimators $f_{m, 1}(x ; a)$ and $f_{m, 2}\left(x ; a^{*}\right)$ of the common density of $x_{1}, \ldots, x_{2}$. Similarly we use ( $y_{1}, \ldots, y_{n}$ ) as in section 3 to obtain two eitimators $h_{m, l}(y ; \hat{b})$ and $h_{n_{,}, 2}\left(y ; b^{*}\right)$ of the common aensity of $y_{1}, \ldots, y_{n}$. The first approximation to $\left(a_{1}, b_{1}\right)$ was $(a, \hat{b})$ and the first approximation to $\left(a_{2}, b_{2}\right)$ was $\left(a^{*}, h^{*}\right)$. Of course, one could just estimate the bivariate $f$ by averaging $f_{m, 1}(\cdot, \cdot, \hat{a}, \hat{b})$ and $f_{m, 2}\left(\cdot, \cdot, a^{*}, b^{\star}\right)$. We call this our marginal solution. Although somewhat more irregular in the bivariate normal cases we have studied, this marginal solution is less time-consuming to compute and seems so be adequate for many purposes. In figures 5-10 we picture the actual density, the marginal estimator, and the nonparametric maximum likelihood estimator for two case studies of samples of 400 from bivariate normal densities. In case 1 we are sampling from the bivariate nomal density with mean vector 0 and unit covariance pictured in figure 5. Figure 7 gives the marginal estimators for this case and figure 8 gives the nonparametric maximum likelihood estimator. The second case study is a sample of 400 from the bivariate normal density 0 mean, and covariance matrix $A=\left[\begin{array}{ll}1 & 1 \\ 1 / 2 & 1\end{array}\right]$ pictured in figure 6 . Figures 9 and 10 give the marginal and nonpurametric maximum likelihood estimators for this case. The bivariate kernel $u$ ed was a product of standard normal densities.

The reaults reported heze are only a small part of our experience in applying non-parametric maximum likelifood techniques. However, aur multivariate experiance with simulated data has been limitod to the gplit ample ML2
method. Below is a list of observacions and recomendations.
a. We find the M. 2 data-aplitting method to be very attractive, both conceptually and in application. There is sowe instability in the choice of $k$ for variable kernel estimators of short tailed densities but we judie it to be less than for the Mal estimatora. The answer here might be to have a pieliminary classification of the density as long or short talled and then to suitably restrict the $k$ values considered. For short tailed densities only laste $k$ values and the constant rexnel case would be considered. A drawback of the MLe method for kernel estimation the conaiderable computation time involved. The MLI method offerq oniv molerate improvement in computation time. We feel that the randomized nature of the ML2 method may prove very uscful in future work in guarding against bad estimates both of densities and functionals of densities. An attempt wis made to remove this randomized component by dividing the sample into the even and odd statistles. This approach falled; the density estimates were tou roush.
b. The MLI method has as noted above instabllity in the estimation of short tallod densities. However, in cases where this was not a problem the MII and ML2 methods tended to agiee closely and for constant Kernel estimation, to cuincide almost exactly. We view this as jusm tification of the MLl procedure which on the urface doeq not impart
c. The histogrem estimators are disappoiating in their lack of smoothness but wit'.in that class of estimators we judge that the maximum likelihood method worked well. Computation time was fast. Perhaps future work will develop a "quick and dirty" way of using a histogram estimate as a preliminary in choosing the smoothing parameters of kernel estimators.
d. We have determined that maximum likelihood techniques are also applicable to multidimensional density estimation. In multivariate kernel estimation with a product kernel a marginal distribution technique is to choose the smoothing parameter associated with each variable by considering only the univariate marginal distribution of each variable. This is to be contrasted with a multidimensional search of the likelihood surface. In the multivariate case computation time is very important. In this direction our empirical work was limited to several multivariate normal data sets using the ll 2 constant kernel method. Although the estimators were quite reasonable there was some tendency to oversmooth.
e. The use of maximum likelihood techniques on families of estimators other than those considered here, should be investigated. In particular this includes the orthogonal series estimators of Wahba (1978).

Achnowledsement. The work reported in this paper is primarily a sumary of results in the papers by Schuster and Gregory (1978, 1979, 1981).

Table 1.
Cauchy Data

| -23 2754 | -17.511* | -11.159 | -10 315 |
| :---: | :---: | :---: | :---: |
| -3: | -4.828* | -3 836 | -3.319* |
| -2 3 ¢\%* | -2 150* | -2 449 | -2.417* |
| - ${ }^{163 *}$ | -2.31. | -2.116* | -2 058* |
| -1 6, 2 | -1 62 \% | -1 363* | -1.401 |
| -1.7 | -1 236* | -1.178* | -1083 |
| -. 4 | -10320 | -1.043 | -0 987* |
| - 0 - ${ }^{\text {a }}$ | -0 73s | -0 525* | -0 490 |
| -3 .az | -0 455 | -0 454 | -0 434* |
| -0.424* | -0.421* | -0 328 | -0 318 |
| -6) $2=0 *$ | -0. 265 | -0 212* | -0.165 |
| -6 157\% | -0 006 | 0 051* | 0 056* |
| 0 On3* | 0 084* | 0 116* | 0117 |
| 0157 | 0 185,* | 0 225** | 9)253 |
| 0 255** | 0284 | 0337 | 0.343 |
| 0 0.0\% | 0 381****** | 0402 | 0.464 |
| 63.0 | 0580 | 050. | 0.096 |
| 3, | 0.728 | - 807* | 0.846 |
| の -1 | 0835 | 0892 | 2.926* |
| : 239 | $1067 \%$ | 1259 | $1305 *$ |
| 131700 | 1.501 | $157{ }^{\text {2 }}$ | 1638 |
| 1657 | 1925 | 2053 | 2 451* |
| 26.2* | 30194 | 3130 | 3.712 |
|  | 4033* | 3 1ris* | 59 \%ros' |
| 68.35 | 7.596 | 12152 | 15 504* |

Table 2.
Normal Deta

| -2.313 | -2.232 | -1.957 | -1.641 |  |
| :---: | :---: | :---: | :---: | :---: |
| -1.593 | -1539 | -1.429 | -1.424 |  |
| -1.157 | -1.165 | -1 129 | -1.065 |  |
| -1.039 | -1 018 | -0.956 | -0.908 |  |
| -0.905 | -0 895 | -0 861 | -0.851 |  |
| -0 814 | -0.757 | -0.592 | -0.690 |  |
| -0.647 | -0 531 | -0.621 | -0.511 |  |
| -0.393 | -0 536 | -c.532 | -0.502 |  |
| -0.491 | -0 455 | -0 467 | -0.432 |  |
| -0 421 | -c 420 | -0.384 | -0.351 |  |
| -0.297 | -0 239 | -0.244 | -0.197 |  |
| -0.173 | -0 112 | -0 690 | -0.64) |  |
| -0 031 | -0 029 | -0 015 | -0.004 |  |
| -0 001 | 0016 | 0.094 | 0.116 |  |
| 0.134 | 0146 | 0.163 | 0.166 |  |
| 0167 | 0178 | 0.212 | 0242 |  |
| 0263 | 0.276 | 0326 | $0.3 \times 6$ |  |
| 0380 | 0409 | ¢ 416 | 0.423 |  |
| 0500 | O 994 | 0.943 | 0692 |  |
| 0695 | 0737 | 0.760 | 0.773 | 90 |
| 0.780 | 0799 | 0.105 | 0830 | 78 |
| 0884 | 0880 | 0934 | 0049 |  |
| 0.963 | 1006 | 1000 | 1086 | , 3 |
| 1115 | 1.250 | 1.303 | 1.489 | , 3 |
| 2.534 | 1601 | 1.836 | 2.321 | \% |




Figure 9.


Figure 10.
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## Review of Sore Results in Bivariate Density Estimation

## 1. Introduction

For representing and examining data in up to several dimensions, nonparametric density $\epsilon$ stimation provides an analytic tool that is simultaneously exploratory and confirmatory. Unusual data features that may be discovered or explored include multiple modes or clusters, as . 211 as unusual isolated points. At the same time, nonparametric density estimators are confiratory silce they provide a consistent estimator of the true underlying sample density function under mild restrictions.

The family of nonparametric density estimators is diversc, including the histogram, frequency polygon, kernel estimator, series estimator, and penalized-likelihood estimators to name a few important choiees. Each of these methods has one or reore calibration or deisgn parameters commonly referred to as smoothing parameters. The bin width for an equally-spaced histogran plays the role of the smoothing parameter; too wide a bin width gives an oversmothed estimate while too narrow a bin width results in an undersmoothed or rough-looking figure. In the terminology of Tukey's exploratory data analysis, in the first case we see too much of the forest (i.e., the smooth) and in the later case we see too many trees in the forest (too rough).

Nuch theoretical and some practical work has appeared on how to choose the smoothang parameter to provide the best approxination to the underlying density functior. It is also the case that the smothing parameter has a certain exploratory nature, where we dynamically adjust how much forest and ho: many trees we wheh to see.

## 2. Univariate Density Estimation

### 2.1 Some Graphical Interactive Approaches

In recent years there have appeared some interesting algorithms that automatical'y pick a smoothing parameter appropriate for a given data set for a particular nonparametric density estimation procedure, prior to the evolution of these algorithms, statisticians learned how to pick good smoothing parameters through simulation experiments and interactive graphical methods. These latter methods will be important to use even with the automatic methods for validation purposes, data exploration purposes, and in cases where the automatic methods return occasiondly bad smooth werameter values.

We can fllustrate several graphical methods, some known, some not with a nonparametric kernel density estimator

$$
\begin{equation*}
\hat{f}(x)=\frac{1}{n h} \sum_{i} K\left(\frac{x_{i}-x}{h}\right) \tag{1}
\end{equation*}
$$

The first method is to pick a decreasing sequence of smoothing parameters (h's) and look at the corresponding sequence of density estimates. For some simulated Gaussian mixture data with $n=300$, we show a sequence of estimates in Figures $1(A)-(C)$. It is important to start with obviously oversmoothed estimates (large $h$ ) and lock at the resulting sequence of. estimates that shows increasing fidelity to the data and then finally becomes contaninated with nozsy fluctuations.

The preceeding interactive approach is not very sensitive for discriminating among several apparently "good" estimate-pictures. A similar problem exists in curve fitting. Tukey points out that plots of the residuals $=$ data - fit provide a greatly enhanced ability to compare

 The second derivative is much more sensitive to small changes in $h$ than the density function itself. This is the procedure advocated by Silverman (1978), which sesults in pictures he calis "test graphs." With a little more experience and experimentation, we can go through a sequence of test graphs and accept a test graph with an desired amount of noisy fluctiations. In Figure 2, we reproduce three test graphs presented by Silverman.

A third procedure provides a useful shortcut and sometimes welcome relief to the previous methods. A possible choice of a measure of the roughness contained in a univariate test graph for a Gaussian kernel is

$$
\begin{equation*}
\int^{r} \hat{f}^{\prime \prime}(x)^{2} d x=\frac{3}{8 n^{2} h^{9} n^{2}} \sum_{i j}\left[h^{4}-\left(x_{i}-x_{j}\right)^{2} h^{2}+\frac{1}{12}\left(x_{i}-x_{j}\right)^{4}\right] e^{-\frac{\left(x_{i}-x_{j}\right)^{2}}{4 h^{2}}} \tag{2}
\end{equation*}
$$

We simply plot the logarithm of equation (2) as a function of $h$. The graph has slope near zero for values of $h$ corresponding to moderate oversmootning and very large slope for values of $h$ corresponding to rough estimates approaching Dirac spikes at the sample points. In Figure 3 we show six examples for varıous simulated data sets of this so-called "h-rough" plot. Also shown in each h-rough graph is a point labelled "best h." Thas is the particular chore of $h$ for that sample that minimized the integrated squared error (ISE) between the sampling density $f$ and the estimate $\hat{f}$ and is given by

$$
I S E=r(\hat{f}(x)-f(x))^{2} d x .
$$

It is clear that good choices of h lie in the region where the slope of
the h-rowiterent : at. it...

Other useful approaches are based on rules of thumb derived from asymptotic theoretical results. For example, Scott (1979) proved that the optimal bin width $h$ for an equally spaced histogram density estimator is given by

$$
\begin{equation*}
h=\left[\frac{6}{\int_{j}^{\prime} f^{\prime}(x)^{2} d x}\right]^{1 / 3} n^{-1 / 3} \tag{3}
\end{equation*}
$$

The rule of thumb he proposed was to choose

$$
\begin{equation*}
h^{*}=3.5 \mathrm{~s}_{\mathrm{x}} \mathrm{n}^{-1 / 3} \tag{4}
\end{equation*}
$$

a formula based on using equation (3) and data doment estimators assuming the sampling data is $:\left(\mu, \sigma^{2}\right)$. He also provided multiplicative correction factors based on higher order sample moments such as the skewness. In Figure 4, we show 3 histograms of the same simulated Normal data with $n=1000$. Thes figures also illustrate the usefulness of the integrated squared error criterion upon which equation (3) is based. Also notice how the sequential interactive approach works well here. One automatic method for picking a kernel smoothing parameter is called the "quasi-optimal" procedure (Scott, 1976). It is based upon the well-known theoretically optimal choice for

$$
\begin{equation*}
h=h^{*}=B(f)=\beta\left(\int_{0}^{\Gamma} f^{\prime \prime}(x)^{2} d x\right) \tag{5}
\end{equation*}
$$

For a particular choice of $h$, we have a ready estimate for the right-hand side of equation (5) using equation (2) for a Gaussian kernel. The quasi-optimal smouthing parameter is the largest stationary point of
the right- and left-hand sides of equation (5) as a function of $h$. Stationary points are marked by arrows and occur when the lines intersect. This and several other automatic procedures have recently been compared by Nonte Carlo methods (Scoct and Factor, 1981).

### 2.2 Othe: Univariate Procedures

A new densily estimator was proposed (Scott, Tapia \& Thompson, 1979) based on the maximum penalized-likelihood criterion:

$$
\begin{equation*}
\ln L(f)=\sum_{i} \ln \left[f\left(x_{i}\right)\right]-\alpha_{j}^{r} f^{\prime \prime}(t)^{2} d t \tag{6}
\end{equation*}
$$

If we optimize (6) over the class of continuous piecewise-linear functions defined on a given mesh we obtain the DMPLE - the discrete manimum penalized-likelihood estimator, a code for which exists in the IMSL library (1982, NDMPLE). Here $\alpha$, the penalty or roughness weight, plays the role of the smootaing parameter. While consistency of the DMPLE is well-know, we have tew theoretical results on actual convergence behavior. Extensive numerical simulations indicate that the rate of convergence is $n^{-4 / 5}$, the same as for many other techniques (except, for cample, for the histogram, which is $n^{-2 / 3}$ ). However, these same simulations indicate that the DMPLI is very efficient for the sampling densities examined. II Table $I$, we eamme sample sizes required to achieve an average integrated squared error of $1 / 400$ for Gaussian sample data $N(0,1)$. A complete picture of tiae eeneral behavior of the DMPLE Sor various penalty functions and sampling densities $1 s$ an open area of research.
infrequently used. Note the DMPLE has the same form if not origin as the frequency polygon. However, I have recently shown that the frequency polygon properly constructed actually shares the same approximation properties as the kernel methods rather than the poorer propertles of the histogram; that is, it converges at the rate $n^{-4 / 5}$; see Scott (1982). This observation was recently made independently by David Freedman at SLAC. However, this is a whole paper in itself. But notice how the frequency polygon behaves in Table I. This is generally the case.

With the above as background, we can look more closely at some corresponding two-dimensional results.

## 3. Bivariate Density Estimation

### 3.1 Need for Two Smoothing Parmeters

The bivariate kernel estimator is given by

$$
\begin{equation*}
\stackrel{\grave{f}}{ }(x, y)=\frac{1}{n} \sum_{i} K_{x, y}\left(x_{i}, y_{i}\right) \tag{7}
\end{equation*}
$$

that is, the kernel varies from point to point. A more useful form is

$$
\begin{equation*}
\hat{f}(x, y)=\frac{1}{n h_{\lambda} h_{y}} \sum K_{0}\left[\frac{x_{i}^{-x}}{h_{x}}, \frac{y_{i}-y}{h_{y}}\right] \tag{8}
\end{equation*}
$$

where $K_{0}$ is a bivariate density function with certain restrictions, but whose exact form is secondary in importance to the choices of $h_{x}$ and $h_{y}$

symmetry condition: $\quad K_{0}(x, y)=K_{0}(-x,-y)$.
Cacoullus (1964) examined this general case and, in fact, proposed the simpler product kernel

$$
\begin{equation*}
K_{0}\left[\frac{x_{i}-x}{h_{x}}, \frac{y_{1}-y}{h_{y}}\right]=k_{1}\left[\frac{x_{1}-x}{h_{x}}\right] k_{1}\left[\frac{y_{1}-y}{h_{y}}\right] \tag{9}
\end{equation*}
$$

This form has certain computational advantages especially when the univariate kernel $K_{1}$ has finite support. Cacoullus wrongly proves in his last theorm that optimally for product kernels we should restrict ourselves to

$$
\begin{equation*}
h_{x}=h_{y} \tag{10}
\end{equation*}
$$

Nezames (1980) has considered this question (and much of the following material comes from her thesis). Suppose $f$ is bivariate Normal with covariance matrix

$$
\Sigma=\sigma^{2}\left(\begin{array}{ll}
1 & 0  \tag{11}\\
0 & q^{2}
\end{array}\right)
$$

Then in Table II we look at the inefficiency with respect to average ISE for the restricted optimization problem satisfying equation (10) versus the unrestricted optimization problem. The results given in the Table emphasize how large this inefficiency can be. The obvious fix is to standardize the data so $s_{x}=s_{y}$. However, the behavior shown in Table II is the refult of complicated functions of second order derivatives of $f$ and not simply functions of the moments, in general.

For other bivariate methods, the above results emphasize the need for having at least one smoothing parameter for cach variable.

### 3.2 Optimal Kernels

For un " iate kernel estimation, Epanechnikov (1969) proved that the optimal kernel was of the form

$$
\begin{equation*}
K_{1}^{*}(x)=\frac{3}{4}\left(1-x^{2}\right) \quad-1<x<1 . \tag{12}
\end{equation*}
$$

Nezames has proven the following:
Theorem: The optimal bivariate kernel $K_{0}$ is given by

$$
\begin{equation*}
K_{0}^{*}(x, y)=\frac{1}{3 \pi}\left[1-\frac{1}{6}\left(x^{2}+y^{2}\right)\right] \quad x^{2}+y^{2}<6 \tag{13}
\end{equation*}
$$

This kernel looks like kernel $K_{1}^{*}$ gwept $360^{\circ}$ about the $z$-axis. The increase in efficiency of the optimal kernel (13) compared to other kernels is not large, a situation similar to the one-dimensional case investigated by Epanechnikov; see Table III. Notice how the product kernels are only slightly inefficient. The Gaussian product kernel is perhaps surprisingly inefficient.

### 3.3 Picking the Smoothing Parameters $h_{x}$ and $h_{y}$

All of the one-dimensional methods described in section 2.1 may be directly extended to the 2 -dimensional case. Direct sequential bivariate iterations are much more time consuming and difficult to perform repeatedly. The test graph approach is less easy to visualize than the density estamate (using contours, say) because the test graph will have contours cozresponding
to negative values. However, the tast graph is etall a fure sensitz..
instrument than the direct interactive approach.
There also exists a bivariate quasi-optimal algorithm implementation that has been cvaluated in some simple cases by Nezames.

There are also bivariate extensions of rules of thumb based on theoretical results. For example, for bivariate histograms with rectangular bins of size $h_{x}$ by $h_{y}$, the data-based ruies are

$$
\begin{align*}
& h_{x}=3.5 s_{x} n^{-1 / 4} \quad \text { and } \\
& h_{y}=3.5 s_{y} n^{-1 / 4} \tag{14}
\end{align*}
$$

expressions virtually the same as the one-dimensional result in equation (4), except for the exponent on $n$. The first correction to equation (14) is based on the sample correlation coefficient r. Equation (14) should be divided by

$$
\begin{equation*}
\left(1-x^{2}\right)^{3 / 8} \tag{15}
\end{equation*}
$$

Higher order monent corrections could be developed.
We next consider the smoothing of a bivariate series estimator using the cross-validation algorithm of Wahba (1981). The smoothing parameters used minimize a certain generalized cross-validation functional. Depending upon the exact form of the initial series estimator, you get either the algorithm given by Wahba (1981) or a slightly different version developed by Nezames (1980). First, for $n=50$, and $\rho=.80$ with bivariate Gaussian sample data, we show contours of the cross-validation functions for the two approaches, see Figures 6 and 7. The two corresponding estimates are shown in Figures 8 and 9.

The edge effecss of series estimators aye well-known to exist but are always somewhat surprising to see. In Figure 10 we show an estimate for $n=100, \rho=0$, bivariate Gaussian data. Notice how the periodic nature of the solution is clear.

### 3.4 Rates of Convergence

In Taole IV, we sumarize the rates of convergence of the various density estimators. The frequency polygon again performs very well. Notice that the two-dimensional kernel methods have the same convergence rate as the one-dimensional histogram. As an aside, the bivariate frequency polygon may best be constructed using histograms with base bins in the shape of hexagons; that is, a shape capable of tiling the plane and approximating a circle.

### 3.5 Bivariate DMPLE

Nezames has implemented the Bivariate DMPLE for the class of $^{\text {fin }}$ plecewise constant functions. As an example, $n=200, p=0$ bivariate Gaussian sample, the histogram is shown in Figure 10 and the corresponding DMPLE in Figure 11. Notice the reduction in noise and false peaks in Figure 11.

### 3.6 Scatter Diagrams or Density Estimate Contours?

One thing statisticians are supposed to do well is examine scatter diagrams, such as those from residual plots. It has been my experience that the naked scatter diagram is a difficult object to "see." For exarple,
concider the blood lipid (fat) data shown in Figure 12 (Scott, et al, 1978). These data represent the cholesterol and triglyceride values of 320 males with angiographically demonstrated coronary artery disease. Now look at the contours of a kernel estimate of the same data shown in Figure 13. The bimodal feature was an important undiscovered feature in previous analyses of these data.
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\begin{aligned}
& \text { Esti=itor } \\
& \text { Eyuiveleat sample Size }
\end{aligned}
$$



## Table II

Table 2.2.1

| $q^{2}$ | $r$ |
| :---: | :---: |
| $\infty$ or 0 | $\oplus$ |
| $\pm 10^{3}$ or $\pm 10^{-3}$ | 72.11 |
| $\pm 100$ or $\pm .01$ | 15.54 |
| $\pm 50$ or $\pm .02$ | 9.79 |
| $\pm 10$ or $\pm .1$ | 3.35 |
| $\pm 5$ or $\pm .2$ | 2.13 |
| $\pm 2$ or $\pm .5$ | 1.23 |
| $\pm 1$ | 1.00 |

> ORIGINA $\because \because=:$ OF FOOS $2-\infty \therefore \because$


Table IV

Gnivariats bivapoike

$$
n^{-2 / 2} \quad n^{-1 / 2}
$$

kenoed, scics,
frig polypoos

$$
n^{-4 / 8} n^{-2 / 3}
$$
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Fig. 1. Test graphs for 100 normal obsersationg for window nidths, $0.5,0625,0675$ nnd 0.9.
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| $A=-148$ | $H=1.03$ |
| :--- | :--- |
| $B=-1.06$ | $I=2.45$ |
| $C=-.65$ | $K=1.87$ |
| $D=-.23$ | $L=2.29$ |
| $E=.19$ | $M=2.71$ |
| $C=.61$ |  |

!
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| $A=.58$ | $H=2.5 a$ |
| :--- | :--- |
| $B=.51$ | $H=2.85$ |
| $C=124$ | $K=3.19$ |
| $D=1.56$ | $M=351$ |
| $E=1.89$ |  |
| $G=2.21$ |  |
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$A=-.008$
$B=.021$
$C=.050$
$D=.079$
$E=.108$
$G=.137$
$H=.16 .6$
$1=.196$
$M$ : 254

WAHEA'S DENSITY ESTIMAIE
FIGURE 3.2.4

Figure 10


| $A=-030$ | $G=.093$ |
| :--- | :--- |
| $E=.006$ | $H=.118$ |
| $C=-.019$ | $I=.142$ |
| $D=.042$ | $K=.167$ |
| $E=068$ | $M=.191$ |

NEZAMES' DENSITY FUNCTION
$V:|V| \leq 15$
FIGURE 3.2.9
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## discrete maximum penalized likelihood density estimate (ALPHA $=1000, M=9$ )




## A BOOTSTRAP APPPOACH TO BUMP HUNTING

B.W. Silverman<br>School of Mathematics<br>University of Bath<br>Claverton Down,<br>Bath, BA2 7AY. England.

## 1. INTRODUCTION

 $1 s$ the determination of the number of clusters into which a given population should be divided. Frequently, particularly when certain specific clustering methods are being used, the number of clusters 15 taken to be equal to the number of modes, or local maxıma, in the probability density function underlying the g'ven data set; in some applications this question is of direct interest in its own right.

Investagation of the number of local maxima in a density or its derivative has been considered by several authors, for example Cox (1966) and cood and Gaskins (1980). Most methods seem to depend on some arbitrary implicit or explicit chorce of the scale of the effects being studzed; see the remarks of silverman (1980). The simple approach based on kernel density estimates described in this paper has the vartue of making this choice in an automatic and natural way.

The use of kernel density estımates in mode estimation was originated by farzen (1962). The 'gradıent method' of cluster analysis 25 based on clusterina towirds modes in the estimated density; see, for example, Andrews (1972). Fukunaqa and Hostetler (1975), and Bock (1977).

In Section 2 below the test statistic to be used is defined, and a bootstrap technıque for assessing sianificance is qiven in Section 3. An 2llustrative application is alven in Section 4. In Sections 5 and 6 the asymptotic behaviour of the test statistic is discussed.

For a published version of this work, see silverman (1981a) and Silverman (1983).

## 2. The Crimicai. Window Width

A possible test statistic for hypotheses concerning the number of modes in the density can be obtaıned by constructıng kernel density estimates of the data. The kernel density estımate (Rosenblatt, 1956) for window width $h$ based on univariate observations $X_{1}, \ldots, X_{n}$ is defined by

$$
\begin{equation*}
f(t ; h)=n^{-1} h^{-1} \sum_{i=1}^{n} K\left\{h^{-1}\left(t-X_{t}\right)\right\}, \tag{1}
\end{equation*}
$$

where $K$ is a kernel function, which we shall assume throughout to be the normal density function. Apart from the theoretical advantages of this choice, the use of a normal kernel has strong computational advantages; see Silverman (i981b)

The window width $h$ controls the amount by which the data are smoothed to obtain the kernel estimate. Thus, for example, if the data are strongly bimodal a large value of $h$ will be needed to obtain a unimodal estımate. Suppose that we wish to test the null hypothesis that the density $f$ underlying the data has $k$ modes, against the alternative that $f$ has more than $k$ modes; often $k=1$. Define the $k$-critical window width $h_{\text {crii }}$ by

$$
\begin{equation*}
h_{\mathrm{crt}}=\operatorname{in}\left\{\left\{h ; \int(., h) \text { has at most } k \text { modes }\right\} .\right. \tag{2}
\end{equation*}
$$

Large values of $h_{\text {crit }}$ will reject the null hypothesis. Silverman (1978dused a critical value of a smoothing parameter in a somewhat different context The computation of $h_{\text {cta }}$ in practice is facilitated by the following theorem and corollary.

Theorem Given any fixed $X_{1}, \ldots, X_{n}$, define $\hat{f}(t, h)$ as in (1) above, using a normal kernel $K$ For each integer $m \geqslant 0$, the number of maxima as $t$ varies in $\partial^{m} j / \partial t^{m}$ is a right continuous decreasing function of $h$.

The following corollary follows at once.
Corollary. Defining $h_{\text {cru }}$ as in (2) above, $f(. ; h)$ has more than $k$ modes if and only if $h<h_{\text {cru }}$.
The corollary shows that $h_{\text {crin }}$ can be found by a binary search procedure, since for any value of $h$ we can tell at once whether or not $h<h_{\text {cm }}$ by counting the number of modes in $f(. ; h)$. The result is also used in Section 3 below

This section is concluded with the proof of the theorem, which makes use of the theory of total positivity; see, for example, Karlan (1968) Let $v_{m+1}(h)$ denote the number of sign changes in $\int^{(m+1)}($., $\dot{n})$. Since $(-t)^{m+1} \hat{\rho}^{(m+1)}(t, h)$ is, for all $m \geqslant 0$ and $h$, eventually positive as $t \rightarrow-\infty$ and as $t \rightarrow \infty$, it suffices to show that $v_{m+1}$ is decreasing and right continuous. For $h_{2}>h_{1}>0$, $f^{(m+11}\left(., h_{2}\right)$ is the convolution of $f^{(m+11}\left(., h_{1}\right)$ with a $N\left(0, h_{2}^{2} \cdots h_{1}^{2}\right)$ density, and $f^{(m+1)}\left(., h_{1}\right)$ is continuous and bounded. Thus, by Theorem 2 of Schoenberg (1950), $\nu_{m+1}\left(h_{2}\right) \leqslant v_{m+1}\left(h_{1}\right)$ so that $v_{m+1}$ is decr:asing. Now suppose, for given $h_{0}>0$, there exist $a_{1}<b_{1}<a_{2}<\ldots<a_{r}<b_{r}$ such that $f^{(m+1)}\left(a_{1}, h_{0}\right)>0$ and $f^{(m+1)}\left(b_{1}, h_{0}\right)<0$ for all , By the continuity of $f^{(m+1)}(t$,$) , for all$ sufficiently small $\varepsilon$ and all $1, \hat{f}^{m+11}\left(a_{1}, h_{0}+\varepsilon\right)>0$ and $j^{m+11}\left(b_{i}, h_{0}+\varepsilon\right)<0$. Hence lim $\inf _{n+n_{0}} v_{m+1}(h) \geqslant v_{m+1}\left(h_{0}\right)$, the nght continuity of $v_{m+1}$ follows from the fact that $v_{m+1}$ is known to be decreasing.

Note that Schoenberg's theorem does not apply for general kernels Indeed, the convolution of unımodal densities need not be unimodal, see Feller (1966, p. 164).

## 3. Assessing Significance

For any particular $k$-modal simple null hypothesis, it is easy to assess, by simulation, the significance of the value of the critical window width obtained from the data. Suppose the null hypothesis is that the true density is $g$ and that the value of $h_{\text {crit }}$ obtained from the data is $h_{0}$ Then the theory of Section 2 implies that
$\operatorname{pr}_{g}\left(h_{\text {crat }}>h_{0}\right)=\operatorname{pr}\left\{\int\left(. ; h_{0}\right)\right.$ has more than $k$ modes $\left\{\left\{X_{1}, \ldots, X_{n}\right\}\right.$ is drawn from $\left.g\right\}$.
Thus, in order to assess the significance of $h_{0}$ for sample size $n$, it is only neressary to calculate the single density estumate $\hat{f}\left(. ; h_{0}\right)$ for each sample of size $n$ generated from $g$; there is no need to find $h_{\text {crit }}$ for each replication.

The hypothesis that the true density is at most $k$-modal is of course a compound hypothesis. To provide a conservative assessment of the significance of $h_{0}$, an appealing choice of the representative $g_{0}$ from which to simulate is obtained by rescaing $f\left(., h_{0}\right)$, as constructed from the data, to have variance equal to the sample variance. The theory of Section 2 shows that $g_{0}$ is indeed at most $k$-modal; it is, in a sense, the most extreme $k$-modal density consistent with the data. It is extremely easy to simulate from $g_{0}$; Efron (1979) pointed out that independent observations $y_{1}$ from $g_{0}$ are given by

$$
y_{i}=\left(1+h_{0}^{2} / \sigma^{2}\right)^{-t}\left(X_{t(1)}+h_{0} \varepsilon_{t}\right),
$$

where $X_{l(1)}$ are sampled uniformly, with replacement, from the data $X_{1}, \ldots, X_{n}, \sigma^{2}$ is the sample variance of the data, and $\varepsilon_{i}$ is an independent sequence of standard normal random variables.

Simulating from $g_{0}$ to assess significance is an example of a smoothed bootstrap procedure as defined by Efron (1979). However, Efron's procedure contains an implicit arbitrary choice of smoothing parameter, since his $\sigma_{Z}^{2}$ is essentially arbitrary. In our case, the amount of smoothing is automatically determined in a natural way.

Finally, it should be pointed out that the theory and procedure of finding a critical window width and simulating from a rescaled density estimate constructed using this window width carries over immediately, mutatis mutands, to the investigation of maxima in the first or higher derivative of the data. Both Cox (1966) and Good and Gaskins (1980) show a preference for seeking maxima in the density derivative.
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## 4. An Application

We illustrate the method by a.ralysing a small data set of observations on chondrite meteors. These data consist of 22 observations which are given in Table 2 of Good and Gaskins (1980).

The data have been considered by several authors, see Good and Gaskins (1980) for detanls In this analysis the raw values of the observations were used Table 1 gives critical window widths and significance levels for tests of the null hypothesis that the underlying density has at most $k$ modes against the alternative that it has more than $k$ modes The $p$-values are computed by simulating from a critical density as ciscribed above; 100 replications of 22 observations were used in each case.
These results must of course be interpreted as a hierarchical set of significance tests All other things bring equal, considerations of parsimony perhaps suggest that we should test successively for an increasing number of modes until we find a number that is accepted. Particularly beanng in mind the small sample size, the results clearly indicate the trimodal nature 'he population; Good and Gaskins (1980) also arnved at this conclusion.

In Section 2 above it was stated heuristically that large values of $h_{\text {crit }}$ will tend to reject the null hypothesis. The results of this section show that this procedure does indeed lead to a consistent test.

Subject to certain regularity conditions, it is shown that, under the null hypothesis, $h_{\text {crit }}$ converges stochastically to zero, while this $1 s$ not the case under the alternative hypothesis. The exact rate of convergence of $h_{\text {crat }}$ to zero under the null hypothesis is found. It is perhaps interesting that this rate of convergence has precisely the same order as the rate of convergence for the optimum choice of wandow wadth for the uniform estimation of the density given, for example, by Silverman (1978b).

In the smoothed bootsirap procedure given in section 3 , the representative of the null hypothesis constructed from the data is obtained from the density estimate with window width $h_{\text {crit }}$; the estimate 15 rescaled, as suggested by Efron (1979), to have variance equal to the sample variance of the data. The remarks above show that $f_{n}\left(., h_{\text {crit }}\right)$ is, in a certan sense, optamally uniformly consistent as an estimate of the true density $f$. It follows that, on the null hypothesis, the bootstrap procedure $1 s$ likely, at least for large samples, to provide an estimate of the true underlying density which is accurate in the uniform norm. A possible drawback for small samples is the fact that the implied constant in the rate of convergence does not necessarily take its optimum value.

An interesting open question raised by this discussion is the possibility of using $h_{\text {crit }}(k)$ for some value of $k$ in developing an automatic method for choosing the smoothing parameter in density estimation. Boneva, Kendall and Stefanov, 1971) suggested choosing the window width where 'rabbits' or rapıd fluctuations just started to appear. Such a wandow width would perhaps correspond to $h_{\text {crit }}(k)$ for some $k>j$; since $h_{\text {crit }}(k)$ converges to zero at the optimum rate for all $k>j$, a suitable formalization of the Boneva-Kendall-Stefanov procedure would give estimates which converged at the optimal rate, though not necessarily with the optimal constant multiplier.
The fact that $h_{\text {crit }}(k)$ has the same rate of convergence for all $k>j$
provides some explanation for the observation made by Boneva, Kendall and
Stefanov that the estrmate seems suddenly to become noisy as the window
width is reduced. provides some explanation for the observation made by Boneva, Kendall and Stefanov that the estimate seems suddenly to become noisy as the window width is reduced.

In this section, the main results on the asymptotic behaviour of $h_{\text {crit }}$ are stated and proved. It is convenient to use the convention throughout that all limits and mplied limits are taken as $n$ tends to infinity. Varying conventions will apply to unqualified suprema and infima in propositions 1 and 2 below, and these will be introduced where necessary. The notations $p$ lim inf and $p$ limsup will be used to signify the corresponding limits in probability as $n$ tends to infinity, and 0 and ${ }_{-p}$ will denote probability orders of magnitude.

Define. for $h>0$.

$$
\begin{equation*}
\alpha(n)=n^{-5} \log \left(n^{-1}\right) \tag{1}
\end{equation*}
$$

The main results are all contained in the following theorem.

Theorem
Suppose $f$ is a bounded density with bounded support (a.bl, and
suppose that the following conditions are satisfied:
(2) $f$ is twice continuously differentiable on (a,b)
(11) f has exactly 3 local maxima on (a,b)
(1111) $f^{\prime}(a+)>0, f^{\circ}(b-) \leqslant 0$
(2v) $\min _{\left(z: f^{\prime}(z)=0\right)} \frac{f^{-\prime}(z)^{2}}{f(z)}=c_{0}>0$.
Let $h_{\text {crif }}(k)$ be the $k$-critical window width constructed from an 1.2.d.
sample of size $n$ from f. mienrif $k \geqslant j$, defining $a$ as in (1) above.
and
$p \lim \inf n^{-1} \alpha\left\{\ln _{x \rightarrow 0}(x)\right\}>\frac{2}{3} \approx \sqrt{2} c_{0}$

$$
\begin{equation*}
\text { p 11a sup } n-\cos \text { (bit }(k))<\infty \tag{2}
\end{equation*}
$$

while if $x<j$ then there exists.faiconstant $h_{o}(f, k)$ such that

$$
\begin{equation*}
P\left(h_{c r i t}(k)>h_{0}\right\} \rightarrow 1 \tag{4}
\end{equation*}
$$

Note that condition (iv) is equivalent, in the presence of the orher conditions, to the condition that $t$ is strictly positive on $\{a, b]$ and f has no multiple zeroes on $\{a, b]$.

It is convenient to prove the various assertions of the theorem separately. Except where otherwise stated, the conditions of the theorem on $f$ will be assumed to be true throughout. The first proposition facilitates the proof of (2).

Prióposition 1. Given any $c_{1}$ with

$$
0<c_{1}<\frac{2}{3} \pi \sqrt{2} c_{0}
$$

suppose the sequence of window widths $h_{n}$ satisfies

$$
\begin{equation*}
n^{-1} \alpha\left(h_{n}\right)+c_{1} \tag{5}
\end{equation*}
$$

Then the number of maxima of $f_{n}$ tends in probabli2ty to $J$.
It follows from proposition 1 and tif Theotendfenm2that, for all $k \geqslant 0$ provided (5) holds,

$$
P\left\{h_{\text {crit }}(k)<h_{n}\right\} \rightarrow 1
$$

and hence that (2) is sctisfied.
The proof of Proposition 1 makes use of several lemas, the first of which shows that, under certain conditions, maxima and manima of $f_{n}$ can, eventually, only occur arbitrarily close to those of $f$.

Lema 1. Let $I$ be any closed interval contained $2 n$ [a,b], such that $I$ contains none of the zeroes of $f^{\prime}$. Then, provided $h_{n}+0$ and

$$
n^{-1} h_{n}^{2} \alpha\left(h_{n}\right) \rightarrow 0, \text { it will follos that }
$$

$P\left(f_{n}\right.$ monotonic on $I$ in the same sense as $\left.f\right) \rightarrow 1$ -
Proof. By slight adaptation of the results of Silverman (1978a). it can be seen that, provided i is bounded, we will have, if $h_{n}$ satibeies the assumptions of Proposition 1.

$$
\begin{align*}
\left(\sup _{\infty}\right)\left|f_{n}^{\prime}-E f_{n}^{\prime}\right| & =\underline{o}_{p}\left\{n^{-\frac{1}{2}} n_{n}^{-1} \alpha\left(h_{n}\right)^{\frac{1}{2}}\right\} \\
& =o_{p}(1) \tag{6}
\end{align*}
$$

In Silverman (1978a) the uniform continuity of $f$ was additionally assumed, but careful examination of the proofs of that peper shows that the derivation of the rate of stochastic convergence, though not of the exact constant implied in the $O_{p}$, goes through under the assumption of bounded $f$. Supposing without loss of generality that $f$ is increasing on $I$, it follows from the continuity of $f^{\prime}$ on $(a, b]$ that $f^{\prime}$ is bounded away from zero on $I$ and is non-negative on a nesghborhood of $I$, and hence by elementary analysis that

$$
\begin{equation*}
\lim \inf \inf _{I} E f_{n}^{\prime}>0 \tag{7}
\end{equation*}
$$

Combining (6) and (7) completes the proof of Lemma 1.
The next lema shows that, under suitable coniltions, $f_{n}$ will eventually have exactly one maximum and no minima near each maxamum of $f$, and exactly one minimum and no maxima near each minimum of f.

Lemma 2. Suppose $f^{\prime}(z)=0$ and $f$ has a local maximum (respectively
minimuma) at 2 . Suppose $h_{n}+0$ and

$$
\begin{equation*}
n^{-1} c\left(h_{n}\right)+c_{2} \in\left(0, \frac{2}{3} \pi \sqrt{2} f^{n}(z)^{2} / f(z)\right) \text {. } \tag{8}
\end{equation*}
$$

Then, for all sufficiently small $\varepsilon>0$, the probability that $f_{n}^{\prime}$ has
axactly one rero in $(z-\varepsilon, \angle+\varepsilon)$, and that this zero is a maximum
(respectively minimum) of $f_{n}$, tends to one as $n$ tends to infinity.
Proof. Only the case of a local maximum will be considered. The proof for a mindmum proceeds very aimilarly and is onitted. Throughout this proof unqualified infims and suprema will bo taken to be over $x$ in $[z-\varepsilon, z+\varepsilon]$. By the continuity of $f$ and $f *$, choose $E$ sufficiently small that

$$
\begin{equation*}
\frac{\operatorname{lnf} f^{\prime \prime}(x)^{2}}{\sup f(x)}>\frac{3 c_{2}}{2 \pi \sqrt{2}} \tag{9}
\end{equation*}
$$

and also $[z-\varepsilon, z+c] \subseteq(a, b)$. It is then immediate that $f^{\prime}(z-\varepsilon)>0$ and $f^{\prime}(z+\varepsilon)<0$ since, by (9), $f^{\prime \prime}$ cannot cross sero in ( $\quad=\varepsilon, z+\varepsilon$ ). Since $f^{\prime}$ is contanuous at $z \pm \varepsilon$, by standard results on the consistency of $f_{n}^{\prime}$ (a combination of farzen (1962) and Bhattacharya (1967))

$$
\begin{equation*}
P\left(f_{n}^{\prime}(x-\varepsilon)>0 \text { and } f_{n}^{\prime}(z+\varepsilon)<0\right\}+1 \tag{10}
\end{equation*}
$$

Very slightly adapting the proofs of Silverman (1976 and 1978a) to cope whth the fact that $f^{\prime \prime}$ is only uniformly continuous on a neighborhood of [z-c, $z+c]$ gives

$$
n^{-\frac{1}{2}} a(n)^{\frac{1}{2}} \sup \left|f_{n}^{n}(x)-E f_{n}^{n}(x)\right| f k_{1}
$$

where

$$
\begin{aligned}
x_{1}^{2} & =2 \sup f \int \phi^{n^{2}} \\
& =3(2 \pi / 2)^{-1} \sup :
\end{aligned}
$$

Since, by elementary analysis, suplEf" ${ }_{n}^{\prime \prime}(x)-f^{\prime \prime}(x) \mid$ converges to zero, it
follows from (8) that $p$ limn $\sup _{n} \sup \left|f_{n}^{n}(x)-f(x)\right|<r_{1} c_{2}^{\frac{1}{2}}$

$$
\langle\operatorname{lnf}| f^{\prime \prime}(x) \mid
$$

by (9). It is immediate that

$$
P\left(f_{n}^{\prime \prime}(x)<0 \text { for all } x \text { in }[z-\varepsilon, x+c]\right\}+1
$$

Combining (10) and (11) completes the proof of Lema 2.
To complete the proof of Proposition 1 , note first that no maxima of $f_{n}$ can occur outside the interval (a,b). Let $z_{1} \ldots \ldots z_{2 j-1}$ be the zeroes of f. in (a,b) and choose $c$ sufficiently small to satisfy the conclusion of

$$
\begin{equation*}
a<z_{1}-\varepsilon<z_{1}+\varepsilon<z_{2}-\varepsilon<\cdots<z_{2_{J-1}}+\varepsilon<b . \tag{12}
\end{equation*}
$$

Applying either Lemm 1 or Lemm 2 as appropriate to each of the intervals in the partition (12) of the interval (a,b) completes the proof of proposition 1.

The next proposition leads to the proof of assertion (3), in a similar way to the derivation of (2) from Proposition 1.

## Proposition 2

Defining $a$ as in (1) above, suppose that

$$
\begin{equation*}
n^{-1} \alpha\left(n_{n}\right)+\infty \text { and } n^{-1} h_{n}^{-5} \rightarrow 0 \tag{13}
\end{equation*}
$$

Then the number of maxima in $f_{n}$ tends in probability to infinity.
Given any $k$, it follows from this result and the corollary of Silverman
(1981) that, provaded (13) holds,

$$
P\left\{h_{c r i t}(k)>h_{n}\right\} \rightarrow 1 ;
$$

assertion (2) follows at once.

To prove Proposition 2, suppose whthout loss of generalıty that $f$ has a maximum at 0 in $(a, b)$. Choose a sequence $\ell_{n}$ which satisfies

$$
\begin{align*}
& 2_{n}+0, h_{n}^{-1} \ell_{n}=o\left\{n^{-1} \alpha\left(h_{n}\right)\right\} \\
& h_{n}^{-1} \ell_{n}+\infty \text { and }\left|\log 2_{n}\right| \mid \log h_{n} 1^{-1} \rightarrow 1 . \tag{14}
\end{align*}
$$

The explicit dependence of $h$ and $\&$ on $n$ will often be suppressed. Let $I_{j, n}$ be the interval $[(j-1) l, j l]$ for integer $y>0$.

Following Silvermen (1978a) apply Theorem 3 of Yomins, Major and Tusriady
(1975) to obtain

$$
f_{n}^{\prime}(x)=E f_{n}^{\prime}(x)+h^{-1} n^{-\frac{1}{2}} p_{1}(x)+\varepsilon_{n}^{\prime}(x)
$$
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where $\rho_{1}$ is a Gaussian process with the same covariance structurc as $n^{\frac{1}{2}} h\left(f_{n}^{\prime}-E f_{n}^{\prime}\right)$ and $E_{n}^{\prime} \quad 15$ a secondary random error. The process $p_{1} 1 s$ obtained by pitting $\delta(u)$ equal to $\phi^{\prime}(u)$ in proposition 1 of silverman (1978a). By elementary analysis and the arguments of Silvarman (1978a) we have, in a neighborhood of 0 .

$$
\left|E f_{n}^{\prime}(x)-f^{\prime}(x)\right|=O(h)
$$

$$
\left|\varepsilon_{n}^{\prime}(x)\right|=\underline{O}\left(n^{-1} h^{-2} \log n\right) \quad \text { a.s. }
$$

$=o\left(h^{2}\right)$ from (13) above: and $\left|f^{\prime \prime}(x)\right|=\underline{O}(x)$.
since $f^{\prime}(0)=0$ and $f^{\prime \prime}$ exists. It follows that. a.s.,

$$
\begin{align*}
\sup \left|E f_{n}^{\prime}(x)+c_{n}^{2}(x)\right| & =\underline{o}(\rho \ell)+\underline{o}(h) \\
& =o\left\{n^{-1} h^{-5} \log (\ell / h)\right\}^{\frac{1}{2}} \tag{15}
\end{align*}
$$

by (13) and (14) above, where we aciopt the convention, here and subsequently In this proof, that unqualified suprema are taken to be over the interval Iy,n' and that a fixed $j$ is being considexed. We silghtly adapt the axgument of Silverman (1976) pp. 138-140 tc investigate sup $\rho_{1}$. Define

$$
\begin{aligned}
u^{2}(x) & =\operatorname{var} \rho_{1}(x)=h^{-1} f(x) \int \phi^{2}(1+o(1)) \\
& =h^{-1} f(0) \int \phi^{2}(1+o(1)) \text { for } x \text { in } I_{J, n}
\end{aligned}
$$

since the end points of $I_{j, n}$ both converge to zero. Anslogously to (12) of Silverman (1976), given any $\lambda$ in (0.2:.

```
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$$
\begin{align*}
P\left\{\sup 0^{-1} 0, \in\right. & \left(1-\frac{1}{2} \lambda ;\left\{2 \log \left(A^{-1} \alpha\right)\right\}^{\frac{1}{2}}\right\} \\
< & \underline{o\left(l^{-2}\right) \log \left(h^{-1} 2\right)}  \tag{16}\\
& \times \int_{j, n}|x| \exp \left(2 \log \left(h^{-1} 2\right)\left(1 \frac{1}{2} \lambda\right)^{2}|x| /(1+|x|)\right\}
\end{align*}
$$

where $x(x, y)=\operatorname{corr}\{p(x), p(y)\}$. Uasing a similar argument to that following (12) of silverman (1976), but allowing the interval I to vary, ohows that the expression in (16) is dominated by

$$
\begin{aligned}
\underline{o}\left(l^{-2}\right) \log \left(h^{-1} l\right)\left\{0^{2}(0)\right. & +\underline{o(1)\}^{-1}\left(h^{-1} l\right)^{\left(1-\frac{1}{2} \lambda\right)^{2}} \underline{g}(2)} \\
& =\left(h^{-1} 2\right)^{-\lambda+\frac{1}{4} \lambda^{2}} \log \left(h^{-1} l\right) \rightarrow 0
\end{aligned}
$$

$$
\begin{aligned}
& \text { by (14) above. } \\
& \text { it follows that, setting } x=\left(2 \Psi^{(0)} \int \phi^{\prime 2}\right)^{\frac{1}{2}}
\end{aligned}
$$

$$
\begin{equation*}
p l i \pi \inf \sup \left\{1^{-1} \log \left(h^{-1} \ell\right)\right\}^{2} p_{1} \geqslant X \tag{17}
\end{equation*}
$$

and thet the same result holds if $\rho_{1}$ is replaced by $-\rho_{1}$ giving a
corresponding result for inf $\rho_{1}$. it follows from (15). (17) and th:
corresponding result for inf $\rho_{1}$ that

$$
P\left(\rho_{1} \text { crosses }-n^{\frac{1}{2}} l_{1}\left(\Sigma f_{n}^{\prime}+c_{n}^{\prime}\right) \text { in } I_{j, n}\right\}+1 \text {. }
$$

and rence that

$$
\begin{equation*}
P\left\{f_{i n}^{\prime} \text { crosses zero in } I_{j, n}\right\} * 1 \text {. } \tag{18}
\end{equation*}
$$

Since (i8, holds for all $j$, the number of maxima in $f_{n}$ tends in probability to inininity, completing the prowf of proposition 2.

The final proposition of this section deais with the case where the alternative hypothesis is true, and shows that $h_{\text {crit }}$ will remain bounded away fram zero.

## Proposition 3

If $k$ ( $)$ then there exists a constant $h_{0}>0$, dependinc on $f$ and $k$, such chat

$$
P\left(h_{\text {crat }}(k)>n_{0}\right)+1
$$

## Proof

By arguments analogous to those of the proof of the theorem of fection 2 above, making use of the variation diminishing properties of the Gaussian kernel and the continuity properties of $E f_{n}$, the number of maxima in Ef $n_{n}(\cdot, h)$ is a right continuous decreasing function of $h$, for $h \geqslant 0$. By choosing $h_{0}$ sufficiently small, we can ensure that $E f_{n}\left(\cdot, h_{0}\right)$ has infiependently of 7 , exactly $j$ maxima. Because of the conditions imposed $07 f$ in the statement of the Theorem above, we can also ensure that Ef"( ${ }_{n}^{\prime}, h_{0}$ ) 25 non-zero at all stationary points of $E f_{n}\left(\cdot, h_{0}\right) \cdot$

The argument of Lerma 2.2 of Schuster (1969), which does not in fact requare the convergence to zero of the sequence of window widths, then implies that, with probability one,

$$
f_{n}^{\prime}\left(x, h_{0}\right)-E f_{n}^{\prime}\left(x, h_{0}\right) \text { and } E_{n}^{n}\left(x, h_{0}\right)-E E_{n}^{n}\left(x, h_{0}\right)
$$

both converge to zero uniformily over $x$. By an argument similar to that used in Proposition 1 above, it follows that the number of marima of $f_{n}\left(\cdot, h_{0}\right)$ on ( $a, b$ ) tends almost surely to $j$, the number of maxima of $E x_{n}\left(\cdot, h_{0}\right)$. Applying the corollary of Siction 2 coapletes the proof of proposition 3.

Discussion
It is natural to enquixe to what extent the conditions of the theorem above can be relaxed wichout affecting the conclunions. In particular it seoms intuitively clear that the condition of bounded support for the density $f$ should be able to be replaced by some condition on the tails of f. though the present method of proof cannot deal with thas case. Condition (2v) appears to be more fundamental to the result: if. tor example. f' 0 . $=$ $f^{\prime \prime}(0)=0 f f^{\prime \prime}(0)$. then an examination of $f_{n}$ and $E f_{n}$ near zero seems to indicate that, under suitable regularity conditions, there will be no maximum of $f_{n}$ near zero provided $\left|f_{n}^{\prime \prime}-E f_{n}^{n!}\right|$ remins small. A heuristic argument suggests that a result corresponding to the theorem of section 2 can be proved, but with $a(h)$ replaced by $h^{-7} \log \left(h^{-1}\right)$, so that $h$ crit converges to zero more slowly. Even slower convergence will occur for higher order zeroes in $1^{\prime}$.

The interest in thas discussion lies in the fact trat the bootstrap density constructed using the critical window width will not only have infinite tails of similar woight to those of the corresponding normal kernels but will also hare a stationary point which is a point of inflexion. The slower convergence to zero of herit provides support for the remarh in Section that the bootetrap test may be conservative; it also bears out the tntuition of P. Eubar fintize comanicanifonjithat the bootstrap procedure may be excessively conenymativa, though thendiffarence besween $n^{-\frac{1}{5}}$ and $n^{-\frac{1}{7}}$ convergence is very silght in practice.

The mathods of shis paper can alzo be used to study the asymptotic properties of a corresponding test for the number of points of inflexion in the density. Boch Cox (1960) and Cood and Gaskins (1980) prefer to use points of inflexion as an indication chat the dersity $2 s$ mixture. The critical

ORIGNAL FINE IS OF POOR QUALITYwindow width will now be the smallest window width for which the density has$k$ maxina. Under suitable condicions result corresponding to the theorem ofSection 2 can be proved, but again, among other changes, $a(h)$ will bereplaced by $h^{-7} \log (1 / h)$ since $f_{n}^{n}$ will be replaced by $f_{n}^{\infty}$ in much of theargument of the proofs of Propositions 1 and 2.
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A DATA BASED RANDOM NLMBER GENERATOR FOR A MLTTIVARIATE DISIRIBUTION*
(USING STOCHASTIC INTERPOLATION)
James R. Thompson Rice University Malcolm S. Taylor USA Ballistic Research Laboratory

ABSTRACT. Let $X$ be a $k$-dimensional random variable serving as input for a system with output $Y$ (not necessarily of dimension $k$ ). Given $X$, an outcome $Y$ or a distribution of outcomes $G(X \mid X)$ may be obtained either explicitiy or implicitly. We consider here the situation in which we have a real world data set $\left\{X_{j}\right\}_{j=1}^{n}$ and a means of simulating an outcome $Y$. A method for empirical random number generation based on the sample of observations of the random variable $X$ without estimating the underlying density is discussed.

INTRODUCTION. The manner of dealing with multivariate data depends upon the application at hand. For example, let us suppose that $\left\{x_{j}\right\}_{j=1}^{n}$ is a sample of size $n$ of a $k$-dimensional randon variable. We may be interested simply in estimating the mean $\mu$. In such a case, we may complete our task by computing the sample mean $\bar{X}$. If we are interested in the interrelationships between the various vector components, we may find it desirable to compute the sample covariance matrix $\hat{\sigma}$.

At a greater level of complexity, we may be required to estimate the density of $X$ nonparametrically $[1,3]$. Heze, the representational difficulties are substantial--- particularly for $k>2$, where our 3-dimensional intuitions are inadequate for graphing the density even if we knew it precisely on a discrete mesh. Indeed, it would appear that for increasing dimensionality, our estimation theoretic difficulties pale in comparison to those of representation.

[^1]- Suppose we are given, for example, the task of estimating the density $f$ at a point $X_{0}$ in $k$-space, based on a sample of size $n$. The naive nearest neighbor estimator

$$
\hat{f}\left(x_{0}\right)=\frac{p}{n} . . \bar{V}_{k}\left(x_{0}, d\left(x_{0}, p\right)\right),
$$

Where $d\left(X_{0}, p\right)$ is the Euclidean distance from $X_{0}$ to the $p^{\text {th }}$ nearest neighbor and $V_{k}\left(X_{0}, d\left(X_{0}, p\right)\right)$ is the volume of the $k$-sphere centered at $X_{0}$ with radius $\mathrm{d}\left(\mathrm{X}_{\mathrm{o}}, \mathrm{p}\right)$, is likely to be quite satisfactory. But a problem occurs when we are asked for a usable summary of the unknown density over the space of nonnegligible mass. If we know the functional form of the density $f(x ; \theta)$, then we have a relatively easy task--- the estimation of $\theta$. But in the highly ubiquitous nonparametric situation, in which we do not know the functional form of $f$, we are not so fortunate. He might decide, for example, to tabulate $\hat{f}$ on a mesh of size 20 in each dimension. This would require $20^{k}$ pointwise estimations of f--- a tedious but manageable task. But how shall we scan this $k$-dimensional table to obtain a useful feel for the density? Other approaches, $\hat{c}$ learly are required. One of these is discussed in [2].

There are, happily, cases in which the density representational difficulties may be sidestepped when coping nonparametrically with data sets in higher dimensions. For example, let us suppose the $k$-dimensional random variable $X$ is an input into a system with output $Y$ (of whatever dimension). Given $X$, an outcome $Y$ or a distribution of outcomes $G(Y \mid X)$ is obtained either explicitly or implicitly through an output data set. Let us suppose these outcomes fall into six categories: Very Good, Good, Fair, Poor, Very Bad, Catastrophically Bad. Suppose further that these sets are well-defined be much more efficient.

THE ALGORITHM. Let us consider the following situation: We have a random sample $\left\{X_{j}\right\}_{j=1}^{n}$ of size $n$ from a multivariate distribution of dimension $k$, and we want to generate pseudorandom vectors from the underlying, but unknown, distribution that gave rise to the randon sample. Since we do not know, and usually will never know, the form of this distribution, our attack
should be empirical. We shall endeavor to see to it that our pscudorandom vectors look very much like those in the original data set. In so doing, we will maintain the essential structural integrity of the problem.

We now direct our attention to the mechanics of the algorithm. After carrying out a rough rescaling to account for differing variances that may exist among the $k$ variates, we select at random one of the $n$ data points, say $X_{1}$, from the data base and then proceed to determine its $m-1$ nearest neighbors. The nearest neighbors are determined under the ordinary Euclidean metric and the value of $m$ will deperd upon the sample size $n$, the characteristics of the data, and can best be determined after perusal of the data. A conservative estimate would be to choose $m=n / 20$.

The vectors $\left\{X_{j}\right\}_{j=1}^{m}$ are now coded about the sample mean $\bar{X}=1 / m \Sigma X_{i}$ to yield $\left\{X_{j}^{\prime}\right\}=\left\{X_{j}-\bar{X}\right\}_{j=1}^{m}$, and an independent random sample of size $m$ is generated from the uniform distribution $U\left(1 / m-\sqrt{\frac{\sqrt{3(m-1)}}{m^{2}}}, 1 / m+\sqrt{\left.\frac{3(m-1)}{m^{2}}\right)}\right.$. Now the linear combination

$$
x^{\prime}=\sum_{\ell=1}^{m} u_{\ell} x_{\ell}^{\prime}
$$

is formed, where $\left\{u_{\ell}\right\}_{\ell=1}^{m}$ is the random sample from the $U(1 / \pi-\sqrt{6}, 1 / m+\sqrt{0})$. Finally the translation

$$
X=X^{\prime}+\bar{X}
$$

restores the relative magnitude, and $X$ is a pseudorandom vector which we propose to be representative of the multivariate distribution that provided the $\left\{X_{j}\right\}_{j=1}^{n}$.

To obtain the next pseudorandom vector we randomly select another of the $n$ data points and proceed as above.

We will now attempt to motivate the algorithm by considering the mathematics that suggests the mechanics that we have just outlined. Consider the distribution of $X_{1}$ and its $m-1$ nearest neighbors: $\left\{\left(x_{1 \ell}, x_{2 \ell}, \ldots, x_{k \ell}\right)^{\prime}\right\}_{\ell=1}^{m}=\left\{x_{\ell}\right\}_{\ell=1}^{m}$. Let us suppose that this "truncated set" of random observations has mean vector $\mu$ and covariance matrix $\sigma$. Let $\left\{u_{\ell}\right\}_{\ell=1}^{m}$ be an independent random sample from the uniform distribution $U(1 / m-\sqrt{\bullet}, 1 / m+\sqrt{\bullet})$. Then, $E\left(u_{\ell}\right)=1 / m, \operatorname{Var}\left(u_{\ell}\right)=(m-1) / m^{2}$, and $\operatorname{Cov}\left(u_{i}, u_{j}\right)=0$, for $i \neq j$.

Forming the linear combination

$$
z=\sum_{\ell=1}^{m} u_{\ell} x_{\ell}
$$

we have, for the $r^{t h}$ component $z_{r}=u_{1} x_{r 1}+u_{2} x_{r 2}+\ldots+u_{m} x_{r m}$, the following relations

$$
\begin{gathered}
E\left(z_{r}\right)=m \cdot 1 / m \cdot \mu_{r}=\mu_{r^{\prime}} \\
\operatorname{Var}\left(z_{r}\right)=\sigma_{r}^{2}+(m-1) / m \cdot \mu_{r}^{2} \\
\operatorname{Cov}\left(z_{r}, z_{S}\right)=\sigma_{r S}+(m-1) / m \cdot \mu_{r} \mu_{s}
\end{gathered}
$$

Clearly, if the mean vector of $X$ was $\mu=(0,0, \ldots, 0)^{\prime}$, then the mean vector and covariance matrix of 2 would be identical to those of $X$. In the less idealized situation with which we are confronted, the translation to the sample mean of the nearest neighbor cloud should result in the pseudoobservation having very nearly the same mean and covariance structure as that of the
(truncated) distribution of the points in the nearest neighbor cloud, a conjecture borne out in many actual cases that have been considered. For $m$ moderately large, our algorithm essentially samples from $n$ Gaussian distributions with the means and covariance matrices corresponding to those of the n m nearest neighbor clouds.

EXAMPLES. For a substantial test case, we considered a mixture of three bivariate normal distributions. The rirst $\left(N_{1}\right)$ has mean vector $\binom{-1}{-2}$ and covariance matrix $\left(\begin{array}{cc}1 & -1 / 2 \\ -1 / 2 & 1\end{array}\right)$; the second $\left(N_{2}\right)$ has mean vector $\binom{-2}{3}$ and covariance matrix $\left(\begin{array}{cc}1 & 1 / 2 \\ 1 / 2 & 1\end{array}\right)$; and the third $\left(N_{3}\right)$ has mean vector $\left({ }_{3}^{2}\right)$ and covariance natrix $\binom{1 / 10}{1 / 10}$. The corresponding mixing scalars are $\alpha_{1}=1 / 2, \alpha_{2}=1 / 3$, and $\alpha_{3}=1 / 6$, respectively. Representative contours of equal density are illustrated in Figure 1. To establish a data base, a sample of eighty-five points was generated from this distribution via Monte Carlo simulation; a sample of eighty-five pseudorandom values was then produced by the algorithm, and the combined sample is shown in Figure 2.

Notice that the structure of the data is maintained in that the modes are preserved; the algorithm has not attcmpted to fill in gaps where gaps belong; the algorithm has, however, generated some points outside the boundary of the convex hull of the data base, all of which are desirable properties. These observations lend credence to the term "structural integrity" mentioned previously.

An application of the algorithm to a real world data set is sumnarized in Figures 3 and 4. In Figure 3, a two-dimensional marginal of a set of 973 four-dimensional benind armor debris measurements is portrayed; in Figure 4, 973 simulated data points produced by our procedure. Once again, the salıent fcatures of the data set are preserved.


Fig. 1. Density contours for a mixture of three bivariate normal distributions.


Fig. 2. Combined sample: Data base and Pseudoobservations.

## BEHIND ARMOR DATA



Fig. 3. Marginal data for 4-dimensional behind armor debris.
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Fig. 4. Simulated behind armor debris.

CONCLUSIONS. We have demonstrated a means of empirical random number generation based on a sample of observations of a random variable $X$. No estimation of the underlying density is required. And, because of the local nature of the generation scheme, it is essentially free of assumptions on the underlying density of $X$. Naturally, any atterapt to use this algorithm for generating bona fide new observations using the computer rather than producing real world data would be unwise. Rather, tise algorithm operates somewhat like a smooth interpolator-.- highly dependent on the quality of the data points on which it is based. It gives us a means of avoiding nonrobust conclusions due to "holes" in the data set at important points of the simuletion model.

Also included in Thompson's presentation was a discussion of how altematives to the usual (contour map) density estimators may be constructed based on stochastic interpolation.
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Abstract: The problem of estimating the parameters which determine a mixture density has been the subject of a large, diverse body of literature spanning nearly ninety years. During the last two decades, the method of maximum-likelihood has become the most widely followed approach to this problem, thanks primarily to the advent of high-speed electronic computers. Here, we first offer a brief survey of the literature directed toward this problem and review maximun-likelihood estimation for it. We then turn to the subject of ultimate interest, which is a particular iterative procedure for numerically approximating maximum-likelihood estimates for mixture density problems. This procedure, known as the EM algorithm, is a specialization to the mixture density context of a general algorithm of the same name used to approximate maximum-likelihood estimates for incomplete data problems. We discuss the formualtion and theoretical and practical properties of the EM algorithm for mixture densities, focussing in particular on mixtures of densities from exponential families.
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## 1. Introduction

Of interest here is a parametric family of finite mixture densities, i.e., a family of probability density functions of the ferm

$$
\begin{equation*}
p(x \mid \phi)=\sum_{i=1}^{m} a_{i} p_{i}\left(x \rho_{i}\right), x-\left(x_{1}, \cdots, x_{n}\right)^{T} \in R^{n} \tag{1.1}
\end{equation*}
$$

where each $\alpha_{i}$ is nonnegative and $\sum_{i=1}^{m} \alpha_{i}-1$, and where each $p_{1}$ is itself a density function parametrized by $\rho_{1} \in \Omega_{i} \subseteq R^{n_{i}}$. We denote $\Phi=\left(\alpha_{1}, \cdots, \alpha_{m}, \rho_{1}, \cdots, \rho_{m}\right)$ and set

[^2]
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\begin{gathered}
\Omega=\left(\left(\alpha_{1}, \cdots, \alpha_{m}, p_{1}, \cdots, \rho_{m}\right): \sum_{i=1}^{m} \alpha_{1}-1 \text { and } \alpha_{i} \geqslant 0, p_{1} \in \Omega_{1}\right. \\
\text { for } 1=1, \cdots, m\} .
\end{gathered}
$$

The more general case of a possibly infinite mixture density, expressible as

$$
\begin{equation*}
\int_{\Lambda} p(x \mid \Phi(\lambda)) d \alpha(\lambda) \tag{1.2}
\end{equation*}
$$

is not considered here, even though much of the following 18 applicable with few modifications to such a density. For general references dealing with infinite mixture densities and related densities not considered here, see the survey of Blischke [12]. Also, it is understood that in determining probabilities, probability density functions are integrated with respect to a measure on $\mathrm{R}^{\mathrm{n}}$ which is either Lebesque measure, counting measure on some finite or countably infinite subset of $R^{n}$, or a combination of the two. In the following, it is usually obvious from the context which measure on $R^{n}$ is appropriate for a particular probability density function, and so measures on $R^{n}$ are not specified unless there is a possibility of confusion. It $1 s$ further understood that the topology on $\Omega 18$ the natural product topology induced by the topology on the real numbers. At times when it is convenient to determine this topology by a norm, we will regard elements of $\Omega$ as $\left(m+\sum_{i=1}^{m} n_{i}\right)-$ vectors and consider norms defined on such vectors.

Finite mixture densities arise naturally - and can naturally be interpreted - as densities associated with a statistical population which is a mixture of $m$ component populations with associated component densities $\left\{p_{1}\right\}_{i=1}, \ldots, m$ and mixing proportions $\left\{\alpha_{i}\right\}_{i=1}, \ldots, m$. Such densities appear as fundamental models in areas of applied statistics such as statistical pattern recognition, classification, and clustering. (As examples of general references in the broad literature on these subjects, we mention Duda and Hart [44], Fukunaga [48], Hartigan [62], Van Ryzin [128], and Young and Calvert [138]. For some specific applications, see, for example, the Special Issue on Remote Sensing of the Communications in Statistics [32j). In addition, finite mixture densities often are of interest in life testing and acceptance testing (cf. Cox [34], Hald [60], Mendenhall and Hader [89], and other authors referred to by Blischke [12]). Finally, many scientific investigations involving statistical modeling require by their very nature the consideration of mixture populations and their associated mixture densities. The example of Hosmer [68] below is simple but typical. For references to other examples in Fishery studies, genetics, medicine, chemistry, psychology, and other fields, see Bilschke [12], Everitt and Hand [45], and Hosmer [67].

Example: According to the International Halibut Commission of Seattle, Washington, the length distribution of Halibut of a given age is closely approximated by a mixture of two normal distributions corresponding to the length distributions of the
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male and female subpopulations. Thus the length distribution is modeled by a mixture density of the form

$$
\begin{equation*}
p(x \mid \Phi)=\alpha_{2} p_{1}\left(x \mid \rho_{1}\right)+\alpha_{2} p_{2}\left(x \mid \rho_{2}\right), x \in R^{1} \tag{1.3}
\end{equation*}
$$

where for $i=1,2$,

$$
p_{i}\left(x \mid \rho_{i}\right)=\frac{1}{\sqrt{2 \pi} \sigma_{i}} e^{-\left(x-\mu_{i}\right)^{2} / 2 \sigma_{i}^{2}}, \rho_{i}=\left(\mu_{i}, \sigma_{i}^{2}\right)^{T} \epsilon R^{2},(1.4)
$$

and $\Phi=\left(\alpha_{1}, \alpha_{2}, \rho_{1}, \rho_{2}\right)$. Suppose that one would like to estimate © on the basis of some sample of length measurements of halibut of a given age. If one had a large sample of measurements which were labeled according to sex, then it would be an easy and straightforward matter to obtain a satisfactory estimate of $\Phi$. Unfortunately, it is reported in [68] that the sex of halibut cannot be easily (i.e., cheaply) determined by humans; therefore, as a practical matter, it is likely to be necessary to estimate $\Phi$ from a sample in which the majority of members are not labeled according to sex.

Regarding $p$ in (1.1) as modeling a mixture population, we say that a sample observation on the mixture is labeled if its component population of origin is known with certainty; otherwise, we say that it is unlabeled. The example above illustrates the central problem with whach we ire concerned here, namely that of estimating $\Phi$ in (1.1) using a sample in which some or all of the observations are unlabeled. This problem is
referred to in the following as the mixture density estimation problem. (For simplicity, we do not consider here the problem of estimating not only $\Phi$ but also the number $m$ of component populations in the mixture.) A variety of cases of this problem and several approaches to its solution have been the subject of or at least touched on by a large, diverse set of papers spanning nearly ninety years. We begin by offering in the next section a cohesive but very sketchy review of those papers of which we are aware which have as their main thrust some aspect of this problem and its solution. It is hoped that this survey will provide both some perspective in which to view the remainder of this paper and a starting point for those who wish to explore the literature associated with this problem in greater depth.

Following the review in the next section, we discuss at some length the method of maximum-likelihood for the mixture density estimation problem. In rough general terms, a maximum-likelihood estimate of a parameter which determines a density function is a choice of the parameter which maximizes the induced density function (called in this context the likelihood function) of a given sample of observations. Masimum-likelihood estimation has been the approach to the maxture density estimation problem most widely considered in the literature since the use of high speed electronic computers became widespread in the 1960's. In Section 3, the maximum-likelihood estimates of interest here are defined precisely, and both their important theoretical properties and aspects of their practical behavior are summarized.

The remainder of the paper is devoted to the subject of ultimate interest here, which is a particular iterative procedure for numerically approximating maximum-likelihood estimates of the pasmeters in mixture densities. This procedure is a specialization to the mixture density estimation problem of a general method for approximating maximum-likelihood estimates in an incomplete data context which was formalized by Demptster, Laird, and Rubin [38] and termed by them the EM algorithm (E for "expectation" and $M$ for "maximization"). The EM algoritinm for the mixture density estimation problem has been studied by many authors over the last two decades. In fact, there have been a number of independent derivations of the algorithm from at least two quite distinct points of view. It has been found in most instances to have the advantayes of rellable global convergence, low cost per iteration, economy of storage, and ease of programming as well as a certain heuristic appeal. On the other hand, it can also exhibit hopelessly slow convergence in some seemingly innocuous applications. All in all, it is undeniably of considerable current interest, and it seems likely to play an important role in the mixture density estimation problem for some time to come.

We feel that the point of view toward the EM algorithm for mixture densities advanced in [38] greatly facilitaices both the formulation of a general procedure for prescribing the algorithm and the understanding of the important theoretical properties of the algorithm. Our objectives in the following are to present
this point of view in detail in the mixture density context, to unify and extend the diverse results in the li乞erature concerning the derivation and theoretical properties of the EM algorithm, and to review and add to what is known about its practical behavior.

In Section 4, we interpret the maxture density estimation problem as an incomplete data problem, formulate the general EM algorithin for mixture densities from this point of view, and discuss the general properties of the algorithm. In Section 5, the focus is narrowed to mixtures of densities from the exponential family, and we summarize and augment the results of investigations of the EM algorithn for slich mixtures which have appeared in the literaturc. Finally, in section 6 . we discuss the performa $e$ of the algorithm in practice through qualitative comparisons sther algorithms and numerical studies in simple but important cases.

## 2. A Review of the Literature

The following is a skeletal survey of papers which are primarily directed toward some part of the mixture density ostimation problem. No attempt has been made to include papers which are strictly concerned with applications of estimation procedures and results developed elsewhere. For additional references relating to maxture densities as well as more detailed summaries of the contents of many of the papers touched on below, we refer the reader to the recently published monograph by Everitt and Hand [45:. As a convenience, this survey has been divided somewhat arbitrarily by topics sato four subsections. Not surprisingly, many papers are cited in more than one subsection.

### 2.1 The method of moments.

The firat published investigation relating to the mixture density estimation problem appears to be that of Pearson [97]. In that paper, as in Example l.l, the problem considered is the estimation of the parameters in a mixture of two univariate normial densities. The sample from which the estimates are obtained is assumed to be independent and to consist entirely of inlabeled observations on the mixture. (since this is the sort of sample dealt with in the vast majority of work on tho problem it hand, it $1 s$ undezstood in this review that all samples are of this type unless otherwise indicated.) The approach suggested by Pearson for solving the problem 13 known as the method of
moments. The method of moments consists generally of equating some set of sample moments to their expected values and thereby obtaining a system of (generally nonlinear) equations ior the parameters in tro mixture density. To estimate the five independent parameters in a mixture of two univariate normal densities according to the procedure of [97], one begins with equations determined by the first five moments and, after considerable algebraic manipulation, ultimately arrives at expressions for estimates which depend on a suitably chosen root of a single ninth degree polynomial.

From the time of the appearance of Pearson's paper until the use of high speed electronsc computers became widespread in the 1960's, only fairly simple mixture density estimation problems were studied, and the method of moments was usually the method of choice for their solution. During this period, most energy devoted to mixture problems was directed toward mixtures of normal densities, especially toward Pearson's case of two univariate normal densities. Indeed, most work on normal mixtures during this period was intended either to simplify the job of obtaining Pearson's estimatos or to offer more accessible estimates in restricted cases. Charlier [24] described the implementation of Pearson's method as "an heroic task", and suggested a somewhat simpler method of solving the moment equations which involves a cubic ard ratio of two other polynomials. Pearson and Lee [99] recommended using "incomplete" normal moment functions to obtain first approximations to the
roots of the nonic equation produced by the procedure of Pearson [97]. Charlier and Wicksell [25] furthor simplified the method of Pearson [97], suggested graphical methods for obtaining roots of the nonic, and studied estimates which can be obtained relatively easily under the assumption of known means, equal variances, or symmetry of the mixture density. Burrau [18] computed certain "half-invariant" functions of the moments, thereby obtaining nev equations for the five unknown parameters; convenient methods for the solution of these equations are offered in the companion paper of Ströngren [119]. Gottschalk [51] exploited symmetry to obtairs simple equations satisfied by the moment estimates for a symmetric mixture of two univariate normal densities. Graphical aids for obtainlng Pearson's moment estimates were derived by sittig [116]. W1echselberger [J.31], and preston [104]. Cohen [31] suggeated circumventing the solution of Pearson's nonic equation via an iteration which involves solving a cutic equation at each step. An independent sample from one component of the mixture was used by Dick and Bowden [42] to estimate one mean and one variance, thereby reducing to three the number of parameters to be estimated from an unlabeled sample on the mixture; their estimates were used as initial approximations in an iterative procedure for approximaring maximum-ilkelihood estimates. Gridgeman [53] discussed moment estimates of the variances and the mixing proportion under the assumption of a common mean. Robertson and Fryer [113] and fryer and Robertson [47] studied the statistical properties of the moment estimates and compared them to the multinomial maximum-
likelihood and minimum chi-square estimates obtained by grouping the sample observations. Assuming equal variances, Tan and Chang [121] compared the efficiency of the moment and maximumlikelihood estimates by computing the asumptotic variances of the estimates. The space of acceptable solutions of the moment equations was describes by Bowman and Shenton [16]. Finally, Quandt and Ramsey [106] compared moment estimates with the estimates produced by their moment generating function method, of which we say more later.

Some work has been done extending Pearson's method of moments to more general mixtures of normal densities and to mixtures of other continuous densities. Pollard [103] obtained moment estimates for a mixture of three univariate normal densities by assuming symmetry and other simplifying features which reduce the number of unknown parameters to four. The problem of obtaining moment estimates for mixtures of multivariate normal densities was considered by Cooper [33]. Assuming equal mixing proportions for simplicity, he explored both the two-component case involving general component covariance matrices and the multiple-component case for spherically symmetric component densities. Day [36] investigated moment estimates for a mixture of two multivariate normal densities with a common covariance matrix. Gumbel [54] derived moment estimates for the means in a mixture of two exponential densities under che assumption that the mixing proportions are known. The results of [54] were extended by Rider [111] to
include estimates of unknown proportions as woll as meano. Later, Rider offered moment estimates for mixtures of Weibull distributions in [112].

Moment estimates for a variety of simple mixtures of discrete densities were derived more or less in parallel with moment estimates for mixtures of normal and continuous densities. pearson [98] constructed moment estimates for a mixture of two binomial densities of common unknown power and for a mixture of two Pozsson densities. Muench [90] published simpler estimates for a mixture of two binomial densities of known power; in [91], he sketched the extension of the results of [98] and [90] to mixtures of any number of poisson densities or binomial densities of common known power. Later, the moment estimates for a mixture of two poisson densities were independently re-derived by Schilling [ll5]. In the case of known mixing proportions, the moment estimates for a mixture of two polsson densities were obtained independently by Gumbel [54] and Arley and Buch [3]. Further independent reconstruction and extension of earlier work was done by Rider [112] and Blischke [11]. In [112], moment estimates are derived for mixtures of two of elther the poleson, binomial, negative binomial, or (as mentioned above) Weibull densities. In a construction paralleling that of [112], moment estimates are given in [ll] for a mixture of two binomial densities of common known power: in addition, properties of thege estimates such as theix limiting diotributions and asymptotic relintive efficiencies are considered. The results of Rider [112]
were simplified through the use of factorial rather than ordinary moments and extended to include certain alternative estimates and additional mixtures by Cohen [29]. Following the outline of Muench [91], Blischke [13] extended the results of [11] to give moment estimates for a mixture of any number of binomial densities of common known power. For additional information on moment estimation and many other topics of interest for mixtures of discrete distributions, we refer the reader to the extensive survey of Blischke [12].

Before leaving the method of moments, we mention the important problem of estimating the proportions alone in a mixture density under the asaumption that the component densities, or at least some useful statistics associated with them, are known. Most general mixture density estimation procedures can be brought to bear on this problem, and the manner of applying these general procedures to this problem is usually independent of the particular forms of the densities in the mixture. In addition to the general estimation procedures, a number of special procedures have been developed for this problem; these are discussed in the third subsection of this review. The method of moments has the attractive property for this problem that the moment equations are linear in the mixture proportions. Moment estimates of proportions were discussed by Odell and Basu [92]. The sensitivity of moment estimates and other proportion estimates to changes in location of the component densities was studied by Tubbs and Coberly [127].

### 2.2 The method of maximum likelihood.

With the arraval of increasingly powerful computers and increasingly sophisticated numerical methods during the 1960's, investigators began to turn from the method of moments to the method of maxamum likelihood as the most widely preferred approach to mixture density estimation problems. To reiterate the working definition given in the introduction, we say that a maximum-likelihood estimate associated with a sample of observations is a choice of parameters which maximizes the probability density function of the sample, called in this conter.t the likelihood function. In the next section, we define precisely the maximum-likelihood estimates of interest here and comment on their propirties. In this subsection, we offer a very brief tour of the literature addressing maximum-likelinood estimation for mixture densities. Of course, more is said in the sequel about most of the work mentioned below.

Actually, maximum-likelihood estimates and their associated efficiency were often the subject of wishful thinking prior to the advent of computers, and some work was done then toward obtaining maximum-likelihood estimates for simple mixtures. Specifically, Baker [4] obtained maximum-likelihood estimates of the ratio of the proportions both in a mixture of two essentially arbitrary univarlate densities for samples of sizes two and three and in a muxture of two univariate dinsities which are uniform over intervals for arbitrary sample sizes. Also, Rao [107] considered a mixture of two univariate normal densities with
equal variances and specified the likelihood equations, a system of four equations satisfied by the four unknown parameters at the maximum-likelihood estimate. He suggested solving the likelihood equations numerically with an itezative procedure known as the method of scoring, which we describe in section 6. Finally, Mendenhall and Hader [89] obtained maximum-likelihood estimates of the parameters in a miyture of two exponential densities using a sample in which some of the observations are labeled. They reduced the problem of obtaining the estimates to that of solving a single nonlinear equation in one unknown; a numerical solution of this equation was found using Newton's method. Despite this early work, however, the problem of obtaining maximum-likelihood estimates was generally considered during this period to be completely intractable for computational reasons.

As computers became available to ease the burden of computation, maximum-likelihood estimation was proposed and studied in turn for a variety of increasingly complex mixture densities. As before, mixtures of normal densitıes were the subject of considerable attention. Hasselblad [64] treated maximum-likelihood estimation for mixtures of any number of univariate normal densities; his major results were later obtained independently by Behboodian [70]. Mixtures of two multivarıate normal densıties with a common unknown covariance matrix were addressed by Day [36]. The general case of a mixture of any number of multivariate normal densities was considered by Wolfe [132], and adaitional work on this case was done by Duda
and Hart [44] and Peters and Walker [101]. Tan and Chang [121] compared the moment and maximum-likelihood estimates for a mixture of two univariate normi d densities with common 'variance by computing the asymptotic variances of the estimates; they found that maximum-likelihood estimates are much better, especially when the component densities are poorly separated. Hosmer [67] reported on a Monte Carlo atudy of maximum-likelihood estimates for a mixture of two univariate normal densities when the component densities are not well separated and the sample size is small; the results of his study suggest that the method of maximum-likelihood should be used with considerable caution is such cases.

Several interesting variations on the usual estimation problem for mixtures of normal densities have been addressed in the literature. Hosmer [68] compared the maximum-iikelihood estimates for a mixture of two univariate normal dengities obtained from three different types of samples, the first of which is the usual type consisting of only unlabeled observations and the second two of which consist of both labeled and unlabeled observations and are distingulshed by whether or not the labeled observations contain information about the mixing proportions. (We elaborate on the nature of these samples and how they might arise in section'2.) Earlier, Tan and Chang [120] considered a problem from genetics whach is nearly identical to that considered by Hosmer [68] for partially labeled samples which contain no information about the mixing proportions. Also, Dick
and Bowden [42] independently addressed a special case of this problem in which maximum-likelihood estimates are obtained using a sample of labeled obscrvations from one component population together with a sample of unlabeled observations on the mixture. Pinally, a number of authors have investigated maximum-likelihood estimates for a "switching regression" model which is a certain type of estimation problem for mixtures of normal densities; see the papers of Quandt [105], Hosmer [69], Kiefer [77], and the comments by Hartley [63], Hosmer [70], and Kiefer [78] on the paper of Quandt and Ramsey [106]. A generalization of the model considered by these authors was touched on by Dennis [39].

Maximum-likelihood estimation has also been studied for a variety of unusual and general mixture density problems, some of which include but are not restricted to the usual normal mixture problem. Cohen [30] considered an unusual but simple mixture of two discrete densities, one of which has support at a single point; he focused in particular on the case in which the other density is a negative binomial density. Hasselblad [65] generalized his earlier results in [64] to include mixtures of any number of univariate densities from exponential families. He included a short study comparing maximum-likelihood estimates with the moment estimates of Blischke [13] for a mixture of two binomial distributions. Baum, Petrie, Soules, and Weiss [7] addressed a mixture estimation problem which is both unusual and in one respect more general than the problems considered in the sequel. In their problem, the a priori probabilities of sample
observations coming from the various component populations in the mixture are not independent from one observation to the next (that is, they are not simply the proportions of the component populations in the mixture) but rather are specified to follow a Markov chain. Their results are specifically applied to mixtures of univariate normal, gamma, binomial, and Poisson densities and to mixtures of general strictly log concave density functions which are identical except for unisnown location and scale parameters. Peters and coberly [100] and Peters and Walker [102] treated maximum-likelihood estimates of proportions and subsets of proportions for essentially arbitrary mixture densities. Maximum-iikelihood estimates were included by Tubbs and Coberly [127] in their study of the sensitivity of various proportion estimators. Other maximum-likelihood estimation problems which are closely related to those considered here are the latent structure problems touched on by Wolfe [132] (see also Lazargfeld and Henry [81]) and the problems concerning frequency tables derived by indirect observation addressed by Haberman [57], [58], [59]. Finally, although infinite mixture jensities of the general form (1.2) are specificaily excluded from consideration here, we mention a very interesting result of Laird [80] to the effect that under various assumptions, the maximum-ilkelihood estimate of a possibly infinite mixture density is actually a finite mixture density.

## 2.3 other methods.

In addition to the method of moments and the method of maximum-likelihood, a variety of other methods have been proposed for estimating parameters in mixture densities. Some of these methods are general purpose methods. Others are (or were at the time of their derivation) intended foz mixture problems the forms of which make (or made) them either ill-suited for the application of more widely used methods or particularly wellsuited for the application of special purpose methods.

For mixtures of any number of univariate normal densities, Harding [61] and Cassie [19] suggested graphical procedures employing probability paper as an alternative to moment estinates, which were at that time practically unobtainable in all but the simplest cases. Later, Bhattacharya [10] prescribed other graphical methods as a particularly simple way of resolving a mixture density into normal components. These graphical procedures work best on mixture populations which are wellseparated in the sense that each component has an associated region in which the presence of the other components can be ignored.

Also for general mixtures of univariate normal densities, Doetsch [43] exhibited a linear operator which reduces the variances of the component densities withou changing their proportions or means and used this operator in a pascedure which determines the component densities one at a time. luedgyessy [88]
(see also the review by Mallows [86]) extended the techniques of [43] to a large class of univariate mixture densities subject to the restriction that each component density have no more than two unknown parameters. Gregor [52] prescribed an algorithm for implementing the methods of Doetsch [43] and yedgyessy [88] on a mixture of univariate normal densities. Stanat [117] broadened the methods of [43] and [88] to study mixtures of multivariate normal and Bernoulli densities. In [114], Sammon considered a mixture density consisting of an unknown number of component densities which are identical except for translation by unknown location parameters; he derived techniques jased on convolution for estimating both the number of components in the mixture and the location parameters.

A number of specialized procedures have been developed for application to the problem of estimating the proportions in a mixture under the assumption that something about the component densities is known. Choi and Bulgren [28] proposed an estimate determined by a least-squares criterion in the spirit of the minimum-distance method of Wolfowitz [133]. A variant of the method of [28] for which smaller bias and mean-equare error were reportcis was offered by Macionald [84;. A method termed the confusion matrix method was given by Odell and Chhikara [93] (see also the review of Odell and Bacu [92]). In this method, an estimate is obtained by subdividing $F^{n}$ into disjoint regions ${ }^{n}{ }_{1}, \cdots, R_{m}$ and then solvint the equation $P \hat{\alpha}=e$, in which $\hat{\alpha}$ is the estimated vector of proportions, $e$ is a vector whose $i^{\text {th }}$
component is the fraction of observations falling in $R_{1}$, and che "confusion matriy" $P$ has $1 j^{\text {th }}$ entry

$$
\int_{R_{i}} p_{j}\left(\left.x\right|_{p_{j}}\right) d x
$$

The confusion matrix method is a special case of a method of Macdonald [85], whose formulation of the problem $5 s$ a leastsquares problem allows for a singular or rectangular confusio: matrix. Earlier, special cases of estimates of this typs were considered by Boes [14], [15]. Guseman and Walton [55], [56] employed certain pattern recognition notions and techniques to obtain numerically tractable c.mnfusion matrix proportion estimates for mixtures of multivariate normal densities. James [73] studied several simple confusion matrix proportion estimates for a mixture of two univariate normal densities. Ganesalingam and McLachlan [49] compared the performance of confusion matrix proportion estimates with maximum-l!kelinood proportion estimates for a mixture of two multivariate normal densities. Finally, we mention that Walker [130] considered a mixture of two e-sentiaily arbitrary multivariate densities and, assuming only that the means of the component densities are knorn, suggested a simple procedure using linear mape which yields unbiased pruportion estımates.

A stochastic approximation algoritim for estinating the parameters in a mixture of any number of univariate normal densities was offered by Young and Coraluppi [139]. In such an algorithin, one determines a sequence of recursively updatpd
estimates from a sequence of observaicions of indeterminate length considered on a one-at-a-time or few-at-a-time basis. Such an algorithm $1 s$ likely to be appealing when a sample of desired size is either unavailable in coto at any one point in time or unwieldy because of its size. Stochastic approximation or mixture proportions alone was considered by Kazakos [76].

Quandt and Ramsey [106] derived a procedure called the moment generating function method and applied it to the problem of estimating the parameters in a mixture of two univariate normal densities and in a switching regression model. In brief, a moment generating function estimate is a choice of parameters which minimizes a certain sum of squares of differences between the theoretical and sample moment generating functions. In a comment by Kiefer [78], it is pointed out that the moment generating function method can be regarded as a natural generalization of the method of moments. Kiefer [78] further offers an appoaling heuristic explanation of the apparent superiority of moment generating function estimates over moment estimates reported by quandt and Ramsey [106]. In a comment by Hosmer [70], evidence is presented that moment generating function estimates may in fact perform better than maximumlikelihord estimates in the small-sample case. The moment generating function method appears to be a potentially valuable tool in mixture density estimation problems.

Manamum chi-square estimation is a general method of estimation which has been touched on by a number of authors in
connection with the maxture density estimation problem but which has not become the subject of much consideration in depth in this context. In minimum chi-square estimation, one subdivides $R^{n}$ into cells $R_{1}, \cdots, R_{k}$ and seeks a choice of parameters which minimizes

$$
x^{2}(\Phi)-\sum_{j=1}^{k} \frac{\left(N_{j}-E_{j}(\Phi)\right)^{2}}{E_{j}(\Phi)}
$$

or some similar criterion function. In this expression, $N_{j}$ and $E_{f}(\Phi)$ are, respectively, the observed and expected numbers of observations $\wedge n \quad R_{i}$ for $j \cdots 1, \ldots, k$. For mixtures of normal densities, minimum chi-sjlare estimates were mentioned by Hasselblad [64], Cohen [31], Day [36], and Fryer and Robertson [47]. Minimum chi-square estimates of proportions were reviewed by Odell and Basu [92] and included in the sensitivity study of Tubbs and Coberly [127]. Macdonald [85] remarked that his weighted least-squares approach to proportion estimation suggested a convenient iterative method for computing minimum chi-square estimates.

As a final note, we mention three methods which have been proposed for general mixture density estimation problems. Choi [27] discussed the extension to general mixture density estimation problems of the least-squares method of choi and Bulgren [28] for estimating proportions. Deely and Kruse [37] suggested an estimation procedure which is in spirit like that of Choi and Bulgren [28] and Choi [27], except that a sup-norm
distance is used in place of the square integral norm. Deely and Kruse argued that their procedure 18 computationally feasible, but no concrete examples or computation results are given in [37]. Yakowitz [135]. [136] outlined a very general "algorithm" for constructing consistent estimates of the parameters in mixture densities which are identifiable in the sense described In the fifth subsection of this review. The sense in which his "algorithm" is really an algorithm in the usually understood sense of the word is discussed in [136].

### 2.4 The EM algorithm.

At several points in the review above, we have alluded to computational difficulties associated with obtaining maximumlikelihood estimates. For mixture density problems, these difficulties arise because of the complex dependence of the likelihood function on the parameters to be estimated. The customary way of finding a maximum-likelihood estimate is first to determine .. system of equations called the likelihood equations which are satisfied by the maximum-likelihood estimate and then to attempt to find the maxamum-likelihood estimate by solving these likelihood equations. The likelihood equations are usually found by differentiating the logarithm of the likelihood function, setting the derivatives equal to zero, and perhaps performing some addıtional algebraic manipulations. For mixture density problems, the likelinood equations are almost certain to be nonlinear and beyond hope of solution by analytic means. Consequently, one must resort to seeking an approximate solution via some iterative procedure.

There are, of course, many general iterative procedures which are suitable for finding an approximate solution of the likelihood equations and which have been honed to a high degree of sophistication within the optimization community. We have in mind here prancipally Newton's method and various quasi-Newton methods which are variants of it. In fact, the method of scoring, which was mentioned above in connection with the work of Rao [107] and which we describe in detall in the sequel, falls
into the category of Newton-like methods and is one such method which is specifically formulated for solving likelihood equations.

Our main interest here, however, is in a special iterative method which is unrelated to Newton's method and which has been applied to a wide variety of mixture problems over the last fifteen or so years. Following the terminology of Dempster, Laird, and Rubin [38], we call this method the EM algorithm (E for "expectation" and $M$ for "maximization"). As we mentioned in the introduction, it has been found in most instances to have the advantage of reliable global convergence, low cost per iteration, economy of storage, and ease of programming as well as a certain heuristic appeal; unfortunatily its convergence can be maddeningly slow in simple problems which are often encountered in practice.

The EM algorithm has been derived and studied from at least two distinct viewpoints by a number of authors, many of them working independently. Hasselblad [64] obtained the EM algorithm for an arbitrary finite mixture of univariate normal densities and made empirical observations about its behavior. In an extension of [64], he further prescribed the algorithm for essentially arbitrary finite mixtures of univariate densities from exponential families in [65]. The EM algorithm of [64] for univariate normal maxtures was given again by Behboodian [8], while Day [36] and Wolfe [.32] formulated it for, respectively, mixtures of two multivariate normal densities with common
covariance matrix and arbitrary finite mixtures of multivariate normal densities. All of these authors apparently obtained the EM algorithm independently, although Wolfe [132] referred to Hasselblad [64]. They all derived the algorithm by setting the partial derivatives of the log-likelihood function equal to zero, and after some algebraic manipulation, obtained equations which suggest the algorithm.

Following these early derivations, the EM algorithm was applied by Tan and chang [120] to a mixture problem in genetics and used by Hosmer [67] in the Konte Carlo study of maximumlikelihood estimates referred to earlier. Duda and Hart [44] cited the EM algorithm for mixtures of multivariate normal densities and commented on its behavior in practice. Hosmer [68] extended the EM algorithm for mixtures of two univariate normal densities to include the partially labeled samples described briefly above. Hartley [63] prescribed the EM algorithm for a "switching regression" model. Peters and Walker [101] offered a local convergence analysis of the EM algorithm for mixtures of multi-variate normal densities and suggested modifications of the algorithm to accelerate convergence. peters and Coberly [100] studied the EM algorithm for approximating maximum-likelihood estimates of the proportions in an essentially arbitrary mixture density and gave a local convergence analysis of the algorithm. Peters and Walker [102] extended the results of [100] to include subsets of mixture proportions and a local convergence analysis along the lines of [101].

All of the above investigators regarded the EM algorithm as arising naturally from the particular forms taken by the partial derivatives of the log-likelihocd function. A quite different point of view toward the algorithm was put forth by Dempster, Laird, and Rubin [38]. They interpreted the mixture density estimation problem as an estimation problem involving incomplete data by regarding an unlabeled observation on the mixture as "missing" a label indicating its component population of origin. In doing so, they not only related the mixture density problem to a broader class of statist, cal problems but also showed that the EM algorithm for mixture density proklems is really a specialization of $=$ more general algorithm (also called the EM algorithm in [38]) for approximating maximum-likelihood estimates from incomplete data. As one sees in the sequel, this more general EM algorithm is defuned in such a way that it has certain desirable theoretical properties by its very definition. Earlier, the EM algorithm was defined independeitty in a very similar manner by Baum et al [7] for very general mixture density estimation problems and by Haberman [57], [58], [59] for mixture-related problems involving frequency tables derived by indirect observation. Haberman also refers in [59] to versions of his algorithm developed by Ceppellini, Siniscalco, and Smith [20], Chen [26], and Goodman [50]. In addition, an interpretation of mixture problems as incomplete data problems was given in the brief discussion of mixtures by orchard and Woodbury [94]. The desirable theoretical properties automatically enjoyed by the $E M$ algorithm suggest in turn the
good global convergence behavior of the algorithm which has been observed in practice by many investigators. Theorems which essentially confirm this suggested behavior have been recently obtained by Redner [109], Boyles [17], and Wu [134] and are cutined in the sequel.

### 2.5 Identifiability and information.

To complete this review, we touch on two topics which have to do with the general well-posedness of estimation problems rather than with any particular method of estimation. The first topic, identifiability, addresses the theoretical question of whether it is possible to uniquely estimate a parameter from a sample, however large. The second topic, information, relates to the practical matter of how good one can reasonably hope for an estimate to be. A thorough survey of these topics is far beyond the scope of this review; we try to cover below those aspects of them which have a specific bearing on the sequel.

In general, a parametric family of probability density functions is said to be identifiable if distinct parameter values determine distinct members of the family. for families of mixture densities, this general definition requires a special interpretation. For the purposes of this paper, let us first say that a mixture density $p(x \mid \Phi)$ of the form (1.1) is economically represented $1 f$, for each pair of integers 1 and $j$ between 1 and $m$, one has that $p_{2}\left(x \mid \rho_{1}\right)-p_{j}\left(x \mid \rho_{j}\right)$ for almost all $x \in R^{n}$ (relative to the underlying measure on $R^{n}$ appropriate for $p(x \mid \Phi)$ only if either $1=j$ or one of $\alpha_{i}$ and $\alpha_{j}$ is zero. Then $1 t$ suffices to say that a family of mixture densities of the form (l.l) $1 s$ identifiable for $\phi \in \Omega$ if for each pair $\Phi^{\prime}-\left(\alpha_{1}^{\prime}, \cdots, \alpha_{m}^{\prime} \rho_{1}^{\prime}, \cdots, \rho_{m}^{\prime}\right)$ and $\Phi^{n}=\left(\alpha_{1}^{n}, \cdots, \alpha_{m}^{n}, \rho_{1}^{\prime \prime} \cdots, \rho_{m}^{\prime \prime}\right)$ in $\Omega$ determining economically represented densities $p\left(x \mid \Phi^{\prime}\right)$ and $p\left(x \mid \Phi^{\prime \prime}\right)$, one has that $p\left(x \mid \Phi^{\prime}\right)=p\left(x \mid \Phi^{n}\right)$ for almost all $x \in R^{n}$
only if there is a permutation $\pi$ of ( $1, \ldots, m$ such that $\alpha_{i}^{\prime}=\alpha_{\pi(i)}^{\prime \prime}$ and. if $\alpha_{i}^{\prime} * 0, p_{i}^{\prime}=\rho_{n(i)}^{\prime \prime}$ for $i=1, \cdots, m$. For a more gencral definition suitable for possibly infinite mixture densities of the form (1.2), see, for example, Yakowitz and Spragins [137].

It is tacitly assumed here that all families of mixture densities undor consideration are identifiable. One can easily determine the identifiability of specific mixture densities using, for example, the identifiability characterization theorem of Yakowitz and Spragins [137]. For more on identifiability of mixture densities, the reader is referred to the papers of Teicher [123], [124], [125], [126], Barndorff-Nielsen [5], Yakowitz and Spragins [137], and Yakowitz [135], [136] and to the book by Maritz [70].

The Fisher information matrix is given by

$$
I(\Phi)-\int_{R^{n}}\left[\nabla_{\Phi} \log p(x \mid \Phi)\right]\left[\nabla_{\Phi} \log p(x \mid \Phi)\right]^{T} p(x \mid \Phi) d \mu, \text { (2.5.1) }
$$

provided that $p(x \mid \Phi)$ is such that this expression is welldefined. (In writing $\nabla_{\phi}$, we suppose that one can conveniently redefine $\Phi$ as a vector $\phi=\left(\varepsilon_{1}, \cdots, \varepsilon_{\nu}\right)^{T}$ of unconstrained scalar parameters, and we take $\nabla_{0}=\left(\frac{\partial}{\partial \xi_{1}}, \cdots, \frac{\partial}{\partial \xi_{\nu}}\right)^{T}$. Also, in (2.5.1), $\mu$ denotes the underlying measure on $R^{n}$ appropriate for $p(x \mid \Phi)$.) The Fisher information matrix has general significance concerning the distribution of unbiased and asymptotically unbiased estimates. For the present purposes, the importance of the

- Plsher information matrix lies in its role in determining the asympeotic distribution of maximum-likelihood estimates (sec Theorem 3.1 below).

A number of authors have considered the fisher information matrix for finite mixture densities in a variety of contexts. We mention in particular several investigations in which the Fisher information matrix is of central interest. (There lave been others in which the Fisher information matrix or some approximation of it has played a significant but less prominent role; see those of Mendenhall and Hader [89], Hasselblad [64], [65], Day [36], Wolfe [132], Dick and Bowden [42], Hosmer [67], James [73], and Ganesalingam and McLachlan [49].) H111 [66] exploited simple approximations obtained in limiting cases from a general power series expansion to investigate the fisher information for estimating the proportion in a mixture of two normal or exponential densitıes. Behboodian [9] offered methods for computing the Fisher information matrix for the proportion, means, and variances in a mixture of two univariate normal densities; he also provided four-place tables from which approximate information matrices for a variety of parameter values can be easily obtained. In their comparison of moment and maximum-likelihood estimates, Tan and Chang [121] numerically evaluated the diagonal elements of the inverse of the Fisher information matrix at a variety of narameter values for a mixture of two univariate normal densities with a common variance. Using the Fisher information matrix, chang [22] investigated the
effects of addirg a second variable on the asymptotic distribution of the maximum-likelihood estimates of the proportion and parameters associated with the first variable in a mixture of two normal densities. Later, Chang [23] extended the methods of [22] to include mixtures of two nozmal densities on variables of arbitrary dimension. Por a mixture of two univariate normal densities, Hosmer and Dick [71] considered Fisher information matrices determined by a numbcr of sample typei. They compared the asymptotic relative efficiencies of estimates from totally unlabeled samples, estimates from two types of partially labeled samples, and estimates from two types of completely labeled samples.

## 3. Maximum-likelihood

In this section, maximum-likehood estimates for mixture densities are defined precisely, and their important properties are discussed. It is assumed that a parametric family of mixture densities of the form (l.l) is specified and that a particular $\Phi^{*}=\left(\alpha_{1}^{*}, \cdots, \alpha_{m}^{*}, p_{1}^{*}, \cdots, \rho_{m}^{*}\right) \in \Omega$ is the "truen parameter value to be estimated. As before, it is both natural and convenient to regard $p(x \mid \Phi)$ in (l.1) as modeling a statistical population which is a mixture of $m$ component populations with associated component densities $\left\{p_{1}\right\}_{i=1, \ldots, m}$ and mixing proportions $\left\{\alpha_{i}\right\}_{1=1}, \ldots, m$.

In order to suggect to the reader the variety of samples which might arise in mixture problems as well as to provide a framework within which to discuss samples of interest in the sequel, we introduce samples of observations in $R^{n}$ of four distinct types. All of the mixture density estimation problems which we have encountered in the literature involve samples which are expressible as one or a stochastically independent union of samples of these types, although the imaginative reader can probably think of samples for mixture problems which can not be so represented. The four types of samples and the notation which we associate with them are given as follows:

Type 1. Suppose that $\left\{x_{k}\right\}_{k=1, \ldots, N} \quad$ is an independent sample of $N$ unlabeled observations on the mixture, i.e., a set of $N$ observations on independent, identically distributed random variables with density $p\left(x \mid \phi^{*}\right)$. Then
$S_{1}=\left\{x_{k}\right\}_{k=1, \ldots, N}$ is a sample of Type 1.

Type 2. Suppose that $J_{1}, \cdots, J_{m}$ are arbitrary non-negative integers and that for $i=1, \ldots, m,\left\{y_{i k}\right\}_{k=1, \ldots, J_{i}}$ is an independent sample of observations on the $i^{\text {th }}$ component population, i.e., a set of $J_{i}$ observations on independent, identically distributed random variables with density $p_{i}\left(x \mid \rho_{i}^{*}\right)$. Then $S_{2}-\underset{i=1}{m}\left\{y_{i k}\right\}_{k=1, \ldots, J_{i}}$ is a sample of Type 2.

Type 3. Suppose that an independent sample of $K$ unlabeled observations is drawn on the mixture, that these observations are subsequently labeled, and that for $1=1, \ldots, m$, a set $\quad\left(z_{i k}\right\}_{k \cdots 1, \ldots, K_{i}}$ of them is associated with the $i^{\text {th }}$ component population with $k=\sum_{i=1}^{m} K_{i}$. Then $S_{3}=\bigcup_{i=1}^{m}\left\{z_{1 k}\right\} k=1, \ldots, k_{i}$ is a sample of Type 3.

Type 4. Suppose that an independent sample of $M$ unlabeled observations is drawn on the mixture, that the observations in the sample which fall in some set $E \subseteq R^{n}$ are subsequently labeled, and that for $1=1, \ldots, m$, a set $\left\{w_{i k}\right\}_{k=1, \ldots, M_{i}}$ of them is thereby associated with the $i{ }^{\text {th }}$ component population while a set $\quad\left\{W_{0 k}\right\}_{k=1}, \ldots, M_{0}$ remains unlabeled. Then $S_{4}=\bigcup_{i=0}^{m}\left(w_{i k}\right\}_{k=1, \ldots, M_{i}}$ is a sample of Type 4.

A totally unlabeled bample $S_{1}$ of Type 1 is tate sort of sample considered in almost all of the literature on mixtur: densities. Throughout most of the sequel, it is assumed as 1 convenience that samples under consideration are of this type. The major qualitative difference between completely labeled samples $S_{2}$ and $S_{3}$ of Types 2 and 3 , respectively, is that the numbers $K_{i}$ contain information about the mixing proportions while the number's $J_{i}$ do not. Thus if estimation of propoctions is of interest, then a sample $S_{2}$ is useful only as a subset of a larger sample which includes samples of other types. For mixtures of two univariate densities, Hosmer [68] considered samples of the forms $S_{1}, S_{1} U S_{2}$, and $S_{1} \cup S_{3}$. Previously Tan and Chang [120] considered a problem involving an application of mixtures in explaining genetic variation which is almost identical to chat of [68] in which the sample is of the form $S_{1} \cup S_{2}$. Also Dick and Bowden [42] used a sample of the form $S_{1} \cup S_{2}$ in which $m=2$ and $J_{2}=0$. Hosmer and Dick [71] evaluated the fisher information matrix for a variety of samples of Types $1,2,3$, and their unions.

A sample $S_{4}$ of Type 4 is likely to be associated with a mixture problem involving censored sampling. While the numbers $M_{i}$ contain information about the mixing proportions, as do the numbers $K_{1}$ of a sample $S_{3}$ of Type 3 , they also contain information about the parameters of the component densities while the numbers $K_{1}$ do not. An interesting and informative example of how a sample of Type 4 might arise $2 s$ the following, which $1 s$
in the area of life testing and is outiined by Mendenhall and Hader [89].

Example. In life testing, one is interested in testing "products" (systems, devices, etc.), recording failure times or causes, and hopefully thereby being batter able to understand and improve the performance of the product. It often happens that products of a particular type fail as a result of two or more distinct causes. (An exanple of Acheson and McElwee [1] is guoted in [89] in which the causes of electronic tube fallure are divided into gaseous defects, mechanical defects, and normal deterioration of the cathoce.) It is therefore natural to regard collections of such products as mixture- populations, the component populations of which correspond to the distinct causes of failure. The first objective of life testing in such cases is likely to be estimation of the proportions and other statistical parameters associated with the failure component populations.

Because of restrictions on time available for testing, life testing experiments must often be concluded after a predetermined length of time has elapsed or after a predetermined number of product units have falled, resulting in censored sampling. If the causes of failure of the failed products are determined in the course of such an experiment, then the (labeled) failed products together with those (unlabeled) products which did not fail constitute a sample of Type 4.

The likelihood function of a sample of observations is the probability density function of the randon sample evaluated at
the observations at hand. When maximum-likelihood estimates are of interest, it is usually convenient to deal with the logarithm of the likelihood function, called the log-likelihood function, rather than with the likelihood function itself. The following are the log-likelihood functions $L_{1}, L_{2}, L_{3}$ and $L_{4}$ of samples $S_{1}, S_{2}, S_{3}$ and $S_{4}$ of Types $1,2,3$ and 4 respectively:

$$
\begin{gather*}
L_{1}(\Phi)=\sum_{k=1}^{N} \log p\left(x_{k} \mid \Phi\right) \\
L_{2}(\Phi)=\sum_{i=1}^{m} \sum_{k=1}^{J_{i}} \log p_{i}\left(y_{i k} \mid \rho_{i}\right) \\
L_{3}(\Phi)=\sum_{i=1}^{m} \sum_{k=1}^{K_{i}} \log \left[\alpha_{i} p_{i}\left(z_{i k} l_{1}\right)\right]+\log \frac{K!}{K_{1}!\cdots K_{m}!} \\
L_{4}(\Phi)=\sum_{k=0}^{M_{0}} \log p\left(W_{0 k} \mid \Phi\right)+\sum_{i=1}^{m} \sum_{k=1}^{M_{i}} \log \left[\alpha_{i} p_{i}\left(w_{i k} l \rho_{i}\right)\right]+\log \frac{M!}{M_{0}!\cdots M_{m}!} \tag{3.4}
\end{gather*}
$$

Note that if a sample of observations is a union of independent samples of the types considered here, then the log-likelihood function of the sample is just the corresponding sum of loglikelihood functions defined above for the samples in the union.

If $S$ is a sample of observations of the sort under consideration, then by a maximum-likellhood estimate of $\phi^{*}$, we mean any choice of $\Phi$ in $\Omega$ at which the log-likelihood
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function of $S$, denoted by $L(\Phi)$, attains its largest local maximum in $\Omega$. In defining a maximum-likelihood estimate in this way, we have taken into account two practical difficulties associated with maximum-likelihood estimation for mixture densities.


The first difficulty is that one cannot always in good consclence take $\Omega$ to be a sat in which the log-likelihood function is bounded above, and 30 there are not always points in $\Omega$ at which $L$ attains a global maximum over $\Omega$. Perhaps the most notorious mixture problem for which $L$ is not bounded above in $\Omega$ is that in which $p$ is a mixture of normal densities and $S=S_{1}$, a sample of Type 1. It is easily seen in this case that If one of the mixture means coincides with a sample observation and if the corresponding variance tends to zero (or if the corresponding covariance matrix tends in certain ways to a singular matrix in the multivariate case), then the loglikelihood function increases without bound. For the normal mixture problem, an advantage of including labeled observations in a sample is that with probability onc, this difficulty does not occur if the sample includes more than $n$ labeled observations from each component population. This was observed in the univariate case by Hosmer [68].

The second difficulty is that mixture problems are very often such that the log-likelihood function attains its largest local maximum at several different choices of $\Phi$. Indeed, if $p_{1}$ and $p_{j}$ are of the same parametric family for some 1 and $j$
and if $S=S_{1}$, a sample of Type 1 , then the value of $L(\Phi)$ will not change if the component parrs ( $\alpha_{i}, \rho_{i}$ ) and ( $\alpha_{j}, \rho_{j}$ ) are interchanged in $\Phi$, i.e.. if in effect there is mabel switching" of the $i^{\text {th }}$ and $j^{\text {th }}$ component populations. The results reviewed below show that whether or not such mabel switching" is a cause for concern depends on whether estimates of the particular component density parameters are of interest or whether only an approximation of the mixture density is desired. We remark that this "label switching" difficulty can certainly occur in mixtures which are identifiable (see Section 2.5).

In the remainder of this section, our interest is in the important general qualitative properties of maximum-likelihood estimates of mixture density parameters. For convenience, we restrict the discussion to the case which is most often addressed in the literatuie, namely that in which the sample $S$ at hand 23 a sample $S_{1}$ of Type 1. We also assume that each component density $p_{i}$ is differentiable with respect to $p_{1}$ and make the nonesucntial assumption that the parameters $\rho_{i}$ are unconstralned in $\Omega_{1}$ and mutually independent variables. It 18 not difficult to modify the discussion below ro obtain similar statements which are appropriate for other mixture density estimation problems of interest. For a discussion of the properties of maximumlikelihood estimates of constrained variables, see the paper of Aitchison and Silvey [2].

The traditional general approach to determining a maximumlikelihood estimate is first to arrive at a system of likelihood
equations satisfied by the maximum-likelihood estimate and then to try to obtain a maximum-likelihood estimate by solving the liksilhood equations. Basically, the likelihood equations are found by considering the partial derivatives of the loglikelihood : ation with respect to the components of $\Phi$. If $\hat{\Phi}=\left(\hat{\alpha}_{1}, \cdots, \hat{\alpha}_{m}, \hat{\rho}_{1}, \cdots, \hat{p}_{m}\right)$ is a maximum-likelihood estimate, then one has the likelihood equations

$$
\begin{equation*}
\nabla_{\rho_{1}} L(\hat{\phi})=0,1=1, \cdots, m \tag{3.5}
\end{equation*}
$$

determined by the unconstrained parameters $p_{i}, i=1, \ldots, m$. (Our convention is that " $\nabla$ " with a variable appearing as a subscript indicates the gradient of first partial derivatives with respect to the components of the variable.)

To obtain likelihood equations determined by the proportions, which are constrained to be non-negative and to sum to one, we follow Peters and Walker [102]. Setting $\hat{\alpha}=\left(\hat{\alpha}_{1}, \cdots, \hat{\alpha}_{m}\right)^{T}$, one sees that

$$
\begin{equation*}
0 \geqslant \nabla_{\alpha} L(\hat{\Phi})^{T}(\alpha-\hat{\alpha}) \tag{3.6}
\end{equation*}
$$

for all $\alpha=\left(\alpha_{1}, \cdots, \alpha_{m}\right)^{T}$ such that $\sum_{i=1}^{m} \alpha_{1}=1$ and $\alpha_{i} \geqslant 0$, i $=1, \cdots, m$. Now (3.6) holds for all $\alpha$ satısfying the given constraints if and only if

$$
0 \geqslant \nabla_{\alpha} L(\hat{\Phi})^{T}\left(e_{i}-\hat{\alpha}\right), 1=1, \ldots, m,
$$

with equality for those values of 1 for which $\hat{\alpha}_{1} 20$. (Here, $e_{i} i s$ the vector the $i^{\text {th }}$ component of which is one and the other components of which are zero.) It follows that (3.6) is equivalent to

$$
\begin{equation*}
1 \geqslant \frac{1}{N} \sum_{k=1}^{N} \frac{p_{1}\left(x_{k} \mid \hat{p}_{2}\right)}{p\left(x_{k} \mid \hat{\Phi}\right)}, 1=1, \cdots, m \tag{3.7}
\end{equation*}
$$

with equality for those values of $i$ for which $\hat{\alpha}_{1}>0$. Finally, multaplying each side of (3.7) by $\hat{a}_{i}$ for $i=1, \ldots, m$ yields likelihood equations in the convenient form

$$
\begin{equation*}
\hat{\alpha}_{i}=\frac{1}{N} \sum_{k=1}^{N} \frac{\hat{\alpha}_{i} p_{i}\left(x_{k} \mid \hat{\rho}_{1}\right)}{p\left(x_{k} \mid \hat{\Phi}\right)}, 1=1, \ldots, m \tag{3.8}
\end{equation*}
$$

We remark that it is easily seen by considering the matrix of second partial derivatives of $L$ with ruspect to $\alpha_{1}, \cdots, \alpha_{m}$ that $L$ is a concave function of $\alpha=\left(\alpha_{1}, \ldots, \alpha_{m}\right)^{2}$ for any fixed set of values $\hat{p}_{1} \in \Omega_{1}, i=1, \cdots, m$. Thus, for any fixed $\hat{p}_{1}$, $i=1, \cdots, m,(3.6)$ and, hence, (3.7) are sufficfent as well as necessary for $\hat{\alpha}$ to maximize $L$ over the set of all $\alpha$ satisfying the given constraints. On the oticer hand, the likelihood equations (3.8) are necessary but not sufficient conditions for $\hat{\alpha}$ to maximize $L$ for fixed $\hat{\rho}_{i}, 1=1, \cdots, m$. Indeed, $\hat{\alpha}=e_{1}$ satisfies (3.8) for $1=1, \cdots, m$. In fact, it follows from the concavity of $L$ that there 13 a solution of (3.8) in each (closed) face of the simplex of points $\alpha$ satisfying the given constraints. In spite of periaps suffering
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from a surplus of solutions, the likelihood equations (3.8) nevertheless have a useful form which takes on additional significance later in the context of the EM algorithm.

The equations (3.5) and (3.8) together constitute a full set of likelihood equations which are necessary but not sufficient conditions for a maximum likelihood estimate. of course, some irrelevant solutions of the likelihood equations can be avoided in practice by using one of a number of procedures for obtaining a numerical solution of them (among which is the EM algorithm) which in all but the most unfortunate circumstances will yield a local maximizer of the log-likelihood function (or a singularity near which it grows without bound) rather than some stationary point which is a local minimizer or a saddle point. Still, it is natural to ask eit this point the extent to which soiving the likelihood equations can be expected to produce a maximumlikelihood estimate and the extent to which a maximum-likelihood estimate can be expected to be a good approximation of $\Phi^{*}$.

Two general theorems are offered below which give a fair summary of the results in the literature most pertinent to the question put forth above. As a convenience, we assume that $\alpha_{1}^{*}>0$ for $1=1, \cdots, m$. Por the purposes of the theorems and the discussion following them, this justifies writing, say, $\alpha_{m}-1-\sum_{i=1}^{m-1} \alpha_{i}$ and considering the redefined, locally unconstrained variable $\Phi=\left(\alpha_{1}, \cdots, \alpha_{m-1}, p_{1}, \cdots, \rho_{m}\right)$ in the modified set
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$$
\begin{aligned}
& \Omega=\left(\left(\alpha_{1}, \cdots, \alpha_{m-1}, \rho_{1}, \cdots, \rho_{m}\right): \sum_{i=1}^{m-1} \alpha_{i}<1 \text { and } \alpha_{i}>0, \rho_{i} \in \Omega_{i}\right. \\
& \text { for } i=1, \cdots, m\} .
\end{aligned}
$$

The likelihuod equations (3.5) and (3.8) can now be written in the general unconstrained form

$$
\begin{equation*}
\nabla_{\Phi} L(\hat{\Phi})=0 \text {. } \tag{3.9}
\end{equation*}
$$

which facilitates our presenting the theorems as general results which are not restricted to the mixture problem at hand or, for that matter, to mixture problems at all. In our discussion of the theorems, all statements regarding measure and integration are made with respect to the underlying measure on $R^{n}$ appropriate for $p(x \mid \Phi)$, which we denote by $\mu$.

The first theorem states roughly that under reasonable assumptions, there is a unique strongly consistent solution of the likelihood equations (3.9) and this solution at least locally maximizes the log-likelihood function and is asymptotically normally distributed. ( Consistent in the usual sense means converging with probability approaching $l$ to the true parameters as the sample size approaches infinity; strongly consistent means having the same limit with probability 1.) This theorem is a compendium of results generalizing the initial work of cramer [35] concerning existence, consistency, and asymptotic normality of the maximum-likelihood estimate of a single scalar parameter. The conditions below, on which the theorem rests, were
essentially given by chanda [21] as multi-dimensional generalizations of those of cramér. With them, Chanda claimed that there exists a unique soiution of the likelihood equations which is consistent in the usual sense (this fact was correctly proved by Tarone and Gruenhage [122]) and established its asymptotic normal behavior. (See also the summary in Kiefer [77], the discussion in Zacks [71], and the related material for constrained maximum-likelihood estimates in Aitchison and Silvey [2].) Using these same conditions, peters and Walker [101, Appendix A] showed that there is a unioue strongly consistent solution of the likelihood equations and that it at least locally maximizes the log-likelihood function.

In stating the following conditions and in the discussion after the theorem, it is convenient to adopt temporarily the notation $\Phi=\left(\xi_{1}, \cdots, \varepsilon_{\nu}\right)$ where $\nu=\left(m-1+\sum_{i=1}^{m} n_{1}\right) \quad$ and $\xi_{1} \in R^{1}$ for $1=1, \ldots, \nu$. Also, we remark that because the results of the theorem below implied by these conditions are strictly local in nature, there is no loss of generality in restricting $\Omega$ to be any neighborhood of $\Phi^{*}$ if such a restriction is necessary for the first condition to be met.
Condition 1. For all $0 \in \Omega$, for almost all $x \in R^{n}$, and for $i, j, k=1, \cdots, \nu$, the partial derivatives $\frac{\partial p}{\partial \xi_{i}}, \frac{\partial^{2} p}{\partial \xi_{i} \partial \xi_{j}}$, and $\frac{\partial^{3} p}{\partial \xi_{i} \partial \xi_{j} \partial \xi_{k}}$ exist and satisfy
$\frac{\partial p(x \mid \Phi)}{\partial \xi_{i}}\left|\leqslant f_{i}(x),\left|\frac{\partial^{2} p(x \mid \Phi)}{\partial \xi_{i} \partial \xi_{j}}\right| \leqslant f_{i j}(x),\left|\frac{\partial^{3} \log _{p} p(x \mid \Phi)}{\partial \xi_{i} \partial \xi_{j} \partial \xi_{k}}\right| \leqslant f_{i j k}(x)\right.$.
where $f_{i}$ and $f_{i j}$ are integrable and $f_{i j k}$ satisfies

$$
\int_{R^{n}} f_{i j k}(x) p\left(x \mid \Phi^{*}\right) d \mu<\infty
$$

Condition 2. The Fisher information matrix $I(\Phi)$ given by (2.5.1) is well-defined and positive definite at $\phi^{*}$.

Theorem 3.1. If Conditions 1 and 2 are satisfied and any sufficiently small neighborhood of $\Phi^{*}$ in $\Omega$ is given, then with probability 1 , therc is for sufficiently large $N$ a unique solution $\Phi^{N}$ of the likelihood equations (3.9) in that neighborhood and this solution locally maximizes the loglikelihood function. Furthermore, $V \bar{N}\left(\Phi^{N}-\Phi^{*}\right)$ is asymptotically normally distributed with mean zero and covariance matrix $I\left(\Phi^{*}\right)^{-1}$.

The second theorem $1 s$ directed toward two questions left. unresolved by the theorem above regarding $\phi^{N}$, the uniqui otrongly consistent solution of the likelihood equations. The first question $1 s$ whether $\Phi^{N}$ is really a maximum-likelihood estimate, i.e., a point at which the log-likelihood function attains its largest local maximum. The second is whether, even if the answer to the first question 18 "yes", there are maxamumlikelihood estimates other than $A^{N}$ which lead to limiting densities other than $p\left(x \mid \Phi^{*}\right)$. Given our assumption of identifiability of the family of mixture densities $p(x \mid \Phi)$.
© $\in \Omega$, one easily sees that the theorem below implies that if $\Omega^{\prime} 13$ any compact subset of $\Omega$ which contains $\theta^{*}$ in its interior, then with probability $1, \Phi^{N}$ is a maximum-iikelihood estimate in $n^{\prime}$ for sufficientiy large $N$. Purthermore, every other maximum-likelihood estimate in $\Omega^{\prime}$ is obtained from $\Phi^{N}$ by the "label switching" described earlier and, hence, leads to the same limiting density $p\left(x \mid \Phi^{*}\right)$. Accordingly, we usually assume in the sequel that Conditions 1 through 4 are satisfied and refer to $\Phi^{N}$ as the unique strongly consistent maximumlikelihood estimate. The theorem is a slightly restricted version of a general result of Redner [110] which extends earlier work by Wald [129] on the consistency of maximum-likelihood estimates. It should be remarked that the result of [110] rests on somewhat weaker assumptions than those made here and is specifically aimed at famlies of distributions which are not identifiable.

For $\Phi \in \Omega$ and sufficiently small $r>0$, let $N_{r}(\Phi)$ denote the closed ball of radius $r$ about $\Phi$ in $\Omega$ and define

$$
p(x \mid \Phi, \Sigma)=\sup _{\Phi^{\prime} \in N_{r}(\Phi)} p\left(x \mid \Phi^{\prime}\right)
$$

and

$$
p^{*}(x \mid \Phi, r)=\max (1, p(x \mid \Phi, r))
$$

Condition 3. Por each $0 \in \Omega$ and sufficiently small $r>0$,

$$
\begin{aligned}
& \text { OF POOR QUALITY } \\
& \int_{R^{n}} \log p^{*}\left(x \mid \phi^{*}, r\right) p\left(x \mid \phi^{*}\right) d \mu<\infty .
\end{aligned}
$$

Condition 4 .

$$
\int_{R^{n}} \log p\left(x \mid \Phi^{*}\right) p\left(x \mid \Phi^{*}\right) d \mu<\infty
$$

Theorem 3.2. Let $\Omega^{\prime}$ be any compact subset of $\Omega$ which contains $\Phi^{*}$ in its interior, and set

$$
C=\left\{\Phi \in \Omega^{\prime}: p(x \mid \Phi)=p\left(x \mid \Phi^{*}\right) \text { almost everywhere }\right\}
$$

If Conditions 3 and 4 are satisfied and $D$ is any closed subset of $\Omega^{\prime}$ not intersecting $C$, there with probability 1 ,

$$
\lim _{N \rightarrow \infty} \Phi(\cdots) \bigcap_{k \rightarrow 1}^{N} p\left(x_{k} \mid \Phi^{*}\right)<0 .
$$

From a theoretical point of view, Theorems 3.1 and 3.2 are adequate for mixture density estimation problems in providing assurance of the existence of strongly consistent maximumlikelihood estimates, characterizing them as solutions of the likelihood equations, and prescribing their asymptotic behavior. in practice, however, one must still contend with certain potential mathematical, statistical, and even numerical difficulties associated with maximum -likelihood estimates. Some possible mathematical problems have been suggested above: The log-likelihood function may have many local and global maxima and
perhaps even singularities; furthermore, the likelihood equations are likely to have solutions which are not local maxima of the log-likelihood function. Accordang to Theorem 3.1, the statistical soundness (as measured by bias and variance) of the strongly consistent maximum-likelihood estimate is determined, at Least for large samples, by the Pisher information matrix $I\left(\Phi^{*}\right)$. As it happens, $I\left(\Phi^{*}\right)$ also plays a role in determining the numerical well-posedness of the problem of approximating the strongly consistent maximum-likelihood estimate for large samples.

To show how $I\left(\Phi^{*}\right)$ enters into the problem of numerically approximating $\Phi^{N}$ for large samples, we recall that the condition of a problem is reflected by the relative sensitivity of its solution to perturbations in the data associaied with the problem. For an optimization problem, the condition is customarily measured by the condition number of the Hessian matrix of the function to be optimized evaluated at the solution. (For the definition and properties of the condition number of a matrix, see, for example, stewart [118].) For the log-lıkelihood function at hand, the Hessian matrix, which we denote by $H(\Phi)$, is given by

$$
\begin{equation*}
H(\Phi)=\sum_{k=1}^{N} \nabla_{\Phi} \nabla_{\Phi}^{\mathrm{T}} \log p\left(x_{k} \mid \Phi\right), \tag{3.10}
\end{equation*}
$$

Nticye $\nabla_{\phi} \nabla_{\Phi}^{2}-\left(\frac{\partial^{2}}{\partial \xi_{i} \partial \xi_{j}}\right)$. If Conditions 1 and 2 above are satisfied, then it follows from the strong Law of Large Numbers
(ace Loéve [82]) that with probability 1 ,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} H\left(\theta^{N}\right)=-I\left(\phi^{*}\right) \text {. } \tag{3.11}
\end{equation*}
$$

Since $\frac{1}{\mathbb{N}} H\left(\mathscr{L}^{N}\right)$ has the same condition number as $H\left(\Phi^{N}\right)$, (3.11) $1 s$ the desired result.

To illustrate the potential severity of the statistical and numerical problems associated with maximum-likelihood estimates, we augment the material on the Fisher information matrix in the literature cited in Section 2.5 with Table 3.3 below, which lists approximate values of the condition number and the diagonal elements of the inverse of $I\left(\Phi^{*}\right)$ for a mixture of two univariate normal densities (see (1.3) and (1.4)) at a variety of choices of $\Phi^{*}$. To prepare this taille, we took $\Phi=\left(\alpha_{1}, \mu_{1}, \mu_{2}, o_{1}^{2}, \sigma_{2}^{2}\right)$ and numerically evaluated $I\left(\Phi^{*}\right)$, juts condition number, and its inverse for selected values of $\Phi^{*}$ using IMSL Library routines DCADRE, EIGRS, and LINV2F on a cDC 7600. ${ }^{2}$ The choices of $\Phi^{*}$ were obtained by taking $\alpha_{1}^{*}=.3$ and $o_{1}^{2 *}-a_{2}^{2 *}=1$ and varying the mean separation $\mu_{1}^{*}-\mu_{2}^{*}$. In the table, the condition number of $I\left(\Phi^{*}\right)$ is denoted by $k$, and the first through fifth diagonal elements of $I\left(\Phi^{*}\right)^{-1}$ are denoted by $I^{-1}\left(\alpha_{1}\right), I^{-1}\left(\mu_{1}\right), I^{-1}\left(\mu_{2}\right), I^{-1}\left(\sigma_{1}^{2}\right)$, and $I^{-1}\left(\sigma_{2}^{2}\right)$, respectively.

[^3]

| $\mu_{1}^{*}-\mu_{2}^{*}$ | $\kappa$ | $I^{-1}\left(\alpha_{1}\right)$ | $I^{-1}\left(\mu_{1}\right)$ | $I^{-1}\left(\mu_{2}\right)$ | $I^{-1}\left(\sigma_{1}^{2}\right)$ | $I^{-1}\left(\sigma_{2}^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2 | $3.06 \times 10^{10}$ | $4.39 \times 10^{10}$ | $4.86 \times 10^{9}$ | $8.98 \times 10^{8}$ | $2.15 \times 10^{7}$ | $4.02 \times 10^{6}$ |
| 0.5 | $8.05 \times 10^{6}$ | $5.54 \times 10^{6}$ | $3.81 \times 10^{6}$ | $7.17 \times 10^{5}$ | $1.04 \times 10^{5}$ | $2.07 \times 10^{4}$ |
| 1.0 | $5.18 \times 10^{4}$ | $8.59 \times 10^{3}$ | $2.32 \times 10^{4}$ | $4.55 \times 10^{3}$ | $2.58 \times 10^{3}$ | 578. |
| 1.5 | $4.80 \times 10^{3}$ | 237. | $1.43 \times 10^{3}$ | 290. | 383. | 95.0 |
| 2.0 | $1.10 \times 10^{3}$ | 20.4 | 216. | 45.8 | 115. | 31.3 |
| 3.0 | 187. | .874 | 18.9 | 4.81 | $2 \varepsilon .2$ | 8.83 |
| 4.0 | 71.7 | .267 | 5.72 | 2.95 | 13.4 | 4.71 |
| 6.0 | 35.7 | .211 | 3.44 | 1.45 | 7.47 | 3.06 |

Table 3.3: Condition number and diagonal elements of the inverse of $I\left(\Phi^{*}\right)$ for a mixture of two univariate normal densities with $\alpha_{1}^{*}=.3, \sigma_{1}^{2 *}=\sigma_{2}^{2 *}=1$.
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Table 3.3 reinforces ones intuitive understanding that for. mixture density estimation problems, maximum-likelihood estimates are more appealing from both a statistical and a numerical standpoint if the component densities in the mixture are well separated than if they are poorly separated. Perhaps the most troublesome implication of Table 3.3 is that if the component densities are poorly separated, then impractically large sample sizes might be required in order to expect even moderately precise maximum-likelihood estimates. For example, Table 3.3 indicates that if one considers data from a mixture of two univariate normal densities with $\alpha_{1}^{*}=.3, \sigma_{1}^{2 *}=\sigma_{2}^{2 *}-1$, and $\mu_{1}^{*}-\mu_{2}^{*}-1$, then a sample size on the order of $10^{6}$ is necessary to insure that the standard deviation of each component of the maximum-likelihood estimate is about 0.1 or less. Even if a sample of such horrendous size were available, the fact that evaluating the log-likelihood function and associated functions such as its derivatives involves summation over observations in the sample, considered together with the condition number of $5.18 \times 10^{4}$ for the information matrix, suggests that computing undertaken in seeking a maximum-likelihood estimate should be carried out with great care.

Similar observations regarding the asymptotic dependence of the accuracy of maximum-likelihood estimates on sample slzes and separation of the component populations have been made by a number of authors (Mendenhall and Hader [89], H111 [66], Hasselblad [64], [65], Day [36], Tan and Chang [22l], Dick and

Bowden [42], Hosmer [67], [68], Hosmex ana Dick [71]). úvetat of them (Mendenhall and Hader [89], Day [36], Hasselblad [65], Dick and Bowden [42], Hosmer [67]) also suggested that things are worse for small samples (less than a few hundred observations) than the asymptotic theory indicates. Hosmer [67] specifically addressed the small-sample, poor-separation case for a mixture of two univariate normals and concluded that in this case maximumlikelihood estimates "should be used with extreme caution or not at all." Dick and Bowden [42], Hosmer[68], and Hosmer and Dick [71] offered evidence which suggests that considerable improvement in the performance of maximum-likelihood estimates can result from including labeled observations in the samples by which the estimates are determined, particularly when the component densitles are poorly separated. In fact, it is pointed out in [7l] that most of the improvement occurs for small to moderate proportions of labeled observations in the sample.

In spite of the rather pessimistic comments above, maximumlikelihood estimates have fared well in comparisons with most other estimates for mixture density estimation problems. Day [36], Hasselblad [65], Tan and Chang [121], and Dick and Bowden [42] found maximum-likelihood estimates to be markedly superior to moment estimates in their investigations, especially in cases involving poorly separated component populations. (See also the comment by Hosmer [70] on the paper of Quandt and Ramsey [106].) Day [36] also remarked that minimum chi-square and Bayes estimates have less appeal than maximum-likelihood estimates,
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primarily because of the difficulty of obtaining them in mos: cases. James [73] and Ganesalingam and McLachlan [49] observed that their proportion estimates are less efficient than maximumlikelihood estimates; however, they also outiined circumstancers in which their estimates might be preferred. On the other hand, as we remarked in Sec. 2.3 , the moment generating function method of Quandt and Ramsey [106] provides estimates which may outperform maximum-likelihood estimates in the small-sample case (see the comment by Hosmer [70]). This method should be kept in mind as a promising alternative to the method of maximum likelihood.

## 4. The EM Algorithm.

We now derive the EM algorithm for general mixture density estimation problems and discuss its important general properties. As stated in the introduction, we feel that the EM algorithm for mixture density estimation problems is best regarded as a specialization of the general EM algorithm formalized by Dempster, Laird and Rubin [38] for obtaining maximum-likelihood estimates from incomplete data. Accordingly, we begin by reviewing the formulation of the general EM algorithm given in [38].

Suppose that one has a measure space $\mathscr{y}$ of "complete data" and a measurable map $\underline{y} \rightarrow \underline{x}(\underline{y})$ of $\mathscr{y}$ to a measure space $\mathscr{X}$ or "incomplete data. Let $f(\underline{y} \mid \Phi)$ be a member of a parametric family of probability density functions defined on $y^{\prime}$ for $\Phi \in \Omega$, and suppose that $g(\underline{x} \mid \Phi)$ is a probability density function on $\mathcal{X}$ induced by $f(\underline{Y} \mid \Phi)$. For a given $\underline{x} \in \mathcal{X}$. the purpose of the EM algorithm is to maximize the incomplete data $\log -1 i k e l i$ hood $L(\Phi)=\log g(\underline{x} \mid \Phi)$ over $\Phi \in \Omega$ by exploiting the relationship between $f(\underline{y} \mid \phi)$ and $g(\underline{x} \mid \Phi)$. It is intended especially for applications in which the maximization of the complete data log-likelihood $\log f(\underline{Y} \mid \Phi)$ over $\Phi \in \Omega$ is particularly easy.

For $x \in \mathscr{X}$. set $\mathscr{Y}(\underline{x})=(\underline{y} \in \mathscr{Y}: \underline{x}(y)-\underline{x})$. The conditional density $k(\underline{y} \mid \underline{x}, \Phi)$ on $\underline{y}(\underline{x})$ is given by $f(\underline{y} \mid \Phi)=k(\underline{y} \mid \underline{x}, \Phi) g(\underline{x} \mid \Phi)$. For $\Phi$ and $\Phi^{\prime}$ in $\Omega$, one then has
where

$$
L(\Phi)=Q\left(\Phi \mid \Phi^{\prime}\right)-H\left(\Phi \mid \Phi^{\prime}\right),
$$

$H\left(\Phi \mid \Phi^{\prime}\right)=E\left(\log k(\underline{y} \mid \underline{x}, \Phi) \mid x, \Phi^{\prime}\right)$. The general EM algorithm of Dempster, Laird and Rubin [38] is the following: Given a current approximation $\Phi^{c}$ of a maximizer of $L(\Phi)$, obtain a next approximation $\Phi^{+}$as follows:

1. E-step: Determine $Q\left(\Phi \mid \Phi^{c}\right)$.
2. M-step: Choose $\Phi^{+} \epsilon \arg \max _{\Phi \in \Omega} Q\left(\Phi \mid \Phi^{c}\right)$.

Here, $\arg \max _{\Phi \in \Omega} Q\left(\Phi \mid \Phi^{c}\right)$ denotes the set of values $\Phi \in \Omega$ which maximize $Q\left(\Phi \mid \Phi^{c}\right.$ ) over $\Omega$. (Of course, this set must be noneme-y for the M-step of the algorithm to be well-defined.) If this set is a singleton, then we denote its sole member in the same way and write $\Phi^{+}=\arg \max _{\Phi \in \Omega} O\left(\phi \mid \Phi^{c}\right)$. Similar notation is used without further explanation in the sequel.

From this general description, it is not clear that the EM algorithm even deserves to be called an algorithm. However: as we indicated above, the EM algorithm is used most often in applications which permit the easy maximization of $\log f(y)$ over $\Phi \in \Omega$. In such applications, the M-step maximization of $Q\left(\Phi \mid \Phi^{\prime}\right)$ over $\Phi \in \Omega$ is usually carifed out with corresponding ease. In fact, as ore sees in the sequel, the E-step and the Mstep are usually combined into one very easily implemented step in most applications involving mixture density estimation problems. At any rate, the sense of the EM algorithm lies in the
fact that $L\left(\Phi^{+}\right) \geqslant L\left(\Phi^{c}\right)$. Indeed, the manner in which $\Phi^{+}$is determined guarantees that $Q\left(\Phi^{+} \mid \Phi^{c}\right) \geqslant Q\left(\Phi^{c} \|_{\Phi^{c}}\right)$; and it follows from Jensen's Inequality that $H\left(\Phi^{+} \mid \Phi^{c}\right) \leqslant H\left(\Phi^{c} \mid \Phi^{c}\right)$. (See Theorem 1 of Dempster, Laird and Rubin [38].) This fact implies that $L$ is monotone increasing on any iteration sequence generated by the EM algorithm, which is the fundamental property of the algorithm underlying the convergence theorems given below.

To discuss the EM algorithm for mixture density estimation problems, we assume as in the preceding section that a parametric family of mixture densities of the form (1.1) is specified and that a particular $\Phi^{*}=\left(\alpha_{1}^{*}, \cdots, \alpha_{m}^{*}, p_{1}^{*}, \cdots, \rho_{m}^{*}\right)$ is the "true" parameter value to be estimated. In the usual way, we regard this family of densities as being associated with a statistical population which is a mixture of $m$ component populations. The EM algorithm for a mixture density estimation problem associated with this family is derived by first interpreting the problem as one involving incomplete data and then obtaining the algorithm from its general formulation given above. The problem is interpreted as one involving incomplete data by regarding each unlabeled observation in the sample at hand as "missing" a label indicating its component population of origin.

It is instructive to consider the forms which the $E M$ algorithm might take for mixture density estimation problems involving samples of the types introduced in the preceding section. We first illustrate in some detail the derivation of the function $Q\left(\Phi \mid \phi^{\prime}\right)$ of the E-step of the algorithm, assuming
for convenience that the sample at hand is a sample $S_{1}-\left\{x_{k}\right\}_{k=1} \cdots N$ of Type 1 described in the preceding section. One can regard $S_{1}$ as a sample of incomplete data by considering each $x_{k}$ to be the "known" part of an observation $y_{k}=\left(x_{k}, 1_{k}\right)$, where $i_{k} \quad 1 s$ an integer between 1 and $m$ indicating a component population of origin of $x_{k}$. for $\Phi=\left(\alpha_{1}, \cdots, \alpha_{m^{\prime} \rho_{1}}, \cdots, \rho_{m}\right) \in \Omega$, the sample variables $\underline{x}=\left(x_{1}, \cdots, x_{N}\right)$ and $Z=\left(y_{1}, \cdots, y_{N}\right)$ have associated probability riensity functions $\quad g(\underline{x} \mid \Phi)=\prod_{k=1}^{N} p\left(x_{k} \mid \Phi\right) \quad$ and $f(\underline{y} \mid \Phi)=\prod_{k=1}^{N} \alpha_{i_{k}} p_{i_{k}}\left(x_{k} \mid \rho_{i_{k}}\right), \quad$ respective dy. Then for $\Phi^{\prime}-\left(\alpha_{1}^{\prime}, \cdots, \alpha_{m}^{\prime}, \rho_{1}^{\prime}, \cdots, \rho_{m}^{\prime}\right) \in \Omega$, the conditional density $k\left(\underline{X} \underline{x}, \Phi^{\prime}\right)$ is given by

$$
k\left(\left.\underline{y}\right|_{\underline{x}}, \Phi^{\prime}\right)=\prod_{k=1}^{N} \frac{\alpha_{i_{k}}^{\prime} p_{i_{k}}\left(x_{k} l_{i_{k}}^{\prime}\right)}{p\left(x_{k} \mid \Phi^{\prime}\right)},
$$

and the function $Q\left(\Phi \mid \Phi^{\prime}\right)$, which we denote by $Q_{2}\left(\Phi^{\prime} \mid \Phi^{\prime}\right)$, is determined to be

$$
\begin{align*}
& Q_{1}\left(\Phi^{\prime} \mid \Phi^{\prime}\right)-\sum_{1_{1}-1}^{m} \cdots \sum_{1_{N^{-1}}}^{m} \sum_{k=1}^{N} \log \alpha_{i_{k}} p_{i_{k}}\left(x_{k} \mid \rho_{i_{k}}\right) \prod_{k=1}^{N} \frac{\alpha_{i_{k}}^{\prime} p_{i_{k}}\left(x_{k} \mid \rho_{1}^{\prime}{ }_{k}\right.}{p\left(x_{k} \Phi^{\prime}\right)} \\
& =\sum_{i=2}^{m} \sum_{k=1}^{N} \log \alpha_{i} p_{i}\left(x_{k}: \rho_{i}\right) \frac{\alpha_{i}^{\prime} p_{i}\left(x_{k} \mid \rho_{i}^{\prime}\right)}{p\left(x_{k} \Phi^{\prime}\right)} \tag{4.1}
\end{align*}
$$

$=\sum_{i=1}^{m}\left[\sum_{k=1}^{N} \frac{\alpha_{i}^{\prime} p_{i}\left(\left.x_{k}\right|^{\prime} \rho_{i}^{\prime}\right)}{p\left(x_{k} \Phi^{\prime}\right)}\right] \log \alpha_{i}+\sum_{i=1}^{m} \sum_{k=1}^{N} \log p_{i}\left(x_{k} \mid \rho_{i}\right) \frac{\alpha_{i}^{\prime} p_{i}\left(x_{k}^{\prime} \rho_{i}^{\prime}\right)}{p\left(x_{k} \mid \Phi^{\prime}\right)}$

 2, 3 and 4, one determines in a similar manner the respective functions $Q_{2}\left(\Phi \mid \Phi^{\prime}\right), Q_{3}\left(\Phi \mid \Phi^{\prime}\right)$, and $Q_{4}\left(\Phi^{\prime} \mid \Phi^{\prime}\right)$ for the E-step of the EM algorithm to be

$$
\text { for } \Phi=\left(\alpha_{1}, \cdots, \alpha_{m}, \rho_{1}, \cdots, \rho_{m}\right) \text { and } \Phi^{\prime}=\left(\alpha_{1}^{\prime}, \cdots, \alpha_{m}^{\prime}, \varphi_{1}^{\prime}, \cdots, \phi_{m}^{\prime}\right) \text { in }
$$ $\Omega$. We note that $Q_{2}\left(\Phi \mid \Phi^{\prime}\right)$ and $Q_{3}\left(\Phi \mid \Phi^{\prime}\right)$ are just $L_{2}(\Phi)$ and (except for an additive constant) $L_{3}(\Phi)$ given by (3.2) and (3.3), respectively; and one might well wonder why they are of interest in this context. By way of explanation, we observe that If a sample of interest is a stochastically independent union of smaller samples, then the function for the E-step of the $E M$

$$
\begin{aligned}
& Q_{2}\left(\Phi \mid \Phi^{\prime}\right)=\sum_{i=1}^{m} \sum_{k=1}^{J} \log p_{i}\left(Y_{1 k} \mid \rho_{i}\right), \\
& Q_{3}\left(\Phi^{\prime} \mid \Phi^{\prime}\right)=\sum_{i=1}^{m} K_{i} \log \alpha_{i}+\sum_{i=1}^{m} \sum_{k=1}^{K_{i}} \log p_{i}\left(z_{i k} \mid \rho_{i}\right), \\
& Q_{4}\left(\Phi \mid \Phi^{\prime}\right)=\sum_{i=1}^{m}\left[M_{i}+\sum_{k=1}^{M_{0}} \frac{\alpha_{i}^{\prime} p_{i}\left(w_{0} k^{\prime} \rho_{1}^{\prime}\right)}{p\left(w_{0 k^{\prime}} \Phi^{\prime}\right)}\right] \log \alpha_{i}+ \\
& +\sum_{i=1}^{m}\left[\sum_{k=1}^{M_{i}} \log p_{i}\left(\left.w_{i k}\right|_{\rho_{i}}\right)+\sum_{k=1}^{M_{0}} \log p_{i}\left(w_{0 k} l_{\rho_{i}}\right) \frac{\alpha_{i}^{\prime} p_{i}\left(w_{0 k} \mid \rho_{i}^{\prime}\right)}{\rho\left(w_{0 k} \mid \phi^{\prime}\right)}\right]
\end{aligned}
$$

algorithm which is appropriate for this sample is just the sim of the functions which are appropriate for the smaller samples. Thus, for example, if $S=S_{1} \cup S_{2} \cup S_{3}$ is a union of independent samples of Tyfes 1,2 , and 3, then the function for the E-step appropriate for $S$ is $Q\left(\Phi^{\prime} \mid \Phi^{\prime}\right)=Q_{1}\left(\Phi^{\prime} \mid \Phi^{\prime}\right)+Q_{2}\left(\Phi^{\prime} \mid \Phi^{\prime}\right)+Q_{3}\left(\Phi^{\prime} \mid \Phi^{\prime}\right)$, where $Q_{1}\left(\Phi^{\prime} \mid \Phi^{\prime}\right), Q_{2}\left(\Phi \mid \Phi^{\prime}\right)$, and $Q_{3}\left(\Phi^{\prime} \mid \Phi^{\prime}\right)$ are given by (4.1), (4.2), and (4.3), respectively.

Having determined an appropriate function $\mathcal{Q}\left(\Phi \phi^{\prime \prime}\right)$ for the E-step of the EM algorithm as one or a sum of the functions $Q_{i}\left(\Phi \mid \Phi^{\prime}\right)$ defined above, one is likely to find that the maximization problem of the M-step has a number of attractive features. It is clear from (4.1), (4.2), (4.3), and (4.4) that this maximization problem separates into two maximization problems, the first involving the proportions $\alpha_{1}, \ldots, \alpha_{m}$ alone and the second involving only the remaining parameters $\rho_{1}, \cdots, \rho_{m}$. Since $\log \alpha_{1}, \cdots, \log \alpha_{m}$ appear linearly in each function $Q_{i}\left(\Phi \mid \Phi^{\prime}\right)$ for $i \neq 2$, the first maximization problem has a unique solution if the sample is not strictly of rype 2; and this colution is easily and explicitly determined regardiess of the functional forms of the component densities $\left.p_{i}(x) p_{i}\right)$. If $\rho_{1}, \cdots, p_{m}$ are mutually independent variabies, then the second maximization probler separates further into $m$ component problems, each of which involves only one of the parameters $\rho_{1}$. Both these component problems and the maximization problem for the proportions alone have tine appealing property that they can be regarded as "weighted" maximum-likeiihood estimation problems
involving sums of logarithms weighted by posterior probabilities that sample observations belong to appropriate component populations, given the current approximate maximum-likelihood estimate of $\Phi^{*}$.

To illustrate these remarks, we consider a sample $s_{1}-\left(x_{k}\right)_{k=1, \ldots, N}$ of Type 1 and assume that $\rho_{1}, \cdots, f_{m}$ are mutually independent variables. If $\phi^{c}=\left(\alpha_{1}^{c}, \cdots, \alpha_{m}^{c}, p_{1}^{c}, \cdots, p_{m}^{c}\right)$ is a current approximate maximizer of the log-likelihood function $L_{1}(\Phi)$ given by (3.1), then one easily verifies that the next approximate maximizer $\Phi^{+}=\left(\alpha_{1}^{+}, \cdots, \alpha_{m}^{+}, \rho_{1}^{+}, \cdots, \rho_{m}^{+}\right)$prescribed by the M-step of the EM algorithm satisfies

$$
\begin{gather*}
\alpha_{i}^{+}=\frac{1}{N} \sum_{k=1}^{N} \frac{\alpha_{i}^{c} p_{i}\left(x_{k} \mid \rho_{i}^{c}\right)}{E\left(x_{k} \mid \Phi^{c}\right)}  \tag{4.5}\\
\rho_{i}^{+} \in \arg \max _{\rho_{i} \in \Omega_{i}} \sum_{k=1}^{N} \log p_{i}\left(x_{k} \mid \rho_{i}\right) \frac{\alpha_{i}^{c} p_{i}\left(x_{k} \mid \rho_{i}^{c}\right)}{p\left(x_{k} \mid \Phi^{c}\right)}
\end{gather*}
$$

for $1=1, \ldots, m$. Note that, as promised, each $\alpha_{i}^{+}$is uniquely and explicitly determined and each $\alpha_{i}^{+}$and $\rho_{i}^{+}$is obtained as the solution of a weighted maximum-likelihood estimation proklem involving a sum of logarithms multipliea by weights $\frac{\alpha_{i}^{c} p_{i}\left(x_{k} \mid p_{1}^{c}\right)}{p\left(x_{k} \mid \Phi^{c}\right)}$, each of which is just the posterior probability that $x_{k}$ originated in the $i^{\text {th }}$ component population, given the current approximate maximum-likelıhood estimate $\Phi^{c}$.

In addition co prescribing each $\alpha_{i}^{+}$and $\rho_{i}^{+}$as the solution of a heuristically appealing weighted maximum-I.ikelihond estimation problem, there are other attractions to (4.5) and (4.6). For example, (4.5) insures that the next approximate proportions $\alpha_{i}^{+}$inherit from the current approximate proportions $\alpha_{1}^{c}$ the property of being non-negative and summing to 1 . Furthermore, a!though there is no guarantee that the maximization problems (4.6) will rave nice properties in general, it happens that each $p_{1}^{+}$is usually easily (even uniquely and explicitly) determined by (4.6) in most applications of interest, especially in those applications in which act $\because$ omponent density $\rho_{i}\left(x \rho_{1}\right)$ is one of the common parametric densities for which ordinary (labeled-sample) ma:imum-likelihood estimates of $\rho_{1}$ are uniquely and explicitly determined. As an illustration. consider the case in which some $p_{i}\left(x \rho_{i}\right)$ is a multivariate normal density, $1 . e ., p_{2}\left(x \mid \rho_{i}\right)$ and $\rho_{1}$ aro given by
$\nu_{i}\left(x \mid \rho_{i}\right)=\frac{1}{(2 \pi)^{n / 2}\left(\operatorname{det} \Sigma_{i}\right)^{1 / 2} \epsilon^{-1 / 2\left(x-\mu_{i}\right)^{T} \Sigma_{i}^{-1}\left(x-\mu_{i}\right)}, \rho_{i}=\left(\mu_{i}, \Sigma_{i}\right), ~}$
where $\mu_{i} \epsilon R^{n}$ and $\Sigma_{i}$ is a positive-definite symmetric $n \times n$ matrix. For a given $\rho_{i}^{c}=\left(\mu_{1}^{C}, \Sigma_{i}^{c}\right)$, the unique solution $\rho_{1}^{+}-\left(\mu_{i}^{+}, \Sigma_{i}^{+}\right)$of (4.6) is given by

$$
\begin{equation*}
\mu_{i}^{+}=\left\{\sum_{k=1}^{N} x_{k} \frac{\alpha_{i}^{c} p_{1}\left(x_{k} \mid p_{i}^{c}\right)}{p\left(x_{k} \mid \phi^{c}\right)}\right\} /\left(\sum_{k=1}^{N} \frac{\alpha_{i}^{c} p_{i}\left(x_{k} 1 \rho_{1}^{c}\right)}{p\left(x_{k}^{\left.1 \Phi^{c}\right)}\right.}\right\} \tag{4.8}
\end{equation*}
$$
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$$
\Sigma_{i}^{+}=\left(\sum _ { k = 1 } ^ { N } ( x _ { k } - \mu _ { i } ^ { + } ) \left(x_{k}-\mu_{i}^{+} T^{T_{1}^{\alpha_{i}^{c}} p_{i}\left(x_{k} \mid \rho_{i}^{c}\right)} \frac{p\left(x_{k} \mid \phi^{c}\right)}{)} /\left(\sum_{k=1}^{N} \frac{\alpha_{i}^{c} p_{i}\left(x_{k} \mid \rho_{i}^{c}\right)}{p\left(x_{k} \mid \phi^{c}\right)}\right) .(4.9)\right.\right.
$$

(The factors $\alpha_{i}^{c}$ have been left in the numerators and denominators of these expressions for aesthetic reasons only.) Note that $\Sigma_{i}^{+}$is positive-definate symmetric with probakility 1 if $N>n$.

What convergence proserties hold for a sequence of iterates generated by applyia.g the EM algorithm to a mixture density estimation problem? If nothing in particular is said about the parametric family of interest, then the properties which can be specified are essentially those obtained by specializing the convergence results associated with the EM algorsthm for general incomplete data problems. The convergence results below are formulated so that they are valia for the EM algorithm in general. Po'nts relating to these resuits which are of particular intercst in the mixture density context are mide in remarks following the theorems.

The first theorem is a global convergence result for sequences generater by the EM algorithm. It essentially sumnarizes the results of Wu [134] for the genezal EM algorithm and of Reaner [109] for the more specialized case of the EM algorithm applied to a mixture of densities from exponential families. Similar but weaker results have been formulated for the general EM algorithm by Boyles [17]. Statements (1), (ii), and (1ii) of the theorem are valid for any sequence and are
stated here as a convenience because of their usefulness in applications. Statements (iv), (v), and (vi) are based on the fact reviewed earlier and reiterated in the statement of the theorem that the log-likeiinood function increases monotonically on a sequence generated by the EM algorithm. Through the use of this fact, the theorem can be related to general results in optimization theory such as the convergence theorems of zangwill [141; pages 91, 128, and 232] concerning point-to-set maps which increase an objective function. One such general result was used explicitly by Wu [134] in his study of the EM algorithm.

Theorem 4-1: Suppose that for some $\Phi^{(0)} \in \Omega,\left\{\Phi^{(j)}\right\}_{j=0,1,2, \ldots}$ is a sequence in $\Omega$ generated by the $E M$ algorithm, ie., a sequence in $\Omega$ satisfying

$$
\Phi^{(j+1)} \epsilon \arg \max _{\Phi \in \Omega} Q\left(\Phi \mid \Phi^{(j)}\right), j=0,1,2, \ldots
$$

where $Q\left(\Phi \mid \Phi^{\prime}\right)$ is the function determined in the E-step of the EM algorithm. Then the log-likelihood function $L(\Theta)$ increases monotonically on $\left\{\Phi^{(j)}\right\}_{j-0,1,2, \ldots}$ to a (possibly infinite) limit $L^{*}$. Furthermore, denoting the set of limit points of $\left\{\Phi^{(j)}\right\}_{j=0,1,2, \ldots}$ in $\Omega$ by $\mathcal{L}$, one has the following:
(1) $\mathcal{L}$ is a closed set in $\Omega$.
(ii) If $\left\{\Phi^{(j)}\right\}_{j=0,1,2, \ldots} 1 s$ contained in a compact subset of $\Omega$, then $\mathcal{L}$ is compact.
(iii) If $\left(\Phi^{(j)}\right\}_{j=0,1,2 \ldots}$ is contained in a compact subset of $\Omega$ and $\lim _{j \rightarrow \infty}\left\|\Phi^{(j+1)}-\Phi^{(j)}\right\|=0$ for a norm $\|\cdot\|$ on $\Omega$, then $\mathcal{L}$
is connected as well as compact.
(iv) If $L(\&)$ is continuous in $\Omega$ and $\mathcal{L} \notin Q$, then $L^{*}$ is finite and $L(\hat{\Phi})-L^{*}$ for $\hat{\phi} \subset \mathcal{L}$.
(v) If $Q\left(\Phi^{\prime}\right)$ and $H\left(\Phi^{\prime} \mid \Phi^{\prime}\right)-Q\left(\Phi^{\prime}\right)-L(\Phi)$ are continuous in $\Phi$ and $\Phi^{\prime}$ in $\cap$, then each $\hat{\Phi} \in \mathcal{L}$ satisfies $\hat{\Phi} \epsilon \arg \max _{\Phi \in \Omega} Q(\Phi \mid \hat{\Phi})$.
(vi) If $Q\left(\Phi \mid \Phi^{\prime}\right)$ and $H\left(\Phi \mid \Phi^{\prime}\right)$ are continuous in $\Phi$ and $\Phi^{\prime}$ in $\Omega$ and differentiable in $\Phi$ at $\Phi=\Phi^{\prime}=\hat{\Phi} c$, then $L(\Phi)$ is differentiable at $\Phi=\hat{\Phi}$ and the likelihood equations $\nabla_{\Phi} L(\Phi)=0$ are satisfied by $\phi=\hat{\phi}$.

Proof: The monotonicity of $L(\Phi)$ on $\left\{\Phi^{(j)}\right\}_{j=0,1,2, \ldots}$ has already been established; the existence of a (possibly infinite) limit $L^{*}$ follows. Statement (i) holds since closedness $2 s$ a general property of sets of limit points. To obtain (ii), note that if $\left\{\Phi^{(j)}\right\}_{j=0,1,2, \ldots}$ is contained in a compact subset of $\Omega$, then $\mathcal{L}$ is a closed subset of this compact subset and, hence, is compact. To prove (iii), suppose that $\left\{\Phi^{(j)}\right\}_{j=0,1,2, \ldots}$ is contained in a compact subset of $\Omega$, that $\lim \left\|\left\|^{(j+1)}-\Phi^{(j)}\right\|=0\right.$, and that $\mathcal{L}$ is not connected. Since jo
$\mathcal{L}$ is compact, there is a minimal distance between distinct components of $\mathcal{Z}$; and the fact that $\lim \left\|\Phi^{(j+1)}-\Phi^{(j)}\right\|=0$ implies that there is an infinite subsequence of $\left\{\Phi^{(j)}\right\}_{j-0,1,2, \ldots}$ whose members are bounded away from $\mathcal{L}$. This subsequence lies in a compact set, and so it has limit points. since these limit points cannot be in $\mathcal{X}$, one has a
contradiction.

Statement (iv) follows immediately from the monotonicity of $L(\Phi)$ on $\left[\Phi^{(j)}\right\}_{j-0,1,2, \ldots}$. To prove (v), suppose that $Q\left(\Phi^{\prime} \mid \Phi^{\prime}\right)$ and $H\left(\Phi \mid \Phi^{\prime}\right)$ are continuous in $\Phi$ and $\Phi^{\prime}$ in $\Omega$ and that one can find some $\hat{\Phi} \in \mathcal{L}$ and $\phi \in \Omega$ for which $Q(\Phi \mid \hat{\Phi})>Q(\hat{\Phi} \mid \hat{\Phi})$. Then for every $J$,

$$
\begin{aligned}
L\left(\Phi^{(j+1)}\right) & =Q\left(\Phi^{(j+1)} \mid \Phi^{(j)}\right)-H\left(\left.\Phi^{(j+1)}\right|_{\Phi^{(j)}} ^{(j)}\right. \\
& \geqslant Q\left(\Phi_{\left.\Phi^{(j)}\right)-H\left(\left.\Phi^{(j)}\right|_{\left.\Phi^{(j)}\right)}\right.}\right.
\end{aligned}
$$

by the M-step determination of $\Phi^{(j+1)}$ and Jensen's inequality. Since $Q\left(\Phi \mid \Phi^{\prime}\right)$ and $H\left(\Phi^{\prime} \Phi^{\prime}\right)$ are continuous, it follows by taking limits along a subsequence converging to $\hat{\phi}$ that

$$
\begin{gathered}
L^{*} \geqslant Q(\Phi \mid \hat{\Phi})-H(\hat{\Phi} \mid \hat{\Phi}) \\
>Q(\hat{\Phi} \mid \hat{\Phi})-H(\hat{\phi} \mid \hat{\Phi})-L(\hat{\Phi})-L^{*} .
\end{gathered}
$$

which is a contradiction. To establish (vi), suppose that $Q\left(\Phi \mid \Phi^{\circ}\right)$ and $H\left(\Phi \mid \Phi^{\prime}\right)$ are continuous in $\Phi$ and $\Phi^{\prime}$ in $\Omega$ and differentiable in $\phi$ at $\phi=\phi^{\prime}=\hat{\Phi} \epsilon \mathcal{Z}$. Then $L(\Phi)=Q(\phi \mid \hat{\phi})-$ $H(\Phi \mid \hat{\Phi}) \quad 1 s$ differentiable at $\Phi-\hat{\Phi}$; and, since $\hat{\phi} \epsilon \arg \max _{\phi \in \Omega} Q(\phi \mid \hat{\phi})$ by (v) and $\hat{\Phi} \epsilon \arg \max _{\phi \in \Omega} H(\Phi \mid \hat{\phi})$ by Jensen's inequality, one has $\nabla_{\phi} L(\hat{\Phi})=0$. This completes the proof.

Statement (111) of Theorem 4.1 has precedent in such results as Theorem 28.1 of Ostrowski [96]. It is usually satisfied in
practice, especially in the mixture density context. Indeed, it often happens that each $\Phi^{+}$is uniquely determined by the EM algorithm as a function of $\Phi^{C}$ which is continuous in $\Omega$. For exampie, one sees that $\alpha_{1}^{+}, \cdots, \alpha_{m}^{+}$are determined in this way by (4.5) whenever each $p_{i}\left(x \mid \rho_{i}\right)$ depends continuously on $\rho_{i}$. In addition, each $\rho_{i}$ is likely to be determined in this way by (4.6) whenever each $p_{i}\left(x \mid p_{i}\right)$ is one of the common parametric densities for which ordinary maximum-likelihood estimates are determined as a continuous function of $p_{i}$; see, for example, (4.8) and (4.9). If $\Phi^{+}$is determined in this way from $\Phi^{c}$ and if the conditions of (v) are also satisfied, then each $\hat{\boldsymbol{\sigma}} \epsilon \mathcal{X}$ is a fixed point of a continuous function. It follows that if in addition $\left\{\Phi^{(j)}\right\} j=0,1,2, \ldots$ is contained in a compact subset of $\Omega$, then the elements of a "tail" sequence $\left\{\Phi^{(j)}\right\}_{j=J, J+1, \ldots}$ can all be made to lie arbitrarily close to the compact set $\mathcal{L}$ by taking $J$ sufficiently large and, hence, $\lim _{j \rightarrow \infty} \phi^{(j+1)}-\phi^{(j)} \|=0$ by the uniform continuity near $\mathcal{L}$ of the function determining ${ }_{\Phi}(\mathfrak{j}+1)$ from $\Phi^{(J)}$.

It is useful to expand a little on the interpretation of statement (Vi) in the mixture density context. Assuming that each $p_{1}\left(x \mid \rho_{1}\right)$ is differentiable with respect to $\rho_{i}$, that the parameters $\rho_{i}$ are unconstrained in $\Omega_{i}$ and mutually independent, and, for convenience, that the sample of interest is of Type 1 , one can reasonably interpret the likelihood equations $\nabla_{\Phi} L(\Phi)=0$ in the sense of (3.9) at a point $\hat{\Phi}-\left(\hat{\alpha}_{1}, \cdots, \hat{\alpha}_{m}, \hat{\rho}_{1}, \cdots, \hat{\rho}_{m}\right) \in \mathcal{X}$ which is such that each $\hat{\alpha}_{1}$ is
positive. Now it is certainly possible for some $\hat{\alpha}_{i}$ to be zero for $\hat{\infty} \in \mathcal{L}$. in which case (3.9) might not be valid. Fortunately, (3.5) and (3.8) provide a better interpretation than (3.9) of the likelihood equations in the mixture density context which is valid whether each $\hat{\alpha}_{i}$ is positive or not. Indeed, if the conditions of (v) hold, then it follows from (4.5) that the equations (3.8) are satisfied on $\mathcal{Z}$. Thus in the mixture density context under the present assumptions, (vi) should be replaced with the following:
(vi)' If $Q\left(\Phi \mid \Phi^{\prime}\right)$ and $H\left(\Phi \mid \Phi^{\prime}\right)$ are continuous in $\Phi$ and $\Phi^{\prime}$ in $\Omega$ and differentiabie in $\rho_{1}, \cdots, \rho_{m}$ at $\Phi=\Phi^{\prime}=\hat{\infty} \in \mathcal{L}$, then $L(\Phi)$ is differentiable in $\rho_{1}, \cdots, \rho_{m}$ at $\Phi=\hat{\phi}$ and the likelihood equations (3.5) and (3.8) are satisfied by $\hat{\Phi}$.

To illustrate the application of Theorem 4.1, we consider the problem of estimating the proportions in a mixture under the assumption that each compor: nt density $p_{i}\left(x \mid p_{i}\right)$ is known (and denoted for the present purposes by $p_{i}(x)$ for simplicity). The theorem below is a global convergence result for the EM algorithm applied to this problem. For convenience in presenting the theorem, it is assumed that the sample at hand $1 s$ a sample $S_{1}=\left\{x_{k}\right\}_{k=1, \ldots, N}$ of Type 1. Similar results hold for other cases in which the sample at hand is one or a union of the types considered in the preceding section. For this problem, one has simply $\Phi=\left(\alpha_{1}, \cdots, \alpha_{m}\right)$; and it 15, of course, always understood that $\sum_{i=1}^{m} \alpha_{i}-1$ and $\alpha_{i} \geqslant 0, i=1, \ldots, m$, for all such $\Phi$.

We remark that the condition of the theorem on the matrix of second derivatives of $L_{1}(\Phi)$ is quite reasonable. This matrix is always defined and negative semi-definite whenever $p\left(x_{k} \mid \Phi\right) \neq 0$ for $k=1, \cdots, N$; and if $p_{1}(x), \cdots, p_{m}(x)$ are linearly independent non-vanishing functions on the support of the underlying measure on $\mathrm{R}^{\mathrm{n}}$ appropriate for p , then with probability 1 it is defined and negative definite for all $\Phi$ whenever $N$ is sufficiently large.

Theorem 4.2: Suppose that the matrix of second derivatives of $L_{1}(\Phi)$ is defined and negative definite for all $\Phi$. Then there is a unique maximum-likelihood estimate; and for any $\varphi^{(0)}=\left(\alpha_{1}^{(0)}, \cdots, \alpha_{m}^{(0)}\right)$ with $\alpha_{i}^{(0)}>0$ for $1=1, \cdots, m$, the sequence $\left[\Phi^{(j)}-\left(\alpha_{1}^{(j)}, \ldots, \alpha_{m}^{(j)}\right)\right]_{j=0,1,2, \ldots}$ generated by the EM algorithm, i.e., determined inductively by

$$
\alpha_{i}^{(j+1)}=\frac{1}{N} \sum_{k=1}^{N} \frac{\alpha_{i}^{(j)} p_{1}\left(x_{k}\right)}{p\left(x_{k} 1 \Phi^{(j)}\right)}, i=1, \cdots, m,
$$

converges to the maximum-likelihood estimate.

Proof: It follows from Theorem 4.1 and the subsequent remarks that the set of limit points of $\left(\Phi^{(j)}\right)_{j-0,1,2, \ldots}$ is a compact, connected subset of the simplex of proportion vectors $\Phi$ on which the likelihood equations (3.8) are satisfied. Since the matrix of second derivatives of $L_{1}(\Phi)$ is negative definite, $L_{1}(\Phi)$ is strictly concave. It follows that there is a unique
maximum-likelihood estimate and, furthermore, that the likelihood equations (3.8) have at most one solution on the interior of each face of the proportion simplex. Consequently, each component of the set of solutions of the likelihood equations consists of a single point; and $\left\{\Phi^{(j)}\right\}_{j=0,1,2, \ldots \text { must converge to one such }}$ point. But if $\left(\Phi^{(j)}\right\}_{j=0,1,2, \ldots \text { is convergent, then its limit }}$ must be the maximum-likelihood estimate by Theorem 2 of Peters and Coberly [100] or Theorem 1 of Peters and Walker [102].

Despite the usefulness of Theorem 4.1 in characterizing the set of limit points of an iteration sequence generated by the $E M$ algorithm, it leaves unanswered the questions of whether such a sequence converges at all and, if it does, whether it converges to a maximum-likelihood estimate. In an attempt to provide reasonable sufficient conditions under which the answer to these questions is "yes", we offer the local convergence theorem below.

Theorem 4.3: Suppose that Conditions 1 through 4 of Section 3 are satisfied in $\Omega$, and let $\Omega^{\prime}$ be a compact subset oi $\Omega$ which contains $\Phi^{*}$ in its interior and which is such that $p(x \mid \Phi)=p\left(x \mid \Phi^{*}\right)$ almost everywhere in $x$ for $\Phi \in \Omega^{\prime}$ only if $\Phi=\Phi^{*}$. Suppose further that with probability 1 , the function $Q\left(\Phi \mid \Phi^{\prime}\right)$ of the E-step of the $E M$ algorithm is continuous in $\Phi$ and $\Phi^{\prime}$ in $\Omega^{\prime}$ and both $Q\left(\Phi^{\prime} \Phi^{\prime}\right)$ and the log-likelihood function $L(\Phi)$ are differentiable in $\Phi$ for $\Phi$ and $\Phi^{\prime}$ in $\Omega^{\prime}$ whenever $N$ is sufficiently large. Pinally, for $\phi^{(0)}$ in $\Omega^{\prime}$, denote by $\left[\Phi^{(J)}\right\}_{j=0,1,2, \ldots}$ a sequence generated by the EM
algorithm in $\Omega^{\prime}$, 1.e., a sequence in $\Omega^{\prime}$ satisfying

$$
\Phi^{(j+1)} \in \arg \max _{\Phi \in \Omega^{\prime}} Q\left(\Phi \mid \Phi^{(j)}\right), j=0,1,2, \ldots .
$$

Then with probability 1 , whenever $N$ is sufficiently large, the unique strongly consistont maximum-likelihood estamate $\Phi^{N}$ is well-defined in $\Omega^{\prime}$ and $\Phi^{N}=\lim _{j \rightarrow \infty} \Phi^{(j)}$ whenever $\Phi^{(0)}$ is sufficiently near $\Phi^{N}$.

Proof: It follows from Theorems 3.1 and 3.2 that with probability 1, $N$ can be taken sufficiently large that the unique strongly consistent maximum-likelihood estimate $\Phi^{N}$ is well-defined, lies in the interior of $\Omega^{\prime}$, and is the unique maximizer of $L(\Phi)$ in $n^{\prime}$. Also with probability 1 , we can assume that $N$ is sufficiently large that $Q\left(\Phi \mid \Phi^{\prime}\right) \quad 18$ continuous in $\Phi$ and $\Phi^{\prime}$ in $n^{\prime}$ and $Q\left(\Phi \mid \Phi^{\prime}\right)$ and $L(\Phi)$ are differentiable in $\Phi$ for $\Phi$ and $\Phi^{\prime}$ in $\Omega^{\prime}$. Since $L(\Phi)$ is continuous, one can find a neighborhood $\Omega^{\prime \prime}$ of $\Phi^{N}$ of the form

$$
\Omega^{n}=\left\{\Phi \in \Omega^{\prime}: L(\Phi) \geqslant L\left(\Phi^{N}\right)-\epsilon\right\}
$$

for some $\epsilon>0$ which lies in the intexior of $\Omega^{\prime}$ and which is such that $\Phi^{N}$ is the only solution of the likelinood equations contalned in it. If $\Phi^{(0)}$ lies in $\Omega^{N}$, then $\left\{\Phi^{(J)}\right\}_{j=0,1,2, \ldots}$ must also liz in $\Omega^{\prime \prime}$ since $L(\Phi)$ is monotone increasing on $\left(\Phi^{(j)}\right)_{j-0,1,2, \ldots}$. It follows that each limit point of $\left(\Phi^{(j)}\right)_{j=0,1,2, \ldots}$ lies in $\Omega^{\prime \prime}$ and, by statement ( $\mathrm{V}_{1}$ ) of Theorem
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4.1, also satisfies the likelihood equations. Since $\boldsymbol{\phi}^{\mathrm{N}}$ is the only solution of the likelihood equations in $\Omega^{\prime \prime}$, one concludes that $\Phi^{N}=\lim _{j \rightarrow \infty} \Phi^{(j)}$.

As in the case of Theorem 4.1, Theorem 4.3 is stated so that it is valid for the EM algorithm in general. It should be noted, however, that Theorem 4.3 makes heavy use of Theorems 3.1 and 3.2 as well as Theorem 4.l; and so for mixture density estimation problems, it pertains as it stands, strictly speaking, to the case to which Theorems 3.1 and 3.2 apply, namely that in which the sample at hand is of Type 1 and $L(\Phi)=L_{1}(\Phi)$ given by (3.1) and $Q\left(\Phi \mid \Phi^{\prime}\right)=Q_{1}\left(\Phi \mid \Phi^{\prime}\right)$ given by (4.1). Of course, Theorems 3.1 and 3.2 and, therefore, Theorem 4.3 can be modified to treat mixture density estimation problems involving samples of other types.
5. The EM Algorithm for Mixtures of Densities from Exponential Families

Almost all mixture density estimation problems whish have been studied in the literature involve maxture densities whose component densities are members of exponential families. As it happens, the $E M$ algorithm is especially easy to implement on problems involving densities of this type. Indeed, in an application of the EM algorithm to such a problem, each successive approximate maximum-likelihood estimate $\Phi^{+}$is uniquely and explicitly determined from its predecessor $\Phi^{C}$, almost always in a continuous manner. Furthermore, a sequence of iterates produced by the EM algorithm on such a problem is likely to have relatively nice convergence properties.

In this section, we first determine the special form which the EM algorithm takes for mixtures of densities from exponential families. We then look into the desirable properties of the algorithm and sequences generated by it which are apparent from this form. Finally, we discuss several specific examples of the EM algorithm for component densities from exponential families which are commonly of interest.

A very brief discussion of txponential families of densities is in order. For an elaboration on the topics touched on here, the reader is referred to the book of Barndorff Nielsen [6]. A parametric family of densities $q(x \mid \theta), \theta \in \bar{\Omega} \subseteq R^{k}$, on $R^{n}$ is said to be an exponential family if its members have the form

$$
\begin{equation*}
q(x \mid \theta)=a(\theta)^{-1} b(x) e^{\theta^{T} t(x)}, x \in R^{n} \tag{5.1}
\end{equation*}
$$

where $b: R^{N} \rightarrow R^{1}, t: R^{n} \rightarrow R^{\text {º }}$, and $a(\theta)$ is given by

$$
a(\theta)=\int_{R^{n}} b(x) e^{\theta^{T} t(x)} d \mu
$$

for an appropriate underlying measure $\mu$ on $R^{n}$. It is, of course, assumed that $b(x) \geqslant 0$ for all $x \in R^{n}$ and that $a(\theta)<\infty$ for $\theta \in \bar{\Omega}$. Note that every member of an exponential family has the same support in $R^{n}$, namely that of the function $b(x)$.

The representation (5.1) of the members of an exponential family, in which the parameter $\theta$ appears linearly in the argument of the exponential function, is called the "natural" parametrızation; and $\theta$ is called the "natural" parameter. If the set $\bar{\Omega}$ is open and convex and if the component functions of $t(x)$ together with the function which is identically 1 on $R^{n}$ are linearly independent functions on the intersection of the supports of $b(x)$ and $\mu$, then there is another parametrization of the members of the family, called the "expectation" or "mean value" parametrization, in terms of the "expectation" parameter

$$
\rho=E(t(X) \mid \theta)=\int_{R^{n}} t(x) q(x \mid \theta) d \mu .
$$

Indeed, under these conditions on $\bar{\Omega}$ and $t(x)$, one can show that

$$
\left[E\left(t(X) \mid \theta^{\prime}\right)-E(t(X) \mid \theta)\right]^{T}\left(\theta^{\prime}-\theta\right)>0
$$

whenever $\theta^{\prime} * \theta$; and it follows that the assignment $\theta \rightarrow \rho=E(t(X) \mid \theta)$ is one-to-one and onto from $\bar{\Omega}$ to an open set $\Omega \subseteq R^{k}$. In fact, the correspondence $\theta \infty \rho=E\left(t(X) l_{\theta}\right)$ is a both-ways continuously differentiable mapping between $\bar{\Omega}$ and $\Omega$. (See Barndorff-Nielsen [6; p. 121].) So under these conditions on $\bar{n}$ and $t(x)$, one can represent the members of the family as

$$
\begin{equation*}
p\left(\left.x\right|_{\rho}\right)=q(x \mid \theta(\rho))=a(\rho)^{-1} b(x) e^{\theta(\rho)^{T} t(x)}, x \in R^{n} \tag{5.2}
\end{equation*}
$$

for $p \in \Omega$, where $\theta(\rho)$ satisfies $p=E(t(X) \mid \theta(\rho))$ and $a(\theta(\rho))$ is written as $a(\rho)$ for convenience. Note that $p(x \mid \rho)$ is continuously differentiable in $\rho$, since $q(x \mid \theta)$ is continuously differentiable in $\theta$ and $\theta(\rho)$ is continuously differentiable in $\rho$.

Now suppose that a parametric family of mixture densities of the form (1.1) is given, with $\Phi^{*}=\left(\alpha_{1}^{*}, \ldots, \alpha_{m}^{*}, \rho_{1}^{*}, \cdots, \rho_{m}^{*}\right)$ the "true" parameter value to be estimated; and suppose that each component density $p_{i}\left(x \mid \rho_{i}\right)$ is a member of an exponential family. Specifically, we assume that each $p_{i}\left(x \rho_{i}\right)$ has the "expectation" parametrization for $\rho_{2} \in \Omega_{1} \subseteq R^{n_{i}}$ given by

$$
p_{i}\left(x \mid \rho_{i}\right)=a_{i}\left(\rho_{i}\right)^{-l_{b_{i}}(x) e^{\theta_{i}\left(\rho_{i}\right)^{T} t_{i}(x)}, x \in R^{n}, ~ . x, ~}
$$

where $b_{i}: R^{n} \rightarrow R^{1}, t_{i}: R^{n} \rightarrow R^{n}, a_{1}\left(\rho_{1}\right)$ is given by
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$$
a_{i}\left(p_{1}\right)=\int_{R^{n}} b_{1}(x) e^{\theta_{1}\left(\rho_{1}\right)^{T} t_{1}(x)} d \mu
$$

and $\theta_{i}: \Omega_{1} \rightarrow *^{n_{i}}$. Here, $\mu$ is a measure on $R^{n}$ appropriate for the mixture density $p(x \mid 0)$ : and it is understood that $b_{i}(x) \geqslant 0$ for $x \subset R^{n}$ and that $a_{i}\left(\rho_{i}\right)<\infty$ for $\rho_{i} \in \Omega_{i}$. It is also assumed that the component functions of $t_{i}(x)$ together with the function which is identically 1 on $R^{n}$ are linearly independent on the intersection of the supports of $\mathbf{w}_{1}(x)$ and $\mu$ and that the assignment $\rho_{i} \rightarrow \theta_{i}\left(\rho_{i}\right)$ maps $\Omega_{i}$ to a convex open set $\bar{\Omega}_{1} \subseteq R^{n_{i}}$ in a one-to-one, onto way so that $\theta_{i}\left(\rho_{i}\right)$ is the unique solution in $\quad R^{n_{i}}$ of $\rho_{1}-E\left(气(X) \mid \theta_{1}\right)$ for $\rho_{i} \in \Omega_{i}$. These assumptions allow us to make use of the "natural" parametrization of the family to which $p_{i}\left(x / p_{i}\right)$ belongs using the "natural" parameter $\theta_{i}=\theta_{j}\left(\rho_{i}\right)$.

To investigate the special form and properties of the EM algorithm for the given family of mixture densities, we assume that $\rho_{1}, \cdots, \rho_{m}$ are mutually independent variables and consider for convenience a sample $S_{1}=\left\{x_{k}\right\}_{k=1, \ldots, N}$ of Type 1. (A discussion similar to the following is valid mutatis mutandis for samples of other types.) If $\Phi^{c} \cdots\left(\alpha_{1}^{c}, \ldots, \alpha_{m^{\prime}}^{c} p_{1}^{c}, \ldots, p_{m}^{c}\right)$ is a current approximate maximizer of the log-likelihood function $L_{1}(\Phi)$ given by (3.1), then the next approximate maximizer $\Phi^{+}=\left(\alpha_{1}^{+}, \cdots, \alpha_{m}^{+}, \rho_{1}^{+}, \cdots, \rho_{m}^{+}\right)$prescribed by the M-step of the EM algorithm satisfies (4.5) and (4.6). For $i=1, \ldots, m$, what $\rho_{2}^{+}$ satisfy (4.6)? If one replaces each $p_{2}\left(x_{k} \rho_{p}\right)$ in the sum in
(4.0ँ) by its expreseion in the "natural" paramotar $\theta_{1}$. differentiates with respect to $\theta_{i}$, equatos the sum of derivatives to zero, and finally restores the "expectation" parametrization, then one saes that the unique $\rho_{i}^{+}$which satisfies (4.G) is given explicitly by

$$
\begin{equation*}
\rho_{i}^{+}=\left(\sum_{k=1}^{N} t_{i}\left(x_{k}\right) \frac{\alpha_{i}^{c} p_{1}\left(\left.x_{k}\right|_{\rho} ^{c}\right)}{p\left(x_{k} \mid \phi^{c}\right)}\right) /\left(\sum_{k=1}^{N} \frac{\alpha_{i}^{c} p_{i}\left(x_{k} \mid \rho_{1}^{c}\right)}{p\left(x_{k} \mid \Phi^{c} ;\right.}\right) \tag{5.3}
\end{equation*}
$$

(As in the case of (4.8) and (4.9), the factors $\alpha_{i}^{c}$ are left in the numerator and denominator for aesthetic reasons only.)

Not orily are (4.5) and (5.3) easily evaluatec and heur2sticaily appealing formulas for determining $\Phi^{+}$from $\Phi^{c}$, they also provide the kev to a global convergence analysis of Iteration sequences generated by the EM algorithm in the case at hand which goes beyond Theorem 4.1 . Theorem 5.1 below summarizes such an analysis. In order to make the theorem compiete and self-contained. some of the general conclusions of Theorem 4.l are repeated; its statement.

## Theorem 5.1:

Suppose
that $\left\{\Phi^{(j)}=\left(\alpha_{1}^{(j)}, \ldots \alpha_{m}^{(j)}, p_{1}^{(j)}, \ldots, p_{m}^{(j)},\right]_{j-0,1,2, \ldots}\right.$ is a sequence In $\Omega$ generated ty the EM iteration (4.5) and (5.3). Then $L_{1}(\Phi)$ increases monotonically on $(\phi(j))_{j-0,1,2, \ldots}$ to a (possible infinite) limit $L^{*}$. Furthermore, for each 1 . $\left.f_{i}^{(j)}\right)_{j-1,2, \ldots}$ is contained in the convex hull of $\left[t_{1}\left(x_{k}\right)\right]_{k=1, \ldots, N}$ consequently, the set $\bar{\sim}$ of all limit
points of $\left[\Phi^{(J)}\right\}_{J}=0,1,2, \ldots$ is compact; and the likelihood equations (3.5) and (3.8) are satisfied on $\mathcal{L}=\overline{\mathcal{L}} \cap \Omega$. if $\mathscr{L} \neq Q$, then $L^{*}$ is finite and each $\hat{\Phi} \in \mathscr{L}$ satisfies $L(\hat{\Phi})-L^{*}$ and is a fixed-point of the $E M$ iteration. Finally, if $\mathcal{L}=\overline{\mathcal{L}} \subseteq \Omega$, then $\mathcal{L}$ is connected as well as compact.

Remark: If the conver hull of $\left\{t_{i}\left(x_{k}\right)\right\}_{k=1, \ldots, N}$ is contained in $\Omega_{1}$ for each $i$, then $Q \cdots \mathcal{L}=\overline{\mathcal{L}} \subseteq \Omega$ and all of the conditional conclusions of Theorem 5.1 hold. The convex hull of $\left(t_{i}\left(x_{k}\right)\right)_{k=1, \ldots, l l}$ is indeed contained in $\Omega_{i}$ for each $i$ in many (but not all) applications. (See the examples at the end of this section.)

Proof: One sees from (5.3) that for each i, $\rho_{i}^{+}$is always a convex combination of the values $\left\{t_{i}\left(x_{k}\right)\right\}_{k=1}, \ldots, N$, and it follows that $\left\{\rho_{1}^{(j)}\right\}_{j=0,1,2, \ldots}$ is contained in the convex hull of $\left\{t_{i}\left(x_{k}\right)\right\}_{k=1, \cdots, N}$ for each 1 . Since these convex hulls are compact sets, one concludes that $\overline{\mathcal{L}}$ is compact.

Now each density $p_{2}\left(x \mid p_{i}\right)$ is continuously differentiable in $\rho_{i}$ on $\Omega_{i}$, a.rd so it is clear from (3.1) and (4.1) that $L_{1}(\Phi)$ and $Q_{1}\left(\Phi \mid \Phi^{\prime}\right)$ are continuous in $\Phi$ and $\Phi^{\prime}$ and differentable in $\rho_{1} \cdots, \rho_{m}$ in $\Omega$. Furthermore, it is apparent from (4.5) and (5.3) that $\phi^{+}$depends continuousiy on $\phi^{c}$; and one sees from the discussion following Theorem 4.1 that $\lim _{j \rightarrow \infty}\left\|\Phi^{(j+1)}-\Phi^{(j)}\right\|=0 \quad$ if $\mathcal{L}=\overline{\mathcal{L}} \subseteq \Omega$. in light of these points, one verifies the remaining conclusions of Theorem 5.1 via
a straightforward application of Theorem 4.1 (including statement (vi)'): and the proof is complete.

One can also exploit (4.5) and (5.3) to obtain a local convergence result which goes beyond Theorem 4.3 for mixture density estimation problems of the type now under consideration. Theorem 5.2 and its proof below provide not only a stronger local convergence statement than Theorem 4.3 for a sequence of iterates produced by the EM algorithm but also a means of both quantifying the speed of convergence of the sequence and gaining insight into properties of the mixture density which affect the speed of convergence. This theorem is essentially the generalization of Redner [108] of the local convergence results of Peters and Walker [101] for mixtures of multivariate normal densities, and its proof closely parallels the proofs of those results.

Theorem 5.2: Suppose that the Fisher information matrix $1(\Phi)^{-}$ given by (2.‥1) is positive-definite at $\Phi^{*}$ and that $\Phi^{*}=\left(\alpha_{1}^{*}, \cdots, \alpha_{m}^{*}, \rho_{1}^{*}, \cdots, \rho_{m}^{*}\right)$ is such that $\alpha_{1}^{*}>0$ for $1=1, \ldots, m$. For $\Phi^{(0)}$ in $\Omega$, denote by $\left\{\Phi^{(j)}\right\}_{j=0,1,2, \ldots}$ the sequence in $\Omega$ generated by the EM iteration (4.5) and (5.3). Then with probability 1 , whenever $N$ is sufficiently large, the unique strongly consistent solution $\phi^{N}=\left(\alpha_{1}^{N}, \ldots, \alpha_{m}^{N}, p_{1}^{N}, \ldots, \rho_{m}^{N}\right)$ of the likelihood equations is well-defined and there is a certain norm $\|\cdot\|$ on $\Omega$ in which $\left\{\Phi^{(j)}\right\}_{j-0,1,2, \ldots}$ converges linearly to $\phi^{N}$ whenever $\phi^{(0)}$ is sufficiently near $\phi^{N}$, i.e., there is a constant $\lambda, 0<\lambda<1$, for which

$$
\begin{equation*}
\left\|\phi^{(j+1)}-\Phi^{N}\right\| \leqslant \lambda\left\|\phi^{(j)}-\Phi^{N}\right\|, j=0,1,2, \cdots \tag{5.4}
\end{equation*}
$$

whenever $\phi^{(0)}$ is sufficiently near $\Phi^{N}$.

Proof: One sees not only that Condition 2 of Section 3 1s satisfied but also, by restricting $\Omega$ to be a small neighborhood of $\Phi^{*}$ if necessary, that condition 1 holds as well for the family of mixture densities under consideration. It follows from Theorem 3.1 that with probability $1, \Phi^{N}$ is well-defined whenever $N$ is sufficiently large and converges to $\Phi^{*}$ as $N$ approaches infinity. It must be shown that with probability l, whenever $N$ is sufficiently large, there is a norm $\|\cdot\|$ on $\Omega$ and a constant $\lambda, 0 \leqslant \lambda<1$, such that (5.4) holds whenever $\phi^{(0)}$ is sufficiently near $\phi^{N}$. Toward this end, we observe that the EM iteration of interest is actually a functionai iteration $\Phi^{+}=G\left(\Phi^{c}\right)$, where $G(\Phi)$ is the function defined in the obvious way by (4.5) and (5.3). Note that $G(\Phi)$ is continuousiy differentiable in $\Omega$ and that any $\hat{\phi}$ which satisfies the likelihood equations (3.5) and (3.8) (and $\hat{\Phi}=\Phi^{N}$ in particular) 18 a flxGd point of $G(\phi), 1 . \theta ., \hat{\Phi} \cdot G(\hat{\Phi})$. Consequencly one can write

$$
\begin{gather*}
\Phi^{+}-\Phi^{N}=G\left(\Phi^{C}\right)-G\left(\Phi^{N}\right) \\
-G^{\prime}\left(\Phi^{N}\right)\left(\Phi^{C}-\Phi^{N}\right)+0\left(\left\|\Phi^{C}-\Phi^{N}\right\|^{2}\right) \tag{5.5}
\end{gather*}
$$

for any $\phi^{c}$ in $\Omega$ near $\phi^{N}$ and any norm $\|\cdot\|$ on $\Omega$, where

G'( $\Phi^{N}$ ) denotes the frechet derivative of $G(\Phi)$ evaluated at $\Phi^{\mathrm{N}}$. (For questions concerning frechet derivatives, see, for example, Luenberger [83].) We will complete the proof by showing that with probability $1, G^{\prime}\left(\Phi^{N}\right)$ converges as $N$ approaches infinity to an operator which has operator norm less than 1 with respect to a certain norm on $n$.

For convenience, we introduce the following notation for i-1, $\cdots$, m :

$$
\begin{gathered}
\beta_{i}(x)=p_{i}\left(x \mid \rho_{i}^{N}\right) / p\left(x \mid \Phi^{N}\right) \\
\sigma_{i}=\int_{R^{n}}\left[t_{i}(x)-\rho_{i}^{N}\right]\left[t_{i}(x)-\rho_{i}^{N}\right]^{T} p_{i}\left(\left.x\right|_{\rho} ^{N}\right) d \mu, \\
\gamma_{i}(x)-\sigma_{i}^{-1}\left[t_{i}(x)-\rho_{i}^{N}\right] .
\end{gathered}
$$

Regarding an element $\Phi \in \Omega$ as an $\left(m+\sum_{i=1}^{m} n_{i}\right)$-vector $i_{i l}$ the natural way, one can show via a very tedious calculation that $G^{\prime}\left(\phi^{N}\right)$ has the $\left(m+\sum_{i=1}^{m} n_{i}\right) \times\left(m+\sum_{i=1}^{m} n_{i}\right)$ matrix representation

$$
\begin{aligned}
& G^{\prime}\left(\phi^{N}\right)= \operatorname{diag}\left(1, \cdots, 1, \frac{1}{N} \sum_{k=1}^{N} \beta_{1}\left(x_{k}\right) \sigma_{1} \nu_{1}\left(x_{k}\right) \gamma_{1}\left(x_{k}\right)^{T}, \cdots,\right. \\
&\left.\frac{1}{N} \sum_{k=1}^{N} \beta_{m}\left(x_{k}\right) \sigma_{m} \gamma_{m}\left(x_{k}\right) \gamma_{m}\left(x_{k}\right)^{T}\right) \\
&-\operatorname{diag}\left(\alpha_{1}^{N}, \cdots, \alpha_{m}^{N}, \alpha_{1}^{N^{-1}} \sigma_{1}, \cdots, \alpha_{m}^{N^{-1}} \sigma_{m}\right)\left(\frac{1}{N_{k}} \sum_{k=1}^{N} V\left(x_{k}\right) v\left(x_{k}\right), T\right.
\end{aligned},
$$

where
$V(x)=\left(\beta_{1}(x), \cdots, \beta_{\mathrm{m}}(x), \alpha_{1} \beta_{1}(x) \gamma_{1}(x)^{T}, \cdots, \alpha_{m} \beta_{m}(x) \gamma_{m}(x)^{T}\right)^{T}$. (Since $\Phi^{N}$ converges to $\Phi^{*}$ with probability 1 , we can assume that with probability 1 , each $\alpha_{i}^{N}$ is non-zero whenever $N$ is sufficiently large.) It follows from the strong Law of Large Numbers (see Loéve (82]) that with probability $1, G^{\prime}\left(\Phi^{N}\right)$ converges to $E\left[G^{\prime}\left(\Phi^{*}\right)\right]=I-Q R$, where

$$
Q=\operatorname{diag}\left(\alpha_{1}^{*}, \cdots, \alpha_{m}^{*}, \alpha_{1}^{*^{-1}} \sigma_{1}, \cdots, \alpha_{m}^{*^{-1}} \sigma_{m}\right)
$$

and

$$
R=\int_{R^{n}} V(x) V(x)^{T} p\left(x \mid \phi^{*}\right) d \mu
$$

It is understood that in these expressions defining $Q$ and $R$, $\Phi^{N}$ and its components have been replaced by $\Phi^{*}$ and its components.

It remains to be shown that there is a norm $\|\cdot\|$ on $\Omega$ with respect to which $E\left[G^{\prime}\left(\Phi^{*}\right)\right]$ has operator norm less than 1 . Now $Q$ and $R$ are positive-definite symmetric operators with respect to the Euclidean inner product, and so $Q R$ is a positive-definite symmetric operator with respect to the 1 mer product $\langle\cdot$,$\rangle defined by \langle U, W\rangle=U^{T} Q^{-1} W$ for $\left(m+\sum_{i=1}^{m} n_{i}\right)$-vectors $U$ and $W$. Consequently, to prove the theorem, it suffices to show that the operator norm of $Q R$ with respect to the norm defined by <•, $\rangle$ is less than 1.

Since $Q R$ is postive-definite symmetric with respect to $\langle\cdot, \cdot\rangle$, we need only show that $\langle U, Q R U\rangle \leqslant\langle U, U\rangle$ for an arbitrary $\left(m+\sum_{i=1}^{m} n_{i}\right)$-vector $U=\left(o_{1}, \cdots, \delta_{m}, q_{1}^{T}, \cdots, \psi_{m}^{T}\right)^{T}$. one has

$$
\begin{aligned}
&\langle U, Q R U\rangle-U^{T} R U \\
&= \int_{R^{n}}\left(\sum_{i=1}^{m} \delta_{i} \beta_{i}(x)+\sum_{i=1}^{m} \psi_{i}^{T}\left[\alpha_{i}^{*} \beta_{i}(x) \gamma_{i}(x)\right]\right\}^{2} p\left(x \mid \Phi^{*}\right) d \mu \\
&= \int \mathbb{R}^{n}\left\{\sum_{i=1}^{m}\left[\delta_{i} \alpha_{i}^{*-1}+\psi_{i}^{T} \gamma_{i}(x)\right] \alpha_{i}^{*} \beta_{i}(x)\right]^{2} p\left(x \mid \Phi^{*}\right) d \mu \\
&<\int_{R^{n}} \sum_{i=1}^{m}\left[\delta_{i} \alpha_{i}^{*-1}+\psi_{i}^{T} \gamma_{i}(x)\right]^{2} \alpha_{i}^{*} p_{i}\left(x \mid \rho_{i}^{*}\right) d \mu
\end{aligned}
$$

The inequality is a consequence of the following corollary of Schwarz's inequality: If $\eta_{i} \geqslant 0$ for $i=1, \cdots, m$ and if

$$
\sum_{i=1}^{m} \eta_{i}-1, \quad \text { then } \quad\left\{\sum_{i=1}^{m} \xi_{i} \eta_{i}\right\}^{2}<\sum_{i=1}^{m} \xi_{i}^{2} \eta_{i} \quad \text { for } \quad \text { all }
$$

$$
\left\{\xi_{1}\right\}_{1}-1, \cdots, m \cdot \text { since }
$$

$$
\int_{R^{n}} \gamma_{i}(x) p_{i}\left(x \mid p_{i}^{*}\right) d \mu=0
$$

one continues to obtain

$$
\langle U, Q R U\rangle \leqslant \int \sum_{R^{n}} \sum_{i=1}^{m}\left[\delta_{i}^{2} \alpha_{i}^{*-2}+\psi_{i}^{T} \gamma_{i}(x) \gamma_{i}(x)^{T} W_{i}\right] \alpha_{i}^{*} p_{i}\left(x \mid p_{i}^{*}\right) d \mu
$$

$$
=\langle U, U\rangle .
$$

This completes the proof.

It is instructive to explore the consequences of Theorem 5.2 and the developments in its proof. One sees from the proof of Theorem 5.2 that with probability 1 , for sicficiently large $N$ and $\Phi^{(0)}$ sufficiently near $\Phi^{N}$, an inequality (5.4) holds in which $\|\cdot\|$ is the norm determined by the inner product <•,•> defined in the proof and $\lambda$ is arbitrarily close to the operator norm of $E\left[G^{\prime}\left(\Phi^{*}\right)\right]=1-Q R$ determined by $\|$.$\| . Since Q R \quad 2 s$ positive-definite symmetric with respect to $\langle\cdot, \cdot\rangle$, this operator norm is just $\rho(1-Q R)$, the spectral radius or largest absolute value of an eigenvalue of $I-Q R$. Thus with probability 1 , one can obtain a quantitative estimate of the speed of convergence to $\Phi^{N}$ for large $N$ of a sequence generated by the $E M$ iteration (4.5) and (5.3) by taking $\lambda \sim \rho(1-Q R) \quad$ in (5.4).

What properties of the mixture density influence the speed of convergence to $\Phi^{N}$ of an EM iteration sequence for large $N$ ? Careful inspection shows that if the component populations in the mixture are "well separated" in the sense that

$$
\frac{p_{i}\left(x \mid \rho_{i}^{*}\right)}{p\left(x \mid \Phi^{*}\right)} \frac{p_{j}\left(x \mid \rho_{j}^{*}\right)}{p\left(x \mid \phi^{*}\right)} \sim 0 \text { for } x \in R^{n} \text {, whenever } 1 * j \text {, }
$$

then $Q R \sim I$. It follows that $\rho(I-Q R) \approx 0$, and an $E M$ iteration sequence which converges to $\Phi^{N}$ exhibits rapid linear convergence. On the other hand, if the component populations in the mixture are "poorly separated" in the sense that, say, the
$1^{\text {th }}$ and $j^{\text {th }}$ component populations are such that

$$
\frac{p_{i}\left(x \mid \rho_{i}^{*}\right)}{p\left(x \mid \phi^{k}\right)} \approx \frac{p_{j}\left(x \mid \rho_{j}^{*}\right)}{p\left(x \mid \phi^{*}\right)} \text { for } x \in R^{n} \text {. }
$$

then $R$ is nearly singular. One concludes that $\rho(I-Q R) \approx 1$ in this case and that slow linear convergence of an EM iteration sequence to $\Phi^{N}$ can be expected.

In the interest of obtaining iteration sequences which converge more rapidly than $E M$ iteration sequences, Peters and Walker [101], [102] and Redner [108] considered iterative methods which proceed at each iteration in the EM direction with a step whose length is controlled by a parameter $\epsilon$. In the present context, these methods take the form

$$
\begin{equation*}
\Phi^{+}=F_{\epsilon}\left(\Phi^{c}\right)=(1-\epsilon) \Phi^{c}+\epsilon G\left(\Phi^{C}\right) \tag{5.6}
\end{equation*}
$$

where $G(\Phi)$ is the $E M$ iteration function defined by (4.5) and (5.3). The idea is to optimize the speed of convergence to $\Phi^{N}$ of an iteration sequence generated by such a method for large $N$ by choosing $\epsilon$ to minimize the spectral radius of $E\left[F_{\epsilon}^{\prime}\left(\Phi^{*}\right)\right]=I-\epsilon Q R$. As in [101], [102] and [108], one can easily show that the optimal choice of $c$ is always greater than one, lies near one if the component populations in the mixture are "well-separated" in the above sense, and cannot be much smaller than two if the component populations are poorly separated" in the above sense. The extent to which the speed of convergence of an iteration sequence can be enhanced by making
the optimal choice of $\epsilon$ in (5.5) is determined by the length of the subinterval of $(0,1]$ in which the spectrum of $Q R$ lies. (Greater improvements in convergence speed are realized from the optimal choice of $\epsilon$ when thas subinterval is relatively narrow.) The applications of iterative procedures of the form (5.6) are at present incompletely explored and might well bear further investigation.

We conclude this section by briefly ceviewing some of the special forms which tne EM iteration takes when a particular component density $p_{1}\left(x \mid \rho_{1}\right)$ is a member of one of the common exponential families. We also comment on some convergence properties of sequences $\left\{\rho_{i}^{(j)}\right\}_{j=0,1,2, \ldots}$ generated by the $E M$ algorithm in the examples considered. Hopefully, our comments will prove helpful in determining convergence properties of EM Iteration sequences $\left\{\Phi^{(J)}\right\}_{j=0,1,2, \ldots}$ through the use of Theorem 5.1 or other means when all component densities are from one or more of these example families.

Example 1: Poisson density. In this example, $n-1$ and $a$ natural chozce of $\Omega_{i}$ is $\Omega_{1}=\left\{\rho_{1} \epsilon R^{l}: 0<\rho_{i}<\infty\right)$. For $p_{1} \in \Omega_{1}$, one has

$$
p_{1}\left(x \mid p_{1}\right)=\frac{1}{x!} e^{-p_{i}} p_{i}^{x}, x=0,1,2, \ldots ;
$$

and the EM iteration (5.3) for a sample of Type 1 becomes

$$
\rho_{1}^{+}=\left\{\sum_{k=1}^{N} x_{k} \frac{\alpha_{i}^{C} p_{1}\left(x_{k} \mid \rho_{i}^{c}\right)}{p\left(x_{k} \mid \Phi^{c}\right)}\right\} /\left(\sum_{k=1}^{N} \frac{\alpha_{i}^{C} p_{1}\left(x_{k}^{\prime} \rho_{i}^{c}\right)}{p\left(x_{k}^{\prime} \mid \Phi^{C}\right)}\right)
$$

Note that $\rho_{i}^{+}$is always contained in the convex hull of $\left(x_{k}\right)_{k=1, \ldots, N}$. which is a compact subset of $\Omega_{1}$. Therefore, the set of limit points of an $E M$ iteration sequence $\left(\rho_{i}^{(j)}\right\}_{j=0,1,2, \ldots}$ is a nonempty compact subset of $\Omega_{i}$.

Example 2: Binomial density. Here, $n=1$ and one naturally chooses $\Omega_{i}$ to be the open set $\left\{\rho_{i} \in R^{l}: 0<\rho_{i}<1\right\}$. For $\rho_{i} \in \Omega_{i}, p_{i}\left(x \mid \rho_{i}\right)$ is given by

$$
p_{i}\left(x \mid p_{i}\right)=\left(v_{x}^{v_{1}}\right) p_{1}^{x}\left(1-p_{i}\right)^{v_{i}-x}, x=0,1, \ldots, v_{i}
$$

for a prescribed integer $v_{i}$. In this case, the EM iteration (5.3) for a sample of Type 1 becomes

$$
\rho_{i}^{+}=\left\{\frac{1}{\nu} \sum_{k=1}^{N} x_{k} \frac{\alpha_{i}^{c} p_{i}\left(x_{k} \mid \rho_{i}^{c}\right)}{p\left(x_{k} \mid \Phi^{c}\right)}\right\} /\left(\sum_{k=1}^{N} \frac{\alpha_{i}^{c} p_{i}\left(x_{k} \mid \rho_{i}^{c}\right)}{p\left(x_{k} \mid \Phi^{c}\right)}\right\} .
$$

Since $p_{i}\left(x / \rho_{i}\right)$ is non-zero only if $x=0,1, \ldots, v_{i}$ one sees from this expression that the set of limit points of an EM iteration sequence $\left\{p_{i}^{(j)}\right\}_{j=0,1,2, \ldots}$ is a nonempty compact subset of $\bar{\Omega}_{1}-\left\{\rho_{1} \in R^{l}: 0 \leqslant \rho_{1} \leqslant 1\right\}$.

Example 3: Exponential density. Again, $n=1$ and one takes $\Omega_{i}-\left\{\rho_{i} \in R^{2}: 0<\rho_{i}<\infty\right\}$. For $\rho_{i} \in \Omega_{1}$, one has

$$
p_{i}\left(\left.x\right|_{\rho_{1}}\right)-\frac{1}{\rho_{i}} e^{-x / \rho_{i}}, 0<x<\infty .
$$

The EM iteration (5.3) for a sample of Type 1 now becomes

$$
\rho_{i}^{+}=\left\{\sum_{k=1}^{N} x_{k} \frac{\alpha_{i}^{c} p_{i}\left(x_{k} \mid \rho_{i}^{c}\right)}{p\left(x_{k} \mid \Phi^{c}\right)}\right\} /\left(\sum_{k=1}^{N} \frac{\alpha_{1}^{c} p_{1}\left(x_{k} \mid \rho_{1}^{c}\right)}{p\left(x_{k} \mid \Phi^{c}\right)}\right\},
$$

and one sees that the set of limit points of an EM iteration sequence $\left\{\rho_{i}^{(j)}\right\}_{j=0,1,2, \ldots}$ is a nonempty compact subset of $\Omega_{i}$.

Example 4: Multivariate normal density. In this example, $n$ is an arbitrary positive integer; and $\rho_{i}$ is most convenientily represented as $\rho_{i}=\left(\mu_{i}, \Sigma_{i}\right)$, where $\mu_{i} \in R^{n}$ and $\Sigma_{i}$ is a positive-definite symmetric $n \times n$ matrix. (Of course, this representation of $\rho_{i}$ is not the usual representation of the "expectation" parameter.) Then $\Omega_{i}$ is the set of all such $\rho_{i}$, and $p_{i}\left(x \mid \rho_{1}\right)$ is given by (4.7). For a sample of Type 1 , the EM iteration (5.3) becomes that of (4.8) and (4.9).

One can see from (4.9) that each $\Sigma_{i}^{+}$is in the convex hull of $\left\{\left(x_{k}-\mu_{i}^{+}\right)\left(x_{k}-\mu_{i}^{+}\right)^{T}\right\}_{k=1, \cdots, N}$, a set of rank-one matrices which, of course, are not positive definite. Thus there is no guarantee that a sequence of matrices $\left\{\Sigma_{i}^{(j)}\right\}_{j=0,1,2, \ldots}$ produced by the EM iteration will remain bounded from below. Indeed, it has been observed in practice that sequences of iterates produced by the EM algorithm for a mixture of multivariate normal densities do occasionaliy converge to "singular solutions' (cf.

Duda and Hart [44]), i.e., points on the boundary of $\Omega_{1}$ with associated singular matrices.

It was observed by Hosmer [68] that if enough labeled observations are included in a sample on a mixture of normal densities, then with probability 1 , the log-likelihood function attains its maximum value at a point at which the covariance matrices are positive definite. Similarly, consideration of samples with a sufficiently large number of labeled observations alleviates with probability $l$ the problem of an EM iteration sequence having "singular solutions" as limit points. For example, if one considers a sample $S=S_{1} \cup S_{3}$ which is a stochastically independent union of a sample $S_{1}=\left\{x_{k}\right\}_{k=1, \ldots, N}$ of Type 1 and a sample $s_{3}-\sum_{i=1}^{m}\left\{z_{i k}\right\}_{k=1}, \ldots, K_{1}$ of Type 3 , then the EM iteration becomes

$$
\begin{aligned}
& \alpha_{i}^{+}=\frac{1}{N+K}\left(\sum_{k=1}^{N} \frac{\alpha_{i}^{c} p_{i}\left(x_{k} \mid \rho_{i}^{c}\right)}{p\left(x_{k} \mid \Phi^{c}\right)}+k_{i}\right) \\
& \mu_{i}^{+}=\left\{\sum_{k=1}^{N} x_{k} \frac{\alpha_{i}^{c} p_{i}\left(x_{k} \mid \varphi_{i}^{c}\right)}{p\left(x_{k} \mid \Phi^{c}\right)}+\sum_{k=1}^{K_{i}} z_{i k}\right\} /\left(\sum_{k=1}^{N} \frac{\alpha_{i}^{c} p_{i}\left(x_{k} ; p_{i}^{c}\right)}{p\left(x_{k}!\phi^{c}\right)}+k_{i}\right\} \\
& \Sigma_{i}^{+}=\left(\sum_{k=1}^{N}\left(x_{k}-\mu_{i}^{+}\right)\left(x_{k}-\mu_{i}^{+}\right) \frac{T_{i}^{\alpha_{i}^{c} p_{i}}\left(x_{k} \mid \rho_{i}^{c}\right)}{p\left(x_{k} \mid \Phi^{c}\right)}\right. \\
& \left.+\sum_{k=1}^{K_{1}}\left(z_{i k}-\mu_{i}^{+}\right)\left(z_{1 k}-\mu_{1}^{+}\right)^{T}\right\} /\left(\sum_{k=1}^{N} \frac{\alpha_{i}^{c} p_{i}\left(x_{k} \rho_{i}^{c}\right)}{p\left(x_{k} \Phi^{c}\right)}+K_{i}\right),
\end{aligned}
$$

where $K m \sum_{i=1}^{m} K_{i}$. One sees from the expression for $\Sigma_{i}^{+}$that $\Sigma_{i}^{+}$is bounded below by

$$
\left\{\sum_{k=1}^{K_{1}}\left(z_{i k}-\mu_{i}^{+}\right)\left(z_{i k}-\mu_{i}^{+}\right)^{T}\right\} /\left(\sum_{k=1}^{N} \frac{\alpha_{i}^{c} p_{i}\left(x_{k} \mid \rho_{i}^{c}\right)}{p\left(x_{k} \mid \Phi^{c}\right)}+k_{i}\right\}
$$

which is in turn bounded below by

$$
\frac{1}{N+K_{i}}\left\{\sum_{k=1}^{K_{i}}\left(z_{i k}-\bar{z}\right)\left(z_{i k}-\bar{z}\right)^{T}\right\}
$$

where

$$
\bar{z}=\frac{1}{K_{i}} \sum_{k=1}^{K_{i}} z_{i k}
$$

Now this last matrix is positive-definite with probability $l$ whenever $k_{i}>n$. Consequently, if $K_{i}>n$, then with probability 1 , the elements of a sequence $\left\{\Sigma_{1}^{(j)}\right\}_{j-0,1,2, \ldots}$ produced by the EM algorithm are bounded below by a positive definite matrix; hence, such a soquence cannot havo singular matrices as limit points.
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6. Performance of the EM Alcurithm

In this concluding section, we review and summarize features of the EM algorithm having to do with its effectiveness in practice on mixture density estimation problems. As always, it is understood that a parametric family of mixture densities of the form (1.1) is of interest arif that a particular $\phi^{*}=\left(\alpha_{1}^{*}, \cdots, \alpha_{m}^{*} \rho_{1}^{*}, \cdots, \rho_{m}^{*}\right)$ is the "true" paraineter value to be estimated.

In order to provide some perspective, we begin by offering a brief description of the most basic forms of several aiternative methods for numerically approximating maximum-ilkelihood estimates. In describing these methods, it is assumed for convenience that the sample at hand is a sample $S_{1}=\left\{x_{k}\right\}_{k-1, \ldots, N}$ of Type 1 described in section 3 and that one can write $\Phi$ as a vector $\Phi=\left(\xi_{1}, \ldots, \xi_{\nu}\right)^{T}$ of unconstrained scalar parametors at points of interest in $\Omega$. Each of the methods to be described seeks a maximum-likelihood estimate by attempting to determane a point $\hat{\Phi}$ such that

$$
\begin{equation*}
\nabla_{\phi} L_{1}(\hat{\phi})=0 \tag{6.1}
\end{equation*}
$$

where $L_{1}(\Phi) 1 s$ the log-likelihood function given by (3.1). The features of the methods which concern us here are their speed of converyence, the computation and storage required for their implementation, and the extent to which their basic forms need to be modified in order to make them effective and trustworthy in
practice.
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The first of the aiternative methods to be described 18 Newton's method. It is the method on which the other methods reviewed here are modeled, and it is given as follows: Given a current apsroximation $\Phi^{c}$ of a solution of (6.1), determane a next approximation $\Phi^{+}$by

$$
\begin{equation*}
\Phi^{+}-\Phi^{c}-H\left(\Phi^{c}\right)^{-1} \nabla_{\phi} L_{1}\left(\Phi^{c}\right) \tag{6.2}
\end{equation*}
$$

The function $H(\Phi)$ in (6.2) is the Hessian matrix of $L_{1}(\Phi)$ given by (3.10).

Under reasonable assumptions on $L_{1}(\Phi)$, one can show that a sequence of 2 terates $\left\{\Phi^{(j)}\right\}_{j=0,1,2, \ldots}$ produced by Newton's method enjoys quadratic local convergence to a solution $\hat{\phi}$ of (6.1) (see, for example, Ortega and Rheinboldt [95]). This is to say that given a norm $\|\cdot\|$ on $\Omega$, there is a constant $\beta$ such that if $\Phi^{(0)} 1 s$ sufficiently near $\hat{\Phi}$, then an inequality

$$
\begin{equation*}
\left\|\Phi^{(j+1)}-\hat{\Phi}\right\| \leqslant \beta\left\|\phi^{(j)}-\hat{\phi}\right\|^{2} \tag{6.3}
\end{equation*}
$$

holds for $f=0,1,2, \ldots$. Quadratic convergence is ultimately very fast, and it is regarded as the major strength of Newton's method. Unfortunately, there are aspects of Newton's method which are associated with potentially severe problems in some applications. For one thing, Newton's method requires at each iteration the computation of the $v \times v$ Hessian matrix and the solution of a system of $v$ iinear equations (at a cost of $O\left(v^{3}\right)$
arithmetic operations in general) with this Hessian as the coefficient matrix; thus the computation required for an iteration of Newton's method is likely to become expensive very rapidly as $m, n$, and $N$ grow large. (It should also be mentioned that one must allow for the storage of the Hessian or some set of factors of it.) For another thing, Newton's method in its basic form (6.2) requires for some problems an impractically accurate initial approximate solution ${ }_{\Phi}^{(0)}$ in order for a sequence of iterates $\left\{\Phi^{(j)}\right\}_{j=0,1,2, \ldots}$ to converge to a solution of (5.1). Consequently, in order to be regarded as an algorithm which is safe and effective on applications of interest, the basic form (6.2) is likely to require augmentation with some procedure for enhancing the global convergence behavior of sequences of iterates produced by it. Such a procedure should be designed to insure that a sequence of iterates not only converges but also does not converge to a solution of (6.1) which is not a local maximum of $L_{1}(\Phi)$.

A broad class of methods which are based on Newton's method are quasi-Newton methods of the general form

$$
\begin{equation*}
\Phi^{+}-\Phi^{c}-B^{-1} \nabla_{\Phi^{\prime}} L_{1}\left(\Phi^{c}\right) \tag{6.4}
\end{equation*}
$$

in which $B 1 s$ regarded as an approximation of $H\left(\Phi^{c}\right)$. Methods of the form (6.4) which are particularly successful are those in which the approximation $B \sim H\left(\Phi^{c}\right)$ is maintained by doing a secant update of $B$ at each iteration (see Dennis and Moré [40] or Dennis and Schnabel [41]). In the applications of interest
here, such updates are typically realized as rank one or (mors likely) rank two changes in B. Methods employing such updater have the advantages over Newton's method of not requiring the evaluation of the Hessian matrix at each iteration and of being implementable in ways which require only $O\left(v^{2}\right)$ arithmetic operations to solve the system of $v$ linear equations at each iteration. The price paid for these advantages is that the full quadratic convergence of Newton's method is lost; rather, under reasonable assumptions on $L_{1}(\Phi)$, a sequence of iterates $\left(\Phi^{(J)}\right)_{j=0,1,2, \ldots}$ produced by one of these methods can only be shown to exhibit local superlinear convergence to a solution $\mathbf{S}$ of (6.1), ie., one can only show that if a norm $\|$. \| on $\Omega$ is given and if $\Phi(0)$ is sufficiently near $\hat{\Phi}$ (and an initial approximate Hessian $\mathrm{B}^{(0)}$ is sufficiently near $\mathrm{H}(\hat{\Phi})$ ), then
 and is such that

$$
\left\|\Phi^{(j+1)}-\hat{\Phi}\right\| \leqslant \beta_{j}\left\|\phi^{(j)}-\hat{\Phi}\right\|
$$

for $j=0,1,2, \ldots$. Like Newton's method, methods of the general form (6.4), including those employing secant updates, are likely to require augmentation with safeguards to enhance global convergence properties and to insure that iterates do not converge to solutions of (oil) which are not local maxima of $L_{1}(\Phi)$.

Finally, we describe a particular method of the form (6.4) which 18 specifically formulated for solving likelihood

$$
\text { Ut } x: \omega+t_{4} \cdots x^{\prime}
$$

equations. This is the method of scoring, mentioned earlier in connection with the work of Rão [107] and reviewed in a general setting by Kale [74], [75]. (Kale [74], [75] also discusses modifications of Newton's method and the method of scoring in which the Hessian matrix or an approximation of it is held fixed for some number of iterations in the hope of reducing overall computational effort.) In the method of scoring, one ideally chooses $B$ in (6.4) to be

$$
\begin{equation*}
B=-N I\left(\Phi^{c}\right) \tag{6.5}
\end{equation*}
$$

where $I(\Phi)$ is the Fisher information matrix given by (2.5.1). Since the computation of $I\left(\Phi^{c}\right)$ is likely to be prohibitively expensive for most mixture density problems, a mor sriealing choice of $B$ than (6.5) might be the sample approximation

$$
\begin{equation*}
B=-\sum_{k=1}^{N}\left[\nabla_{\Phi} \log p\left(x_{k} \mid \Phi^{c}\right)\right]\left[\nabla_{\Phi} \log p\left(x_{k} \mid \phi^{c}\right)\right]^{T} \tag{6.6}
\end{equation*}
$$

The cholce (6.6) can be justified in the following mannex: The Hessian $H(\Phi)$ is given by

$$
\begin{align*}
H(\Phi)=- & \sum_{k=1}^{N}\left[\nabla_{\phi} \log p\left(x_{k} \mid \Phi\right)\right]\left[\nabla_{\phi} \log p\left(x_{k} \mid \Phi\right)\right]^{T}+ \\
& +\sum_{k=1}^{N} \frac{1}{p\left(x_{k} \mid \Phi\right)} \nabla_{\Phi} \nabla_{\Phi}^{T} p\left(x_{k} \mid \Phi\right) . \tag{6.7}
\end{align*}
$$

Now the second sum in (6.7) has zero expectation at $\Phi=\Phi^{*}$; furthermore, since the terms $\nabla_{\phi} \log p\left(x_{k} \mid \Phi\right)$ must be computed in
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order to obtain $\nabla_{\phi} L_{1}(\Phi)$, the first sum in (6.7) is available at the cost of only $O\left(N v^{2}\right)$ arithmetic operations while determininct the second sum is likely to involve a great deal more expense. Thus (6.6) is a choice of $B$ which is readily available at relatively low cost and which is likely to constitute a major part of $H\left(\Phi^{c}\right)$ when $N$ ls large and $\Phi^{c}$ is near $\Phi^{*}$. It is rlear from this discussion that the metnod of scoring with $B$ given by (6.6) is an analogue for general maximum-likelihood estimation of the Gauss-Newton method for nonlinear least-squares problems (see Ortega and Rheinboldt [95]). If the computation of $I\left(\Phi^{c}\right)$ is not too expensive, then the choice of $B$ given by (6.5) can be justified in much the same way.

The method of scoring in its basic form requires $O\left(N v^{2}\right)$ arithmetic operations to evaluate $B$ given by (6.6) and $O\left(v^{3}\right)$ arithmetic operations to solve the system of $v$ linear equations implicit in (6.4). Since these $O\left(N v^{2}\right)$ arithmetic operations aro likely to be considerably less expensive than the evaluation of the full Hessian given by (6.7), the cost of computation per Iteration of the method of scoring lies between that of a quasiNewton method employing a low-rank secant update and that of Newton's method. Under reasonable assumptions on $L_{1}(\Phi)$, one can show that with probability 1 , if a solution $\hat{\phi}$ of (6.1) is sufficiently near $\Phi^{*}$ and if $N$ is sufficiently large, then a sequonce of iterates $\left\{\Phi^{(j)}\right\}_{\jmath-0,1,2, \ldots}$ generated by the method of scoring with $B$ given by either (6.5) or (6.6) exhibits local linear convergence to $\hat{\Phi}$, i.e.. there is a norm $\|$.$\| on \Omega$ and
a constant $\lambda, 0<\lambda<1$, for which

$$
\begin{equation*}
\left\|\left\|_{\phi}^{(j+1)}-\hat{\phi}\right\| \leqslant \lambda\right\|_{\phi}^{(j)}-\hat{\phi} \|, j \sim 0,1,2, \ldots \tag{6.8}
\end{equation*}
$$

whenever $\phi^{(0)}$ is sufficiently near $\hat{\Phi}$. If $\hat{\phi}$ is very near $\phi^{*}$ and if $N$ is very large, then this convergence should be fast, i.e., (6.8) should hold for a small constant $\lambda$. Like Newton's method and all methods of the general form (6.4), the method of scoring is likely to require augmentation with global convergence safeguards in order to be considered trustworthy and effective.

Having reviewed the above alternative methods, we return now to the EM algorithm and summarize its attractive features. Its most appealing general property is that it produces sequences of iterates on which the log-likelihood function increases monotonically. This monotonicity is the basis of the general convergence theorems of Section 4, and these theorems reinforce a large body of empiricai evidence to the effect that the EM algorithm does not require augmentation with elaborate safeguards such as those necessary for Newton's method and quasi-Newton methods in order to produce 1 teration sequences with good global convergence characteristics.

More can be said about the EM algorithm for mixtures of densities from exponential families under the assumption that $p_{1}, \cdots, \rho_{m}$ are mutually independent variables. One sees from (4.5) and (5.3) and simılar expressions for samples of types other than Type $l$ that it is unlikely that any other algorithm
would be nearly as easy to encode on a computer or would requir. as little storage. In view of (4.5) and (5.3), it also seem:. that any constraints on $\Phi$ are likely to be satisfied, or at least nearly satisfied for large samples. For example, it is clear from (4.9) that each $\Sigma_{i}^{+}$generated by the EM algorithm for a mixture of multivariate normal densities is symmetric and, with probability l, positive-definite whenever $N>n$. Certainly the mixing proportions generated by (4.5) are always non-negative and sum to 1 . It is also apparent from (4.5) and (5.3) that the computational cost of each iteration of the EM algorithm is low compared to that of the alternative methoda reviewed above. In the case of a mixture of multivariate normal densities, for example, the $E M$ algorithm requires $O\left(\mathrm{mn}^{2} \mathrm{~N}\right)$ arithmetic operations per iteration, compared to at least $\left[O_{1}\left(m^{2} n^{4} N\right)+O_{2}\left(m^{3} n^{6}\right)\right]$ for Newton's method and the method of scoring and $\left[\mathrm{O}_{1}\left(\mathrm{mn}^{2} \mathrm{~N}\right)+\mathrm{O}_{2}\left(\mathrm{~m}^{2} \mathrm{n}^{4}\right)\right]$ for a quasi-Newton method employing a low-rank secant update (All of these methods require the same number of exponential function evaluations per Iteration.) Arithmetic per iteration for the three latter methods can, of course, be reduced by retaining a fixed approximate Hessian for some number of ferations at the risk of increasing the total number of iterations.

In spite of these attractive features, the $E M$ algorithm can encounter problems in practice. The source of the most serious practical problems associated with the algorithm is the speed of convergence of sequences of iterates generated by it, which can
often be annoyingly or even hopelessly slow. In the case of mixtures of densities from exponential families, Theorem 5.2 suggests that one can expect the convergence of EM iteration sequences to be linear, as opposed to the (very fast) quadratic convergence associated with Newton's method, the (fast) superlinear convergence associated with a quasi-Newton method employing a low-rank secant update, and the (perhaps fast) linear convergence of the method of scoring. The discussion following Theorem 5.2 suggests further that the speed of this linear convergence depends in a certain sense on the separation of the component populations in the mixture. To demonstrate the speed of this linear convergence and its dependence on the separation of the component populations, we again consider the example of a mixture of two univariate normal densities (see (1.3) and (1.4)).

Table 6.1 below summarizes the results of a numerical experiment involving a mixture of two univariate normal densities For the chorces of $\Phi^{*}$ appearing in Table 3.3. (These choices were obtained as before by taking $\alpha_{1}^{*}=.3, \sigma_{1}^{2^{*}}=\sigma_{2}^{2^{*}}=1$, and vaiying the mean separation $\mu_{1}^{*}-\mu_{2}^{*}$. For convenience, we took $\mu_{2}^{*}=-\mu_{1}^{*}$.) In this experiment, a Type 1 sample of 1000 observations on the mixture was generated for each choice of $\Phi^{*}$; and a sequence of iterates was produced by the EM algorithm (see (4.5), (4.8), and (4.9)) from starting values $\alpha_{1}^{(0)}=\alpha_{2}^{(0)}-.5, \quad \mu_{1}^{(0)}-2.5 \mu_{1}^{*}, \quad \mu_{2}^{(0)}=1.5 \mu_{2}^{*}, \quad$ and $\sigma_{1}^{2(0)}=\sigma_{2}^{2(0)}=.5$. An accurate determination of the limit of the sequence was made in each case, and observations were made of

$$
\begin{aligned}
& \text { ORIGiARS } \because \because 3 \\
& \text { OF POOR QUA!TM }
\end{aligned}
$$

the iteration numbers at which various degrees of accuracy werr first obtained. These iteration numbers are recorded in Tablr 6.1 beneath the corresponding degrees of accuracy; in the table, "E" denotes the largest absolute value of the components of the difference between the indicated iterate and the limit. In addition, the spectral radius of the derivative of the $E M$ iteration function at the limit was calculated in each case (cf. Theorem 5.2 and the following discussion). These spectral radif, appearing in the column headed by " $\rho$ " in Table 6.1, provide quantitative estimates of the factors by which errors are reduced from one iteration to the next in each case. Finally, to give an idea of the point in an iteration sequence at which numerical error first begins to affect the theoretical performance of the algorithm, we observed in each case the iteration numbers at which liss of monotonicity of the log-lakelihood function first occurred; these iteration numbers appear in Table 6.1 in the column headed by "La".

In preparing Table 6.1, all computing was done in double precision on an IBM $3032 .^{3}$ Eigenvalues were calculated with EISPACK subroutines TREDl and TQLI, and normally distributed data was obtained by transforming uniformly distributed data generated by the subroutine URAND of Forsythe, Malcolm, and Moler [46] based on suggestions of Knuth [79].
3. We are grateful to the Mathematics and statistics Department of the University of New Mexico for providing the computing support for the generation of this table.

| $\mu_{1}^{*} \mu_{2}^{*}$ | $E<10^{-1}$ | $E<10^{-2}$ | $E<10^{-3}$ | $E<10^{-4}$ | $E<10^{-5}$ | $E<10^{-6}$ | $E<10^{-7}$ | $E<10^{-8}$ | $L M$ | $\rho$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2 | 2078 | 2334 | 2528 | 2717 | 2906 | 3095 | 3283 | 3472 | 3056 | .9879 |
| 0.5 | 710 | 852 | 985 | 1117 | 1249 | 1381 | 1513 | 1643 | 1361 | .9827 |
| 1.0 | 349 | 442 | 526 | 610 | 693 | 777 | 861 | 949 | 779 | .9728 |
| 1.5 | 280 | 414 | 537 | 660 | 783 | 906 | 1028 | 1151 | 887 | .9814 |
| 2.0 | 126 | 281 | 432 | 582 | 732 | 883 | 1033 | 1183 | 846 | .9849 |
| 3.0 | 2 | 31 | 62 | 93 | 124 | 155 | 185 | 216 | 173 | .9280 |
| 4.0 | 1 | 6 | 16 | 25 | 35 | 44 | 54 | 63 | 55 | .7864 |
| 6.0 | 1 | 1 | 2 | 3 | 4 | 5 | 7 | 8 | 8 | .2143 |

Table 6.1: Results of applying the EM algorithm to a problem involving a Type 1 sample on a mixture of two univariate normal densilies with $\alpha_{1}^{*}=.3, \sigma_{1}^{2^{\star}}=\sigma_{2}^{2^{\star}}=1$.

A number of comments about the contents of Table 6.1 are in order. First, it is clear from the table that an exorbitantly large number of $E M$ iterations $m y$ be required to obtain a very accurate numerical approximation of the maximum-likelihood estimate if the sample is from a mixture of poorly separated component populations. However, in such a case, one sees from Table 3.3 that the variance of the estimate is likely to be such that it may be pointless to seek very mish accuracy in a
numerical approximation. Second, we remark on the pleasing consistency between the computed values of the spectral radius of the derivative of the EM iteration function and the differences between the iteration numbers needed to obtain varying degrees of accuracy. What we have in mind is the following: If the errors among the members of a linearly convergent sequence are reduced more or less by a factor of $\rho, 0 \leqslant \rho<1$, from one iteration to the next, then the number of iterations $\Delta k$ necessary to obtain an additional decimal digit of accuracy is given approximately by $\Delta k \approx \log \operatorname{lo} / \log \rho$. This relationship between $\Delta k$ and $\rho$ is borne out very well in Table 6.1. This fact strongly suggests that after a number of EM iterations have been made, the errors in the iterates lie almost entirely in the eigenspace corresponding to the dominant eigenvalue of the derivative of the $E M$ iteration function. We take this as evidence that one might very profitably apply simple relaxationtype acceleration procedures such as those of Peters and Walker [101], [102] and Redner [108] to sequences of iterates generated by the EM algorithm.

Third, in all of the cases listed in Table 6.1 except one. we observed that over 95 percent of the change in the loglikelihood function between the starting point and the limit of the EM iteration sequence was realized after only five iterations, regardless of the number of iterations ultimately required to approximate the limit very closely. (The exceptional case 13 that in which $\mu_{1}^{*}-\mu_{1}^{*}-J .0$; in that case, about 83
percent of the change in the log-likelihood function was observed after five iterations.) This suggests to us that even when the component populations in a mixture are poorly separated, the EM algorithm can be expected to produce in a very small number of iterations parameter values such that the maxture density determined by them reflects the sample data very well. Fourth, it is evident from Table 6.1 that elements of an EM iteration sequence continue to make steady progress toward the limit even after numerical error has begun to interfere with the theoretical properties of the algorithm.

Fifth, the apparently anomalous decrease in $\rho$ occurring when $\mu_{1}^{*}-\mu_{2}^{*}$ decreases from 2.0 to 1.0 happened concurrently with the iteration sequence limit of the proportion of the first population $i n$ the mixture becoming very small. (Such very small limit proportions continued to be observed in the cases $\mu_{1}^{*}$ $\left.\mu_{2}^{*}=0.5,0.2.\right)$ We do not know whether this decrease in the limit proportion of the first population indicates a sudden movement of the maximum-likelihood estimate as $\mu_{1}^{*}-\mu_{2}^{*}$ drops below 2.0 or whether the iteration sequence limit is something other than the maximum-likelihood estimate in the cases in which $\mu_{1}^{*}-\mu_{2}^{*}$ is less than 2.0 . Pinally, we also conducted more than 60 trials similar to those reported on in Table 6.1 except with samples of 200 rather than 1000 generated observations on the mixture. The results were comparable to those given in Table 6.1. It should be mentioned, however, that the EM iteration sequences obtained using sampies of 200 observations did
occasionally converge to "singular solutions," i.e., limit. associated with zero component varianccs. Convergence to sucl. "singular solutions" did not occur among the relatively smal' number of trials involving samples of 1000 observations.

At present, the EM algorithm $1 s$ being widely applied not only to mixture density estimation problems but also to a wide variety of other problems as well. We would like to conclude this survey with a little speculation abuut the future of the algorithm. It seems likely that the $E M$ algorithm in its basic form will find a secure niche as an algorithm useful ir situations in which some resources are iimited. For example, the limited time which an experimenter can afford to spend writing programs coupled with a lack of avallable library software for safely and efficiently implementing competing methods could make the simpli. $\%$ and reliability of the EM algorithm very appealing. . the EM algorithm might be very well suited for use on small computers for which limitations on progran and data storage are more stringent than limitations on computing time.

Although meaningful comparison tests have nct yet been made, it seems doubtful to us that the unadorned EM algorithm can be competitive as a general tool with well-designer general optimization algorithms such as those implemented in good currently-available software library routines. Our doubt is based on the intolerably slow convergence of sequences of iterates generated by the EM algorithm in some applications. on the other hand, it $2 s$ entirely possible that tre EM algorithm
could be medified to incorporate procedures for accelerating convergence and that such modification would enhance sts competitiveness. It $1 s$ also possible that an effective hybrid algorithm might be constructed which first takes advantage of the good global convergence properties of the EM algorithm by using it initially and then exploits the rapid local convergence of Newton's method or one of its variants by switching to such a method later. Our $\{$ veling is that time might well be spent on research addressing these possibilities.
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- ABSTRACT
"Krıging" is the name of a parametric regression method used by hydrologists and mining engineers, among others. Features of the krising approach are that it also provides an error estimate and that it can conveniently be employed also to estimate the integral of the regression function.

In the present work, we describe the kriging method and explore some of its statistical characteristics. Also, some extensions of the Watson method are made and theory so that it too displays the irlging features. Theoretical and computational comparisons of the kriging and watson appraochts are offered.

# Regression Methods for Spatial Data* <br> by S. Yakowitz and F. Szidarovszky Systems \& Industrial Engineering Department UnIversity of Arizona 

## 1. Background and Scope of this Study

Specialists in hydrology, mining, petroleum engineering, anc. other aeoscience-based subjects have recently exhibited considerable interest and enthusiasm for a methodology known as "kriging". To name only a few recent (mostly water-resource oriented) works, we mention in thıs regard, Bakr et al (1978). Chirlin and Dagan (1980), Eavid (1977), Delhome (1978, 1979), Dendrou and Houstis (i978), Gambolat= and Giampero (1979), Gambolatı and Volpi (1979). Gelhar et al (1979), Huijbrec, (1978), Journel (1974, 1977). journel and Huljbregts (1978), and Villeneuve et al (1979). The name "Krıging" derives, according to Journel (1977), from Kalge (1951), where the basic ldea was first outlined. Ilatheron (1963) should be credited with its early dissemanation. In the present section, we wlll carefully examine the statistical problems which the krigang method is intended to sclve, and in Section II, we will reveal the popular krigang algorithms themselves and derive their properties. It turns cut that there are certain unsatisfactory aspects to the current kriging terhniques, and yet prior to the present study, they appear to be the only methods appropriate for the problems 1 : their domain. However, methods of nonparametric regression are certainly somewhat relevant. In Section III, we have provided an extension of nonparametric regressior theory to increase :ts relevance to kriging problems.

[^4]Let $f(x)$ and $n(x)$ be uncorrelated real－valued functions defined on a domain $x$ ir $R^{m}$ ．Suppose $\left\{\left(x_{i}, Y_{i}\right)\right\} \underset{i=l}{N}$ is a sequence of＂noisy＂ function pairs；that is，suppose

$$
\begin{equation*}
y_{i}=f\left(x_{i}\right)+n\left(x_{i}\right), \quad 1 \leq i \leq N \tag{1,1}
\end{equation*}
$$

The interpretation is that $f(x)$ is a function whose values are to be estimated，and $n(x)$ noise if a measurement is taken at position $x$ ．We discuss below two problems which are central to the kriging literature：

Problem 1：Let $x^{*} E X$ be specified．It may or may not be among the sample pairs．On the basis of the sample pairs $\left.:\left(x_{i}, M_{i}\right)\right\} \quad N=1$ ，
（a）Provide an estimate $f_{N}\left(x^{*}\right)$ of $f\left(x^{*}\right)$ ，and
（b）Provide an estimate of the expected squared error

$$
\begin{equation*}
E\left[\left(f_{N}\left(x^{*}\right)-f\left(x^{*}\right)\right)^{2} \mid x_{1} \ldots, x_{n}\right] \tag{1.2}
\end{equation*}
$$

Remarks．The goal of part（a）coincides with the objectives of ＂nonpararetric regression＂methods，but to our knowledge，investi－ gators in this latter area have not concerned themselves with tasi （b）．Because practitioners desıre to estimate piezometric head In 01：and water aquifers or the grade of an ore body as a function of position，the dimension $m$ of the domain $Y$ is often 2 or 3 ．
problem 2．Let $\left\{\left(x_{1}, y_{1}\right)\right\} \underset{i=1}{N}$ be as above and let $D$ be a subregion of domain $X$ ．
（』）こコヒンmate the integral $f_{D} \equiv(x) d x$ ，and
（b）？rovide a Eormila for the（sample－depencient）expectod square error of thas estimate．

Remark. An application motivating Problem 2 is that of estimating the total welght of metal which can be extracted from the ore body occupying volume $D$, given $m$ mperfect assay estimates of the grade at distinct locations.
forestry and
Problems 1 and 2 seem to have their roots in the/ geostatistics literature. In fact, it seems that"geostatistics'is almost synonymous with kriging. We have ro doubt that vroblems

1 and 2 are $1 m p o r t a n t$ and interesting. In this connection, in a review of a geostatistics book, Hatson (1977) has written, "The time is certainly ripe for a more serious attack on the estimation of the earths' resources,..."
2. Introduction to Kriging Methodology

In the kriging aporoach, it is presumed that $f(x)$ and $n(x)$ in (1.1) are realizations of stochastic processes uncorrelated from one anotiner with finlte second moments. It is further assumed that $f(x)$ is a realization of an intrinsic rancom function (IRF); that is, for some functions $\left\{\phi_{i}(x)\right\} J$ known to the user and/constants


$$
\begin{equation*}
E[f(x+h)-f(x)]=\sum_{j=1}^{j} a_{j}\left(\phi_{j}(x+h)-\phi_{j}(x)\right) \tag{2.1}
\end{equation*}
$$

and, indecendently of $x$ with "var" signifying "variance",

$$
\begin{equation*}
1 / 2 \operatorname{var}[f(x+h)-f(x)]=\gamma(h) \tag{2.2}
\end{equation*}
$$

The constants $\left\{\mathrm{a}_{\mathrm{j}} ; 1 \leq 2 \leq J\right\}$ and the function $\gamma(\mathrm{L})$ are quantitics which must be inferred from the data $\left\{\left(x_{1}, y_{i}\right)\right\}_{i=1}^{N}$. In what follows, $i t i s$ presumed aiways that $J \leq N$. The function $\gamma(h)$ is called the varlogram. Even in the case in whach the mean $E[f(x)]$ is known to be constant in $x\left(i, e ., J=1, \phi_{1}=1\right)$, the hypothesis of
"intrinsic random function" is weaker than second-order stationarity. For example, Brownian motion is an intrinsic random function, but it is well-known to be a nonstationary process.

The kriging method is composed of two activities, (i) Inferring the variogram from the data, and (ii) Assuming that the inferred variogram is indeed exact, providing a best linear unbiased estimator and associated error variance, as required by Problem 1 or Problem 2.

Activity (ii) is a standard least-squared problem, and is consequently by far the best understood of the two facets of kriging. There are some inconsistencies in the fundamental definltions and results in the kriging literature. For example, the definitions of "ıntrinsic random function" given by David (1977) and Matheron (1971) do not colncide. The discussions of noise and the "nugget effect" have likewise been inconsistent. The equatıons for kriging in the presence of noise as given by Rendu (1980),.. for example, agrees with our calculations, but differs from formulas .. offered by other authors (e.g., Journal (1978)). In view of these " inconsistencies, we have elected to derive the "universal kriging" equations for prediction whth known variogram from first principles.
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## Linear estimation from known variograms

To begin with, suppose the noise term in (1.1) is zero. Let us assume that the variogram $\gamma(h)$ and the mean function components i $\phi_{i}(x)$, of the expectation (2.1) are given. The assumption that one of these functions, say $\phi_{1}$, is 1 , seems to be a universal and perhaps unavoidable assumption which we also will adopt. To begin with, let us discuss the solution of Problem l. The objectave is to choose the parameters $\left\{\lambda_{i}\right\}_{1=1}^{N}$ so that the linear estimator

$$
\begin{equation*}
f_{N}\left(x^{*}\right)=\lambda_{1} y_{1}+\lambda_{2} y_{2}+\cdots+\lambda_{N} y_{N} \tag{2.3}
\end{equation*}
$$

minlmizes

$$
\begin{equation*}
E\left[\left(f\left(x^{*}\right)-f_{N}\left(x^{*}\right)\right)^{2}\right], \tag{2.4a}
\end{equation*}
$$

subject to

$$
\begin{equation*}
E\left[I_{N}\left(x^{*}\right)\right]=E\left[f\left(x^{*}\right)\right] \tag{2.40}
\end{equation*}
$$

In view of the assumed form (2.1) of the mean value function, a sufficient (but not necessary) condition for the unbiasedness equation (2.4b) to hold is that

$$
\begin{equation*}
\sum_{i=1}^{N} \lambda_{i} \phi_{j}\left(x_{i}\right)=\phi_{j}\left(x^{*}\right), 1 \leq i \leq J . \tag{2.5}
\end{equation*}
$$

Equation $(2.5)$ with $\phi_{1}=1$, implies that

$$
\begin{equation*}
\sum_{i=1}^{N} \lambda_{i}=1 \tag{2,6}
\end{equation*}
$$

Use this fact, with the unbiasedness of the estimator $f_{N}\left(x^{*}\right)$ of $\mathrm{f}\left(\mathrm{X}^{*}\right)=\mathrm{f}$, to conclude that, with "cov" slynifying "covariance",

$$
\begin{align*}
& E\left[\left(E *-\sum_{i=1}^{N} \lambda_{i} Y_{1}\right)^{2}\right]=\operatorname{var}\left(f^{*}-\sum_{i=1}^{\vdots} \lambda_{i} Y_{i}\right) \\
& =\operatorname{var}\left(\sum \lambda_{i}\left(f *-Y_{i}\right)\right)  \tag{2.7}\\
& =\sum_{i} \sum_{j} \lambda_{i} \lambda_{j} \operatorname{cov}\left[\left(f *-Y_{i}\right)_{l}\left(f *-Y_{j}\right)\right]
\end{align*}
$$

Now observe that

$$
\begin{align*}
\operatorname{cov}\left[\left(f^{\star}-v_{i}\right) \cdot\left(f *-y_{j}\right)\right] & =1 / 2\left[-\operatorname{var}\left(\left(f^{*}-y_{i}\right)-\left(f^{*}-y_{j}\right)\right)\right. \\
& \left.+\operatorname{var}\left(f^{*}-y_{i}\right)+\operatorname{var}\left(f^{*}-y_{j}\right)\right]  \tag{2.8}\\
& =-\gamma\left(x_{i}-x_{j}\right)+\gamma\left(x^{*}-x_{i}\right)+\gamma\left(x^{*}-x_{j}\right)
\end{align*}
$$

Ore makes these substifutions into ().7) and after some algebra, sees that the Lagrange multiplier technique for minimizing $E\left[\left(f\left(x^{*}\right)-f_{N}\left(x^{*}\right)\right)^{2}\right]$ subject to (2.5) yzelds

$$
\begin{align*}
\sum_{i=1}^{N} i_{i}^{*}\left(x_{2}-x_{j}\right) & =\eta_{i}\left(x_{i}-x^{*}\right)+\sum_{j=1}^{J} \mu_{j}{ }_{j}\left(x_{i}\right), 1 \leq 1 \leq N  \tag{2.9a}\\
\sum_{i=1}^{N} \lambda_{j} i_{j}\left(x_{i}\right) & =\oint_{j}\left(x^{*}\right), 1 \leq J \leq J . \tag{2.9b}
\end{align*}
$$

The variables $\mu_{j}$ are the Lagrange multipliers. Journel (1977) calls the above linear equation the universal kriging system.

From substitution according to (2.9) into (2.7), one con-
cludes that the mean squared prediction error is given by

$$
\begin{equation*}
E\left[\left(f^{*}-f_{N}\left(x^{\star}\right)\right)^{2}\right]=\sum_{i=1}^{N} \lambda_{i} \gamma\left(x^{\star}-x_{i}\right)-\sum_{j=1}^{J} \mu_{j} \phi\left(x^{*}\right) \tag{2.10}
\end{equation*}
$$

If the noise term $n(x)$ in (1.1) has zero mean, one accounts for its presence by noting that, because it is presumed uncorrelated from the f-process,

$$
\begin{aligned}
\operatorname{cov}\left(\left(f^{\star}-y_{i}\right),\left(f^{*}-y\right)\right) & =\operatorname{cov}\left(\left(f^{*}-\varepsilon_{1}-n_{i}\right),\left(f^{*}-f_{j}-n_{j}\right)\right) \\
& =\operatorname{cov}\left(\left(f^{*}-f_{i}\right)\left(f^{\star}-f_{j}\right)\right)+\operatorname{cov}\left(n_{i}, n_{j}\right) .
\end{aligned}
$$

In the above equation, we have, of course, intended that $n_{i}$ signify $n\left(x_{1}\right)$. As a result of the above, one readily sees that in the presence of noise (2.9a) should be replaced by (2.9'a):

$$
\begin{aligned}
& \sum_{k=1}^{N} \lambda_{k}\left(\gamma\left(x_{i}-x_{k}\right)-2 \operatorname{cov}\left(n\left(x_{i}\right) n\left(x_{k}\right)\right)=\gamma\left(x_{i}-x^{\star}\right)\right. \\
& \quad+\underset{j=1}{J} \mu_{j} \phi_{j}\left(x_{i}\right), \quad 1 \leq 1 \leq N .
\end{aligned}
$$

Let us now investiqate the modifications necessary for solution of Problem 2 described in Section 1. Assume $\int d x=1$. In this case, we $\lambda$ D the objectave (2.4) by the task of minimizing

$$
\begin{equation*}
E\left[\left(\underset{D}{f(x)} d x-\sum \lambda_{1} y_{i}\right)^{2}\right] \tag{2.11a}
\end{equation*}
$$

subject to

$$
\begin{equation*}
E\left[\Sigma \lambda_{2} y_{1}\right]=E\left[\int_{D}^{f}(x) d x\right] . \tag{2.11b}
\end{equation*}
$$

The preceding $k=1 a i n g$ analvsis leads, in the integral estimation case, to the following universal kriging system:

$$
\begin{aligned}
& \sum_{k=1}^{N} \lambda_{k} \gamma\left(x_{i}-x_{k}\right)=\int_{D}\left(x_{i}-x\right) d x+\sum_{j=1}^{J} \mu_{j} \phi_{j}\left(x_{i}\right), \quad 1 \leq i \leq N, \\
& \sum_{i=1}^{N} \lambda_{i} \phi_{j}\left(x_{i}\right)=\int_{D} \phi_{j}(x) d x, \quad 1 \leq j \leq J .
\end{aligned}
$$

The expected squared error of the integral estimate is given by

$$
\begin{align*}
E\left[\left(\int f(x) d x-\sum_{i=1}^{N} \lambda_{i} y_{i}\right)^{2}\right] & =\sum_{i=1}^{N} \lambda_{i} \int_{D} \gamma\left(x_{i}-x\right) d x \\
& -\sum_{j=1}^{J} \mu_{j} \int_{D} \phi_{j}(x) d x-\iint_{V}\left(x-x^{\prime}\right) d x d x^{\prime} \tag{2.13}
\end{align*}
$$

## Inference of the variogram

The task of inferring a covariance function or power spectral density from data is known by experienced statisticians to be somewhat delicate, and one which furthermore requires a considerable quantity of data. The subtleties of the covariance inference כroblem translate directly to the task of inferring a variogram from data.

There are some very real difficulties with variogram estimation in the published kriging applıcations. To avoid effects of "nonstationarity", oractltloners tend to have a single variogram apply onlv to a relatively small reqion $X$ of domain points of $f(x)$. Moreover they have not developed procedures to ascertain whether the intrinsic random function hyorthesis is tenable for their applications. $\bar{A}$ particular difficulty is that in the jouncied domain case, ergail = Enoncems are maoolicahln to the tank nf remnnatrating consistency. To our knowledge, with the exception of certain extreme cases such as white roise, no methods for inferring the covaraance Eunction from sample pairs $\left\{\left(x_{1}, f\left(x_{i}\right)\right)\right\}, f(I)$ a fixed samole function.
are known to be consistent.
We now concern ourselves with outlining the present practice with regard to varicaram inference. The recommended procedure parametric is to choose $a \notin a m i+y$ of varloarams from the five or six pooular families mentioned in the literature, and then to select the variogram from the chosen family which agrees best, in some sense, with the covariance function constructed from the data $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}$. We list in Table 2.1 some of the promınent variogram families.

Monomial

$$
\gamma_{\theta}(h)=\omega|h|^{a}
$$

Spherical $\quad \gamma_{\theta}(h)= \begin{cases}\omega\left[\frac{3}{2} \frac{|h|}{a}-\frac{1}{2}\left(\frac{|h|}{a}\right)^{3}\right] & h \leq a \\ \omega, & h>a\end{cases}$
Exponential $\gamma_{\theta}(h)=\omega[1-\exp (-|h| / a)]$
Gaussian $\gamma_{\theta}(h)=\omega\left[1-\exp \left(-|h|^{2} / a^{2}\right)\right]$ where $\theta=(a, \omega)$

Table 2.1

> A Listing of Popular Variogram Famılies

Whcre sccm: to bo no censensus in the literaturs nn mothodolocy for the selection of a parametric family from Table 2.1 on the basis of an observed sample $\left\{\left(x_{i}, y_{1}\right)\right\}_{i=1}^{n}$. Some heuristic approaches are proposed by David (1977). Concerning the task of selection of the member $\gamma_{g}(h)$ the foremost criteria seem to be (1)least squares,
and a geometric procedure (David (1977)).
(ii) cross validation,/ In the least squares approach, one selects the parameter $\mathrm{f}^{*}$ so as to minimize

$$
I_{1}(\theta)=\sum_{v}\left(\gamma_{n}\left(h_{v}\right)-\gamma_{\theta}\left(h_{v}\right)\right)^{2}
$$

the index $v$ running over some finite collection of arquments $h_{v}$ and $\gamma_{n}(h)$ being some sample approximation to the variogram, such as

$$
h_{n}(h)=1 / 2 N(h) \sum_{j=1}^{N(h)}\left(y_{j}-y_{j(h)}\right)^{2}
$$

of such points selected.
where $j^{\prime}(h)$ is an index selected so that $x_{j}-x_{j}=h$ and $N(h)$ is the number/ "drift" is If/ though to be present (that is, if $j_{j}, j>1$, in (2.1) is not zero), then this approach entails some serious conceptual difficulties. Matheron (1971, Chapter 4) has addressed these difficulties.

The cross-validation approach to parameter selection is as follows. Let $P\left(x_{j}, 5\right)$ be the universal kriging estimate of $f\left(x_{j}\right)$ on the basis of the sample points $\left\{\left(x_{i}, y_{i}\right)\right\}_{i \neq j}$ and parametric variogram $\gamma_{f}(h)$. One then chooses $\theta$ * to minimize the squared error of the predicted values, which is

$$
I_{2}(\theta)=\sum_{j=1}^{n}\left(y_{j}-P\left(\theta, x_{j}\right)\right)^{2} .
$$

Practitioners insist, quite rightly, that one should not select a variogram entirely algorithmically, but with attention also to past experlence with similar geological data.

## Convergence and Consistency

With the exception of studies by Matheron (1971,1973), the literature of kriging tends to be practical and pragmatic. Major issues of consistency and convergence rates have not been addressed. In the developments to follow, we attempt to obtain initial results in these areas.

As has been noted earlier, there is no consistent variogram estimator based on cbservations $\left\{\left(x_{i}, \bar{f}\left(x_{i}\right)\right)\right\}_{i=1}^{N}$ for $x_{i}$ in a bounded domain $X$ and $\bar{£}$ a fixed samnle of an intrinsic random function $f$. In short, the varioqram cannot be consistently inferred, even if it is known to be a member of a given family such as listed in Table 2.1. On the other hand, as we will later demonstrate, under certain circumstances, the kriging estimate will converge, with increasing number of samples, to the correct value, even when the variogram is not correct. An interpretation of these remarks is that the krıging method can be effective for estimating values on the basis of noisy samples, but that the associated error estimate need not be consistent. This interpretation is bourne out by our sımulation studies. The fact that the estimate of the squared error need not become more accurate with increasing data $1 s$ significant because krıging practıtioners and their clients place great value on the error estimation feature.

Let us begin our analysis of converqence of kriqing estimate under the simplest of conditions by assuming that

1) The observations are noiseless $\left(\mathrm{n}\left(\mathrm{x}_{1}\right)=0\right)$
ii) $\gamma(0)=0$, and $y$ is continuous in a neighborhood of the oriqin.
iii) There $2 s$ no "drıft"; that $1 \mathrm{~s}, \mathrm{~J}=1$, and $\phi_{1}=1$.
iv) The "true" variogram is known.

Theorem 2.1. Let $X$ be the domain of the intrinsic random function $f(x)$ and assume the conditions above are in force. If the infinite sequence $\left\{x_{i}\right\}$ is dense in $X$, then for any $x^{*} E X^{\text {and }} \wedge^{\text {for }} f_{N}\left(x^{*}\right)$ as in (2.3),

$$
\begin{equation*}
E\left[\left(E\left(x^{*}\right)-\epsilon_{N}\left(x^{*}\right)\right)^{2}\right] \rightarrow 0 \text { as } N \rightarrow \infty \tag{2.14}
\end{equation*}
$$

for
Proof. In view of assumption (iii), every $i, \gamma_{1}=f\left(x_{i}\right)$ is itself an unbiased linear estimator of $f\left(x^{*}\right)$, and so for $N \geq 1$.

$$
E\left[\left(f\left(x^{*}\right)-f_{N}\left(x_{i}\right)\right)^{2}\right] \leq E\left[\left(f\left(x^{*}\right)-f\left(x_{i}\right)\right)^{2}\right]=2 \gamma\left(x^{*}-x_{i}\right)
$$

Let $x^{*}(N)$ denote the member of $\left\{x_{i}\right\} \underset{i=1}{N}$ which is closest to $x^{*}$. By the assumption that $\left\{x_{i}\right\}$ is dense, $x^{*}(N) \rightarrow x^{*}$ as $N \rightarrow \infty$, and therefore

$$
E\left[\left(f\left(x^{*}\right)-f_{N}\left(x^{*}\right)\right)^{2}\right] \leq E\left[\left(f\left(x^{*}\right)-f\left(x^{*}(N)\right)^{2}\right]=2 \gamma\left(x^{*}-x^{*}(N)\right) \cdot(2.1 b)\right.
$$

The proposition follows by observing that, in light of property(ii), $\gamma\left(x^{*}-x^{*}(N)\right)$ must converge to 0 . The bound given by (2.15) may be of some practical interest in itself.

The Browzan motion process affords an exampie of a situation in which the best estimate is not consistent unless $x^{*}$ is an accumulation point of the sample points $\mathrm{i}_{1}$ \}. For Brownian motion is Markov, and the best estimate of $f\left(x^{*}\right)$ will depend only on the points $\left(x_{a}, f\left(x_{a}\right)\right)$ and $\left(x_{b}, f\left(x_{b}\right)\right)$, where $x_{a}$ is the largest domain sample less than $x^{*}$ and $x_{b}$ the smallest sample greater than $x^{*}$.

There are many common situations in which the hypothesis that $: x_{i}: 1 s$ dense in $x$ will be satisfied. One important case is that in which the $x_{1}$ 's are selected indenendently from $X$ according to a measure that assions positive probability to every open set (such as when the probability density function exists and is positive).

## OF

Corollary. Assume that the hypotheses of Proposition 1 are in force and additionally that $X$ is open, and has finite Lebesgue measure $\gamma(h)$ has a continuous second derivative and the samples
identically and in a neighborhood of $x^{*}$. $\left\{x_{i}\right\}$ are/indeper. ${ }^{7}$ ently distrabuted on $X$ with pdf bounded away from $0 /$ Then fo:some fixed constant $C$ and all $N$,

$$
\begin{equation*}
E\left[\left(f\left(x^{*}\right)-f_{N}\left(x^{*}\right)\right)^{2}\right]<C /\left(N^{(2 / m)}\right) \tag{2.16}
\end{equation*}
$$

$m$ being the dimension of the space containing $X$.
Proof. Since $\gamma(h)$ is an even function, its first derivative or gradient must be 0 , ard we have

$$
\begin{align*}
\gamma\left(x^{*}-x^{*}(N)\right) & =(1 / 2)\left(x^{*}-x(N)\right)^{T} \gamma^{(2)}(G)\left(x^{*}-x(N)\right) \\
& +o\left(\left\|x^{*}-x^{*}(N)\right\|^{2}\right) \tag{2.17}
\end{align*}
$$

It 1 s known (c.g., Yakowitz et al (1978), p. 1299) that under the independent, uniformly distributed sample case, for all points $x^{*} \varepsilon X$ and some constant $C_{1}$,

$$
\begin{equation*}
\left.E\left[\left|\left|x^{*}-x^{*}(N)\right|\right|^{2}\right]<C_{1} / N^{(2 / m)}\right), \quad i=1,2, \ldots . \tag{2.13}
\end{equation*}
$$

From the agrument in that reference, one can conclude that (2.18) nolds whenever the pdf is bounded away from 0 in a nelghborhood of $x^{*}$. The Corollary now foilows irom (2.17) and (2.18).

From our experience in groundwater analysis, where the domann points correspond to well locations, the hypotheses of the corollary are of some use. On the other hand, for some ore samplıng strategıes, it may be more reasonable to assume that the $x_{1}$ 's form a grid of similar-sized rectangles. For such regular patterns, one may conclude thar (2.18) is true without expectations, and hence the conclusions of the Corollary remains valid.

We will now discuss convergence of the kriging estimate when accounting for dirift. Assume that $x^{*}$ is a limit point of \{ $x_{i}$ \}. Assume furthermore that for some subsequence $x_{n_{1}}, \ldots, x_{n_{J}}$ the matrix ${ }^{3} \triangleq{ }_{i} \phi_{i}\left(x_{n_{j}}\right) j_{i, J=1}^{J}$ is nonsingular. (Otherwise, there is no hope of being able to obtain estimates satisfying (2.5) for arbitrary
$\psi_{i}\left(x^{*}\right)$ values.! For $N>n_{J}$, define the linear estimate

$$
\begin{equation*}
\tilde{f}_{N}\left(x^{*}\right)=\left(1-\alpha_{N}\right) f\left(x^{*}(N)\right)+\alpha_{N} \sum_{i=1}^{J} \lambda_{N}^{i} f\left(x_{n_{i}}\right) \tag{2.19}
\end{equation*}
$$

where $x^{*}(N)$ is, as before, the nearest neighbor (among the first $N$ samples) $\pm 0 \mathrm{x}^{*}$, and

$$
\begin{equation*}
\alpha_{N} \triangleq| | x^{*}-x^{*}(N)| | \tag{2.20}
\end{equation*}
$$

In order to assure that t'.e constraint condition (2.5) holds, we set $\phi(x)=\left(\phi_{1}(x), \ldots, \varphi_{J}(x)\right)^{T}$ and determine $\lambda_{-N}=\left(\lambda_{N}^{1}, \ldots, \lambda_{N}^{J}\right)^{T}$ by

$$
\begin{equation*}
x_{N} \Phi \lambda_{2!}=\Phi\left(x^{*}\right)-\left(1-\alpha_{N}\right) \Phi\left(x^{*}(N)\right) \tag{2.21}
\end{equation*}
$$

The cons: stency of the estlmate $\bar{f}_{N}\left(x^{*}\right)$ will follow if only we can show that the secuence [ 'N' remains in a bounded region. Toward that enc, note that after taking a Taylor's series expansion of $\left.\underline{p}\left(x^{*}\right)-\underline{\left(x^{*}(N)\right.}\right)$ and dividing by $\alpha_{N}$, we may rewrıte (2.21) as

$$
\begin{align*}
\Phi \dot{\Lambda}_{N}=\$\left(x^{*}\right) & -\left(1 / \alpha_{N}\right) \nabla \Phi\left(x^{*}(N)-x^{*}\right) \\
& +1 / \alpha_{N} \circ\left(| | x^{*}-x^{*}(N)| |\right) \tag{2.22}
\end{align*}
$$

where the matrix
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$$
\Phi \quad \triangleq\left(\begin{array}{c}
\nabla \phi_{1}\left(x^{*}\right)  \tag{2.23}\\
\vdots \\
\nabla \phi_{J}\left(x^{*}\right)
\end{array}\right)
$$

From (2.22), we see that $\underline{\lambda}_{N}$ remains bounded when $\alpha_{N}$ is chosen according to (2.20). In fact,

$$
\left.\left\|\underline{x}_{-N}\right\| \leq\left\|\underline{\underline{s}}^{-1}\right\| i\|\nabla \underline{\underline{p}}\|+\left\|\underline{x^{*}}\right\| \|\right]+0(1) .
$$

0
We have demonstrated above that the constrained linear predictor $f_{N}\left(x^{*}\right)$ converges to $f\left(x^{*}\right)$. By an earlier argument, this, in turn, converge. implies that $\mathrm{f}_{\mathrm{N}}\left(\mathrm{x}^{*}\right)$, the best l:near unbiased estimator must likewise /

The interested reader can apply the convergence analysis of the for estimation with drıft by preceding discussion to achieve convergence bounds/using structures the preceding in the proof of $\wedge^{\text {Corollary. }}$

Our attention now turns to the case that noise $n\left(x_{i}\right)$ is present in the observation law (1.1). For simplicity, assume that $J=1$, and $\phi_{1}=1$. If $n(\cdot)$ is a contınuous function, then apparently consistent ldentification of $f\left(x^{*}\right)$ is not possible since local samples cannot distungursh between the effects of signal and noise. However, the linear estimate provided by the universal kriging equations is an appropriate procedure and in fact coincides with what is known to comanncation engıneers as a "smoothang filter". If $\left\{n\left(x_{1}\right)\right\}$ are independent variables, then, as we now demonstrate, under some vircumstances, consistent estimation of $f\left(x^{*}\right)$ is possible. Toward verifying this assertion, as in earlier arguments, we find a linear estmator whose properties are understood, and then appeal to the fact that since the kriging estimate is optimal in the least squares sense, it must be at least as good as the estimator under consideration.

For the particular task at hand of verifying consistency in the presence of independent noise, it is sufficient to call attention to the fact that $\begin{gathered}\text { Stone ( } \\ \text { (NPR) }\end{gathered}$ 1977) has discussed a general class of nonparametric regression formulas of the form

$$
\hat{f}_{N}\left(x^{*}\right)=\sum_{i=1}^{N} y_{1} w_{i, N}\left(x^{*} ; x_{1} \ldots \ldots, x_{N}\right)
$$

The weights $w_{i, N}$ can be taken to add to 1 (1.e., $\sum_{i=1}{ }^{N}{ }_{i, N}=1$, so the unbiasedness condition (2.5), with $\mathrm{J}=1$ holds.

His results imply that if $x^{*}$ and $x_{i}$ are i.i.d. observations, and If $f(\cdot)$ is measurable, and provided the weight functions $w_{i, i}(\cdot)$ satisfy cetaln natural properties, then $\hat{f}_{N}\left(x^{*}\right) \rightarrow f\left(x^{*}\right)$ in the mean. Toward applying Stone's results to the ussue oi consistency of krıgıng estımates in the noisy observation case, let $\bar{f}(\cdot)$ denote a realization of the intransic random function $f(-)$. Then if $\underline{v}_{2}=\bar{f}\left(x_{2}\right)+n\left(x_{1}\right)$, the sequence $\left\{\left(x_{i}, y_{1}\right)\right\}$ constitutes i.i.d. observations and the hypotheses of Stone's convergence result holds, provided $\bar{f}(\cdot)$ is so much as measureable and a few technical assumptions of little practical concern hold. So we conclude that

$$
E\left[\left(E_{N}\left(x^{*}\right)-\bar{E}\left(x^{*}\right)\right)^{2}\right]+0, \text { as } N-\infty
$$

It may be concluded that if the noise measurements and the sample functions $\bar{E}$ are uniformly bounded, then convergence occurs without on sample function $\bar{E}$; the conditioning/ alternatively, without the boundedness assumption, onecan assert that convergence in the mean is assure outside an E-set of any positive measure. From results in the next section, It may be seen that $1 f$ one $2 s$ whlling to assume that the sample functions are tivice-continuously differentiable, then convergence $1 n \pm$ the mean $2 s$ on the entire f-space without the set qualification. Convergence in the mean of the linear estimate $\dot{f}_{\mathrm{N}}$ mpplies, of course, mean convergence of the kriging estimate.

Yor certain speciric NPR estimates, zates of convergence are known (e.g., Fisher and Yakowitz (1976), Parthasarathy and Bhattacharya (1961), Sacks and Spiegelman (1980), Schuster and Yakowitz (1979)). The strongest results related to convergence of point NPR estimates known to us are that of Schuster (1972) for one-dimensional $x_{i}$ 's, and for m-dimensional $x_{i}$ 's, the result to be demonstrated in the rext section, that for $m_{N}\left(x^{*}\right)$ the Watson NPR estimate for $f\left(x^{*}\right)$, that with some provisos to be specified in Section 3,

$$
\begin{equation*}
E\left[\left(m_{n}\left(x^{*}\right)-f\left(x^{*}\right)\right)^{2}\right]=0\left(n^{-(1 /(n / 4+1))}\right) \tag{2.24}
\end{equation*}
$$

This convergence rate will be seen to be optimal, in a certain sense.
In evaluating the convergence statements concerning kriging up to this point, it should be emphasized that they are valid only if $f(\cdot)$ really is an intrinsic random function and the variogram and drift functions are known perfectly.

Our next discussion of kriging convergence is directed at Problem 2 of Section 1, i.e., the integral estimation problem. For roblem 2, as has been observed earlier, one must modify the universal krıging equation development by replacing f* in (2.7) by $f f(x) d x$. The effect of this substitution is that $\gamma\left(x_{1}-x^{*}\right)$ and $\varphi_{j}\left(x^{*}\right)$ are replaced by $\int_{D} Y\left(x_{i}-x\right) d x$ and $\int_{D} \varphi_{j}(x) d x$ in (2.9a) and (2.9b), respectively.

Let $I(f)$ denote the universal kriging estimate of $f f(x) d x$ obtained by the modifications just mentioned, and let $f_{N}\left(x^{*}\right)$ denote the kriging estimate of $f\left(x^{*}\right)$. Recall our assumption that fdx=1. Then we have the following D
Theorem 2.2.

$$
\begin{equation*}
I(f)=\int_{D} f N^{(x) d x .} \tag{2.25}
\end{equation*}
$$

Proof. One may express (2.9a,b) in matrix form as

$$
\begin{equation*}
\underline{\lambda}\left(x^{*}\right)=\underline{\underline{A}}^{-1} \underline{\underline{C}}\left(x^{*}\right) \tag{2.26}
\end{equation*}
$$

where $\underline{\lambda}\left(x^{*}\right)=\left(\lambda_{1}, \ldots, \lambda_{N}, \mu_{1}, \ldots, \mu_{J}\right)^{T}, c_{1}\left(x^{*}\right)=\gamma\left(x_{i}-x^{\star}\right), 1 \leq i \leq N$,

$$
c_{i+N}\left(x^{*}\right)=\phi_{i}\left(x^{*}\right), 1 \leq i \leq J,
$$

and

$$
A_{i j}=\gamma\left(x_{i}-x_{J}\right), 1 \leq i, J \leq N ; A_{J+N, i}=A_{i, J+N}=\phi_{J}\left(x_{i}\right), 1 \leq 1 \leq N, 1 \leq J \leq J .
$$

From (2.3), we see that if we define $\underline{B}=\left(f\left(x_{1}\right), \ldots, f\left(x_{N}\right), 0, \ldots, 0\right)$, the:

$$
\begin{equation*}
f\left(x^{*}\right)=\underline{B}{\underset{A}{A}}^{-1} \underline{c}\left(x^{*}\right) . \tag{2.27}
\end{equation*}
$$

Now it is clear from (2.12) that for the integration problem, unlversal kriging equation may be represented as

$$
\begin{equation*}
I(f)=\underline{B} \underline{A}^{-1} \int_{D} \underline{C}(x) d x=\int_{D}^{B} \underline{E}^{-1} \underline{\underline{c}}(x) d x=\int_{D}^{f} N(x) d x \tag{2.28}
\end{equation*}
$$

and our proposition is established.
The predicted mean square error was given in (2.12). But the following evident result is useful:

## Corollary:

$$
\begin{equation*}
\left.F!\left(I(f)-\int_{D} f(x) d x\right)^{2}\right] \leq\left[\int_{D}^{1 / 2}\left[\left(f_{N}(x)-f(x)\right)^{2} j d x\right)^{1 / 2}\right]^{2} \tag{2.29}
\end{equation*}
$$

Proof.

$$
\begin{align*}
E\left[\left(\int f_{H}(x)\right.\right. & \left.\left.-\int f(x)\right)^{2}\right]=\iint \operatorname{cov}\left(f(x)-f_{H}(x), f(\hat{x})-f_{N}(\hat{x})\right) d x d \hat{x} \\
& \leq\left[\int_{D} \operatorname{var}\left(f_{N}(x)\right)^{1 / 2} d x\right]^{2} . \tag{52}
\end{align*}
$$

From the corollary, it is apparent that earlier bounds with respect to convergence of kriging point estimates can be directly applied to bounding the convergence of integral estimates as the number of sample pairs increases. Moreover the above analysis is applicable to estimates of other linear functionals $L(f)$ of the

The final theoretical topic we shall broach, in connection with kriging convergence, is the effect of incorrect variogram on the estimate $f_{N}\left(x^{*}\right)$. For simplicity, assume the no drift case. It $1 s$ fairly clear, at if the variogram is in error, there is little hope $O F$ estimating $E\left[\left(f\left(x^{*}\right)-f_{N}\left(x^{*}\right)\right)^{2}\right]$ correctly.

Example. In this example, we show that it $1 s$ possible for the krigir.g predictor to be exact, while the variogram (and hence the error estimate) to contain significant error. Suppose $\gamma_{2}=b \gamma_{1}$, where $b$ is any positlve constant. If $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ is the minimizer of (2.7), subject to the constraints (2.5), with $\gamma=\gamma_{1}$, then $\lambda$ will also be the constrained minimizer of (2.7) with $\gamma_{i=} \gamma_{2}$. Thus if a presumed variogram is so much as approximately proportional to the correct one, the estlmate $f_{N}\left(x^{*}\right)$ will be reliable. But from (2.10), one sees that (ignoring the drift term) the error estimate under $\gamma_{2}$ will differ from that under $\gamma_{1}$ by the scale factor $b$.

Of PuU.: ‘x.....
Let $\underline{\lambda}^{(1)}$ and $\underline{x}^{(2)}$ be the solutions of the universal kriging equation (2.9a,b) under variograms $\gamma_{1}$ and $\gamma_{2}$, respectively. Suppose that for some positive number $\delta$ and all $h,\left\|\gamma_{1}(h)-\gamma_{2}(h)\right\|<\delta$. From a standard numerical analysis formula (e.g., Szidarovszky and Yakowitz (1978), p. 214), we have that for $\delta<||A| / \Gamma(A)$,

$$
\begin{equation*}
\left|\left|\underline{\lambda}^{(1)}-\underline{\lambda}^{(2)}\right|\right|<\Gamma(A)| | \underline{\lambda}^{(1)}| | \delta /|||A||-\delta \Gamma(A)) \tag{2.30}
\end{equation*}
$$

where $A$ is the matrix determined in connection with (2.26) and

$$
\Gamma(A)=||A||| | A^{-1}| |
$$

in the condition number. Some insight into the potential perniciousness of variogram error can be inferred from (2.30) by considering that the linear equation associated with least squares problems frequently is ill-conditioned because of collinearity effects. Thas phenomenon is evidenced by large condition number $\Gamma(A)$.

Let $E_{1}$ and $E_{2}$ be expectations of square differences determined variograns by $/ \gamma_{1}$ and $Y_{2}$ respectively and (2.8). From earlier developments, we can be assured that if the kriging equation (2.9) uses $\gamma=Y_{2}$,

$$
E_{2}\left[\left(f\left(x^{*}\right)-E_{N}\left(x^{*}\right)\right)^{2}\right] \rightarrow 0
$$

provided only that $\left\{x_{1}\right\}$ is dense in $X$. In the noiseless case, $E_{1}$ and $E_{2}$ determine metrics $d_{1}$ and $d_{2}(2.3)$ on $y=\operatorname{span}\{\dot{f}(x): x \in X ;$ according to

$$
\begin{equation*}
\mathrm{a}_{j}(y, z)=\left(E_{j}[y-z]^{2}\right)^{1 / 2}, j=1,2 ; y, z \varepsilon^{\prime} \tag{2.31}
\end{equation*}
$$

Thus $v$ is the smallest space containing all linear predictors.
The task of finding the circumstances relating to $\gamma_{1}$ and $Y_{2}$, under winch $d_{1}$ and $j_{2}$ determine equivalent topologies remains a subject EOF Euture research. At this point, one can quickly confirm that if $y_{1}=i a f(x)$ : a real, $x \in Y_{\text {, }}$ is dense in $y$, with respect to both
metrics, and if both variograms are contınuous anc have their unique minima at the origin, then (2.31) 2 mplies convercence with respect to $E_{1}$. For under these assumptions, for any unbiased linear predictor $f_{N}\left(X^{*}\right)$ in $\gamma$, there is a domain point $x^{N}$ anc $\geq$ random variable $f\left(x^{N}\right) \varepsilon Y_{1}$ such that

$$
\begin{equation*}
d_{j}\left(f\left(x^{N}\right), f_{N}\left(x^{*}\right)\right) \leq 1 / N, \quad J=1,2 . \tag{2.32}
\end{equation*}
$$

Note that in view of (2.31),

$$
\begin{equation*}
d_{j}\left(E\left(x^{N}\right), f\left(x^{*}\right)\right)=2 \gamma_{J}\left(x^{N}-x^{*}\right), j=1,2 . \tag{2.33}
\end{equation*}
$$

So $1 f d_{1}\left(f\left(x^{*}\right), f_{i f}\left(x^{*}\right)\right) \rightarrow 0$, then $x^{N}+x^{*}$. Now (2.32) and (2.33) 1aply that $d_{2}\left(f\left(x^{*}\right), f_{i}\left(x^{*}\right)\right)+0$.

Unfortunately, it is not always the case that converaence in $d_{2}$ implies converqence with respect to $d_{1}$.
Example. Let $\gamma_{2}$ be a bounded variogram and $\gamma_{1}$ and unbounded function (as in the Brownian motion case). Suppose that $\exists_{i}$ converges to $f\left(x^{*}\right)$ witn respect to both metrices $d_{1}$ and $d_{2}$. Desine

$$
\begin{equation*}
f_{N}\left(x^{*}\right)=\left(1-\lambda_{N}\right) g_{N:}+\lambda_{N} f\left(z_{N}\right) \tag{2.34}
\end{equation*}
$$

where $\lambda_{i}$ is a sequence of numbers converging to 0 and $z_{i}$ are points in $Y$ such that $\gamma_{1}\left(x^{*}-z_{N}\right)>1 / N_{N}$. Then still $\epsilon_{2}\left(\equiv\left(x^{*}\right) . \mathrm{E}_{\mathrm{N}}\left(::^{*}\right)\right) \rightarrow 0$, but $d_{1}\left(f\left(x^{*}\right), f_{N}\left(x^{*}\right)\right)$ will be aporoximated by (•/ $\left.A_{N}\right) n_{( }\left(x^{*}-z_{N}\right)$, which is boundec? awav from 0 . An unsettiang aspect $0 \leq$ this exampie 15 that one may verv well anticipate that for reiatively large samole sizes, least scuares estimates may weil assign some welant to samples $x_{n}$ with domain points far from $x^{+}$. zrese coints could cause havoc $1 f E\left[\left(f\left(x_{n}\right)-E\left(x^{*}\right)\right)^{2}\right]$ is much :arger than anticipated. In kriging practice, it is common to assume =72t va=lograms are bounded by "sılls".

## 3．Nonparametric Regression application

The intention of the present section is to reveal extensions of nonparametric regression which make this approach more suited to Problems 1 and 2 of Section 1 ．In the section to follow，a comparıson of properties of krıging with those of nonparametric regression will be offered．

The particular nonparametric regression（NPR）method to be investrgated here is the kernel estimator proposed by watson（1964）． The two developments revealed here are（i）a formula for the asymptotic expected square error，and（ii）a data－based approximation of the mean squared error．The discussion closes by showing that the asymptotic convergence of the NPR estimates 15 ，in a certain sense，optimal．

Let（ $X, Y$ ）denote jointly distributed random variables．The dimension $m$ of $X 1 s$ arbitrary，but $Y$ is real．Nonparametric re－ jression methods are intended for the problem of inferri：g ine conditional expectation（1．e．，regression function）

$$
\begin{equation*}
m(x)=E[Y ; X=x] \tag{3.1}
\end{equation*}
$$

on the basis of an observation $\left.:\left(x_{1}, y_{1}\right)\right)_{1=1}^{N}$ of the sequence $\left(X_{1}, Y_{2}\right)$.

To begin with，let us phrase Problem 1 of Section 1 in NPr． that
terns．One presumes $\lambda^{\text {the }}$ random vector $(X, Y)$ satisfies

$$
\begin{equation*}
Y=n(X)+n(X), \tag{3.2}
\end{equation*}
$$

Where 7 is a fixed deterministic but unknown＂regression Eunction＂． In $: 1 P R$, the distribution of the noise $n(x)$ maי depend on the domain ミロッスt

```
    The i:atscn NPR esimator 1s
```

$$
\begin{equation*}
\left.m_{N}(x)=\sum_{i=1}^{N} y_{i} k\left(\left(x_{i}-x\right) / a_{N}\right)\right] / D_{N}(x) \tag{3.3}
\end{equation*}
$$

where $D_{N}(x)=\sum_{i=1}^{N} k\left(\left(x_{1}-x\right) / a_{N}\right), a_{N}$ is a positive number, and $k(\cdot)$ is a probability density function chosen by the user. By way of convergence results, it is known (Schuster and Yakowntz (1979)) that if $\left.i a_{N}\right\}, k(x)$, and the $(X, Y)$ variable satisfy certain lenient conditions, then for any aiven $\varepsilon>0$, there $1 s$ some constant $C$ such that for every $N$,

$$
\begin{equation*}
P\left[\sup _{x}\left|m_{N}(x)-m(x)\right|>E\right]<C /\left(N a_{N}^{2}\right) \tag{3.4}
\end{equation*}
$$

It $2 s$ often not practical to computc the constant $C$ and in any event, the bound above is typically pessimistic.

Since in kriging squared-error is the essense, our analysis at this point is directed toward establıshing the behavior of $E\left[\left(m_{N}(x)-m(x)\right)^{2}\right]$ as the number $N$ of observations increases. Toward that end, let $h(x, y)$ and $g(x)$ be the pdf's of $(X, Y)$ and $X$, respectively. Let $w(x)=\int Y h(x, \underline{y}) d y$, thus $m(x)=w(: x) / g(: x)$, and define for some $m$-tuple $x$, and $1 \leq 1 \leq!$

$$
\begin{align*}
& U_{\mathrm{Ni}}=k\left(\left(x^{\star}-x_{i}\right) / a_{N}\right) / a_{N}^{m}, \\
& v_{N i}=Y_{i} U_{N i}  \tag{3.5}\\
& U_{N}=1 / N \sum U_{N i}: 1 \leq i \leq N, \\
& v_{N}=1 / N i v_{N i}: 1 \leq i \leq N .
\end{align*}
$$

Throughout this section, we will assume that the kernel pdf $k(u)$ 15 selected so as to satisfy the properties (1) to (Iv) below:
(i) $k(u)$ and $\|u k(u)\|$ are bounded,
(ii) $f u k(u) d u=0$,
(iii) $s\|u\|^{2} k(u) d u<\infty$,
(iv) the functions $g(x)$ and $w(x)$ are twice continuously differentiable and the second partial derivatives of $g(x)$ are bounded,
(v) the second moment of $Y$ if sinite.

The pdf of the multivariate normal law satısfies properties (1) to (11i).
The convergence facts we will need are glven in the statement beiow.

Theorem 1. Let $m$ be the cimension of the sample vectors $x_{1}, x_{2}, \ldots$ and assure $g\left(x^{*}\right) \geqslant 0$. Then
(a) $\operatorname{var}\left(V_{N}\right)$ and $\operatorname{var}\left(U_{N}\right)$ are both $O\left(1 /\left(N a_{N}{ }^{m}\right)\right)$,
(b) $\left(E\left[V_{N}\right]-w\left(x^{*}\right)\right)$ and $\left(E\left[U_{N}\right]-g\left(x^{*}\right)\right)$ are both $0\left(a_{N}{ }^{2}\right)$.
(c) If $a_{N}=N^{-(1 /(m+4))}$, then for some sequence of events $E_{1}$; such that $P\left[E_{N}\right] \rightarrow 1$,

$$
E\left[\left(m_{: i}\left(x^{*}\right)-m\left(x^{*}\right)\right)^{2} \quad E_{N}\right]=0\left(N^{-(1+m / 4)^{-1}}\right) .
$$

Proce. This theorem is very much inspired by developments of
Scnuster (1972). Thus part (a) is essentaaliy formula (2) in the proof of his lemma 1, but extenced here to $m$ variables. In
particular, after a change of variables to $u=\left(x_{i}-x^{*}\right) / a_{N}$ we have

$$
\begin{aligned}
E\left[\left(U_{N i}\right)^{2}\right] & =a_{N}^{-m} \int k(-u)^{2} q\left(x^{*}-a_{N} u\right) d u \\
& \left.={ }^{\prime} g\left(x^{\star}\right) / a_{N}^{m}\right)\left[\int k^{2}(u) d u+0\left(a_{N}\right)\right]
\end{aligned}
$$

Similarly, one may confirm that

$$
E\left[U_{N i}\right]=g\left(x^{*}\right)\left[f k(u) d u+0\left(a_{N}\right)\right] .
$$

Now use that the variables are uncorrelated to get $\operatorname{var}\left(U_{u}\right)=0\left(\left(a_{N}^{m} v\right)^{-1}\right)$. The demonstration for $\operatorname{var}\left(\mathrm{V}_{\mathrm{N}}\right)$ proceeds in the same fashion. The proof of part (b) is essentially that of the first part of Lemma 2 in Schuster (1972). Thus after the change in variable, and use of assured property (11) above,

$$
\begin{aligned}
& E\left[U_{N 2}\right]-g\left(x^{*}\right)=k(-u)\left[g\left(x^{*}-a_{N} u\right)-g\left(x^{*}\right)\right] d u \\
& \leq\left.\left(a_{N}{ }^{2} / 2\right) \sup _{x}| | g^{\prime \prime}(x)| | \rho| | u\right|^{2} k(u) d u=0\left(a_{k}{ }^{2}\right)
\end{aligned}
$$

Clearly, $U_{N}$ and $U_{A, ~}$ have the same expectation. The analysis of $E\left[V_{\mathrm{S}}\right]$ proceeds in a similar fashion.

Toward demonstration of (c), define $E_{N}$ to be the event that $\ddot{i}_{N}>\left(1, \prime^{\prime} 2 g\left(x^{*}\right)\right.$ and $V_{N} 2 w\left(x^{*}\right) .$.
In view of parts a and $b$ and Chebyshev's inequality, the probability



$$
n_{i}\left(x^{*}\right)-m\left(x^{*}\right)=\left(v_{i} g\left(x^{*}\right)-U_{N^{\prime}} w\left(x^{*}\right)\right), U_{N^{g}}\left(x^{*}\right)
$$

$$
=\left(2, g\left(x^{*}\right)^{2}\right)\left(i w^{*}\left(i^{*}\left(U_{N}-g\left(x^{*}\right)\right) \mid \quad+g\left(x^{*}\right): v_{N}-w\left(x^{*}\right) ;\right)\right.
$$

FazE: = now 15 easily seen to be a consequence $C f(a 1$ and 101.

## of poor guainy

Our attention now turns to derivation of a data-based estimate of the mean squared error of the NPR point estimate $\mathrm{m}_{\mathrm{N}}(\mathrm{x})$ :

$$
\begin{equation*}
\sigma^{2}(x)=E\left[\left(m_{N}(x)-m(x)\right)^{2} \mid x_{j}=x_{j}, 1 \leq j \leq N\right] \tag{3.7}
\end{equation*}
$$

Observe that since the terms $\left\{V_{V i}\right\}_{i}$ in (3.5) are uncorrelated,

$$
\begin{equation*}
\left.\sigma^{2}(x) \triangleq\left(1 / D_{N}(x)^{2}\right) \quad \sum_{i=1}^{N} E\left[n\left(x_{i}\right)^{2}\right] k^{2}\left(\left(x-x_{1}\right) / a_{N}\right)\right) \tag{3.8}
\end{equation*}
$$

The only term in (3.8) which is not known to the statistician is $E\left(n\left(x_{i}\right)^{2}\right)$. But this can be approximated from the sample by defining $\alpha$ to be any positive number less than $l$ and defining

$$
\begin{align*}
& \hat{E}\left[n\left(x_{i}\right)^{2}\right]=1 / N^{\alpha}\left(E\left(y_{j}-m_{N}\left(x_{j}\right)\right)^{2}\right)  \tag{3.9}\\
& j \in S(i, N)
\end{align*}
$$

where $S(i, N)$ is the set of indices of the $N^{\alpha}$ nearest neighbors in $i x_{k} j_{k=1}^{N}$ of $x_{i}$. Since in view of (3.7), $\quad, \quad$ s converging, in $N$,
 radii of the sets $S(J, N)$ bece vanianingly smail as $N+\infty$, it 15 evident that the estimato

$$
\begin{equation*}
\hat{\sigma}^{2}(x) \doteq\left(1 / D_{N}(x)\right)^{2} \sum_{1=1}^{N} \hat{E}\left[n\left(x_{1}\right)^{2}\right] x^{2}\left(\left(x-v, \prime_{n}\right.\right. \tag{3.10}
\end{equation*}
$$

satisfies the relation

$$
\begin{equation*}
z^{2}(x) / z^{2}(x)+1 \text { as } N \rightarrow \infty, 1 . p \tag{3.i1}
\end{equation*}
$$

Note eaat the estimator $z^{2}(x)$ tepends solely on the seatistacians cnolces $O E:(\cdot)$ and $: a(n):$, and the observed sequence $:\left(x_{y}, y_{j}\right)$. Erom the Theorem, one may conclude that $2 f$ a A Ends to zero silghtl: Easter $\operatorname{tnan}(1 / 2)^{(1, \prime(n+4))}$, then the variance error part of (a) illl damıate, yet need not seriously degrade the rate of convergence 17 (3.5). inder this circumstance, $\tilde{z}^{2}(x)$ will be an asyontotacally

One can confirm that for any $\delta>0$, as $a_{N} \rightarrow 0$, the contribution in (3.10) of terms $x_{i}$ such that $i x-x_{1} \mid i>c$, becomes neglıgible, and in practice, we have found that

$$
\begin{equation*}
\hat{\sigma}^{2}(x)=\hat{E}\left[n(x)^{2}\right], \tag{3.12}
\end{equation*}
$$

glves a reliable approximation of the error variance, Simılarly, one can show that for any pornts $x^{1}, x^{2}$

$$
\begin{align*}
\tilde{\operatorname{Cov}}\left(x, x^{\frac{1}{2}}\right) & {\left[\left(1 / D_{N}(x) D_{N}(x)\right) \sum_{i=1}^{N} k\left(\left(x-x_{2}\right) / a_{N}\right) k\left(\left(x^{1}-x_{2}\right) / a_{N}\right)\right] } \\
& \left\{\hat{E}\left(n(x)^{2}\right) \hat{E}\left(N\left(x^{1}\right)^{2}\right)\right]^{1 / 2} . \tag{3.13}
\end{align*}
$$

is asymptotically accurate.
This relationship is useful in applying the NPR approach to Problem 2, of Section 1 , as is now seen.

Our procedure for approachung problem 2 is to apoly numerical quadrature to the function $m_{N}(x)$. Specıfically, let $\left.i\left(t_{j}, w_{j}\right)\right\}_{j=1}^{: i}$ be quadrature points and weights for integrating over the desired domain $D$. The nonparametric estimate $I_{N}$ is then defined by

$$
\begin{equation*}
I_{N}=\sum_{i=1}^{M} w_{J} m_{N}\left(t_{J}\right) \tag{3.14}
\end{equation*}
$$

whech is an estimate of $I=\sum_{i=1}^{M} w_{j} m\left(t_{j}\right)$.
The error

$$
I_{N}-\int_{D} m(x) d x
$$

has two components,

$$
\begin{equation*}
I_{N}-\int_{D} m(x) d x=\left[I_{N}-I\right\}+\left\{I-\int_{D} m(x) d x\right] \tag{3.15}
\end{equation*}
$$

the first bracketed term being the error due to apmroximation of tie function $n(x)$ by $r_{V}(x)$ in the quadrature formula, and the secord
arising from quadrature truncation error in approximating the integral. Methods for bounding the latter source are found in the numerical analysis literature (e.q., Szidarovszky and Yakowitz, (1978), Chapter 3). For example, if $D$ is an m-dimensional unit cube, and one applies a product trapezoidal quadrature rule (keeping in mind that the $t_{j}$ 's in (3.14) can be chosen arbitrarily), one can verify that, provided $m(x)$ has continuous second derivatives, $\left|I-\int m(x) d x\right|=0\left(h^{2}\right), h$ being the step size for the quadrature formula.

The variance of the first source is given by $\left[w_{1} w_{j} \operatorname{Cov}\left(t_{i}, t_{j}\right)\right.$, which can be approximated by

$$
\left.E\left[I_{N}-I\right)^{2}\right]=\sum\left[W_{i} w_{j} \tilde{\operatorname{Cov}}\left(t_{i}, t_{j}\right): I \leq i, j \leq M,\right.
$$

where the term $\bar{C}$ ov is the covariance approximation given in (3.13). As we have noted, as $N+\infty$, the covariance terms become neglagible and useful approximation is that, in terms of (3.10),

$$
\begin{equation*}
E\left[\left(I_{N}-I\right)^{2}\right]=\sum_{i=1}^{M} w_{i}^{2} \quad \tilde{\sigma}^{2}\left(t_{i}\right) \tag{3.16}
\end{equation*}
$$

The final consideration of this section concerns a certain optimality property of NPR convergence. In view of (3.6) and the Chebyshev inequality, one can conclude that for $r^{*}=2 /(m+4)$, and for any regression function $m(x)$ and norse process $n(x)$ satisfornc the tneorem hypothesis, if $a_{N}+0$ proportionally to $N^{-(m+4)^{-1}}$, then for $r=r$ *
$\operatorname{lnm} \quad \ln \sup \left[P\left[i \mathrm{~m}_{\mathrm{N}}\left(\mathrm{x}^{*}\right)-\mathrm{m}\left(\mathrm{x}^{*}\right)^{\prime}\right) \mathrm{C} \mathrm{N}^{\mathrm{r}}\right] \rightarrow 0$.
$\mathrm{C} \rightarrow \infty$. N
Thus, in tre terminology of Stone (1980), the NPR estimate achieves convergence rate $r^{*}$. But according to the Theorem of that work,
$i-5$
for any NPR estimator of a twice continuously differentiable regression function of $m$ independent variables, $r^{*}=2 /(m+4)$ is the optimal rate: there is no estimator for which (3.17) holds for some r>r*.

## 4. A Comparison of Convergence Properties of Krıgıng and

## Nonparametric Regression

Assume that the intrinsic random function (IRF) hypothesis holds, and there is no drift $\left(J=1, \phi_{1}=1\right)$. As mantioned at the close of Section 2, the norparametric regression (NPR) approach is applicable, if the sample domain points $\left\{x_{1}\right\}_{i=1}^{i N}$ are chosen randonly and if, $\left.: x_{i}\right\}_{i=1}^{N}$ with probability 1 , the sample functions $\bar{f}(x)$ of the IRF are continuous at $x^{*}$, then $m_{N}(x)$ converges to $\bar{f}(x)$ in the mean. If the sample IRF's are twice-continuously differentiable, with probability 1 , then Theorem 3.1 gives convergence rates.

Toward addressing parts b of Problems 1 and 2 of Section 1 . we have provided error formulas (3.10) and (3.16) which are asymptotically accurate provided only that the sample functions are continuous at $\mathrm{x}^{*}$. These convergence properties hold regardless of whether nolse $n(x)$ in (1.1) is present. But all these statements have been predicated on the assumption that the $\left\{x_{i}\right\}_{1=1}^{N}$ values are actually a random sample. However, under fairly lenient assumptions, Schuster and Yaxowitz (1980, Theorem 2) have shown in the univarıate case that $m_{N}(x)$ converges uniformly in $x$ to $\bar{f}(x)$ provided only that the $x_{i}$ 's are dense. Undoubtedly such results can be extended to bear on krıging-type problems more focefully, and citations of related results (especialiy concerning the Priestly-Chao estimator) are to be found in the above reference.

Now $2 t$ is clear that if the variogram is known exactly, becaus $=$ the kriging estimator is the best unbiased linear estimator, then the expected square error of the kriging estimator $f_{N}(x)$ is no greater than that of the NPR estimator, which is also linear and unbiased. On the other hand, in the nolsy case, it is not known at this point whether its asymptotic convergence rate is faster than the NPR rate given in Theorem 3.1. In summary, when the IRF hypothesis $2 s$ true and the variogram is known to the statistician, the kriging estimate is better in the ieast squares sense than the NPR estlmate, and its error estimators (2.10) and (2.13) are exact, whereas the NPR error estimators are only asymptotically accurate.

On the other hand, if the IRF hypothesis cannot be relied on, or even when it can, if the variogram is not known (even if it is known to be in one of the parametric families of Table 2.1), ther nothing can be said about the convergence of elther the kriging estlmator or the error function, whereas NPR convergence conditions we have alluded to may well be satisfied.

## 5. Some Illustrative Computations

We hope to eventually publish results summarizing our extensive computational experimentation on $k r i g i n g$ and alternative procedures. For now, we provide a brief illustration of the preceding raterial by reporting just $a$ few computations. In this particular case study, the function $f(x)$ is chosen to exactly satisfy the kriging hypotheses:

It is a realization of the Gaussian process with mean 0 and variogram

$$
\begin{equation*}
\gamma(h)=C(1-\exp (-25 h)) \tag{5.1}
\end{equation*}
$$

W．We have plotted $f(x)$ in Figure 1．The sample function $f(x)$ was simulated according to an algorithm described in Newman and Odell
（1971）and is exact（within machine error）to the extent of one＇s belng able to provide independent Gaussian observations．These we approximated by the Box－Muller algorithm（described in Yakowitz （1977））using the CDC random number generator RANF．

In Table 2.2 ，we report the results of applying the kriging method with exponential variogram to 50 uniformly chosen domain points from the domain $X=[0,1]$ ．（RANF was used to obtain these ooints also．）In the first listing，we give the approximation at eight equidistant domain points，of the kriging algorithm in which the exponential parameter has been set to its correct value．This is，therefore，kriging under the ideal conditions of the variogram belng known．In the second exponentlal listing，the variogram parameters $a$ and $w$ were obtained by least－squares fit according to current practace．In Table 2.3 ，we have repeated the calculations， but Gaussian noise $n\left(x_{1}\right)$ ，with standard deviation $\sigma=0.5$ ，was added to each value $f\left(x_{1}\right)$ ．In Table 2．3，we have repeated the calcualtions， using exactly the same $\left(X_{1}, y_{1}\right)$ sample values as in the construction for Taple 2．2，but here we have assumed that the varıogram is spherical（the parameters again being calibrated by a least squares procedure）．Also，we have applied the same simulated data to the Watson nonparametric regression method．

One will notice that in all cases, the estimatıon capabilıtıes exhibited by the various rules are quite comparable. Interestingly enough, the spherical varioqram is also competitive, even though the model is wrong. But, esoecially in the noisy case, the spherical rule is much less accurate than the other rules in approximating the errors.

Deihomne $\{1979$ ) has claimed that classical function interpolation and appioximacion methods are not effective with intrinsic random functions. Our experience with cubic splines, Lagrange interpolation, and least squares approxmation concurs with this assessment. In Table 2.4 , we present the estimates obtained from using the IMSL cublc spline package on the data points used for calculations in the preceding tables.

We applied the kriglng integration algorithm to the function $f(x)$ which has served as basis for the calculations reported in the preceding tables. The same data pairs $\left\{\left(x_{1}, y_{i}\right)\right\}$ were used. The results of the antegration estimation studies are summarized in Table 2.5 below.

| DOMAIN |  | OREDICMED | EXPECTED |
| :---: | :---: | :---: | :---: |
| POINT | TRUE VALUE | VALUES | ERROR |
| $X^{*}$ | $E\left(X^{*}\right)$ | $\mathrm{E}_{50}\left(X^{*}\right)$ | $E\left(\left(E\left(X^{*}\right)-f_{50}\left(X^{*}\right)\right)^{2}\right]^{1 / 2}$ |

```

```

\sigma = 0, Exponentıal Covariogram, a = 1/25

```
```

\sigma = 0, Exponentıal Covariogram, a = 1/25

```

```

$\sigma=0$, Exponential Covariogram, Calıbrated a

```

```

$s=0.5$, Exponentıal Covariogram, $a=1 / 25$

```

```

$c=0.5$, Exponential Covariogram, Calibrated a
TABLE 2.2
RANDOM FUNCTION ESTIMATES, I

```
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\section*{ABSTRACT}

Laplacian smoothing splines, smoothing splines on the sphere and smoothing pseudo splines on the sphere are presented. The method of generalized cross validation to choose the smoothing parameter is described. An application of these methods to estimate divergence and vorticity of the atmosphere from wind speed and wind direction is provided.
1. Introduction

This report portrays the status of current research into a meteorological application which involves the use of multidimensional smoothing splines. Aspects of meteorology, theoretical and applied mathematics, statistics, numerical analysis and computer science are involved in the analysis. A more detailed dissertation involving this problem is provided in Wahba and Wendelberger (1980), Wendelberger (1981) and Wendelberger (1982). The relevance to problems encountered in remote sensing are mentioned in a very general way throughout. Research topics involving the application of multidimensional smoothing splines are provided.

To review the work being done in this area there are sections about Laplacian smoothing splines, smoothing pseudo splines on the sphere and the method of generalized cross validation. These three sections are followed by one which involves the analysis of meteorological data which is of the type which may be encountered in the application of remote sensing. The last section proposes some future research areas.

\section*{2. The Laplacian Smoothing Spline}

A Laplacian smoothing spline (LSS) is a function defined from Euclidean d-space, \(R d\), to \(R\) which arises as the estimate from the statistical model peresente below. The term model is meant in the broad sense of Box (1981). In that sense we tentatively entertain the assumptions, provide a solution using the data and then check the validity of the assumptions. In this section we present the assumptions which this model entertains and provide a solution using the data. The question of model validity will not be dealt with here.

In the model, the data \(z_{i} \varepsilon R, i=1, \ldots, N\) consist of \(a\) fixed component and a random component. The fixed (or signal) component, kif, in its most general
form, is a continuous linear functional \(L_{i}, i=1, \ldots, N\), of a function \(f \varepsilon X, X\) the appropriate Sobolev space, Adams (1975), to R. The random (or noise) component ef \(\varepsilon R\) satisfies
\(E e_{i}=0, i=1, \ldots, N, \quad 2.1\)
\(E e_{i}^{2}=\operatorname{Var} e j=\sigma^{2}{ }_{c}{ }^{2}, i=1, \ldots, N\), 2.2
for \(\sigma 2, \sigma_{j} 2\), constants with \(\sigma 2\) unknown, oi \({ }^{2}\) known and the
ei, \(i=1, \ldots, N\) are independent. 2.3
In 2.1 and 2.2 E means mathematical expectation with respect to the error distribution of ei. In 2.2 the oi are known weights which should be thought of as relative measurement error variances. The fixed and random components are additive;
\(z_{i}=L_{i f}+e_{i}, i=1, \ldots, N\).

We concern ourseives here with the evaluation functionals, \(L_{i f}=f\left(t_{i}\right)\), where \(t_{i} \in R^{d}, i=1, \ldots, N\) and the \(t_{i}\) are considered to be known without error. Then 2.4 becomes
\[
z_{i}=f(t i)+e i, i=1, \ldots, N_{c}
\]

Applications of remote sensing may involve continuous linear func ionals other than the evaluation functionals. For a further discussion of the use of general continuous linear functionals see Wahba and Wendelberger (1980).

To recover an estimate of \(f \varepsilon x\), say \(g\), from the observations \(z=\) \(\left(z_{1}, \ldots, z_{N}\right)^{\top}\) we require that \(f\) be smooth. By smooth it is meant that \(J_{m}(f)\) is small where

for \(M^{\prime}=\binom{m+d-1}{d-1}, t=\left(t_{1}, \ldots, t d\right)^{T}\) and the \(\alpha_{1, v}, \ldots, a_{d}, v\) are the \(M^{\prime}\) unique combinations of \(\{0,1, \ldots, m\}\) such that \(\alpha_{1, v}+\ldots+\alpha_{d, v}=m\) ．The smoothness function is incuced by the Sobolev space \(X\) of which \(f\) is a member．

Besides being smooth \(f\) should also be close to the data．To measure closeness define
\[
c(f)=\sum_{i=1}^{N}\left(\left[f\left(t_{i}\right)-z_{i}\right] / \sigma_{i}\right)^{2}
\]

As defined here closeness and smoothness are conflicting criterea．To measure the tradeoff between the two we introduce the parameter \(\lambda\) ．The choice of \(\lambda\) will be discussed in section 4．The estimate \(g\) of \(f\) is chosen as the minimiz－ er of
\[
c(f)+\lambda J_{m}(f)
\]

The minimizer of 2.8 can be shown to be of the form
\[
g(t)=\sum_{i=1}^{N} c_{i n}\left(t, t_{i}\right)+\sum_{v=1}^{M} d v \phi v(t)
\]
where
\[
\begin{aligned}
& \phi_{v}(t)=\text { the } M \text { polynomials of cotal degree less } \\
& \text { m-1 } \\
& \text { than } m \text { which span } P_{d}, \quad 2.10 \\
& M=\binom{d+m-1}{d}, \quad 2.11 \\
& p_{d}^{m-1}=\text { the space of all polynomials of total degree } \\
& \text { less than } m \text {, } \\
& c=\left(c_{1}, \ldots, c_{N}\right)^{\top}, d=\left(d_{1, \ldots, d M}\right)^{\top} \text { are constants which arise is the solu- }
\end{aligned}
\] tion to the linear system
\[
\left(K+N \lambda D_{\sigma}{ }^{2}\right) c+T d=Z
\]
and
\[
T_{C}=0
\]
where \(D_{\sigma}{ }^{2}=\operatorname{diag}\left(\sigma_{1}^{2}, \ldots, \sigma N^{2}\right)\) and the \(N\) by \(N\) matrix \(K\) and \(N\) by \(M\) matrix \(T\) depend only on \(t_{f}, i=1, \ldots, N\) and \(J_{m}(\cdot)\).

The estimate \(g\) along with the assumptions stated in this section and those made in section 4 involving the choice of \(\lambda\) constitute the Laplacian smoothing spline model.

The Laplacian smoothing spline is given by 9 in 2.9. In remote sensing applications which involve a small section of a sphere (the earth), the Laplacian smoothing spline is appropriate. However, for applications which
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\section*{ABSTRACT}

Laplacian smoothing splines, smcothing splines on the sphere and smoothing pseudo splines on the sphere are presented. The method of generalized cross validation to choose the smoothing parameter is described. An application of these methods to estimate divergence and vorticity of the atmosphere from wind speed and wind direction is provided.

\section*{1. Introduction}

This report portrays the status of current research into a meteorological application which involves the use of multidimensional smoothing splines. Aspects of meteorology, theoretical and applied mathematics, statistics, numerical analysis and computer science are involved in the analysis. A more detailed dissertation involving this problem is provided in Wahba and Wendelberger (1980), Wendelberger (1981) and Wendelberger (1982). The relevance to problems encountered in remote sensing are mentioned in a very general way throughout. Research topics involving the application of multidimensional smoothing splines are provided.

To review the work being done in this area there are sections about Laplacian smoothing splines, smoothing pseudo splines on the sphere and the method of generalized cross validation. These three sections are followed by one which involves the analysis of meteorological data which is of the type which may be encountered in the application of remote sensing. The last section proposes some future research areas.

\section*{2. The Laplacian Smoothing Spline}

A Laplacian smoothing spline (LSS) is a function defined from Euclidean d-space, \(R\), to \(R\) which arises as the estimate from the statistical model presented below. The term model is meant in the broad sense of Box (1981). In that sense we tentatively entertain the assumptions, provide a solution using the data and then check the validity of the assumptions. In this section we present the assumptious which this model entertains and provide a solution using the data. The question of model validity will not be dealt with here.

In the model, the data \(z_{i} \in R, i=1, \ldots, N\) consist of a fixed component and a random component. The fixed (or signal) component, Lif, in its most general
form, is a continuous linear functional \(L_{i}, i=1, \ldots, N\), of a function \(f\) e \(X\), \(X\) the appropriate Sobolev space, Adams (1975), to \(R\). The random (or noise) component \(e_{f} \in R\) satisfies
\(E e_{\mathfrak{i}}=0, i=1, \ldots, N\),
2.1
\(E e_{i}{ }^{2}=\operatorname{Var} e_{i}=\sigma^{2} \sigma_{i} 2, i=1, \ldots, N\),
2.2
for \(\sigma 2, \sigma_{i} 2\), constants with \(\sigma 2\) unknown, \(\sigma i^{2}\) known and the
\(\mathbf{e}_{\mathrm{i}}, \mathrm{i}=1, \ldots, \mathrm{~N}\) are independent.
2.3

In 2.1 and 2.2 E means mathematical expectation with respect to the error distribution of \(e_{i}\). In 2.2 the of are known weights which should be thought of as relative measurement error variances. The fixed and random components are additive;
\[
z_{i}=L_{i} f+e_{i}, i=1, \ldots, N
\]

We concern ourselves here with the evaluation functionals, \(L_{i} f=f\left(t_{i}\right)\), where \(t_{i} \varepsilon R^{d}, i=1, \ldots, N\) and the \(t_{i}\) are considered to be known without error. Then 2.4 becomes
\[
z_{i}=f\left(t_{i}\right)+e_{i}, i=1, \ldots, N
\]

Applications of remote sensing may involve continuous linear functionals other than the evaluation functionals. For a further discussion of the use of general continuous linear functionals see Wahba and Wendelberger (1980).

To recover an estimate of \(f \in X\), say \(g\), from the observations \(z=\) \(\left(z_{1}, \ldots, z_{N}\right)^{\top}\) we require that \(f\) be smooth. By smooth it is meant that \(J_{m}(f)\) is small where

for \(M^{\prime}=\binom{m+d-1}{d-1}, t=\left(t_{1}, \ldots, t_{d}\right)^{T}\) and the \(\alpha_{1}, v, \ldots, \alpha_{d}, v\) are the \(M^{\prime}\) unique combinations of \(\{0,1, \ldots, m\}\) such that \(\alpha_{1, v}+\ldots+\alpha_{d, v}=m\). The smoothness function is induced by the Sobolev space \(X\) of which \(f\) is a member. Besides being smooth \(f\) should also be close to the data. To measure closeness define
\[
c(f)=\sum_{i=1}^{N}\left(\left[f\left(t_{i}\right)-z_{i}\right] / \sigma_{i}\right)^{2}
\]

As defined here closeness and smoothness are conflicting criterea. To measure the tradeoff between the two we introduce the parameter \(\lambda\). The choice of \(\lambda\) will be discussed in section 4. The estimate \(g\) of \(f\) is chosen as the minimizer of
\[
C(f)+\lambda \nu_{m}(f) .
\]

The minimizer of 2.8 can be shown to be of tile form
\[
g(t)=\sum_{i=1}^{N} c_{i n}\left(t, t_{i}\right)+\sum_{v=1}^{M} d_{v \phi v}(t)
\]
where
 tion to the linear system
\[
\left(K+N \lambda D_{\sigma}{ }^{2}\right) c+T d=Z
\]
and
\(T_{C}=0\)
where \(D_{\sigma}{ }^{2}=\operatorname{diag}\left(\sigma_{1}{ }^{2}, \ldots, \sigma N^{2}\right)\) and the \(N\) by \(N\) matrix \(K\) and \(N\) by \(M\) matrix \(T\) depend only on \(t_{i}, i=1, \ldots, N\) and \(J_{m}(\cdot)\).

The estimate \(g\) along with the assumptions stated in this section and those made in section 4 involving the choice of \(\lambda\) constitute the Laplacian smoothing spline model.

The Laplacian smoothing spline is given by 3 in 2.9. In remote sensing applications which involve a small section of a sphere (the earth), the Laplacian smoothing spline is appropriate. However, for applications which
involve a large area of a sphere we require splines which have the surface of the sphere, rather than \(\mathbb{R d}^{d}\), as their domai:l. These splines are developed in the next section.
3. Smoothing Splines on the Sphere

Smoothing splines on the sphere, as investigated by Wahba (1981), are developed both as an extension of one dimensional periodic polynomial splines and as a restriction of three dimensional thin plate (Laplacian) smoothing splines to the surface of the sphere. The derivation of smoothing splines on the sphere parallels that of Laplacian smoothing splines. In this section we provide the modifications of section 2 which are required to obtain smoothing splines on the sphere.

The first modification is that the independent variable space, \(\mathrm{R}^{d}\), is replaced by the surface of the sphere, \(S\). This means that the \(t_{i}\) in 2.5 become \(t_{i} \in S, i=1, \ldots\), N. In particular \(t_{i}=(\phi i, \lambda i)^{\top}\), \(\phi_{i}=\) latitude and \(\lambda_{i}=\) longitude, \(i=1, \ldots, N\).

The second modification is that in \(2.11 \mathrm{M}=1\). This means in 2.9 and 2.10 there is only one polynomial \(\phi_{1}(t)=1\). Intuitively, this arises because of the necessity of having a periodic solution.

The third modification is that \(\mathrm{J}_{\mathrm{m}}(\cdot)\) in 2.6 is replaced by \(\mathrm{Km}_{\mathrm{m}}(\cdot)\). \(\mathrm{Km}_{\mathrm{m}}(\cdot)\) is a restriction of \(\mathrm{J}_{\mathrm{m}}(\cdot)\) to S . For the specific form of \(\mathrm{Km}(\cdot)\) see Hahba (1981).

The förth modification is that \(\eta_{J_{m}}\left(t, t_{i}\right)\) both in 2.9 and in the definition of \(K\) in 2.12 is replaced by
\[
{\underset{K}{m}}\left(t, t_{1}\right)=\sum_{v=1}^{\infty} \frac{2 v+1}{v^{m}(v+1)^{m}} \quad P_{v}\left(\cos \left(A\left(t, t_{i}\right)\right)\right),
\]
where \(\cos \left(A\left(t, t_{i}\right)\right)\) equals the cosine of the angle between \(t\) and \(t_{i}\). Also, \(P_{v}(\cdot)\) is the \(v-t h\) Legendre ploynomial.

Modifications one through four provide the smoothing spline on the sphere wifich is given analogously to 2.9 as
\[
h(t)=\sum_{i=1}^{N} c_{i \eta_{K_{m}}}\left(t, t_{i}\right)+d_{1}, m=2,3, \ldots .
\]

To obtain and evaluate the smoothing spline on the sphere, 3.1 must be evaluated. Wahba (1981) notes that the series given in 3.1 cannot be express. ed in terms of elementary functions. To compute smoothing splines on the sphere, the accurate and fast evaluation of 3.1 is necessary. To alleviate the difficulties which this entails, she derives smoothing pseudo splines on the sphere.

To obtain these splines \(K_{m}(\cdot)\) is replaced by a topologically equivalent norm \(\mathrm{L}_{\mathrm{m}}(\cdot)\). In both 3.1 and \(3.2 \mathrm{Km}(\cdot)\) is replaced by \(\mathrm{Lm}_{\mathrm{m}}(\cdot)\), with specific expressions for \(\eta_{L_{m}}\left(t_{1} t_{i}\right)\) given in Wahba (1981). For illustrative purposes we provide for \(m=2\)
\(n_{L_{2}}\left(t, t_{i}\right)=\ln \left(1+(2 /(1-z))^{1} /^{2}\right)\left[3 z^{2}-2 z-1\right] / 2\)
\[
-6[(1-z) / 2]^{3} /^{2}+2-3 z / 2
\]
with \(z=\cos \left(A\left(t, t_{i}\right)\right)\). The smoothing pseudo spline on the sphere is thus easily computed by using expressions like 3.3 to obtain \(\boldsymbol{n}_{L_{m}}\left(t, t_{1}\right)\).

\section*{4. Generalized Cross Validation}

In applications the smoothing parameter \(\lambda\) is unknown. To determine an estimate of this parameter, Craven and Wahba (1979) and Golub, Heath and Wahba (1979) have suggested the use of generalized cross validation. To enhance the understanding of this method a short synopsis of its development is given.

The method of cross validation (presented here as related to LSS's) is developed in response to the question: How well may one expect LSS's to predict the true functional value \(f(t)\) at some point \(t\) ?

Simple cross valıdation (SCV) suggests predicting the true functional values of data different from that used in the analysis to assess this predictive ability. In SCV's simplest form this entails dividing the sample into two pieces of similar size, using one section for optimization and the other for testing. In addition, in order to gain more informatio. from the data, the two pieces may be interchanged and the optimization and testing performed on each.

SCV is alright if there is an ample supply of data so that halving or doubling the data has little effect on the quality of the estimator. To lessen this effect Mosteller and Tukey (1968) propose single cross validation (1CV): (called ordinary cross validation by Wahba (1979)), which is described suitably by them as follows:
"Suppose that we set aside one individual case, optimize for what is left, then test. on the set-aside case. Repeating this for every case squeezes the data almost dry. If we have to go through the full optimization calculation every time, the extra computation may be hard to face. Occasionally, one can easily calculate, either exactly or to an adequate approximation, what the effect of dropping a specific and very small part
of the data will be on the optimized result. This adjusted optimized re. suit can then be compared with the values for the omitted individual. That is, we make ore optimization for all the data, followed by one repetition per case nf a much simpler calculation, a calculation of the effect of dropping each individual, followed by one test of that individual. When practical, this approach is attractive."
To describe 1 CV mathematically we require some notation. Let \(f_{\lambda}{ }^{(j)}\) be the solution to the minimization of 2.8 with the \(j\) th point removed from the (j) analysis. Similarly, \(D_{\sigma}\) is the \(N-1\) by \(N-1\) matrix composed of \(D_{\sigma}\) with its j-th row and column removed. To "test on the set aside case" we require that (j) \(\left[\left(f_{\lambda}\left(t_{j}\right)-z_{j}\right) / \sigma_{j}\right]^{2}\) be small. "Repeating this for every case" and averaging to yield an overall test gives
\[
v_{m}^{0}(\lambda)=(1 / N) \sum_{j=1}^{N}\left[\left(f_{\lambda}^{(j)}\left(t_{j}\right)-z_{j}\right) / \sigma_{j}\right]^{2}
\]

ICV uses the \(\lambda\) which minimizes \(V_{m}{ }^{0}(\lambda)\), Wahba and Wold (1975).
To minimize \(V_{m}{ }^{0}(\lambda)\) directly is not a trivial computational matter. For each proposed value of \(\lambda\) a system of the form 2.12 and 2.13 (of order \(\mathrm{N}+\mathrm{M}-1\) instead of \(N+M\) ) must be solved for each of the \(N\) values left out of the analsis. This entails solving a linear system of order \(N+M-1 N\) times! As noted earlier, "if we have to go through the full optimization calculation every time, the extra computation may be hard to face." Following the idea of Hosteler and Tukey we seek a computational simplification for the minimizer of \(V_{m}{ }^{0}(\lambda)\).

The simplified form for ICV was first noted by Craven and Wahba (1979), Golub, Heath and Wahba (1979) and given in a slightly more general form in Wahba and Wendelberger (1980). The ICV function may be written
\[
\left.v_{m}{ }^{0}(\lambda)=(1 / N) \sum_{j=1}^{N}\left[f_{\lambda}\left(t_{j}\right)-z_{j}\right) /\left(\sigma_{j}\left(1-a_{j j}(\lambda)\right)\right)\right]^{2}
\]
\(\mathrm{a}_{\mathrm{jj}}(\lambda)\) is the \(\mathrm{j}^{\text {th }}\) diagonal element of \(\mathrm{A}_{\mathrm{m}}(\lambda)\) which is defined by
\[
A_{m}(\lambda) z=\left[\begin{array}{c}
f_{\lambda}\left(t_{1}\right) \\
\vdots \\
f_{\lambda}\left(t_{N}\right)
\end{array}\right]
\]
where \(g\) is the solution of 2.8. \(A_{m}(\lambda)\) may be thought of as mapping the vector \(z\) into the smoorhed values.

In this form "we make one optimization for all the data" by calculating \(g\) which is then "followed by one repetition per case of a mich simpler calculation, a calculation of the effect of dropping each individual." Here find \(a_{j j}(\lambda)\) and use (4.2).

Evaluation of this formulation of \(v_{m}{ }^{0}(\lambda)\) involves solving a linear system of size \(N+M\) te find \(g\) and one of size \(N\) to find \(a_{j j}(\lambda)\). This is a considerable improvement over using 4.1 directly. Because of a
mathematical simplification the amount of computation needed to minimize \(V_{m}{ }^{0}(\lambda)\) can be substantially reduced. From a practical point of view this makes the use of cross validation very attractive.

When applying cross validation to problems other than LSS's, this last step of finding "what the effect of dropping a specific and very small part of the data will be on the optimized result" is very important and should net be overiooked. In fact, this step often makes cross validation computationally feasible, whereas, without this insight it may be impractical.

Finding the minimizer of \(V_{m}{ }^{0}(\lambda)\) requires evaluation of \(V_{m}{ }^{0}(\lambda)\) at different values of \(\lambda\) as determined by a search routine. Hence, although the minimization is possible, we need to repeatedly solve larce linear sysiems with the number of soluti., times being a function of the search routine employed.

In \(v_{m}{ }^{0}(\lambda)\) of 4.1 each deviation of \(f_{\lambda}{ }^{(i)}\left(t_{i}\right)\) from the observed value \(z_{i}\) is treated symmetrically. This choice is arbitrary and is chosen for simplicity. A more general approach is to weight each term of 4.1 or equivalently 4.2 to yield
\[
V_{m}\left(f_{\lambda}\right)=(1 / N)_{i=1}^{N} W_{i}\left[\left(f_{\lambda}\left(t_{i}\right)-z_{i}\right) /\left(\sigma_{i}(1-a i j(\lambda))\right)\right]^{2} .
\]
\[
4.3
\]

Before discussing the choice of these weights, the following definition is needed.

Definition:
\[
R_{m}(\lambda)=E(1 / N) \sum_{i=1}^{N}\left[\left(f\left(t_{i}\right)-g\left(t_{i}\right)\right) / \sigma_{1}\right]^{2}
\]
is the expected weighted (by \(\sigma_{i}\) ) mean squared error between the true function \((f)\) and the spline ( \(g\) ) evaluated at the independent variables ( \(t_{1}\) ). E denotes mathematical expectation with respect to the error distribution of the random errors as described in the model of Section 2.

If we want \(R_{m}(\lambda)\) to be small, then the generalized cross validation value of \(\lambda\) should be used as the smoothing parameter value. Using 1 CV as motivation Craven and Wahba (1979) and Golub, Heath and Wahba (1979) have shown that the \(\lambda\) which minimizes \(V_{m}(\lambda)\) with weights
\[
H_{i}=\left(1-a_{i 1}(\lambda)\right)^{2} /\left(1-N-1 \sum_{j=1}^{N} a_{j J}(\lambda)\right)^{2}
\]
is an estimate of the \(\lambda\) which minimizes \(R_{m}(\lambda)\). Using these weights in 4.3 gives the generalied cross validation iunction (GCVF)
\[
V_{m}(\lambda)=(1 / N) \sum_{i=1}^{N}\left[\left(g\left(t_{i}\right)-2 i\right) /\left(\sigma_{i}\left(1-N_{j=1}^{-1} \sum_{j=i}^{N} a_{j j}(i)\right)\right)\right]^{2}
\]

The minimizer of 4.4 is called the GCV estimate of \(\lambda\).
The GCVF can be rewritten as
\[
V_{m}(\lambda)=(1 / N)\left\|D_{\sigma}^{-1}\left(I-A_{n}(\lambda)\right) z\right\|^{2} /\left((1 / N) \operatorname{Tr}\left(1-A_{m}(\lambda)\right)\right)^{2}, 4.5
\]
where \(\operatorname{Tr}\) is the trace,
Wanba (1981) has proposed
\(\left.\sigma_{e}^{2}=\left\|D \sigma^{-1}\left(I-A_{m}(\lambda)\right) z\right\| \|^{2} / \operatorname{Tri} I-A_{m}(\lambda)\right)\)
4.6
as an estimate of the error variance \(\sigma^{2}\). This leads us to consider \(d f_{e}=\) \(\operatorname{Tr}\left(1-A_{m}(\lambda)\right)\) as the equivalent wegrees of freedom of error Wahba (1982). Using these notions we rewrite the GCVF as
\(V_{m}(\lambda)=N \sigma_{e}{ }^{2} / d f_{e}\). 4.7

The method of GCV may be viewed as minimizing the estimated error variance per error equivalent degrees of freedom.
5. Estimation of Height, Wind, Divergence and Vorticity

In this section we provide a preliminary report of the anaiysis of some meteorological data. For a discussion of the analysis of Nonte Carlo experiments using Lapiacian smoothing splines see Wendelberger (1981) and Wahba and Wendelterger (1930). The data to be analysed are obtained from the irregularly spaced North American radiosonde network during the Ohio storm of 002 January \(25,1978\).

The height, \(h_{i}\), wind speed and wind direction are reported with measurement error at the \(850,700,500,400,300,250,200,150\) and 100 mb pressure levels. To analyse the wind the \(u_{i}\) (east) component and the \(v_{i}\) (north) component are obtained from the wind speed and wind direction measurements, Using those stations and levels for which all three components, ( \(h_{i}, u_{i}, v_{i}\) ) are obtained yields \(112,117,116,116,113,114,109,108\) and 93 observations, respectively, for each pressure level.

Using the Laplacian smoothing spline model the method of sections 2 and 4 with \(m=4\) provides three fitted surfaces \(h_{p}\), \(u_{p}\) and \(v_{p}\) for each pressure level p. Figure 1 provides the height field, \(h_{p}\), for \(p=850,500\) and 200 mb . The synoptic patterns are in general agreement with the National Meteorological Center's analysis. Figure 2 gives the isotachs and streamlines for \(u_{p}\) and \(v_{p}\) with \(p=850,500\) and 200 mb . The isotachs are levels of constant wind speed and the streamlines denote the wind direction.

The vorticity, \(V\), and horizontal divergence, \(D\), may be obtained from
\[
V=[(\partial v / \partial \lambda) / \cos \phi-\partial u / \partial \phi+u \cdot \tan \phi] / R
\]
and
\[
D=[(\partial u / \partial \lambda) / \cos \phi-\partial v / \partial \phi-v \cdot \tan \phi] / R
\]
where \(R\) is the radius of the earth, \(\phi=\) latitude and \(\lambda=\) longitude. Figure 3 is obtained from 5.1 and 5.2 using \(u_{p}\) and \(v_{p}\) for \(p=850,500\) and 200 mb . The 500 mb varticity pattern is in excellent agreement with the National Meteorological Center's analysis which is unavailable for comparison at the other levels.


Figure 1: Height Fields, \(X 10\) meters


Figure 2: Isotachs ( \(n / s e c\) ) and streamlines.


Figure 3 : Vorticity and divergence, \(\times 10^{-5} / \mathrm{sec}\).

The results presented here will be supplemented with estimates of the accuracy of these fields by the method presented in Wahba (1981). The smoothing pseudo splines on the sphere will be employed to obtain \(h, u, v\) and the re. sulting divergence and vorticity estimates.
6. Further Research

In this section we list some further research ideas.
The current computational method used for Laplacian smoothing splines requires a spectral decomposition of an N-M by N-M matrix, Wendelberger (1981). It seems likely that the calculation of all \(\mathrm{N}-\mathrm{M}\) of the eigenvalues and eigenvectors is unnecessary. An algorithm which determines how many eigenvalues are needed would be extremely useful; then a truncation algorithm could be obtained to compute the spline, Bates and Wahba (1982).

Often, given \(N\) observations for which the analysis has been performed, we may need to update or downdate this set of observations by the inclusion or exclusion of a single observation. An algorithm which does not require the spectral decomposition to be performed on the new \(N-M+1\) by \(N-M+1\) or \(N-M-1\) by N-M-1 matrix would be very valuable. We could then generalize
this to updating ans downdating by a small number of points. The usefulness of this type of algorithm is very apparent in the example provided in section 5.

In remote sensing applications different continuous linear functionals Li will be required. These need to be identified and their fast and accurate computational algorithms need to be designed. For a specific example see Nychika (1983).

In remote sensing applications, experiments need to be designed which will demonstrate the utility of smoothing splines. These will include Monte

Carlo runs with data similar to that obtained in practice and confidence statements about the estimates obtained.

Methods to check the validity of model assumptions must be devised. A probability plot of the residuals is one such method, see Hendelberger (1981) and Wendelberger (1982).
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ABSTRACT
Laplacian Smoothing Splines (LSS) are presented as generalizations of graduation, cubic and thin plate splines. The method of generalized cross validation (GCV) to choose the smoothing parameter is described. GCV is used in the algorithm for the computation of LSS's. An outline of a computer program which implements this algorithm is presented along with a description of the use of the program. Examples in one, two and three dimensions demonstrate how to obtain estimates of function values with confidence intervals and estimates of first and second derivatives. Probability plots are used as a diagnostic tool to check for model inadequacy.

\section*{1. Motivation}

A Laplactan smoothing spline (LSS) is a statistical tool used to model a smooth but otherwise unknown function. The fitted spline provides an analytic function which may be utilized to estimate derivatives, integrals or values of the underlying function. For data analysis purposes a graphical display of the fitted spline (or cross sections for multidimensional problems) often provides insight which might otherwise remain masked by the irregularly spaced, multidimensional and "noisy" data. The residuals, which are the observed values of the dependent variable minus the corresponding fitted spline values, may be utilized as an aid in model checking. A probability plot of the residuals provides a vehicle to detect possibly discrepant observations (outliers). With the above ideas as the eventual objective we first elucidate the functional form of the LSS and then describe an algorithm for its computation.

When someone mentions a line, cosine or an exponential we all have a visual image of "feel" for the function in question. Using the following example we hope to provide an intuitive feeling for an LSS.

In one dimension imagine a long, thin, perfectly rigid rod (a line) lying on a frictionless plane with coordinate axes ( \(\mathrm{t}, \mathrm{z}\) ). We represent this rod as a function of \(t\), say \(g(t)\). Assume that we are given \(N\) points in the plane \(\left\{(t, z):(t, z)=\left(t_{i}, z_{i}\right),\{=1, \ldots, N\}\right.\). The \(t_{i}\) are considered to be distinct and known without error. The \(z_{i}\) are measurements of a true but unknown function \(f\) evaluated at \(t_{i}\) plus some "noise" \(e_{i}\). The \(e_{i}\) are independent random variables, each having mean zero and finite variance.

With the previous setup imagine that an ideal spring is attached to data point \(\left(t_{i}, z_{j}\right)\) and to the rod \(\left(t_{j}, g\left(t_{j}\right)\right)\) for each \(i, i=1, \ldots, N\). This fixes the springs to remain parallel to the ordinate axis. What position will the rod \(g(t)\) assume?

Physics provides a means to answer this question. The rod will assume the position which minimizes the energy of the springs. The energy of an ideal spring is equal to some positive constant \(k\), (called the spring constant) times the square of the length it is stretched. Thus the cumulative energy of the \(N\) springs is
\(N\)
\(\sum_{i=1}^{N} k_{i}\left(z_{i}-g\left(t_{i}\right)\right)^{2}\).
i=1
This is minimized when \(g\) is the least squares line (frovided we restrict \(g\) to be rigid) therefore the least squares line is the position the rod will assume if \(k_{i}=k_{0}, f=1, \ldots, N, k_{0}\) sorie constant. If the \(k_{i}\) are not all equal then the rod will assume the position of the weighted least squares line. Notice that this spring idea provides an intuitive explanation for minimizing the residual sum of squares in regression.

The situation is analogous in two dimensions: a thin plate of infinite rigidity (not bendable) would assume the position of the least squares plane. The situation in three dimensions, although not as easy to visuzlize, is analogous. There are further restrictions on the \(t_{i}\) which are rigorously given in (2.6).

We have thus far assumed that the rod is rigid. This is not necessary and miay not be a good representation of the physical phenomenon under
consideration. So we relax the rigidity assumption and assume that the rod is flexible. If zero energy were required to flex the rod then the minimum energy position which the rod would assume is that of a function of interpolaiion. Since the residuals are zero, this configuration has zero energy and thus is a minimum. By this explanation it is readily seen that the function thus obtained is not unique. This anomaly will be alleviated by requiring energy to flex the rod.

Consider the more realistic case where the roi is flexible and takes energy to flex. The spring of a diving board is testimony to ihis. Note that the bending energy of a rod is \(\left(\rho / \sigma^{2}\right) \mathrm{J}_{2}(g)\), where \(\rho / \sigma^{2}\) is a constant and
\(J_{2}(g)=\int_{-\infty}^{\infty}\left[g^{(2)}(x)\right]^{2} d x\).
Therefore the bending energy is proportional to curvature which may be measured as \(\mathrm{J}_{2}(\mathrm{~g})\) in (1.1).

To fint the position which the rod will assume under these conditions is equivalent to finding the function \(g\) which will minimize the total energy of the system
\[
\sum_{i=1}^{N} k_{i}\left(z_{i}-g\left(t_{i}\right)\right)^{2}+\left(\rho / \sigma^{2}\right) J_{2}(g)
\]
or equivalently the minimizer of
\((1 / N) \sum_{i=1}^{K} \sigma^{2} k_{i}\left(z_{1}-g\left(t_{i}\right)\right)^{2}+(p / N) J_{2}(g)\).
The function from a certain class of functions, \(x\), which minfimizes (1.3) can be shown to be a precewise cubic spline. The function space \(X\) is
rigorously defined in Wahba and Wendelbergar (1980). Here \(X\) should be thought of as a space of smooth functions which map \(R^{d}\) into \(R^{1}\). There is much literature about cubic splines in one dimension. To this author's knowledge the earliest work on LSS's is that of Schoenberg (1964); other important work on splines is given in Craven and Wahba (1979), Duchon (1976), Prenter (1975), and Reinsch (1967).

The one dimensional case generalizes to two dimensions. In two dimensions the splines are called thin plate splines because of the analogy of minimizing the energy of a thin plate of infinite extent. The earliest suggested application of thin plate smoothing splines seems to have been by Harder and Desmarais (1972). They suggested that spring forces may be applied at the points of interpolation. This inspired the spring analogy given here. This spring concept is equivalent to LSS's in either one or two dimensions (with m=2 in (2.1)). Much recent work on LSS's has been done by Wahba (see Wahba (1979) and the references cited there).

In two dimensions \(\mathrm{J}_{2}(\mathrm{~g})\) becomes
\[
\begin{equation*}
J_{2}(g)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \sum_{v=0}^{2}\left(\frac{2}{v}\right)\left[\frac{\partial^{2} g\left(x_{1}, x_{2}\right)}{\partial x_{1} v \partial x_{2}^{2-v}}\right]^{2} d x_{1} d x_{2} . \tag{1.4}
\end{equation*}
\]
\(J_{2}(g)\) is proportional to the bending energy of a thin plate (under simplifying assumptions); for details see liernguet (1979). However, in two diliensions the solution is no longer a plecewise cubtc but rather takes the form
\[
\begin{equation*}
g(t)=\sum_{i=1}^{N} c_{1}^{\prime} \tau_{i}{ }^{2} \ln \left(\tau_{i}\right)+d_{0}+d_{1} x_{1}+d_{2} x_{2}, \tag{1.5}
\end{equation*}
\]
where \(\tau_{1}\) is the Eucildean distance between \(\underline{t}_{-}\)and \(\underline{t}_{1}\), that is \(\tau_{i}{ }^{2}=\left|\underline{t}-t_{1}\right|^{2}\)
```
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``` \(t=\left(x_{1}, x_{2}\right) ; c_{i}{ }^{\prime}\) and \(d_{v}\) are constants, \(1=1, \ldots, N, v=0,1,2\).
To aid in understanding (1.5) the function \(\tau_{0}{ }^{2} \ln \left(\tau_{0}\right)\) is plotted in Figure 1.1 for \(t_{0}=(0,0)\) and \(x_{2}=0\). Rotation of this function around the ordinate axis and centering at the point \(t_{i}\) will produce the radially symmetric function \(\tau_{i}{ }^{2} \ln \left(\tau_{i}\right)\). Using (1.5) an LSS is seen to be composed of a linear combination of these radially symmetric functions plus a plane. The plane has zeru bending energy but generally does have nonzero spring energy. Linear combinations of the radially symmetric functions can be forced to interpolate the points and hence may have ze-o spring energy but generally have nonzero bending energy. This tradeoff between bending and spring energy, or smoothness and infidelity to the data (terminology of Wahba (1979)), leads one to consider the minimization problem of Section 2 as a generalization of these ideas. The one and two dimension examples with \(m=2\) are special cases of this generalization.
He see that the motivation for one and two dimensional LSS's is quite simple (at least for \(m=2\) ). Attach springs to the data points, constrain them to lie perpendicular to the independent variable space \(\mathrm{R}^{d}\), then let the curve or surriace conform by simple bending to the minimum energy configuration.
The Laplacian smoothing spline was suggested by Duchon (1976) as a multidimensional generalization of the thin plate (or "plaques minces"), d=2, interpolating spline. An LSS is also a multivariate generalization of the one dimensional, d=1, "graduation' spline of Schoenberg (1964). Furthermore, the "graduation" spline is a generalization of the familiar cubic smoothing
```



Figure 1.1: $T_{0}$ vs. $\tau_{0}{ }^{2} \ln \tau_{0}$.


## 2. Characterization

Let $z_{i}=f\left(t_{i}\right)+e_{i}, i=1, \ldots, N$. The $t_{i} E R^{d}$ are known exactly. We assume that the function $f$ is smooth but otherwise unknown. By smooth it is meant that the function is well approximated by a function $g e x ; x$ is rigorously defined in Wahba and Kendelberger (1980). $X$ may be thought of as a space of functions which approximate well a large class of functions of which $f$ is a member. The $e_{i}$ are independent, zero mean and finite variance random variables with variance-covariance matrix $\sigma^{2} D_{\sigma}{ }^{2}=\sigma^{2}$ diag $\left(\sigma_{1}{ }^{2}, \ldots, \sigma N^{2}\right)$. Here $\sigma^{2}$ is an unknown constant. For example, if we know that all the variarces are equal then we may take $1.0=\sigma_{1}{ }^{2}=\ldots=\sigma N^{2}$ in what follows. The $\sigma_{i}{ }^{2}$ used here are inversely proportional to the $k_{i}$ of Section 1 , that is, $k_{i}=\left(\jmath \sigma_{j}\right)^{-2}$. The $\sigma_{i}{ }^{2}$ may be thought of as relative weights of the measurement errors $e_{i}$. The $z_{i}$ are observed dependent variables in $R^{1}$ and the corresponding $t_{i}$ are independent variables in $\mathrm{R}^{\mathrm{d}}, 1=1, \ldots, \mathrm{~N}$.

A Laplacian smoothing spline is the function $g$ which is the solution to the problem.

Find $g \varepsilon X, X$ a suitable function space, such that

$$
\begin{equation*}
N^{-1}\left\|D_{\sigma}^{-1}(\underline{z}-\underline{g})\right\|^{2}+(\rho / N) J_{m}(g) \tag{2.1}
\end{equation*}
$$

attains its minimum. Here define

$$
\begin{aligned}
& \underline{z}=\left(z_{1}, \ldots, z N\right)^{\top}, \underline{g}=(g 1, \ldots, g N)^{\top}, g_{\mathfrak{i}}=g(\underline{t} \mathfrak{i}),\left\|D_{\sigma}^{-1}(\underline{z}-\underline{g})\right\|^{2} \\
& =(\underline{z}-g)^{\top} D_{\sigma}{ }^{2}(\underline{z}-\underline{g}), D_{\sigma}{ }^{-1}=\operatorname{diag}\left(\sigma_{1}-1, \ldots, N^{-1}\right) .
\end{aligned}
$$

where superscript $T$ means transpose throughout. Also,

$$
\begin{equation*}
J_{m}(g)=\sum_{v \times 1}^{M^{\prime}} \frac{m!}{a_{1}, v!, \ldots, a_{d}, v!-\infty} \prod_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty}\left[\frac{\partial^{m} g(t)}{\partial x_{1} a_{1}, v, \ldots, \partial x_{d} a_{d}, v}\right]^{2} d x_{1}, \ldots d x_{d} \tag{2.2}
\end{equation*}
$$
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$t=\left(x_{1}, \ldots, x_{d}\right)^{\top} ; M^{\prime}=\binom{m+d-1}{d-1}$; the $\alpha_{1, v}, \ldots, \alpha_{d, v}$ are the $M^{\prime}$ unique combinations of $\{0,1, \ldots, m\}$ such that $a_{1, v}+\ldots+a_{d, v}=m$.

In the case presented earlier with $d=2$ and $m=2$ we have $M^{\prime}=3$ and $\left(\alpha_{1, v}, \alpha_{2}, v\right)$ takes on the $M^{\prime}$ unique values ( 1,1 ), $(2,0)$ and $(0,2)$. In this case (2.2) reduces to (1.4).

The solution to the minimization problem is unique and given in (2.3).

$$
\begin{equation*}
g(\underline{t})=\sum_{i=1}^{N} c_{i} \theta_{m, d} \tau_{i}^{2 m-d}\left(\ln \tau_{i}\right)^{I_{e}(d)}+\sum_{v=1}^{M} d_{v} \phi_{v}(\underline{t}), \tag{2.3}
\end{equation*}
$$

where $\mathrm{I}_{\mathrm{e}}$ is the indicator function of even integers, that is $\mathrm{I}_{\mathrm{e}}(\mathrm{d})=1$, for d even and $\mathrm{I}_{\mathrm{e}}(\mathrm{d})=0$, for d odd;

$$
\theta_{m, d}=\left(\begin{array}{l}
(-1)^{d / 2+1+m /(2 m-1 \pi d / 2(m-1)!(m-d / 2)!), d \text { even }}  \tag{2.4}\\
r(d / 2-m) /\left(2^{2} m_{\pi} d / 2(m-1)!\right), d \text { odd }
\end{array}\right.
$$

and $\phi_{v}$ are the polynomials of total degree less than $m$,

$$
\begin{equation*}
\phi_{v}(\underline{t})=\phi_{v}\left(x_{1}, \ldots, x_{d}\right)=x_{1}^{p_{1 v}} \ldots x_{d}^{p d v} \tag{2.5}
\end{equation*}
$$

Here the $\phi_{v}$ are unique; $p_{i v}>0,1=1, \ldots, d$ and $p_{1 v}+\ldots+p_{d v}<m, v=1, \ldots, M$, $M=\left({ }^{m+d-1} d\right)$. Define the $M$ by $d$ matrix $P$ to have ivth element piv. Also, $2 \mathrm{~m}-\mathrm{d}>0$ and (2.6) holds.

$$
\begin{equation*}
\sum_{v=1}^{M} \operatorname{adv}_{v v}\left(t_{1}\right)=0, i=1, \ldots, N \text { implies } a_{v}=0, v=1, \ldots, M . \tag{2.6}
\end{equation*}
$$

(Condition (2.6) requires that the matrix $T_{\sigma}$ of Section 5 step (ii) be of rank M.) $\underset{\sim}{c}=\left(c_{1}, \ldots, c_{N}\right)^{\top}$ and $\underset{\sim}{d}=\left(d_{1}, \ldots, d_{N}\right)^{\top}$ are obtained by solving the inear system

$$
\begin{equation*}
\left(K+\rho \sigma^{2} D_{o}^{2}\right) \underline{c}+T \underline{d}=\underline{Z} \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{\underset{\sim}{c}}=0 . \tag{2.8}
\end{equation*}
$$

In (2.7) K is the N by N matrix with ij th element $\theta_{m, d} \tau_{i j}{ }^{2 m-d}\left(\ln \left(\tau_{i j}\right)\right) I_{e}(d)$. In (2.7) and (2.8) $T$ is the $N$ by $M$ matrix with ivth element $\phi_{v}\left(t_{i}\right)$. In (2.7) $D_{\sigma}{ }^{2}$ is the $N$ by $N$ diagnal matrix with $i i^{\text {th }}$ entry $\sigma_{i}{ }^{2} \cdot \sigma^{2}$ is an unknown proportionality constant which along with $\rho$ is absorbed into $\lambda$ using $N \lambda=\rho \sigma^{2}$ to yield (2.9) from (2.7).

$$
\begin{equation*}
\left(K+N \lambda D_{\sigma}{ }^{2}\right) \underline{c}+T d \underline{z} \tag{2.9}
\end{equation*}
$$

The approach of Harder and Desmarais (1972) provides us with a physical interpretation of the parameters at least in the $d=2$ case. $\rho=N \lambda \sigma^{2}$ is the plate "rigidity" which is a constant. The value of $\rho$ depends on the material and the thickness of the plate. The spring constant $k_{j}$ is equal to the reciprocal of the variance or $\left(\sigma \sigma_{j}\right)^{-2}$. The "load" at the $j$ th point is $P_{j}=\rho c_{j}=\left(\sigma_{j}\right)^{-2} r_{j}=k_{j} r_{j}$, where $r_{j}$ is the unnormalized or unscaled residual at that point; i.e., $r_{j}=z_{j}-g\left(t_{j}\right), j=1, \ldots, N$ or $\underline{r}=\underline{z}-K \underline{\sim}-T \underset{\sim}{l}$.

For a discussion of a more general problem and the derivation of the solution the reader is referred to Wahba and wendelberger (1980). We note here that if the $e_{i}$ are not independent but instead have positive definite covariance matrix proportional to $\varepsilon$ then $D_{\sigma}{ }^{2}$ and $D_{\sigma}{ }^{-1}$ are everywhere replaced by $\Sigma$ and the symetric inverse square root $\varepsilon^{-1 / 2}$ to obtain the solution.

To this point we have assumed knowledge of the smoothness parameter $\lambda$. However it is generaliy unknown. Before describing a method to dynamically choose $\lambda$ from the data at land we provide an example to exhibit its influence on the LSS.
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3. Example 1 - Variation of the LSS with $\lambda, d=1$.

A company which makes and repairs small computers wants to forecast the number of service engineers that it will require over the next few years. To do this requires, among other things, knowledge of the length of a service call. The length of a call is a function of the number of components within the computer which must be repaired or replaced. The information in Table 3.1 was collected on 24 service calls; the data are from Chatterjee and Price (1977). We would like to fit a spline to the data in order to forecast the length of a service call.

We fit a spline to the data using the algorithm given in Section 5. The smoothness parameter, $\lambda$, is dynamically chosen from the data using the method of generalized cross validation (GCV). By showing the influence of $\lambda$ on the LSS of this example we hope to provide a clearer understanding of the role of GCV in choosing the smoothness parameter. The results of the following sections will be easier to understand with this example in mind. Exactly what the GCV choice of $\lambda$ is will be presented in Section 4.

Figure 3.1 shows a plot of the data and the corresponding spline for five different values of $\lambda$. Because there are only 24 observations of which only 17 have unique independent variables we should not be surprised if the GCV estimate (to be described in Section 4) of $\lambda$, which is a large simple result, does not perform well. The confidence interyals are calculated using method of Wahba (1981); the formula used for their computation is given in Example 2 of Section 6 .
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TABLE 3.1

EXAMPLE 1 - REPAIR TIMES

## Length of Calls (Minutes)

Units Repaired (Number)

23
29
49
64
74
87
96
97
109
119
149
145
1
1
2
3

154
166
162
174
180
176
179
193
193
195
198
205
20
20520

```
:-: :-: !: :-: !-: ;-: :`: :-: :--:
```




$$
\begin{aligned}
M & =2 \\
\text { LAMBDA } & =.0166
\end{aligned}
$$




Figure 3.1c: Example 1 with $\lambda=.160$, the GCV choice
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Figure 3.1d: Example 1 with $\lambda=16.6$
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Figure 3.1e: Example 1 with $\lambda=\infty$


#### Abstract

Considering the brief explanation of the problem given here the GCV choice of $\lambda$, as used in figure 3.1c, seems reasonable to use in predicting the number of minutes spent. The GCV choice of $\lambda$ appears to be the most visually pleasing and consistent with how we would expect the number of minutes spent on a service call to be related to the number of computer compcnents repaired.



eftimization calculation every time, the extra computation may be hard to
face. Occasionally, one can easily calculate, either exactly or to an adequate approximation, what the effect of dropping a specific and very small part of the data will be on the optimized result. This adjusted optimized result can then be compared with the values for the omitted individual. That is, we make one optimization for all the data, followed by one repetition per case of a much simpler calculation, a calculation of the effect of dropping each Individual, followed by one test of that individual. When practical, this approach is attractive."
To describe ICV mathematically we require some notation. Let $\mathrm{g}_{\lambda}(\mathrm{J})$ he the solution to the minimization of (2.1) with the $\mathrm{J}^{\text {th }}$ point removed from the analysis. Similarly, $D_{\sigma}(J)$ is the N-1 by N-1 matrix composed of $D_{\sigma}$ with its $\mathrm{j}^{\text {th }}$ row and column removed. To "test on the set aside case" we require that $\left[\left(g_{\lambda}(J)\left(t_{j}\right)-z_{j}\right) / \sigma_{j}\right]^{2}$ be small. "Repeating this for ever; case" and averaging to yield an overall test gives

$$
\begin{equation*}
V_{m} 0(\lambda)=(1 / N) \sum_{j=1}^{N}\left[\left(g_{\lambda}(j)\left(t_{j}\right)-z_{j}\right) / \sigma_{j}\right]^{2} . \tag{4.1}
\end{equation*}
$$

1 CV uses the $\lambda$ which minimizes $V_{m}{ }^{\circ}(\lambda)$.
To minimize $V_{m} 0(\lambda)$ directly is not a trivial computational matter. For each proposed value of $\lambda$ a system of the form (2.8) and (2.9) (of order $N+11-1$ instead of $N+M$ ) must be solved for each of the $N$ values left out of the analysis. This entails solving a linear system of order $N+M-1 \times$ times! As noted earlier "if we have to go through the full optimization calculation every time, the extra computation may be hard to face." following the idea of Mosteller and Tukey we seek a computational simplification for the minimizer of $V_{n}{ }^{\circ}(\lambda)$.
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The simplified form for 1CV was first noted by Craven and Wahba (1979) and given in a slightly more general form in Wahba and Wendelberger (1980). The 1CY function may be written

$$
\begin{equation*}
V_{m} O(\lambda)=\{1 / N\rangle \sum_{j=1}^{N}\left[\left(g_{\lambda}\left(t_{j}\right)-z_{j}\right) /\left(\sigma_{j}\left(1-a_{j j}(\lambda)\right)\right)\right]^{2} \tag{4.2}
\end{equation*}
$$

$a_{j j}(\lambda)$ is the $j^{t h}$ diagonal elerent of $A_{m}(\lambda)$ which is definad by

$$
A_{m}(\lambda) \underline{z}=\left(\begin{array}{c}
g_{\lambda}\left(t_{1}\right) \\
\vdots \\
g_{\lambda}\left(t_{N}\right)
\end{array}\right)
$$

where $g_{\lambda}$ is the solution of (2.1). $A_{m}(\lambda)$ may be thought of as mapping the vector $z$ into the smoothed values.

In this form "we make one optimization for ail the data" by calculating 9ג then "followed by one repetition per case of a much simpler calculation, a calculation of the effect of dropping each individual." Here find ajj $(\lambda)$ and use (4.2).

Evaluation of this formulation of $V_{m}{ }^{\circ}(\lambda)$ involves solving a linear system of size $N+M$ to find $9 \lambda$ and one of size $N$ to find $a_{j j}(\lambda)$. This is a considerable improvement over that of using (4.1) directly. Because of a mathematical simplification the amount of computation needed to minimize $V_{m} O(\lambda)$ can be substantially reciuced. From a practical point of view this makes the use of cross validation very attrastive.

When applying cross validation to problems other than LSS's this last step of finding "what the effect of dropping a specific and very small part of the data will be on the optimized result" is very important and should not be
overlooked. In fact, this step often makes soss validation computationally feasible whereas without this insight it may be impractical.

Finding the minimizer of $\mathrm{V}_{\mathrm{m}}{ }^{\circ}(\lambda)$ requires its evaluation at different values of $\lambda$ as determined by a search routine. Hence, although the minimization is possible we need to repeatedly solve large linear systens with the number of solution times being a function of the search routine employed.

In $V_{m}{ }^{\circ}(\lambda)$ of (4.1) each deviation of $y_{\lambda^{\prime}}{ }^{(1)}\left(t_{j}\right)$ from the observed value $z_{i}$ is treated symmetrically. This choice is arb'trary and is chosen for simplicity. A more general approach is to weight each term of (4.1) or equivalently (4.2) to yield

$$
V_{m}(\lambda)=(1 / N) \sum_{i=1}^{N} W_{i}\left[\left(g_{\lambda}\left(\underline{t}_{i}\right)-z_{i}\right) /\left(\sigma_{i}\left(1-a_{i j}(\lambda)\right)\right)\right]^{2} .
$$

Before a discussion of the choice of these weights the following definition is needed.

Definition:

$$
R_{m}(\lambda)=E(1 / N) \sum_{i=1}^{N}\left[\left(f\left(\underline{t}_{1}\right)-g_{\lambda}\left(\underline{t}_{i}\right)\right) / \sigma_{i}\right]^{2}
$$

is the expected weighted (by $\sigma_{1}$ ) mean squared error between the true function ( $f$ ) and the spline ( $g_{\lambda}$ ) evaluated at the independent variables ( $\tau_{1}$ ). Here $E$ denotes mathenatical expectation with respect to the error distribution of the random errors as described in the model of Section 2.

If we want $R_{m}(\lambda)$ to be small then the generalized cross validation value of $\lambda$ should be used as the smoothing parameter value. Using $1 C V$ as motivation

Cravell and Wahba . .979) and Golub, Heath and Wahba (1979) have shown that the $\lambda$ which minimizes $V_{m}(\lambda)$ with weights

$$
W_{i}=\left(1-a_{i j}(\lambda)\right)^{2} /\left(1-N^{-1} \sum_{j=1}^{N} a_{j j}(\lambda)\right)^{2}
$$

is an estimate of the $\lambda$ which minimizes $R_{m}(\lambda)$. Using these weights in (4.3)
gives the generzifzed cross validation function (GCVF)

$$
\begin{equation*}
V_{m}(\lambda)=(1 / N) \sum_{i=1}^{N}\left[\left(g_{\lambda}\left(t_{i}\right)-z_{i}\right) /\left(a_{i}\left(1-N^{-1} \sum_{j=1}^{N} a_{j j}(\lambda)\right)\right)\right]^{2} . \tag{4.4}
\end{equation*}
$$

The minimizer of (4.4) is called the GCV estimate of $\lambda$.
The GCVF can be rewritten as

$$
\begin{equation*}
V_{m}(\lambda)=(1 / N)| | D_{\sigma}^{-1}\left(1-A_{m}(\lambda)\right) \underline{\underline{n}} \|^{2} /\left((1 / N) \operatorname{Tr}\left(I-A_{m}(\lambda)\right)\right)^{2} \tag{4.5}
\end{equation*}
$$

where $\operatorname{Tr}$ is the trace.
Hahba (1981) has proposed

$$
\begin{equation*}
\sigma_{e}^{2}=\left\|D_{\sigma}^{-1}\left(1-A_{m}(\lambda)\right) \underline{z}\right\|^{2} / \operatorname{Tr}\left(I-A_{m}(\lambda)\right) \tag{4.6}
\end{equation*}
$$

as an estimate of the error variance $\sigma^{2}$. This leads us to consider $d f_{e}=\operatorname{Tr}\left(1-A_{m}(\lambda)\right)$ as the degrees of freedom of error. Using these notions we rewrite the GCVF as

$$
\begin{equation*}
V_{m}(\lambda)=N \sigma_{e}^{2} / d f_{e} \tag{4.7}
\end{equation*}
$$

The method of GCV may be viewed as minimizing the estimated error variance per error degrees of freedom. This may further be thought of as a form of parsimonious model selection.

In the next section we see that the computation of $V_{m}(\lambda)$ is reduced to essentially the singular value (or eigenvalue-eigenvector) decomposition of a symmetric positive definite $N-M$ by $N-M$ matrix ( $M$ is usually a small integer). The above decomposition makes it possible to form $V_{m}(\lambda)$ by simple scalar operations for each value of $\lambda$. Thus we have taken the ideas of Mosteller and Tukey one step further. This algorithm is much simpler than the original analysis at essentially the cost of a one time eigenvalue-eigenvector decomposition; i.e., changing the dependent variable (but not the independent variables) does not necessitate another spectral decomposition. Thus, many data sets which have ider:ical independent variables but different dependent variables may be analyzed quite easily and inexpensively.

When using GCV with a small sample size we may run into problems. The most frequent small sample problem with GCV is that $\lambda=0$ or $\lambda=\infty$ is chosen when physical considerations dictate that it should not be. $\lambda=0$ implies that we are interpolating the dependent variable. This should be done if the true underlying rigidity $\rho$ is zero. $\lambda$ equal to infinity implies that we are fitting a polynomial of degree $m-1$ by least squares. This should be done if either the variance is large (relative to the dependent variable) or if the true underlying rigidity is infinite (i.e., the true model is a polynomial). If it is clear from other considerations that the value of $\lambda$ chosen is not indicative of the actual underlying mechanism then that particular value should not be used and the model assumptions should be checked for violations.

The cholce of $m$ can also be made by GCV, see Lucas (1978) and Wahba and Wendelberger (1980).

## 5. Algorithm

The user must supply $N$ independent variables, $t_{i} \in R^{d}, f=1, \ldots, N$, and their corresponding dependent variables, $z_{i} \in R^{d}, i=1, \ldots, N$ to compute the LSS at a point teRd. Assume that the model described in Section 2 holds. In particular, assume the independent variables $t_{f}$ are known without error and the dependent variables $z_{i}$ consist of the true function value at $t_{i}, f\left(t_{i}\right)$, plus "noise," $e_{i}, z_{i}=f\left(t_{i}\right)+e_{i}$. The $e_{i}$ are independent with finite variance $\sigma^{2} \sigma_{i}{ }^{2}, \sigma^{2}$ an unknown constant.

To produce the coefficients $\underset{\sim}{c}$ and $\underset{\sim}{d}$ needed to evaluate the spline we solve the linear system of equations

$$
\left(K+N \lambda^{*} D_{\sigma}^{2}\right) \underset{\sim}{2}+T d=z
$$

and

$$
T_{\underline{c}}=0 .
$$

In this system $\lambda^{*}$ is the optimal value of the smoothing parameter $\lambda$ as determined by the generalized cross validation function. If $\lambda^{*}$ is known then the solution of the above linear system could be accomplished for relatively large values of $N$. However, it is usually unknown and must be calculated in order to solve the system of equations.

The method currently used to determine $\lambda^{*}$ requires the solution of a symmetric $N-M$ dimensional eigenvalue-eigenvector problem. This is the current computational barrier to solving problems with large numbers of observations.

The algorithm presented in Wahba and Hendelberger (1980) requires the inversion of a matrix of order $M$ and two eigenvalue-eigenvector decompositions of symmetric matrices, one $N$ by $N$ and the other (positive definite)

N-M by N-M. The algorithm presented here requires the solution of a triangular system of order $M$, the $Q R$-decomposition of an $N$ by $M$ matrix and the singular value (or eigenvalue-eigenvector) decomposition of a symetric positive definite $N-M$ by $N-M$ matrix. This algorithm is faster and requires fewer operations, primarily because of the replacement of one $N$ by $N$ eigenvalue-eigenvector decomposition by the $Q R$-decomposition of an $N$ by $M$ matrix ( $M<N$ ).

This algorithm provides for replicated points. A replicated point is one for which there is more than one observation of the dependent variable for a particular value of the independent variable. Let the total number of unique (independent variable) points be $N_{N}$ and define $N_{0}=N-M-N_{N}$. Then the computational algorithm is as follows:
(i) Compute $T_{\sigma}=D_{\sigma}{ }^{-1} T_{0}$
(ii) Perform the QR-decomposition described in Dongarra, et al., (1979), of To.

$$
T_{\sigma}=\left(Q_{1}, Q_{2}\right) \times\left(R^{\top}, 0\right)^{\top}
$$

(iii) Calculate $B=Q_{2}{ }^{\top} D_{\sigma}{ }^{-1} K D_{\sigma}{ }^{-1} Q_{2}$.
(iv) Decompose $B=\left(U_{1}, U_{2}\right) O_{B}\left(U_{1}, U_{2}\right)^{T}$,
using the singular value decomposition of $B$, as described by Golub and Reinsch (1970) or using the spectral decomposition of $B$ as described by Smith, et al., (1976); where

(vii) Calculate

$$
\underline{c}=\left\{\begin{array}{l}
D_{\sigma}^{-1} Q_{2} U_{1} D_{B}^{-1} U_{1} T_{Q_{2}} T_{\underline{Z}}, \quad \lambda=0  \tag{5.2}\\
D_{\sigma}{ }^{-1} Q_{2} U_{1}\left[\left(D_{B}+N \lambda I\right)^{-1}\right] U_{1} Q_{Q_{2}} T_{\underline{Z}}, \\
0<\lambda<\infty \text { and } N-M=N_{N} \\
D_{\sigma}^{-1} Q_{2} U_{1}\left[\left(D_{B}+N \lambda I\right)^{-1}-(N \lambda)^{-1} I\right] U_{1} T_{Q_{2}} \underline{Z}_{\sigma} \\
+(N \lambda)^{-1} D_{\sigma}^{-1} Q_{2} G_{2}^{T} \underline{Z}_{\sigma}, 0<\lambda<\infty \text { and } N-M \neq N_{N} \\
\lambda, \quad \lambda=\infty .
\end{array}\right.
$$

(vili) Solve the triangular system.

$$
\begin{aligned}
& \mathrm{Rd}=Q_{1}^{\top} D_{\sigma}-1\left(\underline{z}-K_{C}\right) \text { for } \underset{\sim}{d}, \\
& \underline{d}^{\top}=\left(d_{1}, \ldots, d_{M}\right) .
\end{aligned}
$$

An important aspect of this method is the relatively small cost of reconstructing a new LSS using the identical independent variables while changing only the dependent variables. To see this notice that the bulk of the computational effort is in steps (i) through (iv) which do not require knowledge of the dependent variables. These steps depend upon the independent variables and $D_{\sigma}$. To construct a second LSS with the same independent variables and identical $D_{\sigma}$ we need only save the matrices $U_{1}, D_{\sigma}, D_{B}, Q_{1}, Q_{2}$ and $R$. With these matrices we perform steps (v) through (viii) to produce a spline for another set of dependent variables, say $\underline{Z}^{\prime}$, with little additional computational effort.

The fact that obtaining another spline from $z^{\prime}$ is easy requires further consideration. It is made possible because of the necessity to minimize the

GCVF. This minimization provides the mechanism to easily calculate $c$ and $d$ in steps (vii) and (vili) of the algorithm. If $\lambda^{*}$ was somehow known a priori then we could go right ahead and solve the linear system (2.8) and (2.9) at a much less one time cost. However, even with $\lambda^{*}$ known, if we had many new data sets $z^{\prime}$ then for some number of them it indeed would be easier to do the spectral decomposition once and for all.

Instead of saving $U_{1}, D_{\sigma}, D_{B}, Q_{1}, Q_{2}$ and $R$ we actually save $Q_{2} U_{1}, D_{\sigma}, D_{B}$, $Q_{1}{ }^{\top} D_{\sigma}{ }^{-i} K$ and the $Q R$-decomposition of $T_{\sigma}$ to retrieve $R, Q_{2} Q_{2}{ }^{\top}$ and $Q_{1}$. By using these matrices we can perform steps ( $v$ ) through (vili) quite inexpensively. The QR-decomposition can be stored in the storage which has been allocated for $T_{\sigma}$ plus $M$ additional storage locations. $Q_{1} T_{D_{\sigma}}^{-1} K$ is retained so that it is unnecessary to reevaluate $K$.
6. Example L--Franke's Principal Test Eunction, da2.

Example 2 is a Monte Cario experiment to demonstraze the surface ( $d=2$ ) which nay be obtained by using an LSS with GCV. The "principal test function" of Franke (1979) is used as the true function f. This surface consists of two Gaussian peaks and one Gaussian dip superimposed on a surface sloping towards the first quadrant. The surface is defined by

$$
\begin{aligned}
f(x, y) & =.75 \exp -\left[\left[(9 x-2)^{2}+(9 y-2)^{2}\right] / 4\right] \\
& +.75 \exp -\left[\left[(9 x+1)^{2} / 49\right]+[(9 y+1) / 10] 1\right. \\
& +.50 \exp -\left[\left[(9 x-7)^{2}+(9 y-3)^{2}\right] / 4\right] \\
& =.20 \exp -\left[(9 x-4)^{2}+(9 y-7)^{2}\right]
\end{aligned}
$$

A plot of the surface $f$ is given in Figure 6.1.
The surface is reconstructed from 169 "noisy" observations on the grid
$G=\left\{t_{i} \left\lvert\, t_{i}=\left(\frac{2 j-1}{26}, \frac{2 k-1}{26}\right)\right., i=13(j-1)+k ; j, k=1, \ldots, 13\right\}$.
The "nolsy" observations are

$$
z_{i}=f\left(t_{1}\right)+e_{i} \text { with } e_{i}-N\left(0, \sigma^{2}\right), i=1, \ldots, 169, \sigma^{2}=(.03)^{2}
$$

The $e_{1}$ are generated by the pseudo random number generator RAENBR at the Madison Academic Computing Center, MACC (1978). The LSS with m=2 and the sinoothing parameter chosen by GCV is plotted in Figure 6.2. The closeness of fit can be qualitatively seen by overlaying Figure 6.2 on Figure 6.1.

For this example the calculated $\sigma^{2}=(.026)^{2}$, (using (4.6)), compares favorably with the true $\sigma^{2}=(.03)^{2}$. Using $\sigma_{e}{ }^{2}$ to obta:n confidence intervals for the true curve at the grid points $G$ as in Wahba (1981) gives the 95\% confidence intervals
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Figure 6.1: Example 2--Frank 's Principie Test Function


Figure 6.2: Plot of the $m=2$, $G C V \lambda$, spline fit to Frarike's Principal Test Function from 169 "nolsy" points with $\sigma=.03$
$g_{\lambda}{ }^{*}\left(t_{i}\right)+1.96 \sigma_{e} \sigma_{i}\left(a_{i j}\left(\lambda^{*}\right)\right)^{1 / 2}, i=1, \ldots, N$.
Figure 6.3 gives the cross section along the grid showing the true curve, Spline fit, observation and 9E\% confidence interval at each point for each value of $x_{1},\{=1, \ldots, 13$.

The qumber of 95\% confidence intervals which cover the true surface is known because the true surface is known. For this example 162 or 95.98 of the intervals cover the true surface. This is a favorable comparison since the expected number is 161 . This example was not chosen because of this agreenent but rather was the only one run by prior decision.

The example given here uses points on a grid only for clarity of display. For other $d=2$ Monte Carlo results see Hahba and Hendelberger (1980). The meteorological exampliz given there uses irregularly spaced points.
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Figure 6.3: 13 Cross sections of Example 2--true curve (solid line), spline fit (dashed line)


Figure 6.3: 13 Cross sections of Example 2--true curve (solid line), spline fit (dashed line)
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Fiqure 6.3: 13 Cross sections of Example 2--true curve (solid line), spline fit (dashed line)


Figure 6.3: 13 Cross sections of Example 2--true curva (solid line), spline fit (dashed Iine)

## 7. Example 3-Derivatives and Outliers, $d=3$.

Example 3 is a Monte Carlo experiment with $d=3$ and true function $f\left(x_{1}, x_{2}, x_{3}\right)=(2 \pi)^{-3 / 2} \exp \left[\left(x_{1}{ }^{2}+4 \times 2^{2}+9 \times 3^{2}\right) /(-2)\right]$.

Contours of $f, f^{\prime}$ and $f^{\prime \prime}$ are given as the solid lines in Figures 7.4, 7.5 and 7.6.

Three hundred points $t 1, i=1, \ldots, 300$ are taken from a uniform distribution in $R=\left\{\left(x_{1}, x_{2}, x_{3}\right) \mid-2<x_{1}<2,-1<x_{2}<1,-2 / 3<x_{3}<2 / 3\right\}$. The true function $f$ is evaluated at each of the points $t_{i}$ and added to a Gaussian pseudo random variable with standard deviation $\sigma x .0025$ to yield observation $z_{i}$. The peak height of $f$ is approximately. 0634 . $\sigma$ is roughly $4 \%$ of the peak height and therefore these data have a "typical" noise level.

A value of $m=4$ was chosen for this example in order that the second derivative of the spline could be used as an estimate of the second derivative of $f$. If $k$ is the order of the derivative desired then $2 m-2 k-d$ must be positive. Here $2 \times 4-2 \times 2-3=1>0$ and so the second derivative of the LSS will be a good estimate of the second derivative of $f$; for details see Wahba and Wendelberger (1980).

The estimate $\sigma_{e}$ for this experiment is .0024 which agrees aicely with the true value of . 0025.

Contours of the true function and the fitted spline, $g_{\lambda *}$, are plotted in Figure 7.4 for 4 values of $\times 3$. Secause of the symmetry of the true surface it was not plotted for negative values of $\times 3$. The true function and the fitted spline are close to one another near the center of the region ard this closeness degrades as we approach the boundary in each of the three directions.
2x


The contours of the derivatives of $f$ and $9{ }_{2}$ with respect tc $x_{1}, x_{2}$ and $x_{3}$ are given in Figures $7.5 \mathrm{a}, 7.5 \mathrm{~b}$ and 7.5 c , respectively. The contours of the second derivatives of $f$ and $g_{\lambda}{ }^{*}$ with respect to $x_{1} x_{1}, x_{1} \times 2, x_{1} \times 3, \times 2 \times 2$, $\times 2 \times 3$ and $\times 3 \times 3$ are given in Figures 7.6a, 7.6b, 7.6c, 7.6d, 7.6e, and 7.6f, respectively. The same qualitiative behavior is displayed by these derivatives as of the function with the degradation occurring relativaly more rapidly as the boundary is approached. Figure $7.6 f$ which is $\left(a^{2}\right) /(\partial \times 3 \partial \times 3)$ of $f$ and $g_{\lambda}{ }^{*}$ displays a particularly good fit near the center of $R$.

LSS's may oe utilized to detect outliers in multidimensional noisy data provided that the model of Section 2 is (nearly) appropriate. The model requires that the observations are unbiased, i.e., that Ez=f. The errors should be additive and have a known relative error 'structure, $D_{\sigma}$. For the purpose of the outlier study here we shall further assume that each error ei has a Gaussian distribution.

To what extent the assumption of nomality may be relaxed in practice requires further study. The smoothness assumption requires that $f(t)$ is a smooth function of $t$. This rules out "cliff" functions or those with discontinuities. By using a probability plot of the residuals the example discussed here, which satisfies the above requirements, will be used to demonstrate an outlier detection method.

Data sets with outliers need to be constructed. To accomplish this choose the two points of $t_{i}, i=1, \ldots, 300$ which are nearest to and farthest from the origin, which is the center of the data region. These two points are ${ }_{-}=(-.056,-.032,-.042)$ and $t_{1}=(1.985,-.879,-.325)$, respectively. To

Figure 7.5b: Example 3--solid line is $\mathrm{df} / \mathrm{d} \mathrm{x}_{2}$, dashed line $15 \mathrm{dg} / \mathrm{d} \times 2$.


Figure 7.5c: Example 3--solid line is $d f / d x_{3}$, dashed line is $d g / d x_{3}$.






Fiqure 7.6e: Example 3--solid line is $d^{2} f / d \times 2 d \times 3$, dashed Ine is $d^{2} g / d \times 2 d x j$.

construct data sets ${\underset{\sim}{2}}^{k s}$, let each element of ${\underset{Z}{k s}}$ equal the corresponding element of $\underset{z}{ }$ except for the $k$ th. The $k^{t h}$ element is set equal to $f\left(t_{k}\right)-s \sigma$, $\sigma=.0025$. Construct $z_{\mathbf{1}}$ s analogously except that the ${ }^{\text {th }}$ element becomes $f\left({ }_{\mathrm{t}}^{\mathrm{g}}\right)+\mathrm{s} \boldsymbol{\sigma}$.

Witr the data sets $z_{-k s}$ and $\underset{\underline{z}}{ } 1 \mathrm{~s}$ probability plots in Figures
7.7 and 7.8 were obtained with MINITAB, Ryan, Joiner and Ryan (1976). The probability flot is constructed by ordering the residuals $r_{i}$ from smallest to largest and plotting them against their corresponding normal scores. The $\mathfrak{i t h}$ smallest normal score as used by MINITAB is the (i-3/8)/300.25 percentage point of the normal or Gaussian distribution. If the error distribution that is postulated in the model is the correct one, then the probability plot should be nearly linear. In the data sets constructed here the error distribution is not correct because the $k^{t h}$ or $l^{\text {th }}$ point is biased and contains no random component.

The numbers in figures 7.7 and 7.8 indicate how many points are plotted at that spot on the graph. An asterisk indicates one point and a plus sign indicates that more than 9 points are overlapping. In Figures 7.7b, $c$ and $d$ the outlier is identified as tne point which is separate from the points which form the line. As the assumption of unbiasedness is more strongly violated it. shows up more obviously in the plot.

Figures 7.8a-d demonstrate that this outlier detection scheme is not invincible and should be used in conjunction with other diagnostic checks. The point $t_{1}$ has very high leverage because it is on the boundary of the data region. In linear regression this is analogous to the points at the extremes


Figure 7.7a: Residuals vs. normal scores for one outlier, $f\left(t_{k}\right)-0 \sigma$, at $t_{k}$.


Figure 7.70: Resdiuals vs. normal scores for one outlier, $f\left(\underline{t}_{k}\right)-60$, at $t_{k}$.
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Figure 7.7c: Residuals vs. normal socres for one outlier, $f\left(t_{k}\right)-100$, at $\mathrm{t}_{\mathrm{k}}$.


Figure 7.7d: Resdiuals vs. normal scores for one outlier, $f\left(t_{k}\right)-200$, at $t_{k}$.



Figure 7.8a: Residuals vs. normal scores for one outlier, $f(\underline{t} \mathbf{l})+0 a$ at $\mathbf{t}_{1}$.


Figure 7.8b: Resdiuals vs. normal scores for one outlier, $f\left(t_{1}\right)+60$, at $t_{1}$.
 OF POOR QUALITY．

Figure 7．8c：Residuals vs．normal scores for one outlier，$f(\underline{t})+100$ ，at $\underline{t}_{1}$ ．


Figure 7．8d：Resciuals vs．normal scores for one outlier，$f(\underline{t} \boldsymbol{f})+20 \sigma$ ，at $\underline{t}_{1}$－
of the independent variable range which also have high leverage. Because of this the residual at $t_{1}$ is not large and does not show up in the probability plots of Figures 7.8a-d. The leverage at $\mathrm{t}_{1}$ is so large that it causes another point, the one in the lower left, in Figure 7.8d to appear as descrepant. The probability plot provides a technique to check model assumptions. However, as demonstrated here, this technique should be used in conjunction with other diagnostic checks and with a good understanding of the pitfalls which may be encountered.

Another diagnostic check which may be employed here is to plot the residuals, $r_{i}$, against the distance from $t_{i}$ to $\mathrm{t}_{\mathrm{f}}$. This is analogous to plotting the residuals against the independent variable in simple linear regression. If a nonrandom pattern is observed, such as serial correlation, then we have evidence that some model assumption is being violated. In practice, $t_{1}$ is unknown and hence it may be necessary to do all possible plots, $1=1, \ldots, \ldots$.

If a scaling $D_{\sigma}$ had been used then the scaled residuals $D_{\sigma}{ }^{-1} r$ would be plotted instead of $r$.

The procedure described here is a diagnostic method by which some of the model assumptions may be checked. Irregularly spaced multidimensional "noisy" data easily mask outliers. This technique provides a means which may detect these discrepant observations. It is presented here in the hope that it becomes a routine method to check for model violations in an analysis which uses LSS's.

The three dimensional results presented here are new and quite promising. A quantitative measurement of the goodness of fit of the estimated spline and its derivatives to the true function is given in Hendelberger (1981). Further Monte Carlo experiments will be performed in 3 and more dimensions.

## 8. Running the program

To evaluate an LSS at any point, $t \in R^{d}$ invoives the execution of two computer programs. The first of these, called MAIN, produces the coefficients of the spline. The second, called EVALUATE, proauces the spline, $9 N, m, \lambda(t)$. If $2 m-2 k-d$ is positive EVALUATE may also be used to produce the first ( $k=1$ ) or second ( $k=2$ ) derivative of $g N, \pi, \lambda$ - Depending upon the particular problem at hand the user specifies differeht options to be exercised by the program. These options will be explained card by card oelow. Card i will be abbreviated Ci and the commands are sumarized in Table 8.1 with an example runstream given in Table 8.3.
$C 1$ is used to specify whether or not the coefficient arrays $c$ and $d$ and the matrices $X$ and $P$ used to reconstruct the spline are written to unit 13 . $X$ contains the values of the independent variables and $P$ contains the exponents of the polynomials in (2.5), where $P$ is rigorously defined.

To accomplish storing the spline in unit 13 Cl should have $\mathrm{SS13}$ in columns 1 through 4. If EVALUATE is not going to be run then the contents of unit 13 will be unused. In this case Cl should be DONT.

Someone other than the casual user may require other arrays and matrices which are also written to unit 13. See subroutine WRT13 in Wendelberger (1981) for details on the arrays and matrices which are written to unit 13. C2, to be described in the next paragraph, writes into unit 14. See subroutines AWRT14 and BWRT14 to determine the specific values which are written to unit 14.

## TABLE 8.1

## Input for MAIN

| CARD | POSSIBLE VALUES | FORMAT |
| :---: | :---: | :---: |
| 1 | SS13, DONT | A4 |
| 2 | SM14, UM14, DONT | A4 |
| 3 | SR15, SP15, VL15, DONT | A4 |
| 4 | MGCV, USEL | A4 |
| 4+ | ( $\lambda$ ) (Insert if $\mathrm{C2}$ is USEL.) | E15.8 |
| 5 | VARI, STAN, SAME (Omit if C2 is UM14.) | A4 |
| 6 | ( $\mathrm{d}, \mathrm{N}, \mathrm{m}$ ) (Omit if C2 is UM14.) | 315 |
| 7 | Format of cards $\mathrm{C} 8+1, \ldots, \mathrm{C} 8+\mathrm{N}$. | 18 A4 |
| $8+1$ | $\left(z_{1}, t_{1}{ }^{T}, \sigma_{1}\right.$ or $\sigma_{1}{ }^{2}$ ) |  |
| - | (zi) (If C2 is not UM14.) |  |
| - | $\left(z_{i}, t_{i}{ }^{\top}, \sigma_{i}\right.$ or $\sigma_{j}{ }^{2}$ ) (If C5 is STAN or VARI.) |  |
| - | Format 15 provided on C7. | (See C7) |
| 8+N | $\left(z_{N}, t_{N^{\prime}}^{\top}, \sigma_{N}\right.$ or $\sigma_{N}{ }^{2}$ ) |  |
| 9 | YES, NO | A4 |

C2 provides the ability to store certain matrices in unit 14 by using SM14 in columns 1 through 4. The storage of these matrices makes it unnecessary to perform the bulk of the computations if a second analysis is to be performed. However, only the dependent variables may be changed for such a subsequent analysis. The relative variances or standard deviations must be identical to the run which used SM14 on C2.

UM14 in the first four columns of C2 provides for use of the matrices which have previously been stored in unit 14. If the value of $C 2$ is DONT then the matrices are neither stored nor used.

C3 provides a means to retrieve certain information during the execution of MAIN and to store this information in unit 15 . The first four columns of C3 must be SR15, SP15, VL15 or DONT. If C3 is SR15 the residuals $r=(z-9 N, m, \lambda(t))$ are stored in unit 15 with the format (G24.18). If C3 is SP15 the ordinate and abcissa for each point of the plot of the GCVF as given in the output are stored. First the number ( $n$ ) of pairs is stored in 15 format followed by the ordered pairs $\left(i, \ln \left(V\left(\mathcal{l}^{\prime} j a i+b\right)\right)\right.$, where $i$ is an index number $1=1, \ldots, n$ and $\ln$ is the natural logarithm; the format used is (13,G24.18). If C3 is VL15 then $b_{1} / N, i=1, \ldots, N-M$ with format (G2c.18) followed by with with the same format are stored. If none of the above are to be stored then C3 should be DONT.

The value of MGCV on C4 causes the GCVF to be minimized to determine $\lambda^{*}$. If the user wants to supply a value of $\lambda$ then the value of $C 4$ shoold be USEL. In that case C4+ 15 used. C4+ should contain the value of $\lambda$ in (E15.8) format to be stored in a single piscision variable. If C4 is MGCV then C4+ should not be included in the input stream.

C5 is not used if the value of C2 is UM14. Otherwise C5 is used to input relative variances or relative standard deviations or neither of these for the errors of the dependent variable. If the relative variances are to be read then C5 should be VARI; if the relative standard deviations are read then C5 is STAN; and if neither is read then $C 5$ is SAME. The value SAME is equivalent to that of entering all l's as the relative variances. However, if SAME is used then the program circumvents both muttiplication and division by 1 since $D_{\sigma}$ is simply the identity matrix.

C6 is not used if C2 is UM14. Otherwise C6 reads in the number of independent variables ( $=$ dimension), the number of observations $N$ and the value of $m$ to be used. The format used is (3I5).

C7 contains the format to be used to read in the data values. The format should require at most 72 spaces incles i ir left- and right-most parentheses.

The data follow in wi: through CE' +K . The data should be real rortran variables, each data line should contain, in order, the dependent variable, the independent varizole(s) and the relzive variance or standard deviation if used. If C 2 is UM14 then $\mathrm{C} 8+1$ through $\mathrm{C} 8+\mathrm{N}$. idd contain only the dependent variables. They shcuid ve ,ern $'$ the identical sequence as the dependent and independent variable(s) were when 2 had the value SMi4.

The last card to be read is C9. It should contain one of the values YES or NO - If YES then exferimental confidence intervals are provided along with degrees of freedom and an estimate of the variance (Wahba, (1981)). If NO then these values are neither computed nor printed.

To evaluate the spline $(k=0)$, first derivative $(k=1)$ or second derivative $(k=2)$ the program EVÁLUATE is used. Previous to running EVALUATE the program MAIN must have been run with $C 1$ writing the coefficients to unit 13 (Cl must have been SS13). EVALUATE will then read the matrices from unit 13 and calculate the spline, its first derivative or second derivative. The $k$ th derivative $(k=1$ or $k=2$ ) will be calculated only if $2 m-2 k-d$ is greater than 0 . A description of the input stream for EVALUATE is given in Table 8.2 with a sample runstream given in Table 8.3.

C1 contains two integer values in (2I5) format. The first integer, $N^{\prime}$, specffies the number of points $t \in R^{d}$ at which the function is to be evaluated. The second integer should be one of 0,1 or 2 depending upon whether the spline, first or second derivative, respectively, is to be calculated.

The second card contains the format to be used to read in the $N$ ' points. The format should require at most 72 spaces; including the left-and right-most pareritheses. The independent variables are read line by line in the same sequence as that which was used to calculate the coefficients.

C3 must be efther SV15 or DONT. To store the values in unit 15, C3 should be SV15. This causes the values followed by the corresponding Independent variable(s) to be written to unit 15 . If C 3 is DONT then the values are not written to unit 15.

C3+ is used only if C3 is SV15. Then C3+ should have the format which is to be used to write the calculated value(s) followed by the independent variable(s) into unit 15 . This format may have at most 72 spaces includir. both the left- and right-most parentheses.

## TABLE 8.2

## Input for EVALUATION

CARD POSSIBLE VALUES ..... FORMAT
1 ( $N^{\prime}, k$ ) ..... 215
2 Format to read $C 4+1, \ldots, C 4+N^{\prime}$. ..... 18A4
3 SV15,00NT ..... A4
3+ Format for 15 (Omit if C2 is DONT.) ..... 18 A4
$4+1$

## -

- 
- 

$4+N^{1}$

Independunt variable points
of evaluation, $t^{\top}$.
(See C2)
Format is provided in C2.

```
Sample Runstreams
@XQT SMOOTH*SPLINE.MAIN
SS13
SM14
DONT
MGCV
SAME
    1 24 2
(F3.10,33X,F4.0)
gADD CITA.
YES
@XQT SMOOTH*SPLINE.EVALUATE
    200
(36x,F8.4)
SV15
(2E15.8)
@ADD PLOTDATA.
@XQT SMOOTH*SPLINE.MAIN
SS13
UM14
DONT
USEL
    .00016E00
(F3.0)
@ADD DATA.
YES
@XQT SMOOTH*SPLINE.EVALUATE
    200
(36x,F8.4)
SV15
(2E15.8)
OADD PLOTDATA.
```


## Comments

Implements the MAIN program.
Stores the spline coefficients in unit 13.
Stores matrices in unit 14.
Doesn't store other values.
Minimize the GCVF to determine $\lambda^{*}$.
The relative variances are all the same.
One dimension, 24 observations, $m=2$.
Format of the input data.
Inserts data from Table 3.1 in runstream.
Provide confidence intervals.

Implements the EVALUATION program.
At 200 points evaluate the spline.
Format of the independent variables.
Store the spline and independent variable
values in unit 15.
Format of above.
Inserts abcissa points to be used for plotting.

Implements the MAIN program.
Stores the spline coefficients in unit 13.
Uses the matrices stored in 14 by MAIN above.
Doesn't store other values.
Use the following value of $\lambda$.
value of $\lambda$ to be used.
Format of the dependent variables.
Inserts data from Table 3.1.
Provides confidence intervals.

Implements the evaluation program.
At 200 points evaluate the spline.
Format of the independent variable.
Store the spime and independent variable in 15.
Format of above.
Inserts abcissa points to be used for plotting.

C4+1 through $C 4+N$ ' contain the independent variable(s) at which the function is to be evaluated. These should be in the format given on C2. The independent variable(s) should be in the same sequence as used to obtain the coefficients with the program MAIN.

The programs MAIN and EVALUATE are written in ASCII FORTRAN Level $9 R 1$ and are running on the UNIVAC $1100 / 80$ computer at the University of Wisconsin. All calculations are performed in double prectsion.

The subroutines used by the programs MAIN and EVALUATE are named: AWRT14, BWRT14, CALC, CALD, CALRES, CHECKQ, COLOFK, CONINT, DATAR, DERIVI, DERIV2, E, ED1, ED2, GETASI, GETBM, GETR, GETRDE, GETTHM, GRAPHV, MAXEB, MAKETS, MINVLI, MINVL2, MQRDC, PRINT, PRNTLM, RCHECK, READ13, SPLINE, SVDB, VARDF, VLHELP, VOFL, WHATDO, WRT13, AND WRT15. GRAPHV, MINVL1 and MINVL2 are modeled after similar subroutines of the one dimensional smoothing spline program written by Flelsher (1979) and running at the Madison Academic Computing Center (MACC). A description of the program structure is given in Wendelberger (1981).

The following LINPACK subroutines are also used by the program MAIN: DAXPY, DCOPY, DDOT, DNRM2, DQRDC, DQRSL, DROT, DROTG, DSCAL, DSVDC, DSWAP and DTRSL. The code for these routines is not included here. It may be found in the LINPACK USERS' GUIDE by Dongarra, Bunch, Moler and Stewart (1979). One modification is made in the LINPACK subroutine DSVDC: the parameter MAXIT is increased from 30 to 60 . This parameter sets the maximum number of iterations to be performed in the algorithm to determine the singular values and vectors of $B$ before termination due to nonconvergence. Increasing maxit to 60 is
necessary because with large $N$, say $N>140,30$ iterations may not be large enough for some problems. An example with $N=150$ failed because MAXIT=30 was too small. However, with $M A X I T=60$ example 3 with $N=300$ was successfully run. In fact MAXIT=60 has proved ample for all examples tried to date. The version of the program described here uses the singular value decomposition to obtain the spectral decomposition of 8 . A new modified version uses the EISPACK (Smith, et al., (1976)) routines DTRED2 and DTQL2 to accomplish this task at a much reduced cost and at no loss in accuracy. This is because the singular value decomposition does not make use of the symmetry of $B$. The EISPACK routines do make use of the symmetry of $B$ and thus the cost of the decomposition is rouginly cut in half.
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#### Abstract

Let $\phi(x, 1 p f$ be a meteorological field of interest salt, heisht temperiture dicomponent of the  given where each $L$. is an arbitrary contimuous linear functional and e is a meanurement error The data d. mat the the result of theory. direct meavurements remote arundinsw ar a cimmation of these We develop a neu mithematical formalism exploiting the method of Goncratized ( remaValidation (GCV). and some recently developed optimization results for analyzing thiv dit the amalized held $\Phi_{1}$... is the solution to the minimization problem Find $\Phi$ in a suitable spise of functumstumamize


$$
\begin{equation*}
N^{-1} \sum_{i=1}^{\vdots}(L, \Phi-\Phi) \sigma=+\lambda J_{-1}(\Phi) \tag{1}
\end{equation*}
$$

where


Functions of $d=12$ or 3 of the four vanables $x, p t$ are dou conodsred The arprodeh an the used in aralyze temperature fields from radiosonde mewured temper theres ant wathelth radance measurements stminanreush 'o incorporate the gecsirophic uind approsimation ad other information In a test of the method ifor $d=2$ ) simulated 900 mb height data were oht ancal ildharete perrits cor-



 cfocient for $\downarrow$ somewhat less than the high speed vior tge capacits of the cumputer The tesultu evtend those of Sastht and others in several directions In particular no st irting gutsisand no preliminary interpelation of the data is required. and it is not necesart to solve a bound irs whe problem or even assume boundary conditions to obiain a solution Different tipes of data $c$ in te umbined in a natural way Pror climatologigall estimated covanances dre not used This method mas herthough of as a verv seneral term of low-pess fitter The parameter $A$ controls the half power pont of the irplied data filter while $m$ controls the rate of roll off of the power spectrum of the analsad field Iromanother poin: of view $\lambda$ and $m$ play the roles of the most important free firmmeters in in timplati prot covanance The cortect choice of the parameter $A$ and to some extent $m$ is important lhe ee panmeters are estimated from the data he'mis ana'ized by the GCV method This method estimuics a and mibr which the amplied dita filier has matimum internal predictive capabilits This cap bility wamesidthy the CCV method by implienls ledving out ore datd point at a lime and determining hou well the mosing datum can be predicted from the remaining data The numerical algorithm given provides tor the efficient calculation of the optimum $\lambda$ and $m$

## 1. Introluction

Sasakı (1960) introduced the idea of numerical vartationat analysus for the objective analysis of meteorological fields In the most general form of variational analysis considered here we seeh a func-

[^5]ton $\Phi(\mathrm{rap} p . f)$ of foun vartahlus representing a meteorological field of aperent sals height, temperature or a componemtof the wind field as a functhon of ground projection coordinate, $(x, 1)$, the vertical coordinatep andismer thisfunction should re sutably close to the turght. temperature or wind theld as measured at a finte sel of positions, pressures and times. it should relleet houn tehavior of such fields. and it should be smooth in some sense For an example of heoun behavor, if we fix $p$ at

500 mb . then $\downarrow$ か s the 500 mb geopotental heught Letting $\phi=4\left(1,2, p_{1, t}\right)$, then the sum of the tend. ency and honzontal advection

$$
\partial \Phi / \partial t+c_{s}(\partial \Phi / \partial r)+c_{\nu}(\partial \Phi / \partial y)
$$

should be small. where $c_{r}$ and $c_{"}$ are the $r$ and $v$ components of the wind velocity Salsaki and others have incorporated weak (ie . approximate) and strong (ice, exact) constrants involving the tendency, the advection. the geostrophic wind. balance. horizontal momentum, adabatic energy, and the hydrostatic and contunuit) equations (Sasaki, 1971: Lewis, 1972; Lewis and Grayson, 1972, Achtemeier, 1975)

Using the sum of the tendency and advection as a weak constrant. Sasahi (1971) suggests finding $\Phi$ to minimize

$$
\begin{align*}
J(\Phi)= & \iiint_{R}\left\{\left[\tilde{a}(\Phi-\Phi)^{2}\right]\right. \\
& +a\left[\left(\frac{\partial \Phi}{\partial t}+c_{s} \frac{\partial \Phi}{\partial x}+c_{v} \frac{\partial \Phi}{\partial y}\right)^{2}\right] \\
& +\left[a_{t}\left(\frac{\partial \Phi}{\partial t}\right)^{2}+a_{x}\left(\frac{\partial \Phi}{\partial r}\right)^{2}\right. \\
& \left.\left.+a_{s}\left(\frac{\partial \Phi}{\partial y}\right)^{2}\right]\right\} d t d d \tag{11}
\end{align*}
$$

where $\bar{a}, a, a_{1}, a_{s}$ are smoothing pardmeters to be determined. $\dot{\psi}$ is the observed height field data, $\boldsymbol{c}_{\text {s }}$ and $c_{y}$ are the (observed) components of wind velocity, and $R$ is the spatial and tempora' region of interest The first term reprevents the desire that $\phi$ be close to the data. the second that the sum of the tendency and horizontal advection is small and the third, that the function be smooth in $r$. $y$ and $t$.

Since $\Phi, c_{s}$ and $c_{\nu}$ are only measured at a (relauvely sparse) set of irregularly spaced points. Sasahiassumed that the data have been interpolated to a gnd sufficientlv the for numerical analyuc purposes After some simplitying assumptions, the Euler equation tor the minimizer of (I I) was c.btained by Sashi (1971) and the minimizer is found to satisfy an ellipic partiol ditterental equation with some boundary conditions Various author, using this and other conntrants (sec.e g. Lewsand Grayson 1972) have thooen values tor the emoothing parameters, and solved the resulting Euler equatoms numerically to ohtan an objectively analyzed field
In tha paper we develap a general mathematical
 wilh the bollowing hre modtlathoms

1) It is not necessary to first interpolate the data to a grid to obtain 4 . raw data is used directly
2) The problem of providing or cnforcing boundary dita is climinated
3) The main unknoun smoothing parameters are estimated from the data to be analyzed. rather than from historical data or by guesswork
4) The method provides a technique whereby raw indirect data, such as satellite radance data. can be combined with direct data such as balloon temperature data in a single andysis procedure This can be done without preconverting the radiance data to temperatures
5) Discretization is the last step rather than the first, so this source of error does not propagate through the analysis This can be important (see Nitta and Hovermale, 1969)

The method to be described avords the problem of sclving partial differential equations numerically However, it has its own challenging numerical problems which we have been able to solve simply using existing pachages for medium sized (but not large) data sets

To introduce our general nethod. we begen with the simplest nontrivial example We fix ume as well as pressure and suppose that $\Phi=\Phi(2,1)$ is the sun mb height at $(\mathrm{r}, \mathrm{y})$ at time $t=0$ We agnore the tendency and advection (second term) in (1 1) and suppose observations $\dot{\Phi}(1,1)=,\dot{\Phi}_{1}, 1=1,2 . \quad ., N$, of the 500 mb height at the $N$ stations with coordinates $\left(r_{1} y_{1}\right), 1=1,2, . \quad N$, are given We want to obtain a function $\Phi$ which is smooth and such that $\Phi\left(\lambda_{1}, \lambda_{1}\right) \approx \dot{\Phi}_{1,1}=1,2, \ldots . N$. Consider the numimization of

$$
\begin{equation*}
N^{-1} \sum_{i=1}^{\vdots}\left(\Phi\left(r_{1, \ldots,}\right)-\Phi_{1}\right]^{2}+\lambda J_{1}(\Phi) \tag{12}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{1}(\Phi)=\iint\left[\left(\frac{\partial \Phi}{\partial \mathrm{r}}\right)^{2}+\left(\frac{\partial \Phi}{\partial y}\right)^{2}\right] d \backslash d! \tag{13}
\end{equation*}
$$

and $\lambda$ ハgiven
If one atteinpts to minimize (1 2) by, for example. wriling the Culer equation one finds that the solution envolves a Green , tunction for the Laplacian
 fortunately, this Green, function is not hounded Sasahi (1971) oberves a amilar plenomenor lace paragraph which includes Eq (32) but gnotes it For than and othe leanom to he dncuned. we seeh to find the manimizer (in a sutable $\operatorname{racke}$ of lunctons) of

$$
\begin{gather*}
N^{-1} \underset{\vdots}{\vdots}\left(\psi_{1, \ldots,)}-\dot{w}_{1} \|^{2}+\lambda J_{m}(\Phi)\right. \\
m=2,3 . \ldots \tag{1.4}
\end{gather*}
$$
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where

$$
\begin{align*}
& J_{z}(\Phi)=\iint\left[\left(\frac{\partial^{2} \Phi}{\partial r^{2}}\right)^{2}+2\left(\frac{d^{2} \Phi}{\partial i \partial y}\right)^{2}\right. \\
&\left.+\left(\frac{\partial^{2} \Phi}{\partial y^{2}}\right)^{2}\right] d d y \tag{1.5}
\end{align*}
$$

or, more generally,

$$
\begin{gather*}
J_{m}(\Phi)=\iint_{m=0}^{m} \sum_{v}^{m}\binom{\partial^{m} \Phi}{\partial x^{2} \partial y^{m-r}}^{2} d x d y \\
m=2,3, \ldots \tag{16}
\end{gather*}
$$

If $J_{m}(\Phi)$ is small, then $\Phi$ will be smooth
We have deliberately omitted any mention of the domain of integration If the domain of integration in (1.5) and (16) is tahen as a bounded region $R$ then it can be shown that the minımizer of (14) satısfies

$$
\Delta^{m} \Phi=0, \quad(x, y) \neq\left(x_{i}, y_{i}\right), \quad i=1,2, \ldots, N
$$

where $\Delta$ is the Laplacian, i.e.,

$$
\Delta \Phi=\frac{\partial^{2} \Phi}{\partial x^{2}}+\frac{\partial^{2} \Phi}{\partial y^{2}},
$$

and it satisfies the natural (Neumann) boundary conditions This result in a similar problem appears in Dyn ind Wahba (1979) We avord the necessity of soiving a boundary-value prob'em by letting the doman of integration be $-x \leqslant r, y \leqslant x$ The boundary conditions are shifted to $x$ The solution will be defined for $-x<x, y<x$ However, we will only compute it on $R$ and, of course, it will onily have meaning of there ate data points not too far from the boundary We are also assuming here that the world is flat in $R$, although the entire andysis that we do nere can be done on the sphere [for the theory, see Wahba (1979c)]
The solution, which ue call $\Phi_{1 m \lambda}$, to the problem is as follows Find $\Phi$ in a suitable space $X$ to minmize

$$
\begin{align*}
N^{-1} & \sum_{i=1}^{N}\left[\Phi\left(x_{1}, y_{i}\right)-\Phi_{i}\right]^{2} \\
& +\lambda \int_{-\infty}^{\alpha} \int_{-\infty}^{x} \sum_{v=0}^{m}\binom{m}{\nu}\left(\frac{\partial^{m} \Phi}{\partial x^{v} \partial y^{m-v}}\right)^{2} d x d y \tag{17}
\end{align*}
$$

This was obtaned by Duchon (1976a) and further studed by Mernguet (1978, 1979) and Wahba (1979a,b) It is known as a ${ }^{\prime}$ thin plate spline ${ }^{\circ}$ and is a natural generalization to two dimensions of the one-dimensional smoothing polynomial spline (Reinsch. 1967).

We will give an explicit computable formula for W, ma later Problems in assigning boundary values are eliminated, and no preliminary analysis of the raw data is used.

 It can be hown that $\lambda$ contols the halt-power pome of the tilter and $m$ the verpnes ot the all-oft lee Wagner (1971). Craven and W ahb,a (1979) and Wabbd (1978a)] In one dimenvon the filter tunction $f\left({ }^{\prime}\right)$ as a function of wenumber ir loohs like $f(1)$ $=1 /\left(1+\lambda_{2} \cdot{ }^{2 \prime \prime \prime}\right)$ We choose $\lambda$ and $m$ Irom 'he data by the GCV (generalized cross-v.shdation) me:hod (Craven and Wahba. 1979. Golub at al . 1979) which proceeds as follous The criteria for a good choice of $\lambda$ and $m$ is tahen to be the ability to predict the value of the field whete data are withheld.

To estimate this predictive ability from the data let $\Phi_{1}^{\prime k}{ }_{1 \prime \prime}$ a be the function which $s$ the minimizer of (17) with the $h$ th data point omitted If $\lambda$ and $m$ are good chorces. then on the werage $\Phi_{1}^{\prime \prime}{ }_{1, \ldots}\left(r_{h}, l_{h}\right)$ - $\Phi_{h}$ should be small and we measure this by the ordinary cross-validation function

$$
\begin{equation*}
\left.V_{m}^{0}(\lambda)=N^{-1} \sum_{k=1}^{\vdots}\left[\Phi_{h}^{\prime}\right)_{m}\left(\lambda_{1, \prime_{h}}\right)-\dot{\phi}_{A}\right]^{2} \tag{18}
\end{equation*}
$$

This expression is difficult to compute. furthermore. effects of unequal spacing of data points are not sutably accounted for For these and other technical reasons recounted in Craven and Wahba (1979) and Golub ct al (1979), one should measure the ability of $\Phi_{1} m_{\text {a }}$ to predice missing data by the generalized cross-validation function (GCVF)

$$
\begin{align*}
& V_{m}(\lambda) \tag{19}
\end{align*}
$$

where the $u_{h}(m, \lambda)$ are certain weights which have been given in Craven and Wahbs (1979) and Golub et al (1979) $V_{m}(\lambda)$ turns out to have a collapsed representation "hech is relativels easy to compute For each $m=2,3,4$, up to some preset maximum, $V_{t n}(\lambda)$ is computed as a function of $\lambda$ and the value $\lambda(m)$ of $\lambda$ minimizing $V_{,, \prime}(\lambda)$ is determined Then $m$ is selected by comparing $V_{\prime \prime}(\lambda(m))$ over $m$. A computer implementation of this example has been made and applied to data simulated from a mathematical model for a 500 mb hergtit fieid The results are presented in Section 4

We next generalize this approach to allow the imposition of weak constrants Contunuing with $\rho=500 \mathrm{mb} \quad 1=0$ we consider as an example the geostrophic wind approximation

$$
u_{v}=-\int^{-1} \partial \Phi / / h, \quad i_{v} \approx f^{-1} \partial \phi \partial x,
$$

 and northuard componants of the geontrophic wind, and $f$ is the Cornlin paramiter if the eastuard and northward components of the wind are measuied at each statoon, one can scck $\begin{aligned} & \text { l } \\ & \text { to mimize }\end{aligned}$

$$
\begin{align*}
& N^{-1} \sum_{i=1}^{n} \sigma_{1}^{-2}\left[\Phi\left(x, y_{i}\right)-\dot{\phi}_{i}\right]^{2} \\
& +N^{-1} \sum_{i=1}^{n} \sigma_{2}^{-2}\left(\left.\frac{\partial \phi}{\partial y}\right|_{x_{i} b_{i}}+f i_{i}\right)^{2} \\
& +N^{-1} \sum_{i=1}^{n} \sigma_{3}^{-2}\left(\left.\frac{\partial \Phi}{\partial x}\right|_{r_{i} v_{i}}-f \tilde{v}_{i}\right)^{2}+\lambda J_{m}(\Phi), \tag{110}
\end{align*}
$$

where $N=3 n$, $\Phi_{\text {, }}$ is the measured 500 mb neight and $\bar{u}_{,}, \dot{v}_{i}$ are the observed wind components at station $t \sigma_{1}{ }^{2}$ is a weight which is. ideally. the meansquare error in the measured height field $\sigma_{2}-$ is the sum of the mean-square error in the measured eastward component of the wind and the mean-square error in the geostrophic approximation to the true eastward wind $\sigma_{1}$ : has the corresponding meaning for the northuard component oif the wind

For $m \geqslant 3$ an explicit formula for the minmizer $\Phi_{1 m \wedge}$ of (110) will be given
Since we are going to choose $\lambda$ from the data, it worly necessary that $\sigma_{1}{ }^{4} / \sigma_{3}{ }^{2}$ and $\sigma_{1}{ }^{2} / \sigma_{3}{ }^{2}$ a.e known reasonably well Assuming all mean-square ertors are hnown, it has been suggested by Reinsch (1967) and others to choose $\lambda$ so that the first three terms in (1 10 ) with $\Phi$ replaced by $\Phi_{1} \ldots$ a sum to 1 . However, it has been shown wee Wahba, 1975. Craven and Wahba, 1979) that this will lead systematically to undersmoothing
The idea of the generalized cross-validation functon extends to the choice of $\lambda$ and $m$ in the manmizer of ( $i$ 10) and we can obtan the GCVF $V_{m}(\lambda)$ which can be minimized to estimate good values of $m$ and $\lambda$
In this example where $\sigma_{1}{ }^{2} . \sigma_{2}{ }^{2}$ and $\sigma_{3}{ }^{2}$ may be different the manmizer of the CCVF estumates $\lambda$ and $m$ which best predict missing data points. inversely weighted b; the appropriate $\sigma_{1}{ }^{\text {: }}$
We next turn to the analysis of a temperature field using both direct (balloon) and remote isatellite radiarce) data We assume that all data are measured at $t=0$ and it $\Phi(r, i p)$ represents the temperature The data consist of direct measurement of the temperature from station at pressure $p_{\text {, }}$ and indirect satellite measurements of radiances $I_{1}(\nu)$ at frequency $r$ and subsatellite point ( $1, \ldots$, ) In the smplent sase (cloudles. looking down). after some linearization and approvimations ${ }^{3}$ a Lnown function $r_{( }(p)$ of the measured radiance $I_{1}(\nu)$ can be related to the temperature $\Phi$ by

$$
\left.r_{1}(\nu)=\int_{0}^{r_{0}} \kappa(\nu, p) d \psi_{1}, 1, p\right) d p
$$

[^6]where $K(\nu, p)$ is known for each frequency $\nu=\nu_{1}$, . . . . $v_{n}$ (see Fritz et al . 1972)

Thus we seck i. to minimize

$$
\begin{aligned}
& N^{-1} \sum_{i, k} \sigma_{k}^{-2}\left[\Phi\left(x_{1}, y_{1}, p_{k}\right)-\phi_{i A}\right]^{2}+N^{-1} \sum_{l_{1, \nu}} \sigma_{\nu}^{-2} \\
& \times\left[\int_{0}^{P_{0}} K(\nu, p) \Phi\left(x_{l}, y_{l}, p\right) d p-r_{i}(\nu)\right]^{2} \\
&+\lambda J_{m}(\Phi)(112)
\end{aligned}
$$

where $N$ is the total number of observations and

$$
\begin{align*}
J_{m}(\Phi)= & \sum_{a_{1}+\alpha_{1}+\alpha_{2}=m}\left(\frac{m^{\prime}}{\alpha_{1} \alpha_{2}{ }^{\prime} \alpha_{3}{ }^{\prime}}\right) \\
& \times \iiint_{-\infty}^{\infty}\left(\frac{\partial^{m} \Phi}{\partial \lambda^{\alpha} \partial y^{\alpha^{\prime}} \partial p^{\alpha i}}\right)^{\prime} d x d i d p \tag{1.13}
\end{align*}
$$

We will give an explicit formula for the minmezer $D_{1, m}$, of $(: .12)$ and the GCVF $V_{n}(\lambda)$ for t.'s problem for $\cdots \geq 2$. In theory. there is no difficulty in adiong with temperature constraints, or in cariying out the analysis in three space variables and one tume variable with direct data, indirect data and weah constraints (A finite number of strong constrainis car be added, too. and we briefly indicate how ) In practice the method has computational limits The computation of $\Phi_{1_{\text {a }} \lambda}$ requires the solution of $d$ linear system $0^{*}$ dimension close to the number $N$ of data " and "weak constrant" terms The computation of the GCVF required the solution of an eigenvalue problem of size $N$ We are obtaining very good results with $N$ up to as large as $!40$ with p.esent methods on the Univac 1110 at the University of Wisconsin, Madison, but improved algonithms wil! have to be developed to go beyond this print on this size machine There is reason to believe that this can be done Some algorithms handing four timies as many pornts in certan special cases have been developed by Pathua (1978). Other numerical methods suitable for large data sets are suggested in Wahba (1980a.b) $\Phi_{1}$, ${ }_{1}$ is found in terms of coefficients of certain basis functions, so that the bulh of the numerical work is only done once for each set of data $\Phi_{1 m a}$, and in certinn cases its denvaaves, can be evaluated on a fine grid essentially for 'irce •
We briefly mention the relationship of this work to some other approaches in the literature Fritsch (1971) discusses a related form of two-dimeristonal splane objectuve analysis Wagner (i971) analyzed some of Sasalis vartational objective analvas methods from the point of view of their properties a low-p.as filters and experimented with the paramcla "lhaticonted the hall power porme of the bitar (heic $\lambda$ ). it th the equaralent of our $m=$ ? the Fields of Information Blerding developed by Mi
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 manmasation problem of which all the prevously menturned pioblems are spectal eanes In Sechon 3 we devaribe the GC'V which allow s the evimation of $\lambda$ and $m$ from the data beng anshed in Siction 4. results of a Monte Callotent of the method is gaven. unge realivic vmalated sol mb heght data where the "true neldahnown Numericalmethous used are somewhat nonstandard and are descoibed in some detal in the Appendices
Analyas of the heicht field via nimmization of (14) is an isotropie method 1 hiebsux (1977) has provided some evidence that an improved analysis may be obtuned unrig metheds which have diferent north-south and cast-nest scalle, This feature may be incorporated here bi mahing a change of scale $r \rightarrow h r$ and $: \rightarrow h^{-1}$. A good wale parameter $h$ ma: be estumated bv (GCV amultaneously with $\lambda$ and $m$ Some veri preliminary numencal resul:s with actual reported 500 mb height data from the U.S rawinsonde netmorh suggests that the $h=1$ (1 e . isotropic) an..lisin can be improved upon by es.imating $h$ (sce 'Yendelberger 19811 We do nol ducuss anisotropie methods further here

Kreiss (1979a,b) notes that for succevsful numencal soluti, $n$ of certan differential cquations related to numencal weather forecasting. it is desirable to have imtial corditons that hate certain continuty properties We confecture that the methods suggested here can ve used to prowide these initial conditions

## 2. Solution of a geseral minimization problerr.

In this section we give a sulution to a general minimization problem of which the minimization problems of Eus (17). (1.10) and (1.12) are special cases

Out results hold in any number of dimensions, uhere most meteorological problems of merest will involve $d^{\prime}=2,3$ ar + The $d=1$ case results in the famildr polynomal umeothing ppline (see Reinsch. 1967) We will sal a function $/ 1$ of $d$ variables $x_{1}$. $x_{2}$. ${ }^{4}$ is ' moorti if $J_{n}(1 / 1)$. defined by

is small
We week to find a $w$ which is simulaneously compatible with tice data $=, .=$. . $\therefore$, and is approprately smooth The data are ascumed to be

$$
\therefore_{1}=L_{1} u+C_{1}
$$

where the $L$ ，are（any）continuous linear functionals of＂and the $r$ ，are measurement errors $A$ rigorous definition of a centinuous linear functional as being used here is given in Appendix $A$ ，but we note the most useful ones here Let $t^{*}=\left(x_{1}{ }^{*} \ldots, x_{n}{ }^{*}\right)$ be a fixed point ind dimensions Then

$$
I \|=u\left(t^{*}\right)
$$

is a continuous linear functoonal for each fixed $\imath^{*}$ piovided

$$
2 m-d>0
$$

and
with $\alpha_{1}+\quad+\alpha_{4}=K$ is also a continuous linear functional for each fixed $t^{*}$ ，provided

$$
2 m-2 h-d>0
$$

This allows incorporation of the uinds as estimates of the gradient of the pressure field via the geo－ strophic approvimation $L$ of the form

$$
L u=\iint_{n} \int K\left(r_{1} \ldots \ldots r_{d}\right) u\left(x_{1} \ldots r_{d}\right) u_{1} r_{1} \cdots d x_{d}
$$

is a conimuous linear functional if，for example． $\Omega$ is a bounded set and

$$
\iint_{n} \cdot \int\left|K\left(r_{1}, \quad . x_{1}\right)\right| d r_{1} \quad d r_{1}<x
$$

This allows merging of radiance data with direct temperature data in the objective analysis of tem－ perature fields We remark that $L u=u\left(t{ }^{*}\right)$ is not a continuous linear functional if $m=1, d=2$ ．and this leads to the dithulties mentioned previously in regard to the mbimmation of（1 2）

We suppose thit the er，are independent zero meen errors with $E c_{0}$ ：＝$v_{0}$ ：We seeh to find 11 in a suit－ able（Hilbert）space of functions（defined in Ap． pendix A）to mamize

$$
\begin{equation*}
N^{-1} \sum_{i=1}^{\vdots}\left(L_{1} l-z_{0}\right)^{\prime} \sigma_{1}^{-2}+\lambda J_{m}(u) \tag{21}
\end{equation*}
$$

In this Section $A$ and $m$ are fixed In Section 3 we show how to choove $\lambda$ and $m$ We will give an ex－ plicit tormula for the＂which minimazes（2 1）for seneral 1 ．The ves bal emes（1 7）（1 10）and（1．12） and whers of meterent bin then be deduced Com． putationalalponthmy are disurnced in the Appendices and a numertat tent of the method on amulated SOO mb height dirls ewen in Sallont


 Laplatan Befors vintue the rath，we difine vame
notation In $d$－dimensional space thete are

$$
M=\binom{d+m-1}{d}
$$

polynomials of total degree lew than or equal to $m-1$ We let $\left\{\left.\phi_{1}\right|_{i=1} ^{\prime \prime}\right.$ be thexe $1 /$ pol\} nomula. For example，if $d=2, m=3$ ，then $. M=6$ and

$$
\left.\begin{array}{l}
\phi_{1}\left(x_{1}, x_{2}\right)=1, \quad \phi_{2}\left(r_{1}, r_{2}\right)=r_{1}  \tag{2}\\
\phi_{3}\left(r_{1}, r_{2}\right)=x_{2} \\
\phi_{1}\left(r_{1}, x_{2}\right)=x_{1}^{2}, \quad \phi_{1}\left(r_{1}, r_{2}\right)=r_{1} r_{2} \\
\phi_{8}\left(x_{1}, x_{2}\right)=r_{2}^{2}
\end{array}\right\} .
$$

Observe that $J_{m}\left(\phi_{1}\right)=0 . z^{\prime}=1,2 \ldots$ ．M，so th $r^{\prime}$ polynomials of total degree $=m$－ 1 are considered infintely smooth by this method．We define the Laplacian $\Delta$ by

$$
\Delta u=\sum_{a=1}^{d} \frac{\partial^{2} u}{\partial r_{h}^{\prime}}
$$

If $u$ and all its derivatives up to order $m-1$ wre continuous and are zero at infinity，then by inte－ gration by farts，one has

$$
J_{m}(11)=\int_{R^{4}} \int \| د^{m} m_{1} h_{1} \cdot d r_{d}
$$

Thus，the terated Laplactan $J^{\prime \prime}$ would play a role in an Euler equation approwcis for the solution of the variational problem（2 11．alhough we do no： use that method to obtam the holution

Letting $s=\left(1_{1}, . \quad i_{f}\right), t=\left(r_{1}, \ldots, x_{1}\right)$ and

$$
|s-1|=\left\{\left.\sum_{i=1}^{d}\left(r_{0}-1,\right)^{i}\right|^{1 / 2}\right.
$$

then the fundamental solution of the therated Laplacian is given by $E_{m}(s, 1)$ denned by

$$
\begin{equation*}
E_{m}(\mathrm{~s}, \mathrm{t})=E(|\mathrm{~s}-\mathrm{t}|) . \tag{2.3}
\end{equation*}
$$

where
$E(\tau)=\left\{\begin{array}{r}\theta_{m}=\frac{(-1)^{n / 2+1+m}}{2^{2 m-1} \pi^{\prime \prime}} \frac{(m-1)^{\prime}(m-d / 2)^{\prime}}{(m)^{\prime}} \\ \theta_{m} \tau^{2 m-\alpha} \cdot d \text { odd．} \theta_{m}= \\ \frac{\Gamma(d / 2-m)}{2^{2 m m^{\prime \prime}(2)}(m-1)^{\prime}}\end{array}\right.$
 where the shbucript（ 1 ）indsater that $J^{\prime \prime}$ is ap． phed $10 I_{\text {．，}}$ comadered a lunction of and $\delta$ o the
 いにば心いい
Let $L_{1}$ ．L：．$\quad l$ ，te $N$ lincerls inderendent contmuous lincar tunctoma and auppose

$$
\begin{equation*}
L_{\alpha} \sum_{1=1}^{\|} u_{1} \phi_{r}=0, \quad h=1,2, \ldots N . \tag{24}
\end{equation*}
$$

umplies that all the $a_{1}$ are 0 .
Then the solution to the problem Find 1 , wa $^{2}$ io minimize

$$
\begin{equation*}
N^{-1} \sum_{j=1}^{N}\left(\frac{L_{j 1}-j}{\sigma_{j}}\right)^{2}+\lambda J_{m}(11) \tag{2.5}
\end{equation*}
$$

is unique and has the representation

$$
\begin{equation*}
u_{A, m, \alpha}(t)=\sum_{j=1}^{n} c_{j s} \xi_{j}(t)+\sum_{n=1}^{\mu} d_{v} \phi_{v}(t) . \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi,(t)=L_{x s} E_{m p}(t, s), \quad j=1,2, \ldots, N, \tag{2.7}
\end{equation*}
$$

and $L_{r s}$ means the linear functional $L_{j}$ applied to what follows considered as a function of $s$. The coefficients $c=\left(c_{1}, \quad, c_{1}\right)^{\prime}$ and $d=\left(d_{1}, \ldots, d_{1}\right)^{\prime}$ are determined by

$$
\begin{align*}
\left(\mathrm{K}+N \lambda D_{\sigma}^{2}\right) \mathrm{c}+T \mathrm{~d} & =2  \tag{28}\\
T^{\prime} \mathrm{c} & =0 . \tag{29}
\end{align*}
$$

where $K$ is the $N \times N$ symmetric matrix with رhith entry

$$
\begin{equation*}
L_{k s}, L_{k+1} E_{m}(s, 1) \tag{210}
\end{equation*}
$$

$T$ is the $N \times M$ matrix with $j u t h$ entry

$$
\begin{equation*}
L_{i} \phi_{r} \tag{211}
\end{equation*}
$$

and $D_{o}$ is the $N \times N$ dizgonal matrix with $\mu^{\text {th }}$ entry $\sigma$, An outine of the denvation is given in Appendix A.

## Examples

The simplest example is when the bounded linear functionals are all evaluation functionals $L, H$ $=u(t, 1), 1=1,2, \ldots . N$ For condition (2 4) to be satisfied it is necessary that the $N$ pointst,
 do not lie in a hyperplane of dimensiond - lorless For example, if $d=2$, then we need

$$
N \geqslant\binom{ m+1}{2}
$$

and the $N$ points must not fall on a straight line Then

$$
\begin{align*}
L_{k s} E_{m}(s, t) & =E_{1,}(t, t)=\xi,  \tag{212}\\
L_{n, s} I_{k t i} L_{m}(s, t) & =E_{m}\left(t, t_{k}\right) .  \tag{213}\\
L_{,}, \phi_{\nu} & =\phi_{v}(t,) \tag{2.14}
\end{align*}
$$

If

$$
L_{11}=\int_{a}^{n} K\left(x_{3}\right) /\left(1 x_{1}{ }^{*}, r_{2}^{*} \cdot r_{3}\right) d t_{3}
$$

then
$\xi\left(x_{1}, r_{2}, r_{3}\right)=\int K\left(y_{3}\right) E_{m}\left(x_{1}{ }^{*}, x_{2}^{*}{ }^{*} y_{1}, x_{1}, x_{2}, x_{7}\right) d y_{1}$,

Cl心 In gencial. : of tha form min mor be hown evpheitly, ald then a quad.ature .apmovmation maj to necenay . In .rpmophate quadrature appoommatuon for a sumbin poblem can be found in Dyn and Wibhta (1979) In ex.mple of $\varepsilon$, when L, in invelso dellativen $\begin{aligned} & \text { geren in Ippendia B }\end{aligned}$
We mahe the mportant uburation that estimates of dernatises of tu un to oder / may be abtained by diffetentiating $"$ wa a analyticitly, previded $2 m-2 l-d>0$.
We remart that in the more tamilar Hilbert spaces of functions for which it is unly assumed that

$$
\left[\int \cdots \int u^{:}\left(r_{1}, \ldots, x_{d}\right) d x_{1}, \ldots, d r_{d}\right]^{1 / 2}<x_{1}
$$

the evaluation functionals $L_{6} u=u\left(t_{h}\right)$ are not contunuous linear functionals.

## 3. The generalized cross-valdation (GCV) method for choosing $\lambda$ and $m$

We describe the generalized cross-validation (GCV) method foi chooung $\lambda$ and $m$. We emphasize that $\lambda$ and $m$ are the "tuming potrametess" of this method (every obyectuc analvis lechnique has tuning parameters') and one of the novel features being reported here is the ability to estimate good values of $\lambda$ and $m$ atitomaiticalls from the data being analyzed Frequently, thas inh is performed by trial and error We remartithat GCV also can be used with othel methods but we do not pursue this point here

To describe the GCV method. we first define the "ordinary" cross-ıalidation function $V_{m}{ }^{\circ}(\lambda)$. Let "(i) ${ }_{m}$ a be the minimizer of

$$
N^{-1} \sum_{\substack{j=1 \\ j=1}}^{\vdots}\left(L, u-z, j \neq \sigma_{j}^{-z}+\lambda J_{m}(u),\right.
$$

ic. the hth data point hasbeen left out Then,

$$
\begin{equation*}
L_{k} d_{k m, \mu}^{\left(A_{k}\right.}-E_{k} \tag{31}
\end{equation*}
$$

is the difference between the Lith data pornt and an estumate of the hth dita poont from the temaning data when $m$ and $A$ are uned. It $m$ and $\lambda$ are a good choice the quantites in ( 3 th, hould be small on the average and this can be manured by

$$
\begin{equation*}
V_{m}{ }^{\prime \prime}(\lambda)=N \cdot \sum_{\alpha=1}^{\sum}\left(L_{\alpha} u_{i}^{\prime 2}{ }_{m A}-z_{A}\right)^{2}\left(r_{A}^{-2}\right. \tag{3.2}
\end{equation*}
$$

The general deat is that one would choove $\lambda$ and $m$ to minimize ( 3 2) it turne out that (32) is very difficult to complite finthermote, it is shown in Craven and Wahba (1974. hereafier CW) Golub af al (1979. hocatter (nink and Wahha (1977) that from a theorelical powat of veew it in better to choose $\lambda$ and $m$ io manrmure acertan weaghted
 a

$$
\begin{equation*}
V_{m}(\lambda)=N^{-1} \sum_{k=1}^{N}\left[L_{k} \mu_{i, m, \lambda}^{(k)}-z_{k}\right]^{2} \sigma_{k}^{-z_{1} w_{k}(m, \lambda), ~} \tag{33}
\end{equation*}
$$

where $w_{k}(m, \lambda)$ are weights defined by
$w_{k}(m, \lambda)$

$$
\begin{equation*}
=\left[1-a_{k k}(m, \lambda)\right]^{2} /\left[1-N^{-1} \sum_{i=1}^{v} a_{i 1}(m, \lambda)\right]^{2} \tag{34}
\end{equation*}
$$

where the $a_{\Delta 1}(m, \lambda)$ satisfy

$$
\begin{equation*}
\frac{\partial}{\partial z_{k}} L_{k} H_{1, m \lambda}=a_{M}(m, \lambda) . \tag{3.5}
\end{equation*}
$$

If the $a_{\text {At }}$ were all the same the weights would be 1 .
We first review the resulis from CW and GHW, on the optumality propertues of the GCV estimates $\bar{\lambda}$ and $m$ which are obtaned as the minmmers of (33). Then we provide a simplified expression for $V_{m}(\lambda)$ which is amenable to comoutation, and in fact is much easter to compute than $V_{m}{ }^{\prime \prime}(\lambda)$

The optimality properties of $\lambda$ and $m$ are based on assuming that

$$
z_{j}=L_{j} \mu+\epsilon_{j}, j=1,2, \quad \ldots N
$$

where $u$ is the "true" field and $\epsilon$, is an error $u$ hich is assumed to have mean zero and mean-squaie $\sigma_{j}{ }^{2}{ }^{4}$

[^7]We define an crror function when $m$ and $\lambda$ are used as

$$
\begin{equation*}
R_{m}(\lambda)=E N^{-1} \sum_{j=1}^{\nu}\left(L_{j} u-L_{j} u_{v, m \lambda}\right)^{2} \sigma_{j}^{-2} \tag{3.6}
\end{equation*}
$$

where the $E$ means expected value. $R_{m}(\lambda)$ is not computable, of course, since $u$ is not known. However, it is shown in GHW and CW that under rather general circumstances the $\lambda$ and $m$ which minimize $V_{m}(\lambda)$ are good estimates of the $\lambda$ and $m$ which minimize $R_{m}(\lambda)$, and $E V_{m}(\lambda)=R_{m}(\lambda)+a$ constant, for $\lambda$ near the minimizer of $R_{m}(\lambda)$
We now give a different, but eq sivalent, expression for $V_{m}(\lambda)$ of (3 3) which is sutable for efficient numerical evaluation First, it can be shown by the same reasoning as in CW , Lemma 3.2, that
$\left.L_{k} u_{i}^{(i)}\right)_{m, \lambda}-z_{k}$

$$
\begin{equation*}
\equiv\left(L_{k} \mu_{1, m, \lambda}-z_{k}\right) /\left[1-a_{k k}(m, \lambda)\right] \tag{37}
\end{equation*}
$$

and, substituting this into (3.3) gives an alternative expression for $V_{1 m}(\lambda)$ of (3.3), viz..

$$
\begin{align*}
& V_{m}(\lambda)=N^{-1} \sum_{k=1}^{\Lambda}\left(L_{k} u_{, ~ m, A}-z_{k}\right)^{2} \sigma_{k}^{-2} \\
& \times\left(1-N^{-1} \sum_{i=1}^{N} a_{11}\right)^{-1} \tag{3.8}
\end{align*}
$$

where $a_{11}=a_{d}(m, \lambda)$ Lelling $A_{m}(\lambda)$ be the $N \times N$ matnx defined by


Fic I I © atom of modal radowonde whans and boundiry of grid imad for evalultom of the indyas flie stition at San Jian. Puerto Rho. is mot shown)
then the exprestion (3.8) for $V^{\prime}{ }_{m}(\lambda)$ can be writien in the equivalent form

$$
\begin{equation*}
V_{m}(\lambda)=\frac{N^{-1}\left\|D_{0}-1\left(l-A_{m}(\lambda)\right] \mid z\right\|}{\| N^{-1} \operatorname{Trace}\left[I-A_{z}(\lambda) \|^{2}\right.} . \tag{3.9}
\end{equation*}
$$

where $D$,. w the diggon.ll mattis with 10 th entry or. the trace of a matris is the anm of its diagomal

 I and Dis gate in Appendia C In Appendi C we duarthe a numencial aleorathm for computing $V^{\circ}$., ( $(\lambda)$ and linding the mammenge $\lambda$ for cich $m$. as well as
 was vuccessfully implemented for the upecial case $d=2 . L_{f}=\|(t),, \sigma_{j}^{2}=\sigma^{\prime} . m=2.3,4.5$ or 6 and
$N=120$. to give the numerical results in the next section

## 4. Numerical experiments

We have programmed and tested the method for andyzing dat.ı from simulated 500 mb height fieids using sumulated data at $N=114$ North American radiosonde station location, The simulated data were obtaned from a mathematical model of 500 mb height fields used by Dr 1 homas Koehler of the Department of Meteorology at the Universty of
$\dot{W}$ isconstn that was based on an earlier model developed by Sanders (1971) The location of the 114 stations is given in Fig 1 The equations generating the field are given in Appendix B Discussion of the rationale behind the model appears in Koehler's (1979) thesh. Contour maps of the model fields appear below together with contour maps of the analyzed helds determined from the simulated data. Data were simulated by computing the true 500 mb height at station s by calling Koehler's program and adding a simulated measurement error The simu-
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Fig 4a The model (dashed line) and analyzed (solid line) fields with or $=5$
lated measurement error was obtaned by calling the pseudo random number generator RAENBR in the University of Wisconsin Academic Computing Center library. This program obtains a pseudo random
normally distributed number with mean 0 and standard deviation 1 and muluplies this number by a constant which is given here as the standard deviaton of the measurement crror This procedure re-


Fig 4b As in Fig 4a except with $\sigma=10$


Fig 4e As in Fig ta except with ot $=15$
sulted in a set of 114 simulated measured 500 mb heights which were then uned to obtain an analyzed field This is the umulated data vector 2 To iecapitulate the formulas tor obtaning the analyzed
field, we go back to Section 2, with $d=2, N=114$, $L_{1}, u=u\left(t_{1}\right)$, where $t_{1}=\left(x_{1}, v_{1}\right)$, the coordinates of the th station We have considered $m=2,3,4,5$ and 6 The analyzed field is given by $u, \ldots$ a Eq
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## ORIGINAL PAGE IS <br> OF POOR QUALITY

(2.6). where $\varepsilon$, is defined by (2.12). $\phi_{1}$ is defined by (2) 2 for $m=3$ and analogoun formulas for other $m$. $h$ indelined by (2 10) and (2.13). and I in detined by (2.11) and (2.14) For each $m$. $V_{m}(\lambda)$ is defined by (3.9), where $D_{\text {, }}$ is taken as the adentity matrix since all measurement errors are assumed to have the s.ime standard deviation. $V_{m}(\lambda)$ is computed as in Appendir $C$ but since $D_{\text {o }}$ is the identity matrix, then $\dot{T}=T$. The earth was assumed "flat" and latitude and longitude coordinates were treated as (i.v) for the analysis of the field and then converted back to lattude and longtude in the contour maps given below. To minimize round-off errors $x$ and $y$ were rescalcu to be toughly of magnitude one in absolute value for the calculations.

In the first series of evpermments we conondered one fied to be alled 1 vampic 11 .and comatered $\sigma=5.10 .15$ and 20 m I orcich ditu act (1. . baluc
 the chase of $\lambda$ In the firnt example dascusced here.
 for this cave. mote about thit nevt.) Fig 2 gues a plot of $V_{s}(\lambda)$ vs $\lambda$ and $R,(\lambda)$ Here $R_{m}(\lambda)$ is defined as

$$
R_{m}(\lambda)=N^{-1} \sum_{i=1}^{\vdots}\left[u_{m m A}\left(t_{1}\right)-u\left(t_{1}\right)\right]^{2}
$$

where $u\left(t_{1}\right)$ is the "true". 1 e . model 500 mb height field at stationt Theoretically. $V_{m}(\lambda)$ should "track" $R_{m}(\lambda)$ near the minumum of $R_{m}(\lambda)$ (see Craven and


Fic 5 RMSE( $m, i)$ and $\left[R_{m}(\lambda)\right]^{2}$ vs $m$ for $r=510.15$ and 20

Wahba. 1979. Golub at al . 1979) In practice $R_{m}(\lambda)$ is not known but in this example which is tamly typical. it can be seen that the minimizer. call it $\lambda$. of $V_{m}(\lambda)$ is a very good estumate of the minimizer of $R_{m}(\lambda)$ In fict the ineflictency ${ }^{\circ} R_{m}(\hat{\lambda}) / \min _{\lambda} K_{m}(\lambda)$ $=1.005$
Fig 3 illustrates how $m$ is chosen from the data and how gond this chore is To study variability of the method with $m$ and ar. the same set of 114 pseudu-random numbers has been used in each of the $20=5 \times 4$ analyses hehind Fig 3 The pseudorandon number for station a 'ias muluplied by $\sigma-5.10 .15$ and 20 m turn to get four data sels
Fig 3a pluts ${ }^{\prime \prime}$," at the minimizing ,alue $\dot{\lambda}$ for $m=2,3.4 .5$ and 6 for the first data set ( $\sigma=5$ ) The ninmming balue $\dot{\lambda}$ will be dillerent in each case According to Fig 3 d the choice of $m=5$ would be made from the data For comparison $R_{\text {,., }}(\lambda)$ is also given Figs 3b, 3c and 3d give the same plots for the other three data sets sith $\sigma=10.15$ and 20 It is seen that the chore $m=5$ would be made from the data in each case in general. $R_{m}(\lambda)$ is very close to $\min _{4} R_{m}(\lambda)$ and these plots suggest that chousing $m$ to minimize $V_{\prime \prime \prime}(\dot{\lambda})$ will result in a good choice of $m$. However $R_{\text {, }}(\lambda)$ for $m=4$ and $m=6$ is only slightly larger than $R,(\dot{\lambda})$ The two points corresponding to the $m=5 \quad s=10$ case of Fig 2 are circled in Fig 3h Figs 4.1-4d give the model and analyzed field for $m=5$ with the estimated $\lambda$ for each or tried The model field contours (danthed lines) are the same in each figure The analyzed field contours are solid lines The contours are labeled in tens of meters

From the data behind Fig 3 one can establish that $|R,(\lambda)|^{\prime}$ : is between 0 orr and 08 or Thus the measurement nome is being filtered out to give a better estimate overall, of the station 500 mb height than the measured heights!

In pracice, of course. we want the analyzed field to be a good estimate of the true field over a whole region. not just at the points where it is measured To determine how well this goal is being met the RMSE (root-mean-square error) of the analyzed field over a $17 \times 26$ grid covering the region outIned over North America with a solid line in Fig 1 uas computed This RMSE is defined as follows.

## $\operatorname{RMSE}=\operatorname{RMSE}(m, \dot{\lambda})$

$$
=\left\{\frac{1}{17 \times 26} \sum_{i=1}^{1 \because} \sum_{i=1}^{2 \pi}\left[\left(1_{114 \ldots} i\left(\theta_{1}, \phi_{j}\right)-u\left(\theta_{1}, \phi_{2}\right)\right)^{2}\right\}^{1 / 2} .\right.
$$

where $\dot{\lambda}$ is the estumated $\lambda$ for each on The RMSE is, of course. an overall medsure of how well an entire field can be estimated over a region trom the 114 data points

Fig 5 gives plots of RMSE $(m, \bar{\lambda})$ for the four values of $\sigma$ tred. $\operatorname{RMSE}(m, \bar{\lambda})$ is generally greater than $\left[\left.R_{m}(\lambda)\right|^{12}\right.$. For comparison $\left[\left.R_{m}(\lambda)\right|^{\prime 2}\right.$ is also plotted The excess of $\operatorname{RMSE}(m, \lambda)$ over $\left[R_{t m}(\hat{\lambda})\right]^{1+2}$ reflects the thability of the method to interpolate between data peints
It can be seen from Fig 5 that by the RMSE criteria an $m$ somewhat smaller than 5 would give slightly better results in these examples To what extent this result on a model field carnes over to real


fields is really a question of how closely the model represents the real world with reapect to the featule teing tented

To get a feel for the variability of the analysis with actual variation in the measurement crrors. Exam-
ple 1 above with ar $=10$ was replated beeinming
 puted hom the data and $m=5$ was agan chosen from the data.
The estimated value $\hat{\lambda}$ in the second replicate was


Fig 7 Four examples with $n=10$ (d) ALON $_{4}=105$. (b) ALON $_{4}=100$, (c) $A L O N_{0}=95$, (d) $A L O N_{0}=90$
very cluse to $i$ in the first replicate (Remember that the "model" feld as identical in huth canes) However. while the RMSL Was 1369 in the first replicate. it was 17.13 in this one The model and the two analyzed fields for this case appear in Fig 6

I inally. we look il vallations is the field varied Thice other liclds. in addition to the first example. were generated by moving the field from west to catt. The four fields are characterized by the parameter $\mathrm{ALON}_{3}$ in the model in Example 1.


Fig 7 (Contmued)

ALON ${ }_{0}=95$ ，the other three case are 90.100 ．and Ios lhe second weplate with $110 \mathrm{~N}_{1}$－ 95 is uned in llas くel心，and the same set of lt ongmal random numbers ued in the second replacite is used in the other three examples here．A set of data with $\sigma=10$ was genciated for each of thene thee new fields．The enamated values of in wete

| ALON $_{0}$ | $\dot{m}$ |
| ---: | :--- |
| 105 | 4 |
| 100 | 4 |
| 95 | 5 （already given） |
| 90 | 6 |

Fig 7 gives a plot of the true and analyzed field in each of these four cases．The RMSE values were

| ALON $_{0}$ | $\operatorname{RMSE}(i n, \hat{\lambda})$ |
| :---: | :---: |
| 105 | 8.40 |
| 100 | 1080 |
| 95 | 17.13 |
| 90 | 13.08. |

We have used $\sigma=10$ as a typical value here because the results in Thiebaux（1977．Table 1. first ruw．fifth column）suggest that the root－mean－ square measuiement error at Topeha is less than 10 m （assuming zero mean measurement eirors） Note an earlier study（Air Weather Service，1955） has estimated $\sigma$ at -20 m ．
The question of whether in practice $m$ and $\lambda$ can be eftectively chosen once and for all or should be estumated dy namically from the data has not been completely addressed here This question can be addressed with＂model＇data only to the extent that the model represents the real world with respect to the phenomena being studied Furthermore，if the criterid is minimum RMSE then this question can－ 10＇be anvwered with real data unless it is available on a fine grid Prediclive ability on the measure－ ment grid can be studied in experiments philosophi－ cally like those of Thiebdux（1977）．who omitied data from Topeha and then examined how well the Topeka dita could be estumated from other data We are presently doing this wath both the isotropic and anisotropic method and preliminery results are very promising

A few preliminary experiments we have carned out with a himited set of examples have resulted in effectivelv similar values of $\lambda$ for fixed $m$ If $m$ and $\lambda$ can be fixed，then the cost of repetili＇e estimation of $\|_{1}$ ．．．a from data from a given set of stattons be－ comes very inexpensive
Ulimately，whether or not $m$ and $\lambda$ should be estimated from the data or can safely be＇fixed＇at some prior value will have to be determined with respect to the ultimate use to which the analyzed field in put（ceg if it is used in a forecint model． then one should determine whether dynamie estimd－
thon of $\lambda$ and $m$ is cost effective in terms of belter （olcc．パら）

Achonladsmonls The suthors wish to achnowl－ edge a number of invaluable dicarnoms with Profer－ sol Don Johnoon and Drs Tom kochler and Fom Whitaher This research was sonmored by the Atmosphetic Sutence，Section．National Science Foundation，under Giant AIM75－23223 and the Office of Naval Research under Coniract N00014－ 77－C－0675．

## APPENDIX A

## Outline of the Dervation of Eq．（2．6）

The solution to the minumization problem of（25） will be found by the use of geonetry in Hilbert space． By use of classical methods，it is possible to char－ acterize the solution as the solution to a pattal dif－ ferential equation with delta functions and deriva－ tives of delta functions on the right－hand side．but the present approach leads simply to algorithms which do not require the numerical solution to a partial difterential equation．The reader not familiar wath Hilbert spaces may find Ahthezer and Glazman （1961．pr 1－21 and 30－351 provide the necessary definitions of hithert space nurm and inner product The Hilbert spaten we will use all possess a repro－ ducing hernel which in uned to constiuct the solu－ thon．these kernels will be descibed be＇os We wish to minimize

$$
\begin{equation*}
N^{-1} \sum_{i=1}^{\vdots}\left(L_{1} 11-z_{1}\right)^{2} \sigma_{1}^{-2}+\lambda J_{m}(11) \tag{25}
\end{equation*}
$$

in an appropriate Hilbert space＇X of functions for wh $=h J_{m},(1:)$ is finite We first define a suitable inner product on $X$ Let $s_{1} . s_{2}$ ．$\quad s_{u}$ be a fined set of i／points in Euchdeand space with the property that

$$
\varliminf_{i=1}^{\because} 1_{1} \phi_{1}(s)=0 . \text { for } s=s_{1} . . \quad s_{1}
$$

implies that all $n$ ，are 0 The particulatr choice of these points is unmportant as they will cancel out later An inner poduct（ 11 1）is defined on $X$ by

$$
\begin{align*}
& \langle\|, l\rangle=\sum_{i=1}^{\eta} u\left(s, h(s,)+\sum_{u_{i}+} \frac{m^{\prime}}{\alpha_{n}=m} \alpha_{1} \alpha_{a_{1}^{\prime}}^{\prime}\right. \\
& \times \iint_{\mu_{1}} \frac{d^{\prime \prime \prime} \|}{d i_{i}^{\prime \prime \prime} 1 i_{1}^{\prime \prime \prime}} \frac{d^{m} \imath}{d x_{1}^{\prime \prime} d r_{i f}^{i d}} d r_{1} d x_{1} \tag{AI}
\end{align*}
$$

It follows from（ $\mathrm{A} \|$ ）that the norm $\|n\|$ on $X$ is given by

[^8]\[

$$
\begin{equation*}
\|u\|^{2}=\sum_{j=1}^{M} u^{2}\left(s_{j}\right)+J_{m_{1}}(u) \tag{A2}
\end{equation*}
$$

\]

A (real) continuous linear functional $L$ defined on functions $u$ in $X$ is a functional which ascigns a real number to cach $"$ with the property

$$
L\left(\alpha\left\|\|_{1}+\beta u_{2}\right)=\alpha L\left\|_{1}+\beta L\right\|_{2}\right.
$$

for any ${ }^{\prime}$, and $u_{2}$ and furtinermole there exists a constant $C$ so that

$$
\begin{equation*}
|L u| \leq C\|u\|^{\prime} \cdot \text { all } \quad u \in \mathbf{X} \tag{A3}
\end{equation*}
$$

For the familar space $L$ : of functions with

$$
\left.\|u\|^{2}=\int_{n_{d}} \cdot \int_{n^{2}\left(r_{1}, .\right.}, r_{14}\right) d r_{1} \cdot \cdot d r_{1} .
$$

$L_{u}=\|\left(t^{*}\right)$ is not a continuous linear functional because (A3) cannot be satistied However, in all the spaces $X$ that we will constder, $L "=\|\left(t^{*}\right)$ will be a continuous linear functional By the Riesz representation theorem (Ahhiezer and Glazman, 1961. $p$ 33), ${ }^{\text {a }}$ if $L$, is a continuous linear functional on functions in a Hilbert space $X$, then there is a functon $\eta$, in X. called the representer of $L_{\text {, }}$, such that

$$
L_{,}, u=\left\langle\eta_{1}, u\right\rangle
$$

Suppose these $\eta$, were given Then our minimizatuon problem is as follows Find $u$ in X to minimize

$$
\begin{equation*}
N^{-2} \sum_{i=1}^{i}\left(\left(\eta_{1},(1)-z_{1}\right)^{2} \sigma_{i}^{-2}+\lambda J_{m}(u)\right. \tag{A4}
\end{equation*}
$$

We look at this problem from a geometric point of view. Any $u$ in the Hilbert space $X$ can be written as a linear combination of $\eta_{1}$. . $\eta_{1}, \phi_{1} . . . \phi_{1}$ plus some function $\rho$ which is perpendicular to each $\eta_{1}$ and $\phi_{1}$. that is.

$$
\begin{equation*}
u=\sum_{i=1}^{\vdots} c_{1} \eta_{1}+\sum_{v=1}^{N} d_{v} \phi_{v}+\rho \tag{A5}
\end{equation*}
$$

for some coefficients $c=\left(c_{1}, ., c_{1}\right)^{\prime}, \mathrm{d}=\left(d_{1}\right.$, ... , $\left.d_{s}\right)^{\prime}$, where

$$
\left.\begin{array}{ll}
\left\langle\eta_{i}, \rho\right\rangle=0 . & \quad 1=1,2 \ldots, N \\
\left(\phi_{r}, \rho\right\rangle=0 . & \nu=1,2, \ldots, M \tag{f.6}
\end{array}\right\}
$$

By substituting ( $\mathrm{A}^{5}$ ) into ( $\mathrm{A}^{4}$ ) and using (A6) repeatedl). one can show that for "t of the foria (A5) to minimize (44). It in necessary that $\rho=0$ By using Lemmas 1 in Kinmeldorf and Wahta (1971). at can also be evtablahed |womeng (2 4) that the coetfictents, must satisfo

$$
\begin{equation*}
\left\langle\phi_{1} . \dot{\vdots}(, \eta .)=0 . \quad 1=1.2\right. \tag{U.}
\end{equation*}
$$

[^9]which is equivalent to (29), i.e.,
\[

$$
\begin{equation*}
T^{\prime} \mathrm{c}=0 . \tag{2.9}
\end{equation*}
$$

\]

since $\left\langle\eta_{1}, \phi_{v}\right\rangle=L_{i} \phi_{\nu}$ It remains to find the $\eta_{1}$ and the coefficients $=\left(c, \ldots,(,)^{\prime}\right.$ and $d=\left(d_{1}, ., d_{w}\right)^{\prime}$. To find the $\eta$, we use the theory of reproducing kernels. [For more dctals concerming what follows. see Aronsazjn (1950) and Kımelduri and Wahba (1971)|A Hilbert pace $X$ is sand to possess a reproducing hernel (rh) if, for each $t^{*}$ in $R^{\prime \prime}$. the funct.onal $L u=u^{\prime} l^{*}$ ) is a continuous linear functional Then there exists a representer $q_{1}$ in $X$ such that

$$
L u=u\left(\ell^{*}\right)=\left\langle q_{1}, u\right\rangle .
$$

We define the function $Q(s, t)$ of two (vector) variables $s$ and $t$ by

$$
Q(s, t)=\left\langle q_{s}, q_{t}\right\rangle
$$

where $Q$ is called the reproducing kernel for $X$ The basic property of the reproducing hernel is that given $Q$, one can find the representers of any contunuous linear functionals. The $\eta_{\text {, ate given by }}$

$$
\begin{equation*}
\eta_{1}(t)=L_{r s}, Q(s, t) . \tag{A8}
\end{equation*}
$$

and, furthermore,

$$
\begin{equation*}
\left\langle\eta_{1}, \eta_{1}\right\rangle=L_{n_{s}} L_{x(1)} Q(s, t) \tag{A9}
\end{equation*}
$$

where, as before, the subscript (s) indicates that the functional $L$, is to be applied to what follows considered as a function of $s$

Using results in Duchon (1976d, 1976b) E.1d Menguet (1979), it is possibie to acuace that the reproducing hernel $Q(s, t)$ for $X$ with the inner product given by $(f l)$ is given by

$$
\begin{equation*}
Q(\mathrm{~s}, \mathrm{t})=K(\mathrm{~s}, \mathrm{t})+P(\mathrm{~s}, \mathrm{t}) \tag{A10}
\end{equation*}
$$

where

$$
\begin{aligned}
& K(\mathrm{~s}, \mathrm{t})=L_{m}(\mathrm{~s}, \mathrm{t})-\sum_{r=1}^{\nu} p_{v}(\mathrm{t}) E_{m}\left(\mathrm{~s}_{v}, \mathrm{~s}\right) \\
& -\sum_{\mu=1}^{U} p_{\mu}(\mathrm{s}) E_{m}\left(\mathrm{t} . \mathrm{s}_{\mu}\right) \\
& +\sum_{\mu}^{\omega} p_{\mu}(\mathrm{s}) p_{\mu}(t) E_{m}\left(s_{\mu}, s_{t}\right) . \\
& P(\mathrm{~s}, \mathrm{t})=\sum_{v=1}^{n} p_{i}(\mathrm{~s}) p_{1}(t)
\end{aligned}
$$

$E_{m}(\mathrm{~s} . t)$ is as defined in (2 3). and $p_{1} . \quad, p_{y}$ are the 1 polyriomids of total degree less than m sathe fying $p_{1}\left(s_{\mu}\right)=1$, if $\|=1$ and is equasi to zero otherwise To verify that $(S(s)$ is the reproducing hernel for $\boldsymbol{\lambda}$ it is suffeient to chech that $(1 / 1, \ldots)=u(t)$. where $f_{1}(s)=$ U(s) 1 . .ndshatifinind This can be done wane Vembal (197)


$$
\begin{equation*}
\xi_{,}(t)=I_{n, 0} E_{1+1}(x, t) \tag{2.7}
\end{equation*}
$$
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and using

$$
\eta_{1}(t)=I_{.(t)} \varphi(s t) .
$$

and awouning that (.. . . . © sallisfy (A7), it can be verified that

$$
\sum_{i=1}^{\vdots} c_{1} \eta_{1}(t)=\sum_{i=1}^{\vdots}\left(, \xi_{i}(t)-\sum_{i=1}^{\sum_{n=1}^{n}} c_{i} \xi_{1}\left(s_{1}\right) p_{1}(t) .\right.
$$

Thus. since the double sum on the right is a polynomal. this establishes that the minmazer of (2.5) has the forra

$$
\begin{equation*}
u_{1, m a}(t)=\sum_{i=1}^{v} c_{1} \xi_{1}(t)+\sum_{r=1}^{v} d_{1} \phi_{r}(t) . \tag{2.6}
\end{equation*}
$$

The coefficients $c$ and $d$ are obtained as follows Surice $\Sigma c, \eta_{1}$. Ľ $c, \xi_{1}$ and $"_{1, m}$." differ by polynomials.

$$
J_{m}\left(\Sigma c_{1} \eta_{i}\right)=J_{m}\left(\Sigma c_{i} \xi_{i}\right)=J_{m}\left(\|_{1, m \lambda}\right) .
$$

By (A11), $\sum_{i=1} \cdot \eta_{1}\left(s_{v}\right)=0, \nu=1,2, \ldots, M$, so by use c: (A2) and (A9)

$$
\begin{align*}
& J_{m}\left(\sum_{i=1}^{\hat{1}} c_{1} ; 7\right) \\
& \quad=\left\|\sum_{i=1}^{\sum} c, \eta\right\|^{2}=\sum_{i=1}^{\sum} \sum_{j=1}^{\vdots} c, c, L_{((1)} L_{N(1)} Q(s, 1) .
\end{align*}
$$

(Ising (A7) and ( 4 10) it can be shown that the nighthand side of $(A \mid 2)$ is equal to

$$
\therefore \sum_{i=1}^{\vdots} \sum_{j=1}\left(,, L_{(1)} L_{n(1)} E_{m}(s, t)=\mathrm{c}^{\prime} \mathrm{Kc} .\right.
$$

Using

$$
\left(\begin{array}{c}
L_{1} \prime \prime, \ldots, \\
\cdot \\
L_{1},{ }_{\prime}, m,
\end{array}\right)=K \mathrm{c}+T \mathrm{~d}
$$

Eq : A4) is cqual to

$$
\begin{align*}
N^{-1}(\Lambda c+T \mathrm{~d}-2)^{\prime} D_{s}^{-2}(\Lambda c & +T \mathrm{~d} \\
& -z)+\lambda c^{\circ} \mathcal{K} \mathbf{c} .
\end{align*}
$$

Mimimization of this expresion witn respect to c and d gives the denred equations for e and d, ie.

$$
\begin{align*}
\left(K+N \lambda D_{4}^{\prime}\right) \mathrm{c}+T \mathrm{~d} & =2 .  \tag{28}\\
T^{\prime} \mathrm{c} & =0 \tag{2.9}
\end{align*}
$$

We close this Apoendis with the observation that one can also c:iforce strong constrants by the same mel. ods Surpose one wishes to minimize

$$
N^{-1} \sum_{k=1}^{\vdots}\left(L_{k} \|-z_{k}\right)^{2}\left(\sigma_{h}^{-2}+\lambda J_{m}(u)\right.
$$

subject to

$$
L, u=z=J=N_{t}+1_{1} \ldots . N .
$$

(A1s)



 since the procedure made danan by or: Por a computitional procedure for thas cane vec Wahbit (1980b. Scc. 6 2).

## APPENDIY B

Example of the Calculation of $\xi_{N} \mathcal{K}$ and $T$ for $L$, involuing Differentiation
Let $d=2, m=3$

$$
\begin{aligned}
& L_{1} H=\left.\frac{\partial L_{1}}{\partial x_{1}}\right|_{1 x_{1} \cdot 511} \\
& L_{k} u=\left.\frac{\partial u}{\partial x_{1}}\right|_{\text {Is } 1, \frac{11}{}}
\end{aligned}
$$

then

$$
\begin{aligned}
& \xi_{0}\left(x_{1}, x_{2}\right)=\frac{\partial}{\partial y_{1}} E_{3}\left(r_{1}, x_{2}^{1}, r_{1}, r_{2}\right) \prod_{n-s_{1}} \\
& \left.=\frac{\partial}{\partial y_{2}} \frac{\theta_{3}}{2} \mathrm{i}\left(r_{2}-r_{1}\right)^{2}+\left(r_{2}^{1}-r_{2}\right)^{2}\right]^{2}
\end{aligned}
$$

$$
\begin{aligned}
& =\theta_{1}\left\{2\left[\left(r_{1}^{\prime}-r_{1}\right)^{2}+\left(r_{1}^{\prime}-r_{i}\right)^{-}\right]\right. \\
& x\left(r_{1}^{\prime}-x_{1}\right) \ln \left[\left(r_{1}^{\prime}-r_{1}\right)^{2}+\left(i_{2}^{\prime}-x_{2}\right)^{2}\right] \\
& \left.+\left\{\left(x_{1}^{j}-x_{1}\right)^{2}+\left(r_{1}^{\prime}-r_{2}\right)^{\prime}\right\}\left(r_{1}^{\prime}-r_{1}\right)\right\} . \\
& L_{(s)} L_{\alpha_{(11}} E_{m}(s, t)=\frac{\partial^{2}}{\partial y_{1} \partial r_{1}} \frac{A_{1}}{2}\left\{\left(r_{2}-r_{1}\right)^{2}+\left(r_{2}^{\prime}-r_{2}^{1}\right)^{2}\right\} \\
& \left.x \ln \left(1_{1}-i_{1}\right)^{2}+\left(r_{2}^{3}-r_{2}^{1}\right)^{2}\right]\left.\right|_{\substack{1_{1}-r_{1} \\
r_{1}-x_{1}^{\prime}}} \\
& =\left.\frac{\partial}{\partial x_{1}} \xi_{1}\left(x_{1}, l_{i}^{t}\right)\right|_{x_{1}-s_{1}^{k}}
\end{aligned}
$$

etc

## APrFNDME

Calculation of $V_{\text {ren }}(\lambda)$ and Its Misimizer, and of $c$ and $d$

Calctilation of c d and $\mathrm{I}_{n}(\lambda)$ are b wed on formulas (C1)-(C3) below these formulas are derined in Appendix D

$$
\begin{align*}
& c=R\left(R^{\prime} K^{\prime} R+N^{\prime} \lambda R^{\prime} D_{،}{ }^{\prime} R\right)^{\prime} R^{\prime} z  \tag{Cl}\\
& d=\left(T D_{r}^{-3}\right)^{-1} T^{\prime} D_{n}{ }^{\prime}(z-K c) \tag{C2}
\end{align*}
$$

[c and dhave ongmally beengenin (2 8) and (29)] $1-A_{m}(\lambda)$

$$
=N^{\prime} \lambda D_{u}{ }^{\prime} R\left(R^{\prime} \lambda R+V^{\prime} \lambda R^{\prime} O_{,} \cdot R\right)^{\prime} R^{\prime} . \quad(\mathrm{C} 3)
$$

where $i \operatorname{is}$ anv $N$ a $N$ - $V$ dimenounal matrix of $\operatorname{ranh} N-1 /$ salosfymg $R^{\prime} 7=0_{1-\ldots . u}$

It is shown in Appendin Dinat the $N-M \times N-M$ dimensional matrix $B$ defined by $B=R^{\prime} \kappa^{\prime} R$ is always strictly positive defintic (although $K$ may not be) This altows some of the calculations below to proceed

We now discuss a computational procedure which we have successfully implemented for the special case $d=2, L, \|=u(t),, \sigma_{1}=\sigma^{2} . m=2,3,4,5$ or 6 . and $N \leq 120$
$R$ can aluays be chusen so that $R^{\prime} D_{1,}: R=I_{1-u}$ where $I, u$ is the $\lambda-1 /$ dimensiunal identity matrix This is done numerically as follows 1 et $\dot{T}=D,^{-1} T$ and form the matrix $C=I-T\left(\dot{T}^{\prime} T\right)^{-1} T^{\prime}$ This s:mmetric non-neg.itive definite matrix is a projection matrix of rank $N-. M$ satisifing $T^{\prime} C=O_{\text {va.. }}$ and so it has $N-Y$ etgenvalues equal to 1 and $M$ eigenvalues equal to 0 the $N-M$ eigenvectors $\dot{r}_{1}, \dot{r}_{2}, \quad, \dot{r}_{1-1}$, say, corresponding to the ones have the property

$$
\dot{T}^{\prime} \dot{r}_{j}=0, j=1,2, \ldots, N-M
$$

and the property that the $N \times N-M$ dimenstional matrix $\dot{K}$ with columns $\dot{r}_{1}$. . . $\dot{r}_{1-1}$ satisfies $\dot{R}^{\prime} R$ $=J$. The eigenvectors corresponding to the ones are not indivilually umiquely defined of course, any set will do Let $r_{j}=D_{0}^{-1} r_{j}$, and $R=D_{0}^{-1} R$. Then $T^{\prime} r_{\text {, }}$ $=\dot{J}^{\prime} \dot{r}_{j}=0, j=1.2 \ldots . N-M$ and $R^{\prime} D_{,}{ }^{2} R$ $=\tilde{R}^{\prime} \dot{R}=l$. Thus $R$ is the desired matrix We successfully used EISPACK (Smith ef al . 1976) in double precision to deliver the $\left\{\dot{r}_{,}\right\}$given $C$, for $N$ up to $\sim 120$ Once $R$ is determined, let the eigenvalue decomposition of $B=K \cdot K R$ be

$$
B=U D_{B} I^{\prime}
$$

where $U$ is orthogonal and $D_{R}$ is the dagonal matrix with dagonal entacs the eigenvalues $b_{1}$, of $B$, $i=1,2 . . \quad, N-M U$ and $D_{R}$ are again obtained by EISPACK The $h$, are theoretically all positive. Then a is readily computed from the idenitity

$$
c=R U\left(D_{B}+N \lambda I\right)^{-1 / J R^{\prime} z}
$$

and $d$ is computed from

$$
d=\left(\dot{I}^{\prime} \dot{T}\right)^{-1} \dot{T}^{\prime} D_{0}^{-1}\left(z-\mathcal{K}^{\prime} \mathbf{c}\right)
$$

By (C3) we obtan

$$
D_{\sigma}^{-1}\left(I-A_{m}\right) z=N \lambda D_{n} c
$$

and using (3.9) we have
$V_{m}(\lambda)$
where $w=\left(w_{1}, \ldots, w_{1},-\right)^{\prime}=U^{\prime} R^{\prime} x$. For fixed $m$, given the $u_{0}{ }^{2}$ and the $b_{i}, t$ is not hard to find the $\lambda$ minimizing the right hand side of this expression by global search. li is convenient to work in units - of $\log \lambda$.

## APPENDIX D

> Derivation of (C1), (C2) and (C3)

We obtain ( Cl ) and ( C 2 ) from (2.8) and (2.9).

$$
\begin{align*}
& c= R\left(R^{\prime} K R+N \lambda R^{\prime} D_{*}^{2} R\right)^{-1} R^{\prime} z  \tag{C1}\\
& \mathrm{~d}=\left(T^{\prime} D_{\sigma}^{-2} T\right)^{-1} T^{\prime} D_{0}^{-2}(z-K \mathrm{c})  \tag{C2}\\
&\left(K+N \lambda D_{*}^{2}\right) \mathrm{c}+T \mathrm{~d}=z  \tag{2.8}\\
& T^{\prime} \mathrm{c}=0 \tag{2.9}
\end{align*}
$$

Here $R$ is any $N \times N-M$ matrix of rank $N-M$ satisfying $R^{\prime} T=0$. Since $T^{\prime} \mathrm{c}=0$ there exists a unique $N-M$ vector $\gamma$, say, with

$$
\begin{equation*}
c=R \gamma \tag{DI}
\end{equation*}
$$

Multuplying the left side of (2.8) by $R^{\prime}$ and substututing in (DI) gires

$$
\left.\begin{array}{l}
R^{\prime}\left(K+N \lambda D_{\sigma}^{2}\right) R \gamma=R^{\prime} z \\
\gamma=\left\{R^{\prime}\left(K+N \lambda D_{\sigma}^{2}\right) R\right]^{-1} R^{\prime} z \tag{D2}
\end{array}\right\}
$$

and multiplying the left side of (D2) by $R$ gives (C1). To get (C2) we multiply the left side of (28) by $T^{\prime} D_{\sigma}^{-2}$ to get

$$
\begin{equation*}
T^{\prime} D_{\sigma}^{-1} K c+T^{\prime} D_{\sigma}^{-2} T d=T^{\prime} D_{\sigma}^{-z} z \tag{D3}
\end{equation*}
$$

Finally we muituply the lefl stde of (D3) by ( $T^{\prime} D_{c}^{-2} D^{-1}$ to obtain (C2).

To obtanll (C3)
$I-A_{m}(\lambda)$

$$
\begin{equation*}
=N \lambda D_{\sigma}{ }^{2} R\left(R^{\prime} K R+N \lambda \cdot i^{\prime} D_{\sigma}^{2} R\right)^{-1} R^{\prime} \tag{C3}
\end{equation*}
$$

it is necessary to know that

$$
L_{k} \xi_{j}=L_{\alpha(s)} L_{j(1)} E_{m}(t, s) .
$$

This is not hard to check from the defintions. Then one has

$$
\begin{aligned}
L_{k} \|_{1} m, \lambda & =\sum_{j=1}^{N} c_{1} L_{k} \xi_{j}+\sum_{m=1}^{N} d_{r} L_{k} \phi_{r} \\
k & =1,2, \ldots N
\end{aligned}
$$

or
and by the definition of $A_{m}(\lambda)$, we have

$$
K \mathrm{c}+T \mathrm{~d}=A_{m}(\lambda) \mathrm{z}
$$

Thus,

$$
\begin{equation*}
\| f-\left.A_{m}(\lambda)\right|_{f}=z-K c-T d \tag{D-4}
\end{equation*}
$$

But from (2.8)

$$
\begin{equation*}
\mathrm{z}-K^{\prime} \mathrm{c}-T \mathrm{~d}=N \lambda D_{\mathrm{c}}{ }^{\circ} \mathrm{c} \tag{D5}
\end{equation*}
$$

Substituting ( C ) into (DS) and the result into (D4) gives (C3).

We now give a brief argument why the $N-M$ $\times N-M$ matrix $B=R^{\prime} K^{\prime} R$ is always strictly positive dehnte. Let $\kappa_{n}$ and $\boldsymbol{R}_{n}$ be the apecial cases of $K$ and $R$ when $L_{L} u=u\left(L_{h}\right)$ Duchon (1976b) has shown in this case that $R_{0}{ }^{0} K_{0} R_{10}$ is always strictly positue definte for an" $N \geqslant M$. By using the fact that all conimuous linear functionals in a reproducing kernel Hilbert space are himits of sums of evaluation functionals, one can show the positive definitezess in general [see Dyn and Wahba (1979) for more detalls].

## APPENDIX E

## 500 mb Height Model

As ment:oned earher, the height field used in the numerical experiments is the same as that used by T. Kochler. Koehler adopted the model of Sanders to represent metcorological phenomena of interest (in particular, we used pressure surfaces) over an area the size of North America. In his model the height : of any pressure surface $p$ at longitude $\theta$ and latutude $\phi$ is defined as follows:

$$
\begin{aligned}
z\left(\theta, \phi_{.}\right)= & i \cos \left[\left(2 \pi / L_{\theta}\right)\left(\theta_{0}-\theta+\Delta \theta\right)\right] G^{\prime}(\phi)+\equiv \\
& +\left[T_{m}(1000) / \gamma\right]\left[1-(p / 1000)^{\prime / \gamma \gamma /(\nu)}\right] \\
& -(R / g)\left\{\ln (1 \cos / p)-(\alpha / 2)[\ln (1000 / p)]^{2}\right\} \\
& \times\left\{\left(a r / \sin \phi_{0}\right)\left(\cos \phi_{0}-\cos \phi\right)\right. \\
& \left.\quad+f \cos \left[\left(2 \pi / L_{0}\right)\left(\theta_{0}-\theta\right)\right] G(\phi)\right\},
\end{aligned}
$$

where

$$
\begin{aligned}
T_{m}(1000) & =278 \mathrm{~K} \\
f & =10 \mathrm{~K} \\
i & =150 \mathrm{~m} \\
\dot{z} & =90 \mathrm{~m} \\
R y / g & =0.0953 \\
a & =0.9 \times 10^{-5} \mathrm{~K} \mathrm{~m}^{-1} \\
r & =6371 \mathrm{~km} \\
\Delta \theta & =9^{\circ} \\
L_{0} & =30^{\circ} \\
\phi_{0} & =45^{\circ} \\
\alpha & =0.621 \\
R & =28704 \mathrm{~m}^{2} \mathrm{~s}^{-2} \mathrm{~K}^{-1} \\
g & =9.8 \mathrm{~m} \mathrm{~s} \\
p & =500 \mathrm{mb} \\
\theta_{0} & =A L O \mathrm{~N}_{0}
\end{aligned}
$$

## Also

$G(\phi)=i\left\{\frac{18}{\pi}\left(\phi-\phi_{11}\right)\right\}^{\prime \prime}+i\left\lfloor\frac{18}{\pi}\left(16-\phi_{11}\right)\right]^{t}$

$$
+d\left[\frac{18}{\pi}\left(\phi-\phi_{n}\right)\right]^{?}+c_{0}
$$

with

$$
\begin{array}{ll}
h=-1 / 60, & d=-10 / 60, \\
c=11 / 60, & c=1 .
\end{array}
$$

and

$$
G^{\prime}(\phi)=\int_{\alpha}^{\infty} \frac{\sin \phi^{\prime}}{\sin \phi_{0}} \frac{\partial G\left(\phi^{\prime}\right)}{\partial \phi^{\prime}} d \phi^{\prime} .
$$

In the numencal expenments the parameter $\mathrm{ALON}_{\mathrm{a}}$ was varied tal.ıng the values $105,100,95$ and 90 This parameter determined the longitude at which the wave "begins". Hence, by decreasing $\mathrm{ALON}_{0}$ the wave "moves" from west to east. For the physical interpretation of the other constants and functional form of the model the reader is referred to Koehler (1979)

## REFERENCES

Achtemeier G L. 1975 On the initialization problem A vantionaladjusiment method Van Wa a Ra 103, 1089-1103
Air Weather Service 1955 Accuracies of radiosonde data TR 105-133 Headquarters Air Weather Sersice Mihtary Air Transpert Serwice US 4F Washington DC 12 pp
Ahhiezer $N$ i and I $M$ Glizman 1961 Theirn of Linear Operatirs in thithe,: space Vol 1147 pp [Translated from the Russisn hy Merlind Nestell Ungar Neu York]
Aronszajn, in $19 \times 0$ Theory of reproducing kernels Trans Amer Math Sor . 58, 337-404
Craven, P. and G Wuhbd 1979 Smonthing notsy data with spline functions estimating the correct degree of smwothing by the method of generalized cross-validation Aumer Math, 3, 377-403
Duchon, Jean 1976d Interpolation des fonctions de deux vanables suivant ic principe de in flexion des plaques minces

——. 19766 Fonctions spline dutspe Plaque mince endimension :. No 231 Seminare d Andise Numerique Mathematiques Appliquats Unversite Scientifique ei Medicale de Grenotle
Din. $N$ and $G$ Wathea 1979 On the estimation of functions of several varables from ageregated data MRC Tech Summary Rep No 1974 Mathematics Research Center, Untvervity of Wisconsin, Madison 34 pp
Frisch. J M 1971 Objective andysis of a tho dimensional data field by the cubic spline technique H (on Wear Ret. 99, 379-386
Frize S D Q Wark HE lienung W L Smith H Jacobn witz, D T Hillearv and J C Ahohouse, 1972 Temperature sounding from sutelites NOAA Tech Rep MESS 59. 49 pp
Goluh G. M Heath and G Wabho, 1979 Generalized cross. -alidation as a muthod for chorosing a geod ridge parameter If chmometro $1.21,215-223$
Holl M 1976 The upper-ar analusis capability FIB/UA introducing weghted spreading Pioject M 213. Muteorology Int. Ince. Montercy CA 32 pp
Kimeldorf. G , and G Wahba, 1970 A correspondence between

Bayevian cstimution on vioshontic procersw and smowthing

—．and－． 1971 sume resulti on I che bscheffian spline function，J Gath Amal Ap，nf，33，82－9S
Kochler T． 1979 A case study of herght and temperature analyss derived from Nimbus 6 satellite suundings on a fine mesh model grid Ph J thass．Dept of Meteorology，Un－ versity of disconvin $\$ 1$ idioon．Ing in
Kress，H O 1979，Problems with different tome scales for ordinary differental cquithon，Univervil）of L＇ppsala（om－ puter Sciences Depirtment rach Rep no ox
—．1979b Prohtim，with diftirent time ecalev for pirtal dif－ ferentid equations Univarats of Uppala Computer Sci－ encev Depirtment lech Rep No 75
Lewis J if 1972 in operational upper ar analisev Tellus． 24．514－530
—＿，and T H Grascon 1972 The adjuviment of surfise wind and presuure by Sasahs variationsl matchang lichnique J Appl Veteor，11，5R6－4y7
Meinguet．Jean 1978 Multhartate interpulation al arbitrary points made simple Rep No 118 Invilute de Mathematuque Pure et Applques Lnisernte Catholisque de Louvain（to

－＿． 1979 An intrinste approath to mulusanate spline inter－ polation al abbitrary points Proceedines of the 1 A70 Adianced Sma Imsimute on Pohnomuland Splum Apprinti－ mathour．B Sahney Fa．Calgary 1978 （in prew）
Nitta．T，and J Hovermale 194.9 A technique of obiective analysis and initialization for the primitise formast cqua－ thons Hon Wea Ru，97，6『2－6く8
Palhua Monter 1978 Queques methodss numeriques mour le calcul de fonctions splines 1 une of pluvers vanables Thesis Andlye Numenque Unicesiste Sucntifque et Medicale de Grenoble 171 pp
Reinsith G． 1967 Smootheng by sphne functions Namior $\mathbf{V f o t h}$ ． 10，177－183
Sanders F 1971 Analvic volutions of the nonlinear omega and voricity equatuon for a structurally simple model of dis－ turbance in the baroclinic wostcries V／on Hed Rol 09. 193－407
Sasaki．U 1960 An objective analysis for determaning initial condurs for the promulive equations Tech Rep 208 Department of Oceanographs and Melcorolegy Aix Col－ lege of Texas S\＄S pp
－． 1971 A theoretical interpretation of anisotropicalls
－weighted smoothing on the basis of numencal varialional analyus Mom Wia Ker ．99，698－708
Smuth．V T．J M Bosle．B S Garthow．Y licebe．V C Klema and C B Moler， 1976 Matir turenswimen Rouftines－ E／SPACA Gurde Springer Verlage 387 pp
Thiebaux．H J． 1977 Exiending esilamation accuracy with anisotropic interpolation Icin Weal Rat ．105，691－（199
Wagner，K 1971 Varnational andywis using observaltonall and low pass filtering constramts MS thesis，The University of Oklahoma．Norman． 39 pp
Wahba G． 1975 Smeothing noisy data with spline functions Numer 1fath，2：，383－393
——．1978」 Autominic smexithing of the log spectral denitity Univervity of WiscommeMadison．Tech Rep 536 To appear in $J$ mmer Stalint Asioce
—．1978b Improper proors，spline smoothinge and the prob－ lem of guarding against model errors in regression $J$ Rol Statisi Sos ．B40．164－372
—．1979a How to imooth curves and surfaces with splines and cross validation Pruceicdings of the 2tih Disign of Eiperiments Conference US Army Research Office．Rep 792．167－192
1979b Convergence of thin plate splines when the data are noisv Smontune Techmutuev for Curie Esti－ motion．T Gasses and M Rosenblitl．Eds．Lecture Notes in Wathematics．No 757 Springer－Verlag 232－245
－＿．1979c Spline interpolation and smoothing on the sphere Dept of Statistics Tech Rep No S84．University of Wisconsin．Madison． 18 pp．
——．1980a Spline bses regulanzation ；nd generalized cross valdation for suluing approximation problems with large quantities of nulsy data Dept ot Sizistics．Tech Rep No 197．Univervily of Winconing Masison 6 pp（To appear in Prosecalues of the Internotional Confisemer on Afprorimation Theorn in Honor of Grorce Lorenz．January 1980 Ausun．TX Ward Cheney，td Academic Press！ ．1980b Ill－powed problems Numerical and vidristical methods for mildly noderitely and severels，ill posed prob－ lems with noss）dua Dept of Statistiss Tech Rep No 595．University of Wisconsin Madison 69 pp （To appear in the Procccuinss of she Intermatimal Confarence on Ill－ Posed Problems Newarh．DE October 1979．M Z Nashed． Ed．Academic Press 1
Wendelberger J 1980 Smoothing noisy data using multi－ variaie splines and generalized cross validation Ph d thesis．Dept of Statisics．University of Wisconsin


## End of Document


[^0]:    [2] Assumed to be uniquely defined.

[^1]:    This research was supported in part by ARO Contract DAAG-29-82-K-0014 at Rice University. To appear in Proceedings of the Twenty-Seventh Conference on the Design of Experiments in Army Research Development and Testing.

[^2]:    1. The work of this author was supported by the U.S. Department of Energy under grant DE-ASO5-76ERO5046.
[^3]:    2. We are grateful to the Mathematics and Statistics Division of the Lawrence Livermore National Laboratory for allowing us to use their computing facility in generating this table.
[^4]:    * Some of the resuits of this work nave been announced in Szidaroyszky anc Yakowitz (198i), and also in a presentation at the SIAM Conference on Jeep M1neral בxpioration, Tucson, October. 1981.

[^5]:    - Rexe arch surported by the Office of Naval Research undsr Conthact NMOOI 477 C 0675
    : Roseath supioncd by the National Science Founditom under Crant ATM75-23223

[^6]:    
    
    
    

[^7]:    ${ }^{4}$ In fact. here and cisew.iere it is only necessary that the $\sigma_{1}$ are relatively correct, since one can multinly all the $\sigma$, by an arbitrary constant which then gets absorbed in $\lambda$

[^8]:    
    
     Nas Mangual $1974 \mid 4(4)$

[^9]:    "Akhezer and Glumbinse line ir limatomal for whit we arecillma bontanuous linc ir fanslion il

