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INTRODUCTION

The NASA-Goddard symposium on Human Factors Considerations in System
Design was a very successful introduction to human factors for engineers,
analysts, and operations personnel at Goddard. The symposium helped to establish
human factors as a legitimate and significant component in the design process.
Human factors aspects, particularly in increasingly automated command and
control, as well as office environments, are becoming an important determinant of
the efficiency of the human-computer. interface, and as a result, an important
determinant of overall system effectiveness.

We were priviledged, on the first day of the symposium, to have a very
distinguished set of human factors specialists who presented a multi-faceted
perspective on human factors in system design. Dr. Alphonse Chapanis, an
internationally respected human factors specialist, gave the keynote address
which provided historical perspective on the need and evolution of human factors
as a discipline. Mr. James Jenkins, human factors specialist from the U.S.
Nuclear Regulatory Commission, followed this up by sharing some of the human
factors problems and human factors research being studied in the nuclear power
plant industry. The afternoon of the first day was devoted exclusively to human
factors issues of computers. Dr. Ben Shneiderman addressed some of the
informational dimensions of software design and Dr. James Foley reviewed and
critiqued a variety of interactive techniques and devices which enhance human-
computer dialogue. This proceedings contains summaries or papers related to the
talks of each of these speakers.

The second day of the symposium had a change of format. Rather than
large plenary sessions, parallel workshops were held addressing topies, in both the
applications and research domains, that were specifically tailored to Goddard
systems. Workshops were generally small, encouraging audience interaction. The
substance of each workshop has been documented in this proceedings. In addition,
a summary of the comments from each workshop is included. Symposium
participants completed an evaluation on both days; a synopsis of their responses is
also included.

Finally, in an effort to make this proceedings a useful reference for system
designers in addition to a documentation of the symposium itself, a bibliography of
literature on human factors related to command and control issues has been
ineluded.

The symposium and the proceedings were the result of hard work by many
people. 1 would especially like to thank Lisa Stewart for her efforts in planning
and preparing the symposium facilities and program, and Paula Van Balen who has
been primarily responsible for the often thankless task of compiling this
proceedings.

Christine M. Mitchell
George Mason University
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WELCOMING REMARKS, MS. KAREN L. MOE

Good morning. The reactions that I am getting toward this symposium are
indicative of something that is happening in the computer field today. As systems have
become moreé sophisticated and complex, our view of computer systems has grown from
electronic components to hardware and software engineering. It's about time that we
expand that systems view to include the people who are running and using those
systems. So the purpose of human factors, from our perspective, is to examine systems
that include people, their capabilities and their limitations, so that we have a more
complete systems analyses approach when developing our own systems. That is basically
the motivation behind the development of this symposium.

This conference is being sponsored by the Human Factors Research Group (HFRG)
which is composed of people from the Mission and Data Operations Directorate (Code
500) and various universities who are supporting research projects under the Office of
Aeronautics and Space Technology (OAST), and the Office of Space Tracking and Data
Systems (OSTDS) at NASA Headquarters. These two groups have been providing
sponsorship for various research activities in the human to machine interface, and in the
automation of command and control systems. From this initial effort we have organized
the Human Factors Research Group. Later today Walt Truszkowski will be talking to you
more specifically about the charter and the long-range plans‘ of this group.

Also, I'd like to touch upon our objectives for the workshop. Basically, there are
three. The first objective is that human factors is a new discipline in terms of its
visibility; a lot more people are becoming involved in human factors and recognizing its
importance. Therefore, the first step is an educational process so that we are all talking
on the same basis. What is human factors? I think our program today will set the stage
for the answer to that question. We have four excellent speakers who will be presenting

their views from their continuing research in human factors issues.



The second objective is to give a progress report on our Human Factors Research
Group and to determine in what direction we are headed. We have some workshop
sessions scheduled tomorrow where HFRG members will be presenting various facets of
what is being done here at Goddard in terms of human factors research.

The third objective is to get feedback from people at Goddard and those outside of
Goddard who are participating in the conference. We would like feedback to the HFRG
on whether the topics that we are addressing here today are indeed the right topics from
your perspective. We eventually hope to implement our findings in the design of new
systems at Goddard.

Now, I would like to start off our program by introducing John Quann to give our
official welcome. He is the Director of the Mission and Data Operations Directorate. I
am very pleased with the kind of support we have received for our Human Factors
Research Group since the backing of management is a necessary step in being able to

formulate an effective research program.




WELCOMING REMARKS, MR. JOHN QUANN

On behalf of the Mission and Data Operations Directorate and the Office of Space
Tracking and Data Systems (OSTDS, NASA Headquarters) and also on behalf of Goddard
management, I'd like to welcome you to the first conference on human factors.

Whenever I think of human factors, I think of avionics, particularly aircraft. For
example, the Ames Research facility is conducting research on heads-up displays. The
Wallops Island King Air aircraft (NASA) has a CRT display built into the control panel.
As the pilot goes through his checklist, the automated display functions in a roll-up
sequence. Also, a human synthesized voice is activated when critical procedures are
necessary such as "Dive" or "Pull up." All of this is part of human factors research being
conducted in industry.

This past April, 20/20 showed a sequence on U.S. tactical air power that included
several impressive heads-up displays. The pilot never had to take his eyes off of what
was immediately displayed in front of him to do all sorts of things from flight control to
target tracking and destruction.

For STS flight 5, the Johnson Space Center has planned a heads-up display that
will be projected on the cockpit of the Shuttle to be used during several maneuvers
including the landing.

Recently I received a conference brochure on the International Conference on
Computer Communications being held in London, England. In their program they don't
have one session on human factors, they have three: Human Factors—Man/Machine
Interface, Human Factors—The Friendly System, and Human Factors In Office Systems.
So, all of a sudden, human factors is taking on & scope and significance that I hadn't
really considered before.

Yesterday at Management Council, I decided I'd try my hand at a definition of

what I thought human factors meant. My definition included man and his interaction



with his work environment and that includes computers. It is this interaction with the
environment that would make him either more productive, more effective, or more
efficient in the performance of his job.

Karen's definition concentrated on man/machine communication, man/machine
interface, the division of effort between the two, what the limitations and the
capabilities of each were. The research now in progress concerns both an evaluation of
those things the human is better capable of doing and those the machine is better capable
of doing and how both man and machine interact.

Here at Goddard, human factors is playing a significant role in the ERBE Control
Center design, and it will certainly play a part in the Space Telescope Control Center
design. Space Telescope is going to be in orbit for aproximately 15 years and will be
operated through a generation or perhaps two of controllers. If human factors is not a
consideration at the very beginning of that project, it is in for trouble. The system life
cycle is going to be significantly more expensive over that time frame than it would be if
human factors was a consideration.

Human factors in the opération of control centers are critical in the way that
information is formulated, and the way it is organized and displayed, so that a person
operating the spacecraft can better receive and perceive information and make better
and faster decisions.

A Space Station is possible for a new NASA initiative someplace in the 1985, 1986
time frame. Several working groups have already been organized but human factors is
being considered separately. I don't consider human factors as separate to anything; it's
a related discipline. Why human factors should be a separate working group I hadn't
considered. It will have to communicate with several other working groups such as Data
Management which I chair. Certainly we are very aware and concerned about the human

factors element in the Data Management Working Group.




To get back to a definition again, I would suspect that human factors is not a
discipline unto itself, but some combination of psychology, some combination of
engineering; it touches on how people and machines interact; it touches on how people
actually make decisions, and what they need to make decisions. It's imbedded within the
other disciplines.

The National Academy of Sciences has come out within the last week with a
document called "Data Management and Computation." In terms of human factors, an
issue that is highlighted conicerns the little thought given, in the 20 some odd years since
spacecraft have been flying, to man/machine interaction. The report takes us to task on
that count. It goes on with the recommendation that specific emphasis must be given to
the user interface and to the way man interfaces with machines.

On that note, I think the symposium today is a step to rectify that situation. I

want to wish all of you a very successful symposium and make good use of the two days.

I hope you enjoy the learning experience.
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INTRODUCTION TO HUMAN FACTORS CONSIDERATIONS
IN SYSTEM DESIGN!

o A two-engine aircraft with forty people aboard roars
down the runway for take off. Just as it lifts off, the
right engine quits. Pilot and copilot reach down to
feather the right engine and in so doing hit the switch
for the left engine. The aircraft, now without any
power, plows into the field at the end of the runway.

) A young factory worker unintentionally had four fingers
of her left hand cut off when her right hand
inadvertently activated the ON button while she was
cleaning debris from the jaws of a machine she had just
turned off. '

o} A farmer's wife helplessly watched her husband drawn
into the claws of farm machinery while she frantically
and unsuccessfully searched for the control to stop the
machine.

What is the common tie among these incidents? It is the conflict between maen
and the machines that he is required to operate in his daily life. There have always been
accidents, but for our forefathers accidents were relatively simple affairs being mostly
falls, natural calamities, or encounters with wild or unruly beasts. To these, modern man
has added devices of his own creation-tools, machines, jobs, and environments with
enormous potential for destruction. Moreover, the hazards involved are often hidden.
Worse still, "human factors" has shown that many of the hazards associated with modern
devices are traps that often lead one into committing errors and having accidents
because of the way they are designed.

Of course, not all stories about man/machine conflicts result in disaster. Many,
such as trying to find the control for the heater in a rented car or the right switch to

turn on under a coffee pot, are merely instances of the irritations and frustrations that

plague us. All of us, at one time or another, have exclaimed, "What a stupid way to build

1This condensed version of Professor Chapanis' talk was prepared by Paula Van Balen
from a tape recording made at the conference.
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this thing. If only they'd put this over there instead of here!" And it might have been
anything, your stove, bathroom, or automobile. If you have engaged in such an outburst
you have already introduced yourself to the field of human factors.

What is human factors? A brief definition is that it is designing for human use, or
humanizing technciogy. A more academic definiticn is that human factors discovers and
applies information about human sbilities, limitations, and other characteristics to the
design of tools, machines, systems, tasks, jobs, and environments for safe, comfortable,
and effective human use. The terrﬁ "human factors" is used almost exclusively on the
North American continent; almost everywhere else people use the term "ergonomics".
Ergonomics comes from two Greek words, "ergon" meaning work, and "nomos" meaning
laws of. Human factors and ergonomics are multidisciplinary fields drawing from
anthropology, engineering, psychology, computer science, and physiology, to name a
few. Although human factors and ergonomics are roughly equivalent, they do have some
different emphases as will be described later.

There is nothing earth shaking about the idea of designing for man's use or needs.
Ever since man started fashioning tools and implements, they were designed and built to
suit his physique and his natural movements. If we look around us, we find lots of things
that work well even though they haven't had the benefits of systematic human factors
work. Why then have a special field called human factors and what can it do that is so
special?

To answer this question consider the history of technology. Technology has
advanced more in the last hundred years than in all of man's history up to that time. In
the last hundred years not only has society become more mechanized, but our machines
have become larger, more dangerous, and more complex. There have been enormous
increases in the amount of machine horsepower and in the speed of transportation. These
slides depict the total machine horsepower available in the United States today. If we

convert it to human power, each person in the United States has the equivalent of a

thousand human slaves.
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Machines these days have also begun to exceed man's biological capacity to
respond. A dramatic example is the speed attained by modern spacecraft. The escape
velocity of a space capsule is about 27,000 mph or 7 miles per second. A simple
comparison of this speed against the speed with which the human eye converts
electromagetic energy to sight (5/100 of a second),shows that what you see now outside a
space capsule, actually happened about a third of a mile ago!

These changes have created new demands from society. People are demanding
that the products, systems, and machines they deal with must be safe, reliable,
convenient, and easy to use. This is the reality that confronts designers, engineers, and
manufacturers.

Origins of Human Factors and Ergonomics

Human Factors originated largely during WWII. It was the effort of biological,
psychological, and medical scientists to solve the man/machine problems that had been
created by the instruments of war new at that time: radar, sonar, and high-flying
aireraft. The problems raised by these machines involved questionss of psychomotor
skill, perception, and mental capacities, like: How much optical distortion can a pilot
tolerate in a wind screen? and, How much information can a man take in from a radar
sereen? These were psychological and complicated questions, questions that could no
longer be answered by common sense or intuition. Experimental psychologists who
studied human performance were equipped to tackle these questions because they had
developed methods for analyzing, studying, and providing reliable data to solve these
human problems. Because of this know-how, American psychologists of that type were
often asked to become members of study and design teams in America. In Europe,
however, the main man/machine problems arose from heavy work in industry, in mining,
in forestry, and in agriculture. These problems were largely concerned with physical
stress. Because of these origins, ergonomists in Europe are more likely to be work

physiologists.
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Philesophy of Human Factors

The people in the human factors profession share a common kind of philosophy.
Foremost is our insistence that machines exist only for one purpose, and that purpose is
to serve people. Our main concerns are inputs to, and outputs from, the human. The
output from a computer is a human input; the input to a ecomputer is a human output.
Our point of view is the reverse of the typical engineering point of view.

A second point is that we are empirical. We prefer to base our design
recommendations not on opinions, but on data collected from task analyses, surveys, field
evaluations, and experiments.

Third, we are uniformly concerned about individual differences. Consider that
half the people are below average in intelligence, that the majority of them speak a
language other than the five official languages of the United Nations, and that physical
characteristics such as height vary greatly around the world. To cope with these
individual differences, human factors specialists generally design for the middle 90
percent, from the 5th to the 95th percentiles of a population, whether it be for
anthropometric dimensions, mental capacities, or skills. The measures we use to
quantify these individual differences are means, standard deviations, percentiles,
correlation coefficients, probabilities, and confidence limits. Given enough time and
resources, the human factors specialist can give you information with any degree of
precision you want. It's not easy, and it takes time, but it can be done.

Another important point of our philosophy is that design has to start with the user,
with what is referred to as user characterization. Once you know for whom you are
designing, you can design specific components to suit the intended user.

Finally, we believe that to be effective, human factors considerations must be
introduced at the start of system design. Once a design is frozen, only cosmetic changes

can be made. These never solve basic design faults.
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Goals and Objectives

The best way to show where human factors has been and where it is going is to
trace the evolution of its objectives. In the beginning, human factors was mainly
concerned with reducing errors and increasing safety in handling military machines. We
soon found that good human factors could also increase the reliability of man/machine
systems, reduce training, and improve maintenance. Other benefité surfaced as human
factors was applied in industry: increased efficiency, increased productivity, and
improved work environments. To this list, European ergonomists added reduction of
fatigue and physical stress, increase in human comfort, and reduction of boredom and
monotony.

In the 1960s, human factors began to be influential in the design of consumer
products. The goals then expanded to include convenience of use, ease of use, and user
acceptance. Most recently, again due to European ergonomists, the field of human
factors is expanding to consider increased job satisfaction and improved quality of life.
As a result of these gradual changes, it is difficult to define the boundaries of the field
at the present time. There is some uncertainty whether human factors should be
concerned with sociotechnical systems. Should it be concerned with the effects of our
designs on such things as livability, crime, pollution, and recreation? The future will
better define the boundaries of the field by the kind of work the professionals actually
do.

Two things help us cope with these numerous goals and objectives. The first is
that only subsets of them are generally relevant in specific areas of specialization . In
the military services, for example, reducing errors, increasing safety, improving
maintainability, increasing reliability, reducing training requirements, and reducing
manpower requirements tend to be emphasized. On the other hand, if you work with
consumer produets, you are likely to find greater emphasis put on reductionb of errors,

increase in safety, increase in human comfort, increase in usability, and increase in user
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acceptance. In industry, more emphasis is generally put on increased efficiency,
productivity, improvements in the working environment, reduction in fatigue and physical
stress, and reduction in boredom and monotony.

The second thing that helps us deal with these multiple objectives is that they are
usually correlated. Machines, systems, and jobs that are well human engineered are not
only safer, but they are also generally easier to use, they are more efficient, and they
result in greater productivity. If he reduces monotony and boredom, the human factors
engineer usually finds he has also increased safety, reduced errors, and increased
efficiency. If you increase maintainability, you usually find that you have also increased
reliability, increased usability, and reduced training requirements. The fact that such
correlations exist among these objectives means that the list is not quite as difficult to
deal with as you might suppose when you first see it.

Not So Common Sense

One of the problems those of us in the field must deal with is the comment "Well
after all, it is just common sense." Let me assure you it is more than common sense.
Here are some examples that illustrate this point. Take this medicine bottle with a
warning on the label. I defy you to read it. It's printed in brown on a tan background in a
size of type that is much smaller than Elite typewriter type. Was it common sense that
designed this label? Take this computer terminal. It offers several features that are
handy for the user. One feature (a key) will make the unit inoperable to other persons.
But where in the manual can you find how to operate this device? The index doesn't show
it under "key", nor "lock". It's indexed under "security key lock." Is this a common sense
designation? Also, a handy interactive device cannot be located in the index under
"pointer," "pen", "light pen," or "stick." It's indexed under selector light .pen. It's a
common sense idea to have warning lights where you can see them. So, was it common
sense that placed warning lights behind the operator of this vehicle, as this slide shows?

In nuclear power plants you can find examples of mirror imaging, the configuration of
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controls and displays on a panel is just the reverse of the configuration on the panel next
to it. Operators curse these because they never know where they are. Another long-
time problem in human factors is the inadvertant activation of controls. In this picture
you can see there is a control under the operator's toe which he could kick out of position
as he walks by it. The point I want to make is well expressed in an editorial by the editor
of Infosystems when he wrote "Common sense is not so common."

The best way to summarize what we know would be to browse through the table of

contents of some large handbook. The bible of our profession is The Human Engineering

Guide to Equipment Design (1972). It contains a chapter on system and human

engineering analyses; man as a system component; and the visual presentation of
information dials, gauges, lights, radar screens, and devices of that kind. O.ther chapters
cover auditory forms of presentation, such as buzzers, gongs, diaphones, and other
devices; speech communication; man/machine dynamics, dealing generally with the
dynamics of closed loop’ tracking systems; data entry devices and procedures, dealing -
generally with typewriter and computer keyboards; the design of controls, levers, pedals,
switches; the design of individual work places; the design of multiman/machiné work
areas; engineering anthropology, dealing with the sizes and shapes that people come in;
designing for maintainability; training system design; training devices design; and human
engineering tests and evaluations.

System Development and Design

Let us now turn to the system development process. It proceeds in different ways
depending on where you are and the kind of system you are dealing with. However, there
are general features that characterize most development activities.

Human factors can contribute to the development process in many ways. The first
way, for many kinds of systems, is establishing user requirements. In the computer field,
especially for computers that are designed for widespread and international use, this is a

very critical part of the system development process. Some tremendous errors have been
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made in the development of systems because these requirements were not properly met.
The requirements that we are concerned with here are, of course, anthropometric
dimensions for the design of computer terminals and workspaces. You will find now in
advertisements a lot of emphasis being placed on ergonomically-designed work stations
and a lot of concern about the arrangement of the terminal keyboard. But there are
other important requirements to consider, like mental requirements. Is your system
going to be used by people in general, members of the population at large, or is it going
to be used primarily by specialists? The way you design the system depends on the
answer to that question. We have had some enormous failures because of inadequate
attention to this question. For example, some American computerized checkout systems
for grocery stores were never bought in Europe because the designer who designed them
didn't know that throughout most of Europe the denominations of various bills come in
different sizes. He had designed cash register terminals with compartments that were
all of the same size. Such an obvious thing, and yet obviously it had not met the user
requirements for that particular system. This whole businesss of user requirements is for
many systems the most important part of the process. '

The next phase is system design which very often involves many successive steps.
It starts with drawings and proceeds, sometimes, through breadboard models and
prototype development. In all of these phases, even the drawings, human factors
specialists can use simulation techniques to try to find out whether or not there are going
to be incompatibilities between the system, the inputs and the outputs, and the abilities
of the users who will be interacting with the systems. As you get into the prototype
systems, there may be more elaborate tests and evaluations. |

Another area in whiech human factors contributes is documentation. Systems are
of no use if users don't understand how to use the system. A great deal of the
documentation, the manuals that go with machine systems, are inadequate for the

intended users. Millions of dollars of equipment have been wasted because people didn't
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now how to operate the system that they were provided with. A good example is what I
call the promise and the reality of using FORTRAN IV on the IBM/360 System. The
manual promises that learning how to use a computer is as easy as driving a car. It goes
on to say that many people who have no detailed knowledge of how an automobile runs
have become excellent drivers. After looking through the FORTRAN IV manual, one
realizes that this is not at all like trying to drive a car. The reality is bewildering
complexity. It is examples like this that prompt many of the complaints found in articles
and journals. This whole area of documentation and how you design it is an extremely
important part of human factors.

Establishing personnel requirements is another human factors contribution to
systems development, and by this I mean system staffing. For example, how many people
will be required to operate the system, how will they be selected, what are the
characteristies that you need to select them for? How will you train them, what kinds of
training will be required in order that they can use the system?

Human factors also contributes to product testing. Having designed the system,
having written the documentation, having trained the people, then you put the whole
combination to test to find out if it does what it is supposed to do. Does it do what you
think it is going to do; are you going to run into problems? These tests of operators and
systems involve very complicated procedures because they are not as simple as
engineering tests. You again have to deal with this very strange and difficult object
called a person. To get reliable data from product tests is a complicated procedure.

Something that we often don't think abo'ut is the installation. When a product has
been designed and you have it built and documented, established the personnel
requirements, and you've tested it, it then has to be installed. There are many ways in
which human factors specialists can contribute to the installation process, particularly of
complicated systems, to make the process easier, more effective, to make it so that it

can be consumer-installed rather than field engineer-installed.
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There are also human factors problems involved in maintenance. These involve
simple things, sometimes, like designing for maintenance. For example, at Lowry Air
Force Base, I was astonished to discover that in the exercises that are conducted by
maintenance people under simulated biological and chemicgl warfare, they have to wear
large suits which protect them from the contaminants. But when they do, they can't
maintain the aireraft because they can't get their gloved hands into the apertures that
have been built into the aircraft. Maintenance may involve the design of special kinds of
maintenance tools that may be required. And maintenance involves fault-finding
procedures: What's the best way to diagnose a fault in a large system?

Once the system has been designed and put into use we have field evaluations.
How is it going out there in the field? What problems are users encountering? This very
often results in engineering changes which might go back to produce Models 2, 3, and 4 of
the system.

These are some of the ways in which human factors contributes to the system
design process. Although human factors has a large body of principles, data, and design
recommendations, there are a lot of things we don't know. So one of the most important
things we do is to design and conduct tests, evaluations, and experiments to get the
answers that we need and don't have. One reason why we don't have all the data we need
is that frankly we are outnumbered: there are only about 4 thousand human factors
specialists and probably a million engineers in the United States. Engineers are
producing new technology and new devices much faster than we can do the research to
get the answers we need. Doing studies is something we spend a great deal of time at to

get the kinds of data we need.

Employers of Human Factors Professionals

The largest single employer of human factors specialists is business and industry.

The next largest employer is academia, and then we find human factors specialists in
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government, military organizations, consulting firms, utilities and as self-employed
persons. As you might suppose, because of its small size, the profession is in a very
healthy state at the present time. Universities cannot turn out graduates fast enough to
keep up with the demand in the United States.

Human Factors Societies

Here are some of the societies that serve the profession world wide (figure 1).
Human factors is pretty widespread throughout Europe, parts of Asia, and Australia. All
of these are joined in an umbrella organization called the International Ergonomics
Association (IEA). The IEA holds international Congresses every 3 years and many
smaller conferences and symposia on selected ergonomic topics in-between various
Congresses. The list presented here does not cover all of the ergonomists of the world.
We know, for example, that there is a very substantial group of them in the USSR, but
for political and other reasons the Soviets have never joined the IEA, although they do
come to our meetings and other meetings that are sponsored by the western societies.
It's hard to know how many human factors professionals there are worldwide; no one has
ever tried to make the count.

The Human Faetors Society has 9 technical interest groups; they are in aging,
computer systems, consumer products, the educators professional group, environmental
design, industrial ergonomics, safety, training, and visual performance. These smaller
groups all publish newsletters containing information of special interest to their
members. A number of these technical interest groups also schedule workshops and
conferences separate from the parent organization—they have special sessions at the
annual meeting.

You don't become a human factors professional just by calling yourself one. It
isn't something that you can learn in 1 or 2 weeks. Being human isn't enough qualify as a
human factors engineer. Training in human factors or ergonomics is carried out in a

number of educational institutions. The International Directory of Educational Programs
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HUMAN FACTORS SOCIETIES

ErGonoMIcs SOCIETY (UNITED KINGDOM)

FRGONOMICS SOCIETY OF AUSTRALIA AND
NEW ZEALAND

GESELLSCHAFT FUR ARBEITSWISSENSCHAFT

HUNGARIAN SOCIETY FOR ORGANIZATION AND
MANAGEMENT SCIENCE

HumaN FACTORS AssocIATION OF CANADA

HuMAN FACTORs SocIETY (USA)

JAPAN ERGONOMICS RESEARCH SOCIETY
NEDERLANDSE VERENIGING VOOR ERGONOMIE
NORDIC ERGONOMIC SOCIETY

PoL1sH ERGONOMICS SOCIETY

SOCIETA ITALIANA DI ERGONOMIA

Soc1ETE D'ERGONOMIE DE LANGUE FRANCAISE
YUGOSLAV ERGONOMICS SOCIETY

Fiecure 1
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in Ergonomics and Human Faetors, published by the International Ergonomics Association

lists 156 educational programs in 28 different countries around the world. The United
States has the largest number. There are some 66 colleges and universities in the United
States with some program in this specialty.

A little over half of the programs in the United States are in some kind of
engineering department; generally industrial engineering, system engineering,
management engineering, or operations research. About 40 percent are in psychology
departments and the rest are scattered in other departments.

Human factors professionals publish in a wide variety of scientific and

professional journals. The following 5 are specifically dedicated to articles of this kind:

1. HUMAN FACTORS - published by the American Human Factors Society.
2. ERGONOMICS - published by the Ergonomics Society of Great Britain.

3. ZEITSCHRIFT F.U'R ARBEITS WISSENSCHAFT - published by the German
Gesellschaft Fur Arbeitswissenschaft.

4. APPLIED ERGONOMICS - a commercial publication of Great Britain.

5. INTERNATIONAL JOURNAL OF MAN/MACHINE STUDIES - another British
commercial publication

Let me wind up briefly with what I've tried to tell you in this lecture. I think
we're entering into an era when product usability, ease of use, product acceptance, and
human factors are becoming more and more important. These are hard things to
measure, they are hard to specify, they are hard to qualify; however, that does not mean
that you can ignore them. There is a profession that can help in the search for these
illusive human goals. It's a profession that is well established but small. It's been around

for a reasonably long time, and it's a profession that is in great demand from industry.
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You don't become a human factors professional just by being human. Specialized training
courses are taught in the subject matter in about 66 colleges and universities around the
United States. Although the number of graduates in the profession is still small, it is a
profession that stands ready to help industry and society. I'm sure that the sessions that

follow will show you some of the ways in which that is done.

Reference

Van Cott, H.P. & Kinkade, R.G. (Eds.). Human Engineering Guide to Equipment Design.

New York, NY: McGraw-Hill, 1972.

24




HUMAN FACTORS ASPECTS OF
CONTROL ROOM DESIGN

MR. JAMES P. JENKINS

HUMAN FACTORS BRANCH
OFFICE OF NUCLEAR REGULATORY
RESEARCH COMMISSION



HUMAN FACTORS ASPECTS OF CONTROL ROOM DESIGN

The U.S. Nuclear Regulatory Commission (NRC) has been active in the area of
human factors in control rooms, particularly in recent years. I am going to present for
you a plan for the design, analysis, and review of multistation control rooms. Many
benfits will acerue to the users of the control room as a consequence of human factors
applications.

Human factors at NASA is not a recent event and I call to mind such notables as
Jack Kraft and Stan Deutsch and others who have contributed significantly to the design
of current systems and prior space flight systems. So I'm very conscious that NASA's
management and staff are serious users of human factors.

When we talk about control rooms, we ask, "What are the human factors problems
involved?" The following list is a classification of the problems usually encountered:

System Related Problems
Operator Related Problems
Procedures Based Problems
Information Related Factors

© 0 0 0 o

Operational Related Factors - tasks to be performed to achieve mission
success

o The Problem of the Criterion and Methods of Measurement - How do we
know the phenomena being studies is really a problem? How do we
assess it?

Figure 1 shows the dynamics involved in a typical nuclear control room.
Generally, licensed operators supervise and control the operations of a plant from cold
shut down through 100 percent power operation and back to cold shut down for all design-
based accident conditions. A design-based accident is an accident which the plant has
been designed to cope with effectively.

The physical layout of a control room is fairly standard. Typically, at the center

of the control room, you will see a presentation or a picture of the control rods of the
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reactor, which is a system status indicator that allows you to know rod status. Also you
have a large number of conventional-design displays and controls. Some control rooms
have CRT database information systems, others do not. It's a large room; tests are
always going on; maintenance activities may be checked during plant operation. The
plant is responsive for the production of electricity, and you may have electrical demand
that might cause it to increase or decrease its power output. But typically, once a plant
is brought up to full power, management seeks to maintain a constant power level.
Typically, at the top of a control room, you see a large number of annunciators. These
are backlit legends, each with very cryptic information. They illuminate only when an
event occurs or, to show the status of a condition.

HUMAN FACTORS PROBLEMS

Let us consider some of the problems that we have encountered in control rooms.
One problem concerns where the supervisor should be. If we have many feet of displays
and controls, a central supervisor's station would seem like a good idea; it is not.
Sometimes a desk is placed in the center and other times it's a general area where the
documentation, as well as the telephone communications, are available. The key is a
task analysis and link analysis. At NASA you will likely have in some of your control
rooms an amalgamation of older technology and new technology that you want to
integrate. The role and functions of a supervisor, as well as his/her physical station or
locus of control, should be considered early in the design phase.

Another significant problem is packing data on an annunciator tile. If you must
use annunciators, consider the problem of reading. Typically, a nuclear power plant
control room will have 1200 to over 2500 tiles. The operators attempt to memorize all
those tiles, so that by looking at the whole, they can identify the actual problem: "Well,
when I see this configuration, that means such and so", rather than actually reading what

is presented. This may be a significant source of error and human factors problems.
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One can also have a problem with visual access to displays. Some systems are
designed independently and, when they are placed together, they don't fit the workspace
properly. Sometimes, protruding units obstruect an operator's view. Thus an operator
must stand or sit at an awkard angle for adequate visibility. Another example illustrates
poor placement of equipment; an operator using a computer-based terminal must leave
the station, walk around the corner to look at the printer, and remember what he has
seen when he gets back to his station. Another visual problem is glare on CRT screens
from poorly designed illumination sources. This glare may wipe out usable visual data.

Color coding has been an attempt to distinguish important events. Often their
relationships are not one to one with the controls. If colors are used they must be
consistent and meaningful among and between displays and controls. Other problems
relate to control design and legends.

Often operators will compensate for critical values which should have been
preprinted. For example, there is the famous picture of two large beer handles attached
to tiny switches so the operator had ready access to them because of their importance.
Also labels have been attached to control boards when no sensible relatior_xship is seen
between and among the controls. Operators may be called on to memorize the
relationship and, in the heat of an incident, this may constitute a mental load that is a
source of error.

One final consideration is the maintenance station. It is not in the control room
but operators use it to do special tests. When you design eyuipment for testing, have the
same care for human factors as you would for your main panel. Do not make it an
unnecessarily complicated system. |

These are our kinds of problems. What do we do about them? We do not control,
as you do, the design of control rooms. We are regulators, and that's a very different
kind of position to be in—for human factors people to write standards, guidelines, and

regulations.
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To refresh your minds again—we have system problems, operator-reiated
problems, procedure-information related, and operational-related problems. And we, as
human factors people, have the problem of how to measure, and how to evaluate. What
are some of the human factors potential solutions (Figure 2)?

HUMAN FACTORS SOLUTIONS

In order to describe, plan, and predict what your approach will be and to evaluate
the priorities, I present a manmachine model (Figure 3). There are a variety of
components which influence the task demand; that is, they can increase or decrease the
probability of successful task completion. We are very concerned with the safety
systems, since one of our missions is the health and safety of the public. There are other
systems which interact with the safety systems which also influence the task demand.
There are components which influence the operations, management, and the policies
which management prepares, and the maintenance practices which affect the task to be
performed. How available is your system? Do you have a high reliability system for your
needs? What components influence the operator's performance, such as selection and
training? Are the key personnel nearly equal in terms of minimum qualifications? The
assessment and evaluation methods which the manager uses affects operator
performance. The requalifications and upgrading of people must be considered. You are
not going to have someone take a job in the control room and always remain at that
level; they will want to advance. You've heard of Maslow's hierarchy of needs; they want
to satisfy those kinds of needs.

I think there are more human error and human problems related to procedures
than there are to the kinds of problems found in human engineering. You have
components influencing procedures. Operators are going to have to be dependent on the
procedure based information. These include normal and emergency operating

procedures, and technical specifications.
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CONTROL ROOMS - WHAT ARE HUMAN FACTORS SOLUTIONS?

* MAN-MACHINE MODEL TO DESCRIBE, PLAN AND PREDICT
* SYSTEMS ANALYSIS

* ALLOCATION OF FUNCTIONS

* JOB/TASK ANALYSES

* HUMAN FACTORS ENGINEERING APPLICATIONS

* SYSTEMS INTEGRATION

* SYSTEMS TESTING AND VERIFICATION

*® 'CONTROL ROOM DESIGN REVIEW

* OPERATOR/USER ACCEPTANCE

FIGURE 2
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COMPONENTS
INFLUENCING
TASK OPERATIONS

MANAGEMENT

COMPONENTS
COMPONENTS INFLUENCING
INFLUENCING OPERATOR
TASK DEMAND PERFORMANCE
SELECTION &
CONTROL ROOM
CONTR TRAINING
= QUALIFICATIONS
PERFORMANCE
EFFECTIVENESS REQUIREMENTS
SYSTEMS MATCH ? ASSESSMENT
/ \ &
YES N EVALUATION
‘r + REQUALIFICATION
SverH EFFECTIVE &
MS
FFECIVE e PROBLEMS UPGRADING

CONTROL ROOM MAN-COMPUTER

DOCUMENTATION

COMPONENTS
INFLUENCING
PROCEDURES

MODEL

F1GURE 3A
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CONTROL ROOM MAN - COMPUTER EFFECTIVENESS
A MODEL

* COMPONENTS INFLUENCING TASK DEMAND: MEASURES
OF DESIGN RELATED FACTORS

¥ COMPONENTS INFLUENCING TASK OPERATIONS: MEASURES
OF LIMITING FACTORS WHICH COULD DETRACT FROM
OVERALL EFFECTIVENESS

* COMPONENTS INFLUENCING OPERATOR PERFORMANCE:
PERSONAL AND PERSONNEL CONSEQUENCES AFFECTING
INDIVIDUAL PERFORMANCE EFFECTIVENESS

* COMPONENTS INFLUENCING PROCEDURES: MEASURES OF
SOFTWARE AND METHODS ADEQUACY

IS THERE A MATCH??

WHAT IS THE VARIABILITY??

DOES IT MAKE A DIFFERENCE??

HOW LARGE A DIFFERENCE??

F1GURE 3B
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All of these components come together and you ask the questions, "Do I have
performance effectiveness? Do I have a match?" If I do, then I have effective
performance. If I don't, I have a number of problems. Perhaps you want to evaluate or
design your own model; to begin, you would develop a model of the system to identify the
major components of variance—the things that make a real difference. You will use the
model to help you plan your own direction and your own activities to look at alternate
designs and finally to evaluate how well you have achieved the design.

The use of systems analysis is extremely important. This is a structure for
function analysis, allocation, verification, and validation. A control room design is
intended to perform certain kinds of operations. The human factors and systems analysts
people identify the functions and their interactions within the control room. Through
this analysis, we verify and validate the allocation of functions; look at performance
parameters, including the equipment design; and measure performance on these factors.
Review your human performance parameters, data needs, and decision points. Place
them in the work station. Consider the operational sequence workload, the error rate,
and the work station lengths. Reconsider the whole process if you identify problems
there. Ultimately you will arrive at some specified control room configuration. These
human factors solutions are enumerated in Figure 2. You design, build and then validate
the integration of the control room with the entire operations and document it. That is a
process which you use when you are starting out with simply a design requirement and a
mission requirement. On the other hand, you might be dealing with already existing
control rooms and you do not have the luxury of starting out from scratch. We'll look at
both processes in detail now.

APPLICATIONS TO THE DESIGN OF NEW CONTROL ROOMS

For new control rooms, we begin with a function analysis (Figure 4). A function
analysis or function allocation is the assignment of a function to an operator, technician,

equipment, computer hardware, software or combinations of these based on a comparison
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of their capabilities and limitations to perform the function. It can answer such
questions as: What is the hierarchy of functions? You have to recognize there are, in
fact, a hierarchy of functions that approximate the best solution. What is the
organization of the components, the man/machine system components that are needed to
achieve the mission goals or the common goals for which you need a man/machine
system? What are the proper actions that the system control rooms takes to meet those
goals? What criteria should be used to evaluate the performance of these functions?

Do we have criteria well established? Do we know that we can apply to every
human or every man/machine function good standards, and good metries of
performance? In fact, the human factors staff that you would use might well spend a
considerable time in identifying the appropriate criteria to evaluate your systems. A
function analysis is the starting place to answer these kinds .of questions in the
beginnning of a new design.

How do you validate and verify your function allocation? You want to do it to
establish that the human can perform all the assigned functions and tasks for the
specified control room design. You seek to verify that the product of éach step in the
development of the deéign specifications fulfills the requirements. It's a process-not a
one time event, a process to ensﬁre compliance of the design specifications with the
integrated functional and performance requirements of the control room. Validation in
the classical sense that human factors psychologists use is a congruency between the
phenomena that you observed and some underlying construct. The following techniques
are useful for system verification and validation:

Simulations and modelling. I would urge you to consider simulations as a
very cheap and effective tool for system evaluation. There are already

existing software that can be applied to systems which in fact have been
verified as rather predictive of man/machine performance.

Field trials and in-situ observations. They frequently are difficult to
identily exactly the dependent variable, that which you are trying to
measure with all of the other events that are happening in the real control
room, but nevertheless you can get some good insights especially with
repeated observations to get some reliability in your observations by the
naturalistic setting.
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Workload analysis of physical and cognitive activities are possible. New
techniques are being developed rather frequently and I'm sure a number of
specifie techniques are applicable for your situation.

Human_error analysis and probablistic risk assessment. This, perhaps, is
more unique to the nuclear part of the industry than to NASA, but to put
human error in terms of overall probable systems performance capabilities
allows you to do tradeoffs between system design and known sources of
human error or to pinpoint where you want to maximize your return or your
investment so far as a probablistic solution is coneerned. These methods can

be used for verification and validation. B

EXISTING CONTROL ROOMS

For existing control rooms the following list presents 6 phases of analysis in use at
NRC for something called a control room review.
o Phase 1: Operating experience review
o Phase 2: System function review and task analysis
o Phase 3: Control room survey and inventory
o Phase 4: Verification of capabilities
o Phase 5: Validation of control room functions and integrated
performance capabilities
o Phase 6: Selection of design corrections

Phase 1 of the process identifies the objectivés of the control room review (Figure
5). What specifie information is needed? What procedures have they used? We interview
the operating people, look at the documentation and from: it, come out with possible
control room human factors problems.

At the same time we identify the basic systems and subsystems and the scenarios
which those systems and subsystems are used for as they truly exist. This tells us what
are the priority activities of that control room and we can then look at the funetions
associated with each event and classify the allocations of functions which must have
occurred in order for the system to operate. It's a retrospective analysis. From both of
these we identify the possible tasks that the crew likely performs. We do a retrospective

task analysis. When you are designing a new control room, you do a task analysis based
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on mission requirements. We do a task analysis here, based on the way the system
already operates. From the task analysis, we identify the specific information
requirements. The operating experience review, system-function review, and task
analysis identify the way the system operates, the tasks the crew perform, and gives
insight into the likely human factors problems. Parenthetically, the human engineering
problems in controls and displays may or may not be important and this is one way of
assessing the degree of importance that a poor design might have.

In the next phase, we conduct an inventory of the equipment and instruments to
identify the design basis. The range, the accuracy, the speed of response, the particular
characteristiecs of the equipment and instrumentation are catalogued. We can compare
that inventory with the initial documentation to determine what changes have been
made. At the same time, we do a survey of the control room to determine its
conformance with conventional human factors engineering guidelines and standards
(Figure 6). We document these by photographs, to determine how that control room
meets acceptable human factors standards. From these photos, we get human
engineering discrepancies and possible problems. The discrepancies are real; the
problems may or may not be real. We are still open to judgment on these. In the
verification of capabilities phase, we compare the personnel performance task and
hardware requirements in the inventory with the people and come out with possible
equipment problems and possible task problems.

At this point, we have viewed the existing control room design from an objective
point of view. Now we walk through and talk through with the crew for the critical
events (Figure 7). A talk through is sitting down with some operators of the system for
missions they are familiar with, and ask them to describe what they do. A walk through
is a process in which we take the procedures and walk through the tasks the crew does,
such as the controls, the displays, the data, and the decision made for those missions. We

also have tried real-time simulations. We use video tape recordings and ask the crew to
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go through the steps in the task. We configure the system either on the simulator or in
the actual control room, to represent that particular mission's conditions. We film it for
later analysis because we have found that a crew will forget that they do certain things
when we talk through or walk through this mission. They might accidently miss
something, but when they are using their own procedures, we capture on film those
events actually performed. |

At phase 5 we coalesce the total system. We compile all our problems in an
assessment and we look at the factors (Figure 5). This allows the identification of real
problem areas. These are reviewed for their mission consequences or indirect
consequences: personnel performance and systems requirements; the availability of
personnel and the system to respond to problems; and other operability factors as they
exist. From this, we identify problems to be corrected immediately, or those to be
documented for subsequent correction.

The last phase is the correction of problems (Figure 8). For those problems to be
corrected immediately, we ask the question, "Do we want to correct the problem and
further enhance the control room to make it better?" This is a decision point. If we do
want to enhance a system, we basically go through a redesign process. If the decision is
not to perform an enhancement but simply to correct the problem, we analyze design
alternatives and recommend solutions. We go through a function analysis, allocation
verification, select the preferred design, validate it, and reiterate that process until we
know how well we can correct the problem. The problem is not always 100 percent
corrected. If it's fully corrected, we look at a schedule for retrofit and retraining of the
personnel and document it. If it's partially corrected, we justify the solution, document
it, retrain, and reschedule, if necessary. If the decision is made not to correct, we
justify the action to be taken and document it. That's the methodology we use for a

human factors analysis of existing control rooms.
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Thus far, I really haven't said much about man/computer interaction because it
has been intregal throughout this entire process. Whether you have a dedicated computer
or a process computer, there are some special considerations to incorporate when it
comes to the use of computer-based aids in existing control rooms—that is, you are
retrofitting into an existing control room a completely new concept in data management
and information.

We have found that many computers-based systems fail to meet their performance
requirements because the design of the man/machine interface is really inadequate. The
issue of acceptance of the computer-based information system by the user in the control
room is mandatory for mission and system success. A list of ecriteria to .improve
computer/user interface include:

0 Match of system input/output with user

©

Reliability, compatibility and maintainability—maximum of 5 seconds
for feedback from human input.

Easy to learn and little training needed

Self descriptive system

System under user control

Transparent language, format and organization—i.e., user f riendly.
Corresponds to user exprectations

Adaptable to user experience level

Fault tolerant-operator can make mistakes

©C 0 0 0 0 0 0o o

Has dialog capability-user communications needs reflected in flexibility,
complexity, power and information load

Integrated system

© Documentation—willingness to pay for good documentation will pay off
in the long run.

The last figure is a list of the basic references useful for control room reviews

(Figure 9). Many other references are contained in the document, Guidelines for Control

Room Design Reviews, NUREG 0700. It can be obtained from the NRC in

Washington,D.C.
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Providing useful tools for computer users with a
wide range of experience, problems, skills, and expec-
tations is a challenge to scientific competence,
engineering ingenuity, and artistic elegance. System
developers are increasingly aware that ad hoc design
processes, based on intuition and limited experience,
may have been adequate for early programming
languages and applications but are insufficient forin-
teractive systems which will be used by millions of
diverse people. Regular users quickly pass through
the gadget fascination stage and become demanding
users who expect the system to help them in perfor-
mance of their work. Clearly, therefore, interactive
computer-based consumer products for home, per-
sonal, or office applications require increasing levels
of design effort.

Unfortunately, it is not possible to offer an algo-
rithm for optimal or even satisfactory design. In-
teractive system designers, like architects or in-
dustrial designers, seek a workable compromise be-
tween conflicting design goals. Systems should be
simple but powerful, easy to learn but appealing to
experienced users, and facilitate error handling but
allow freedom of expression. All of this should be ac-
complished in the shortest possible development
time, costs should be kept low, and future modifica-
tion should be simple. Finding a smooth path
through these conflicting goals is a challenge.

Henry Dreyfuss,! a leading industrial designer
responsible for plane, train, and boat interiors as well
as dozens of familiar consumer items, provides useful
guidance. He devotes a full chapter to the experience
of designing the 500-Type Telephone, the standard
rotary dial desk model. Measurements of 2000
human faces were used to determine the spacing be-
tween the mouth and ear pieces. After consultation
with Bell System engineers about the layout of elec-
tronic components, 2500 sketches for possible
designs were made. Numerous variations of the hand-

grip were considered until the familiar rounded-off
rectangular cross section was adopted. Variations on
dial and faceplate were tested until a 4%-inch
diameter faceplate was selected to replace the older
3-inch version. Placement of the letters and numbers
was studied, the angle of the dial was adjusted to
reduce glare, and the cradle was modified to minimize
the receiver-off-the-hook problem. Accurate layout
drawings were made for all the variations, and finally
clay and plaster models were built to compare the
leading designs. Then testing began.

This process contrasts sharply with most interac-
tive system development experiences where designs
are hastily proposed and evaluated informally. Alter-
native command structures, error handling pro-
cedures, or screen formats rarely get implemented for
pilot testing purposes. Dreyfuss spends another en-
tire chapter emphasizing the importance of testing.
Tests and pilot studies should be more than the infor-
mal, biased opinion of a colleague. A pilot test should
involve actual users for sufficient time periods to get
past initial learning problems and novelty. Conflict-
ing designs should be evaluated in carefully con-
trolled experimental conditions. Though ex-
periments provide no guarantee of quality, they are
far better than informal guesswork. The process of
developing an experimental comparison can itself be
productive, often providing worthwhile insights.
Statistical performance data and informal subjective
commentary from participants can be valuable in
fice-tuning proposed procedures. Experimental
research can lead to fundamental insights which
transcend specific systems. Nickerson.? Bennett,?
Martin.' and Miller and Thomas® provide broad-
ranging reviews of issues and references for
designers and researchers of interactive systems.
Shneiderman® covers related work in data-base
facilities. and ocher articles in this issue focus on pro-
gramminyg language usage.
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Goals for interactive system designers

The diversity of situations in which interactive
systems may be used makes it difficult to prescribe a
universalset of goals. The attempts of several system
designers to define goals are shown in Figures 1
through 8.

Foley and Wallace!* make their recommendations
by enumerating five problem areas: boredom (im-
proper pacing), panic {unexpectedly long delays),
frustration (inability to convey intentions or inflexi-
ble and unforgiving system), confusion (excessive
detail or lack of structure), and discomfort (inap-
propriate physical environment).

The best detailed guide for design of interactive
display systems was developed by Engel and Gran-
da.!® They make specific suggestions about display
formats, frame contents, command language, recov-
ery procedures, user entry techniques, general prin-
ciples, and response time requirements.

Unfortunately. these lists are only crude guides to
the designer. The entries are not independent and
sometimes are in conflict. The lists contain contradic-
tory recommendations and are certainly incomplete.
Finally, these design goals are largely unmeasurable.
Can we assign a numerical value to the simplicity,

First principle: Know the user

Minimize memorization
Selection not entry
Names not numbers
Predictable behavior
Access to system information

Optimized operations
Rapid execution of common operations
Dispiay inertia
Muscle memory
Reorganize command parameters

Engineer for errors
Good error messages
Engineer out the common errors
Reversible actions
Redundancy
Data structure integrity

Figure 1. User engineering princi?les for interac-
tive systems (W. J. Hansen, 1971).” Hansen’s First
Principie shouid be the motto of every designer:
Know the User. No qualifier or explanation is
necessary. Hansen’s sensitivity to human short-
term memory limitations leads to his second
category: minimizing memorization. Under ‘“op-
timization of operations,” Hansen inciudes
“display inertia,” suggesting that when operations
are applied, as little of the display should be
changed as possible. This approach reduces
disruptive movement and highlights the impact of
the last operation. “Muscie memory” refers to the
idea that users develop the feel tor frequently used
keypresses. Hansen recognizes the importance of
engineering for errors by providing good error
messages, reversible actions, and revisions to
engineer out common errors.

stability, responsiveness, variety, etc., of a system?
How can we compare the simplicity of two design pro-
posals? How do we know what has been left out of the
system design?

Experimental research can help to resolve some of
these issues and refine our capacity to measure
system quality. Still, some aspects of designing will
remain an art or intuitive science where esthetics and
contemporary style determine success.

The remainder of this paper presents several
human factors issues in designing interactive
systems. The discussion is independent of hardware-
related concerns such as the design of keyboards,
displays, cursor controls. audio output, speech
recognition, graphics systems, and customized
devices, and software-related topics such as natural
language front-ends, menu selection. command
languages, data-base query facilities, and editors.
The emphasis is on general problems and basic ex-
perimental results.

Attitude and anxiety

Several studies have demonstrated that user at-
titudes can dramatically affect learning and perfor-
mance with interactive systems. Walther and
O'Neil.!" for example, showed that novices with
negative attitudes towards computers learned
editing tasks more slowly and made more errors.
Anxiety, generated by fear of failure, may reduce
short-term memory capacity and inhibit perfor-
mance. If users are insecure about their ability to use

Provide a program action for every possibie type of
user input.

2. Minimize the need for the user to learn about the
computer system.

3. Provide a large number of expiicit diagnostics.
along with exfensive on-line user assistance.

4. Provide program shortcuts for kiowledgeable
users.

5. Allow the user to express the same message in

more than one way.

Figure 2. The design of idiot-proof interactive pro-
grams (A. |. Wasserman, 1973).! Wasserman'’s five
design principles are reasonabie, but the second
and tifth ones may need qualification. Aithough it
is usually good to minimize the user’s need to learn
about the computer system, restricting access to
those who have acquired a certain knowledge leve!
may sometimes be a good idea. The qualitying tes:,
which works well for driver’s licensing and collega
entrance, may be useful for compiex and powerfu;
systems. Naive users should be prevented from us-
ing a system which is too hard for them and wouid
produce an unpleasant experiance. Wasserman’s
fifth principie may not aiways be good advice.
Novices will prefer and do better with a system
which has few choices and permits only limited
forms of expression.
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the system. worried about destroying files or the
computer itself, overwhelmed by volumes of details
or pressured to work rapidly, their anxiety will lower
performance. Programmers who must meet a dead-
line tend to make more errors as they frantically
patch programs in a manic attempt to finish. Of
course, mild pressure can act as a motivator, but if
the pressure becomes too strong the resultant high
levels of anxiety interfere with competent work.

In designing a system for novices, every attempt
should be made to make the user at ease, without be-
ing patronizing or too obvious. A message telling
users not to be nervous is a bad idea. Users will feel
best if the instructions are lucid, in familiar terms.
and easy to follow. They should be given simple tasks
and gain the confidence that comes with successful
use of any tool or machine. Diagnostic messages
should be understandable, nonthreatening, and low-
key. If the imput is incorrect, avoid blaring phrases
such as “ERROR 435—NUMBERS ARE ILLE-
GAL" and merely state what is necessary to make
things right—e.g., "“MONTHS ARE ENTERED BY
NAME.” Try to avoid meaningless, condemning

1. Know the user population.
2. Respond consistently and clearly.

3. Carry forward a representation of the user's
knowiedge basis.

Adapt wordiness to user needs.

Provide the users with every opportunity to correct
their own errors.

6. Promote the personal worth of the individual user.

Figure 3. Design guidelines for interactive systems
(R. W. Pew and A. M. Rollins, 1975).% Pew and
Rollins echo Hansen's motto and add some of their
own besides. Guideline No. 4, above, was probably
intended to mean “adapt the messages to the
user’s lsvel of syntactic and semantic knowledge.”

Introduce through experience
immediate feedback

Use the user’s model
Consistency and uniformity
Avoid acausality
Query-in-depth (tutoria! aids)

Sequential—paralle trageoft
(allow choice of entry patterns)

Observability and controliability

Figure 4. Guidelines lor designing interactive sys-
tems (Brian R. Gaines and Peter V. Facey, 1975).°
Gaines and Facey emphasize the importance of the
user being in contro! of the terminal, the paca of the
interaction, the tutorial aids, and the execution pro-
cess.

Simple: project a “'natural,’” uncomplicated ‘‘virtual'* image of the
system.

Responsive: respond quickly and meaningfuily to user commands
User-controlled: all actions are initiated and controlied by the user.
Flexible: flexibility in command structures and tolerance of errors.
Stable. able to detect user difficulties and assist him in returning to
correct dialogue: never "‘dead ending’’ the user (i.e., offering no
recourse).

Protective: protect the user from costly mistakes or accidents (e.g..
overwriting a fiie).

Seff-documenting: the commands and system responses are self-
explanatory and documentation, expianations, of tutorial material are
nart of the environment.

Reliable: not conducive to undetected errors in man-computer com-
munication. )

User-modif:able: sophisticated users are zble to personalize their en-
vironment.

Figure 5. Interface design for time-sharing systems (D. R.
Cheriton, 1976).'" Cheriton’s thorough list provides good guide-
lines for interactive system designers.

Simplicity
Few keywords
Simpticity of input
Short commands
Simple commands
Clarity
Hierarchical structure (commands and subcommands)
Functional separation of commands
Homogeneity (same structure for all commands)
Problem orientation
Uniqueness
Determinism—every command is fuily determined Dy its
operands and preset options
No undefined states
Comfortabie language
Powerful commands
Flexibility
Short dialogue
Data structures can be displayed and utilized for searching and
browsing
Other comfort
Input comfort: rereading or previous input or output after correc-
tions have been made; menu technigue
Dialogue can be interrupted at any time
Clear, short, understandabie system messages
Evidence and reusability
Evidence of the system state
Acknowledgment of executed commands
Help functions
Former commands ang output reusable for input
Saving commands for later execution
Stability
Clear messages on severe input errars
Error correction on slight errors
Uniform error handling
No compuision to continue the dialogue in a tixed way
Data secunty

Figure 8. Design criteria for documentation retrieval languages
(F. Gebhardt and |. Stellmachaer, 1978).'2
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Forgiveness—ease in repairing errors
Segmentation—Iayered approach
Variety—choice of style
Escape—break out of danger
Guidance—d@rection and learning
Leverage—flexible, powertul features

Figure 7. Human/machine interface design criteria
in a computerized conferencing environment (M.
W. Turoff, J. L. Whitescarver, and S. R. Hiltz,
1978).1%

Use terse "'natural’’ language, avoid codes, allow ab-
breviations.

Use short entries to facilitate error correction and main-
tain tempo.

Allow user choice of single or muitiple entries.
Maintain ''social element’’ to the communication.
Permit user to control length of cues or error messages.

Error messages should be polite, meaningtul, and infor-
mative.

Give help when requested or when users are in ditficuity.
Simple, logically consistent command language.

Control over ail aspects of the system must appear to
belong to the user.

Avoid redundancy in dialogue.
Adapt to the user’s ability.

Keep exchange rate in user's stress-free range: user
can control rate.

Figure 8. Ground rules for a “well-behaved" system
(T. C. S. Kennedy, 1974).'4 This list is based on ex-
perimental studies with data entry.

messages such as “SYNTAX ERROR" and give
helpful, informative statements such as “UN-
MATCHED RIGHT PARENTHESIS.” Construc-
tive messages and pogsitive reinforcement produce
faster learning and increase user acceptance.

Control

A driving force in human behavior is the desire to
control. Some individuals have powerful needs to at-
tain and maintain control of their total environment:
others are less strongly motivated in this direction
and are more accepting of their fate. With respect to
using computers, the desire for control apparently in-
creases with experience. Novice terminal users and
children are perfectly willing to follow the computer's
instructions and accept the computer as the control-
ling agent in the interaction. With experience and
maturity, users resent the computer's dominance

and prefer to use the computer as a tool. These users
perceive the computer as merely an aid in ac-
complishing their own job or personal objectives and
resent messages which suggest that the computer is
in charge.

The Library of Congress recognized this distinc-
tion in changing the prompting message from the
authoritarian “ENTER NEXT COMMAND" to the
servile “"READY FOR NEXTCOMMAND." A large
bank offers a banking terminal which displays the
message “HOW CANTHELP YOU?"' Thisis appeal-
ing at first glance, but after some use, this come-on
becomes annoying. The illusion that the machine is
just like a human teller is perceived as a deception
and the user begins to wonder about other ways in
which the bank has been deceptive. The attempt to
dominate the interaction, by implying that the ter-
minal will help the user by emphasizing the "“1.”
violates common rules of courtesy. If a starting
message is used at all, it probably should focus on the
customer—for example, “'WHAT DO YOU NEED?”
followed by a list of available operations. In any case
the user should initiate the operation by hitting a but-
ton labeled *“START, " thus reinforcing the idea that
the user is in control of the machine.

Early computer-assisted instruction systems
heaped praise on the student and *‘wisely "’ guided the
student through the material at a computer-selected
pace; more recent systems merely display perfor-
mance scores and provide an environment where the
student chooses the path and pace. Only children ap-
preciate praise from a computer; most people achieve
internal satisfaction if their performance is satisfac-
tory. Instead of the lengthy “VERY GOOD, YOU
GOTTHE RIGHT ANSWER, " the simple display of
*“++" signals a correct answer to a problem.

Reinforcement for these ideas comes from Jerome
Ginsburg of the Equitable Life Assurance Society,
who prepared an in-house set of guidelines for
developing interactive applications systems. He
makes the powerful claim that

Nothing can contribute more to satisfactorv svstem per-
formance than the conviction on the part of the terminal
operators that they are in control of the system and not
the system in control of them. Equally. nothing can be
more damaging to satisfactory system operation,
regardless of how well all other aspects of the implemen-
tation have been handled. than the operator’s conviction
that the terminal and thus the system are in control. have
**a mind of their own. " or are tugging against rather than
observing the operator’s wishes.

Being in control is one of the satisfying com
ponents of time-sharing and of programming in
general. Systems which are designed to enhance user
control are preferred. One explanation of why word
processing systems have come into widespread use in
only the last few years is that mini and microcom-
puters give users a powerful feeling of being in con-
trol compared to the time-shared usage of a large
machine. Files kept on floppy disks are tangible when
compared to disk files on an unseen remote machine.
Although failures, loss of files, and faulty disks prob-
ably occur more often on the stand-alone minis and
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micros than on larger systems, the users of minis and
micros have the satisfaction of controlling their own
destiny.

Closure

One of the byproducts of the limitation on human
short-term memory is that there is great relief when
information no longer needs to be retained. This pro-
duces a powerful desire to complete a task, reduce our
memory load, and gain relief. Closure is the comple-
tion of a task leading to relief. Since terminal users
strive for closure in their work, interactions should be
defined in sections so completion can be attained and
information released. Every time a user completes
editing a line or ends an editing session with an EXIT
or SAVE command, there is relief associated with
completion and attaining closure.

The pressure for closure means that users, especial-
ly novices, may prefer multiple small operations to a
single large operation. Not only can they monitor
progress and ensure that all is going well, but they
can release the details of coping with early portions of
the task. One informal study showed that users
preferred three separate menu lists. rather than three
menus on the screen at once. Although more typing
and more interactions were required for the three
separate menus, the users preferred doing one small
thing at a time. With three menus at a time, the infor-
mation about the first menu decision must be main-
tained until the system acknowledges or the
RETURN key is hit. Similarly, word processor users
may make three separate changes on adjacent words,
when one large change command could have ac-
complished the same results with fewer keystrokes.

Response time

Most designers recognize that a simple limit on
response time, the time it takes for the system to re-
spond to a command (e.g., two seconds), is an
unreasonably crude specification. Some systems
have design specifications of two-second response
time for 90 percent of the commands and 10-second
response time for the remaining 10 percent. A more
informed view is that the acceptable response time is
a function of the command type. Users are not
disturbed to wait several seconds for the loading of a
file or large program, but expect immediate response
to editing commands or en ergency requests. R. B.
Miller!® provides a list of 17 command types and
reasonable response times (Table 1). We may disagree
with specific entries or suggest new entries, but the
idea of having different response times seems accep-
table. In fact, one possible approach is to guarantee
that more complex and expensive commands require
longer waits. This will tend to make users favor
faster, cheaper commands.

A contrasting design goal is to minimize the
variance of response time. It has been confirmed by
experiment'® that incr asing the variability of

response time generates poorer performance (Figure
9) and lower user satisfaction (Figure 10). Users may
prefer a system which always responds in 4.0 seconds
to one which varies from 1.0 to 6.0 seconds, even
through the average in the second case is 3.5. Ap-
parently users can devote 3.9 seconds to planning if
they are sure that the time is available. If attention
has to be maintained on the screen, users will not use
the response time for planning work. Some users even
report surprise and disruption if the response is too
prompt. Holding responses to minimize response
time variance may actually improve user perfor-
mance and satisfaction. For extremely long response
times—i.e., more than 15 seconds—the user should be
informed of the time required. One graphics system
shows a clock hand ticking backwards counting off
the seconds until the system will respond. Even if the
response is ready earlier, the system continues its
countdown to zero.

Tabie 1.

System response times as function of user activity (R. B. Miiler, 1968).'*

“"MAXIMUM'* RESPONSE TIME

‘ USER ACTIVITY (SECONDS)

CONTROL ACTIVATION (FOR EXAMPLE. 0.1
KEYBOARD ENTRY)

SYSTEM ACTIVATION (SYSTEM 3.0
INITIALIZATION)

REQUEST FOR GIVEN SERVICE.

., SIMPLE 2.0
COMPLEX 5.0
LOADING AND RESTART 15.0-60.0

ERROR FEEDBACK (FOLLOWING 2.0-40
COMPLETION OF INPUT)

RESPONSE T0 1D 2.0

INFORMATION ON NEXT PROCEDURE < 5.0

RESPONSE TO SIMPLE INQUIRY FROM LIST 2.0

RESPONSE TO SIMPLE STATUS INQUIRY 2.0

RESPONSE TO COMPLEX INQUIRY IN 2.0-40
TABLE FORM

REQUEST FOR NEXT PAGE 0.5-1.0

RESPONSE TO "EXECUTE PROBLEM ™" <15.0

LIGHT PEN ENTRIES 1.0

DRAWINGS WITH LIGHT PENS 0.1

RESPONSE TO COMPLEX INQUIRY IN 2.0-10.0
GRAPHIC FORM

RESPONSE TO DYNAMIC MODELING -

RESPONSE TO GRAPHIC MANIPULATION 2.0

RESPONSE TO USER INTERVENTION IN 40

AUTOMATIC PROCESS
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Installers of time-sharing systems report user
dissatisfaction in two situations where response time
varianceis afactor. Inthe first case, when a new time-
sharing system is installed and the workload is light,
response times are low and users are pleased. As the
load increases. the response time will deteriorate to
normal levels and produce dissatisfaction. By slow-
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Figure 9. Graph of time to complete tasks vs. output
variability for iow voiume and high voiume. (L. H. Miller,
1977).
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Figure 10. Graph of average response 0 posi-test ques-
tionnaire vs. output variability for 1200 snd 2400 baud
(L. H. Mitier, 1977)."?
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ing down the system when it is first installed. the
change is eliminated anad users seem content. A sec-
ond case occurs when the load on a time-sharing
system varies substantially during the day. Users
become aware of the fast and slow periods and try to
cram their work into the fast periods. Although this
approach does help to balance the load, users tend to
make errors while working quickly to beat the crowd.
Anxiety is increased, complaints increase, and pro-
grammers or terminal users may even be unwilling to
work during the slow periods. By eliminating the
variance in response time, service is perceived to be
more reliable and one source of anxiety can te re-
duced.

In summary. response time is an intriguing issue
whose complexities have not vet been unraveled. We
are left with several conflicting design goals:

¢ Response time should be reduced under all condi-
tions.

* Response time should match the complexity and
cost of the command.

e Variance of response time should be reduced
even at the expense of some increase in mean
response time.

¢ System performance should not vary over time.

In an experiment studying the effect of system
response time on performance in a multi-parameter
optimization task. solution time increased signifi-
cantly with system response time.® Subjects
modified five parameters with light pen touches till a
curve matched requirements. Each of the 30 subjects
performed the task with fixed system response times
of 0.16, 0.72, and 1.49 seconds. Figure 11 shows that
decreasing the response time from 1.49 to 0.72
seconds reduces the solution time for this task.

15004+ t = ONE STANDARD DEVIATION

® MEANT
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SOLUTION TIME, T SECONDS

8
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l A
0 0 0.5 1.9
SYSTEM RESPONSE TIME, SRT SECS.

Figure 11. Solution time (T) versus System Response
Time ésn'r) for 30 subjects (Goodman and Spence,
1978).




Grossberg, Wiesen, and Yntema?' studied four
subjects performing 36 interactive tasks involving
calculations on numeric arrays. Response times were
varied from 1 to4 to 16 to 64 seconds. As the response
time increased subjects became more cautious, used
fewer commands, and took longer time between com-
mands, but the total time consumed showed surpris-
ing invariance with respect to the response time in-
crease. The subjects changed their working style as
the response time increased by becoming more
cautious and by making heavier use of hard copy
printouts. The difference in resuits between this ex-
periment and the previous one may be a product of
the available commands, required tasks, or subject
experience.

A related aspect of response time is the thought
time of the terminal user. For complex decision-
making, there is some evidence that locking the ter-
minal for a short period, say 25 seconds in one pilot
study, may improve user performance on the decision
and increase user satisfaction. An open keyboard and
partial attention to the display can distract the users
and interfere with problem-solving while increasing
anxiety. The illusion of *‘dialog’’ may compel users to
keep their end of the ‘‘conversation” going. A
decision-making study?? with longer lockout times (5
and 8 minutes)revealed that subjects with no lockout
used twice as much computer time and, as might be
expected, the lockout groups expressed dissatisfac-
tion with restricted access. The high variance in per-
formance of the 20 subjects made it impossible to
assess the impact of lockout, although the highest
performance mean was achieved by the 5-minute
lockout group. Possibly if users perceive the com-
puter as a tool, they may be more willing to take their
time and reflect on decisions. If users feel they are in-
volved in a “dialog’ in which they must respond
promptly, anxiety and poorer performance may
result. Maybe we should replace the term ‘‘dialog”
with ‘“‘utilog”’ conveying the impression that the user
is utilizing the system as a tool.

Time-sharing vs. batch processing

As technological developments allowed program-
mers to use interactive terminals for preparing and
executing their programs, a controversy arose over
the relative merits of interactive usage and tradi-
tional batch submittal. Adherents of time-sharing
argued that waiting for processing by batch-oriented
computer systems was annoying, disruptive, and
time-consuming. Others felt that time-sharing en-
couraged sloppy and hasty programming, which in

appears to be one of the variables which may in-
fluence the user's immediate behavior and usage of
computer systems.”’ Both studies agreed that some
performance variations may be attributable to pro-
grammer and problem differences.

Smith?® examined the effects of conventional batch
versus instant batch (less than 5 minutes). With
respect to elapsed time (time from the start of a prob-
lem to its completion) and student reaction, instant
surpassed conventional.

Summarizing five studies comparing on-line to off-
line problem solving (including the two mentioned
above), Sackman?827 stated that time-sharing had a
20-percent advantage over batch in hours used,
whereas batch surpassed time-sharing with a
40-percent advantage in CPU time. Inregard to cost,
neither mode outperformed the other. Sackman sug-
gested that *‘the comparison ... is becoming academic
as the contest converges toward interactive time-
sharing and fast or even instant batch.” These
studies need to be reevaluated and redone since hard-
ware speeds and software capabilities have changed
substantiaily in the last decade.

As a result of experimentation with junior college
students, the use of time-sharing was recommended
to alleviate the high drop-out rate from the introduc-
tory computer science courses.?® The immediate feed-
back of time-sharing was seen as positively reinforc-
ing.

The decrease in literature comparing the two
modes of program development and the increase in
articles on time-sharing systems give the illusion
that the controversy has ended and the superiority of
on-line processing is accepted. But some managers
and researchers suggest that time-sharing mode en-
courages hasty program development and increases
the number of errors. They feel that the slower turn-
around of batch processing produces more careful
program design and thorough desk debugging.

In a related application of interactive systems, J.
V. Hansen? investigated performance differences
for two management decision-making tasks using
time-sharing and batch approaches. Both problems,
stochastic capital budgeting and product demand
forecasting, were not solvable by a mathematical
algorithm. Instead, they required heuristic ap-
proaches where feedback from each interaction
would suggest new decision rules. The results (Table
2) demonstrate that in this environment time-sharing

Table 2.

Decision-making performance averages using time-sharing

and batch modes (J. V. Hansen, 1976).8

turn led to more errors and poorer quality work. GROUP A GROUP B
Two of the earliest studies comparing on-line and (BATCH/ON-LINE) (ON-LINE/BATCH)

off-line processing were by Schatzoff, Tsao, and (5 SUBJECTS) (S SUBJECTS:

Wiig® and Gold.”® The former study showed a50 per-  proBLEM 1 82.0 88.4

cent higher total cost for time-sharing, ard a (CAPITAL BUDGETING) (BATCH) {ON-LINE)

50-percent greater elapsed time for batch. with no dif-

ference in computer time. More compilations were :’:&%&2‘1’ “’DEMAND %6 8

made on-line, suggesting less time is spent in desk FORECAST) (ON-LINE) (BATCH)

checking. According to Gold,?* the “‘user’s attitude
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access significantly improved the quality of the deci-
sions.

In short, the experimental results suggest that a
good time-sharing system is better than a bad batch
system. Correcting minor errors quickly in time-
sharing mode speeds productivity and reduces irrita-
tion. For more fundamental work, some program-
mers may abuse the rapid access of time-sharing,
make hasty patches, and produce poor code.

In all the experimental results, the influence of in-
dividual differences apparently played a major role.
The high variance in performance and conflicting
anecdotal evidence suggests that unmeasured factors
such as personality may influence preference and per-
formance. Whether or not a programmer wants to use
interactive equipment may be an important con-
sideration. Merely because many programmers,
perhaps even a majority, prefer interactive mode
does not mean that all programmers should utilize
that mode. Those individuals who feel more secure
with a deck of keypunch cards are just as necessary to
an organization.

Many variables enter into a programmer’s
preference for a particular computer communication
alternative. In an effort to identify specific personali-
ty traits influencing preference, Lee and Shneider-
man?® studied locus of control and assertiveness.

Locus of control focuses on the perception in-
dividuals have of their influence over events. Inter-
nally controlled individuals perceive an event as con-
tingent upon their own action, whereas externally
controlled people perceive a reinforcement for an ac-
tion as being more a result of luck, chance, or fate;
under the control of other powerful people; or un-
predictable.

Assertive behavior “allows an individual expres-
sion in a manner that fully communicates his per-
sonal desires without infringing upon the right of
others.”?! Assertive individuals can state their feel-
ings; nonassertive people have difficulty doing so.

Table 3.

Preference scores and personality factors (Lee and

Shneiderman, 1978).30

TIME
BATCH SHARING TOTAL
0 12 3 4 MEAN OBSERVATIONS
LOCUS
DIMENSION:
INTERNAL 0 2 2 3.0 6
EXTERNAL 0 4 0 2.3 a2
18
ASSERTIVENESS
DIMENSION:
Lew 0 3 9 2.4 8
HIGH 0 3 2 2.7 10
18

Many programmers learned use of keypunch equip-
ment before being introduced to time-sharing. It
would be less anxiety provoking for them to remain
with a mode of program entry which is familiar—i.e.,
keypunch—than to attempt on-line communication
with its many problems—e.g., signing on or possible
loss of an editing session. It seems that individuals
who view themselves as more effective and powerful,
or internally controlled, would master on-line interac-
tion with the computer, while those who see them-
selves as less powerful and not very independent or
effective, or externally controlled, would continue to
process by batch.

Likewise, more assertive programmers would not
let the intimidating terminal inhibit them from learn-
ing and using interactive equipment. They would be
able to ask for help when needed. thus promoting
their learning process. The nonassertive individual
might look for a means of program entry which allows
least contact with others, including avoidance of
equipment which could require a great deal of help
and guidance during the familiarization stage.
Weinberg®? conjectures that ‘‘humble programmers
perform better in batch environments and assertive
ones will be more likely to shine on-line.”

Subjects for our exploratory study were program-
mers from a Control Data Corporation installation,
which allows the choice of either card or terminal en-
try. Three questionnaires, one to measure locus of
control, one to ascertain assertiveness, and another
to determine on-line or off-line preference were
distributed via interoffice mail.

When the 18 responses were grouped by preference
scores (Table 3), the batch group did not differ
significantly from the interactive group on either per-
sonality dimension: locus of control or assertiveness.
However, when the sample was grouped by internal
locus/high assertive and external locus/low assertive
(Table 4), there was a significant difference in mean
preference scores. Confirming studies need to be car-
ried out with more subjects in a wide variety of pro-
gramming environments.

Although our findings in this exploratory study
showed mixed resuits, the import lies in the attempt
to identify variables entering into a programmer’s
preference for either batch or time-sharing. If pro-
grammers are allowed to use the mode they prefer,
their performance and job attitude could improve. If

Table 4.
Average preference scores for personality groups (Lee
and Shneiderman, 1978).%°

INTEANAL LOCUS/  EXTERNAL LCCUS/
r'GH ASSERTIVE LJW ASSERTIVE

MEAN

PREFERENCE .34 2.54
SCORE

VARIANCE 0.399 0.108
NUMBER OF .

SUBJECTS (TOTAL 4 6

NUMBER WAS 18)

57



preference is affected. by the type of task, the
availability of different modes may again improve
performance. When recruiting programmers for a
time-sharing environment, managers may find that
those who desire to work on-line will produce better
products in that environment than those who prefer
working in a batch environment.

Text editor usage

A rapidly growing mode of computer use is by way
of text editors, document preparation systems, and
word-processing equipment. These tools allow users
to construct files containing programs, alphanumeric
data, correspondence, or general textual information.
The diversity of user experience and the range of user
patterns is enormous. Sophisticated frequent users
differ from infrequent users, who are all very dif-
ferent from novice users. The variety of hardware and
software environments further increases the choices
for text editor designers and users.

Experimental comparisons of text editors are pro-
viding information about usage patterns, suggesting
directions for development projects, and aiding
development of a cognitive model Walther and

O’Neil'? report on an experiment with 69 undergrad- -

uate computer science students: 41 percent had never
used an on-line system, 38 percent had some ex-
perience, and 22 percent had much experience. The
three experimental factors were flexibility (one ver-
sion of the editor was inflexible; the second version
permitted abbreviations, default values, user
declaration of synonyms, a variety of delimiters, and
other features), display device (cathode ray tube and
impact teletype, both at 10 cps), and attitude (three
subjective tests indicating attitude towards com-
puters and anxiety). The subjects performed 18 cor-
rections to a text file while errors were tabulated and
timing data was collected. Experienced users worked
faster with the flexible version, but inexperienced
users were overwhelmed by the flexible version. The
inexperienced users made fewer errors and worked
faster with the inflexible version. The impact
teletype users worked faster and made fewer errors,
suggesting that the feedback from the impact may
facilitate performance. Those with negative at-
titudes made more errors. Walther and O’Neil offer
interaction effects, conjectures, potential design
rules, and research directions.

Sondheimer3? describes an experiment with more
than 60 professional programmer users of a text
editor. With active participation of the subjects, five
features were chosen for addition to the text editor.
Announcements, documentation, and training were
provided, but after some initial testing, usage of the
features dropped off substantially. Sondheimer con-
cludes that “the results of the experiment seem to in-
dicate the persistence of individual usage habits."
This experiment has implications which go beyond
the use of text editors, but it does emphasize that text
editing is a skill which is deeply ingrained in the
user’s mind and difficult to change. Sondheimer con-

3

jectures that novice users of the text editor would
more frequently employ the newly added features.

Card* and Card, Moran, and Neweil?33¢ provide
detailed reports on text editor experiments and offer
cognitive models of human performance. Their ex-
periments emphasize in-depth study of a limited
number of highly trained subjects. Subjects per-
formed manuscript editing tasks with a variety of
line and display editors while precise timing
measurements were made automatically. Text
editing is characterized as a *‘routine cognitive skill"’
which “occurs in situations that are familiar and
repetitive, and which people master with practice and
training, but where the variability in the task, pius
the induced variability arising from error, keeps the
task from becoming completely routine and requires
cognitive involvement. 3% A cognitive model based
on goals, operators, methods, and selection rules
(GOMS model) is proposed and is claimed to repre-
sent the performance of expert users. User style in
locating a line (by jumping ahead a given number of
lines or by locating a character string) and correcting
text (by substitution or by subcommands for modify-
ing characters in a line) was compared among sub-
jects with the goal of predicting behavior in future
situations. ’

Card, Moran, and Newell®> use data from 28 sub-
jects, on 10 systems, and over 14 task types to sup-
port the keystroke mode! of editor usage, suggesting
that task performance time can be predicted from a
unit task analysis and the number of keystrokes re-
quired. This model has strict requirements: “The
user must be an expert: the task must be a routine
unit task; the method must be specified in detail; and
the performance must be error-free.” The timing data
from a variety of users and systems reveals impor-
tant differences, such as the speed advantage of
display editors over line editors (about twice as fast).
The timing data from Card® demonstrates the clear
speed and accuracy advantages of a mouse for selec-
ting text, when compared with a joystick, step keys,
or text keys.

Error handling

The error-checking and handling components of an
on-line system may occupy the majority of the pro-
gramming effort. Well-designed diagnostic facilities
and error messages can make a system appealing.
When user entries do not conform to expectations,
diagnostic messages should guide the user in enter-
ing correct commands. Messages should be brief,
without negative tones. and should be constructive.
Avoid ringing bells and bold messages which may
embarrass the user. Instead of meaningless
messages like “ILLEGAL SYNTAX.” try to in-
dicate where the error occurred and what may bedone
tosetit right. If possible, allow users to modify the in-
correct command rather than forcing complete reen-
try. Command and programming languages should
be designed so that a common error will not be inter-
preted as a valid command.




Error messages should be included in the system
documentation, so that users know what to expect
and so that designers cannot hide sloppy work in the
system code.

.- The system should permit easy monitoring of error
patterns so that system design can be modified in

- response to frequent errors. Simple tallies of error oc-
currences may suggest modifications of error
messages, changes to command languages, or im-
proved training procedures.

An intriguing issue in error handling is whether the
error message should be issued immediately or when
the end-of-line code (usually ENTER or RETURN
key) is hit. A nicely designed study3” suggests that
human performance improves if errors are issued im-
mediately and that the disruption of user thought
processes by immediate interruption is not a serious
impediment. Seventy undergraduate subjects in this
experiment had to list 25 of the 50 states in the USA
and list 20 permutations of “‘abcde’” such that *‘c”’ oc-
curs somewhere before the “*d.” Theresults of the per-
mutation task strongly favor immediate interrup-
tion, but the results of the states task were mixed
{Table 5). A powerful advantage of immediate inter-
ruption is that changes can be made simply by replac-
ing the incorrect character.

A central problem in handling errors is providing
the user with the right kind of information. Ex-
perienced frequent users need only an indication that
an error has occurred, such as a locked keyboard, a
light, or a special character. As soon as the error has
been brought to their attention, they will probably
récognize it and be prepared to make an immediate
correction. Typical users familiar with the operations
or semantics of the domain merely require a brief note
to remind them of proper syntax or list of available
options. Novice users whose semantic knowledge is
shallow need more than prompting on syntax; they
need explanations of possible commands and the re-
quired syntax. Since even experts may forget or be
novices with respect to some portions of a system, a
simple scheme based on recording user experience
levelsis unworkable. Probably the best approach is to
give control to the user and provide options—maybe
**?"" for a brief prompt about syntax, a second *?"’ for

Tabie S.

Aversge performancs resuits to error correction styles (Segal, 1975).%7

STATES TASK PERMUTATION TASK
ERROR CORRECTION METHOD
IMMEDIATE END IMMEDIATE END
PERCENT ERROR
KEYPRESSES 2.55 1.99 4.54 4.48
TOTAL TIME
(SECONDS) 234.0 300.0 408.8 546.4
TWO CONSECUTIVE
RESPONSES IN 1.17 117 1.00 2.77
ERROR
NUMBER OF
RESPONSES IN 4.29 377 4.46 4.83
ERROR

9

a brief prompt about semantics, and a third **?"’ for a
more detailed explanation. Users could strike *“??" or
**27?" initially to get complete information right away.

This question mark scheme is a simple approach to
what are generally referred to as “HELP" systems.
Typing “"HELP"" or merely “H" the user can get
some information; “HELP FILES,” “HELP
EDIT.” “HELP FORTRAN," etc., may invoke more
extensive topic-oriented HELP facilities. “HELP
HELP" should provide information about available
facilities. The PLATO instructional system offers a
special HELP key which offers appropriate guidance
for the material currently on the screen.

Practitioner’s summary

Do not violate the bounds of human performance
imposed by limited short-term memory capacity.
Design interactions in a modular fashion so that
closure can be obtained providing satisfaction and
relief for users. Be sensitive to user anxiety and
desire for control. Provide novice users with the
satisfaction of accomplishment and a sense of
mastery, but avoid patronizing comments. Consider
response time requirements as part of the design, not
as an uncontrollable aspect of system performance.

Respect user preferences in choice of batch or in-
teractive program development. Accept the per-
sonality and cognitive style differences among in-
dividuals and do not attempt to make everyone
behave as you do.

Devote substantial energy to error design. Make
messages constructive and give guidance for using
the system in a couirteous nonthreatening way.
Prepare all messages as part of the system designand
make them available in user manuals. Give users con-
trol over what kind of and how much information
they wish at every point in the interaction. Do not re-
quire them to identify themselves at the start as
novices. HELP facilities should be available for every
command.

Respect and nurture the user community. Listen to
their gripes with sympathy and be willing to modify
your system to accommodate their requests. Remem-
ber, the goal is not to create a computerized system,
but to serve the user. B
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"USER FRIENDLY”

~ PROPER FUNCTIONALITY
— SYSTEM RELIABILITY
— REASONABLE COST

— HUMAN ENGINEERING CRITERIA LINKED TO BENCHMARK SET
OF TASKS AND SPECIFIC USER COMMUNITY

TIME TO LEARN

SPEED OF PERFORMANCE
RATE OF ERRORS

USER SATISFACTION
RETENTION
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DISADVANTAGES

INCREASED INITIAL COSTS
POSSIBLY LONGER DEVELOPMENT TIMES

ADVANTAGES

IMPROVED PRODUCT QUALITY
REDUCED LIFETIME COSTS
SUPERIOR RELIABILITY
SIMPLER TO TEACH/LEARN
EASIER TO REPAIR

EASIER TO MODIFY
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RESEARCH METHODS

- INTROSPECTION, PROTOCOL ANALYSIS
- FIELD, CASE STUDIES

- CONTROLLED EXPERIMENTATION

CONTROLLED EXPERIMENT

- STATE HYPOTHESES

- ALTER INDEPENDENT VARIABLES
- MEASURE DEPENDENT VARIABLES
- CONTROL FOR BIASING

- USE STATISTICAL TESTS TO VERIFY HYPOTHESES
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INTERACTION STYLES

MENU SELECTION
NO TRAINING
NO MEMORIZATION
PROVIDES STRUCTURE FOR USER ACTIVITY
EASY TO DESIGN USER AIDS
SIMPLE SOFTWARE
BIG DEVELOPMENT EFFORT
CAN BE RESTRICTIVE

FILL-IN-THE-BLANK
MODEST TRAINING
EASY TO DESIGN USER AIDS
'APPROPRIATE FOR DATA ENTRY AND RETRIEVAL
MODERATE DEVELOPMENT EFFORT
CAN BE RESTRICTIVE

PARAMETRIC, COMMAND OR QUERY LANGUAGE
SUBSTANTIAL TRAINING
POWERFUL
FLEXIBLE
DIFFICULT TO PROVIDE USER AIDS
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MENU SELECTION GUIDELINES

- USE 3-8 CHOICES PER SCREEN UNLESS THERE IS GOOD REASON TO
CHANGE. (PHILLIPS ET AL., TELIDON, 1980) (MILLER, HFS, 1981)

- CONSIDER SEMANTIC ORGANIZATION AWD GIVE TITLE

~ SHOW HIERARCHY BY GRAPHIC DESIGN/TYPOGRAPHY

- PERMIT SIMPLE BACK, LEFT, RIGHT TRAVERSALS

- PERNIT TYPE-AHEAD

- PUT MOST IMPORTANT/FREQUENT CHOICES FIRST

- BEGIN CHOICES WITH KEYWORD, IF POSSIBLE

-‘USE BLANK LINES TO SEPARATE GROUPS OF CHOICES

- REQUIRE ENTER KEY OR USE AUTOMATIC MODE CONSISTENTLY

OTHER CONSIDERATIONS
DISPLAY RATE
RESPONSE TIME
HELP/EXPLAIN FACILITIES
SHORT CUTS/MENU MACROS
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TEXT EDITOR USAGE

COMPARISON OF SYMBOL EDITOR

FIND:/TOOTH/ ;=1
LisT; 10
rRs:/xo/,/ok/;*

INEXPERIENCED USERS (8)
FAMILIAR USERS (8)

EXPERIENCED USERS (8)

KEYWORD EDITCR
BACKWARD TO "TOOTH”
LisT 10 LINES
CHANGE ALL "x0” To "ok”

PERCENTAGE PERCENTAGE
OF TASK OF ERRONEOUS
COMPLETED COMMANDS
SYMBOL‘ KEYWORD SYMBCL KEYWORD
28 42 18 11
43 83 18 6.4
74 84 9.9 5.6

(LEDGARD, WHITESIDE, SINGER & SEYMOUR, CACM 1980)
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COMMAND + MENU SELECTION FORMATS

- 106 PROFESSIONALS AT NASA/JPL COMPLETED EXPERIMENT

— VARIETY OF TASKS IN SHIP CONTROL ENVIRONMENT:
PROPULSION, NAVIGATION, RADAR, WEAPONS

45 SHORT FORM MNEMONIC COMPLETION
(ONE COMMAND/PARAMETER) RATE
+ FUNCTIONALLY GROUPED MANUAL 81%
+ ALPHABETIC MANUAL 702
8 LONG FORM MNEMONIC + MANUAL 88

(MANY PARAMETERS GROUPED BY FUNCTION)

46 PROMPTS FOR PARAMETERS + MANUAL 81X

46 MENU OF CHOICES 85%

TIME ON TIME ON

FIRST  SECOND
ATTEMPT ATTEMPT
785 624
925 620
542 449
457 400
447 401

(CHAFIN & MARTIN, NASA/JPL 955Q13/RD-142, 11/8Q)
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LIKED=1
DISLIKED=7

3.89
4,57

3.46

3.48

2,96



DISPLAY RATE IMPACT

- SCROLLED CRT LESSONS ON PAPERMAKING

- LOW ABILITY SUBJECTS

~ LATIN SQUARE DESIGN FOR PRESENTATION ORDERING
- FOUR REPEATED MEASURES FOR EACH OF 12 SUBJECTS

SUBJECTIVE PREFERENCE LESSON USER
CPS CAI ERRORS ~ (0=BEST, 3=WORST) TIME RESPONSE TIME
10 3.0 J 22 MIN 5.7 SEC
15 3.1 1.1 17 MIN 8.0 SEC
15 BY WORDS 3.3 1.6 18 MIN 8.2 SEC
60 4,3 2.5 12 MIN 22,5 SEC

(BEVAN, IJMMS, 1981)
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TRANSACTIONS

400

300

200

100

RESPONSE TIME

- 19 UTILITY COMPANY CLERKS IM EXPERIMCHTAL GROUP IN 3 WEEK
STUDY AGAINST CONTROL GROUP

- COMPLEX ORDERING PROCEDURE

- JOB SATISFACTION QUESTIONNAIRES SHOWED DISSATISFACTION WITH
LONGER RESPONSE TIME

(DASHED LINES INDICATE PROJECTION)

TOTAL TRANSACTIONS
:\ S
paess  QEENND L Y /
— —-—— /d

PRODUCTIVE TRANSACTIONS — —; -

7
p— /
™~ — / ™~
ITOTAL ER%ORS i R \ 1 | N
4 8 12 16 20 24 28 32
RESPONSE TIME >
(seconps)

(BARBER & LUCAS, 1982)
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RESPONSE TIME DESIGN GUIDELINES

INDIVIDUAL CHARACTERS SHOULD APPEAR WITH NO DELAY
SYSTEM SHOULD RESPOND TO SIMPLE COMMANDS WITHIN A SECOND
- GOODMAN AND SPENCE, SIGGRAPH (1978)
- S, WEINBERG, CDC (1981)
- DOHERTY, IBM (1979)
LONGER THAN 15 SECOND DELAYS MAY DISRUPT THINKING
- R, MILLER (1968)
- BARBER & LUCAS (1982)
CONSISTENT RESPONSE TIME WITHIN A SESSION, A DAY, AND OVER
LONGER TIMES MAY INCREASE USER SATISFACTION

LOCKING THE KEYBOARD TO REQUIRE USER THINKING MAY INCREASE
TASK PERFORMANCE AND USER SATISFACTION
- BOEHM, SEVEN & WATSON, SJCC (1971)
ADVISE USERS OF LONG RESPONSE TIMES
USER BEHAVIOR IS SHAPED BY RESPONSE TIMES
- GROSSBERG, WIESEN & YNTEMA, IEEE-SMC (1976)
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SYSTEM RESPONSE TIMES AS FUNCTION OF USER ACTIVITY

USER ACTIVITY

"MAXIMUM” RESPONSE TIME

CONTROL ACTIVAT&ON (FOR EXAMPLE,
KEYBOARD ENTRY

SYSTEM ACTIVATI?N (SYSTEM
INITIALIZATION

REQUEST FOR GIVEN SERVICE:
SIMPLE
COMPLEX
LOADING AND RESTART

ERROR FEE?BACK (FOLLOWING COMPLETION
OF INPUT

RESPONSE TO [D

INFORMATION ON NEXT PROCEDURE
RESPONSE TO SIMPLE INQUIRY FROM LIST
RESPONSE TO SIMPLE STATUS INQUIRY

RESPONSE TO COMPLEX INQUIRY IN TABLE FORM
REQUEST FOR NEXT PAGE

RESPONSE TO “EXECUTE PROBLEM”

LIGHT PEN ENTRIES

DRAWINGS WITH LIGHT PENS

RESPONSE TO COMPLEX INQUIRE IN GRAPHIC FORM
RESPONSE TO DYNAMIC MODELING

RESPONSE TO GRAPHIC MANIPULATICN

RESPONSE TO USER INTERVENTION IN AUTOMATIC
PROCESS

0.1 seconp

3.0

0.5-1
<15

1.0

0.1

2-10

(MILLER, 1968)
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ERROR MESSAGE SAMPLES

FATAL ERROR, RUN ABORTED
DISASTROUS STRING OVERFLOW, JOB ABANDONED
CATASTROPHIC ERROR, LOGGED WITH OPERATOR

SYNTAX ERROR
ILLEGAL. COMMAND
INVALID DATA

TRANS ERR-CTL OPEN

FAC REJCT 004000040000
0C7, OC4

GUARD MODE ERROR 2
[EH2191
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SYSTEM MESSAGES

SHOULD NOT - SHOULD

BE | BE

~HORDY —BRIEF

—NEGATIVE IN TONE | ~ -POSITIVE

—CRITICAL OF ERRORS —CONSTRUCTIVE

—GENERAL | ~SPECIFIC

“CRYPTIC —COMPREHENSIBLE

SUGGEST SYSTEM CONTROL OVER EMPHASIZE USER CONTROL OVER
THE USER - SYSTEM

OTHER CONSIDERATIONS

— UPPER AND LOWER CASE IS PREFERRED TO UPPER CASE ONLY
EXCEPT IN EXTREME SITUATIONS

— ASTERISKS SHOULD BE USED ONLY IN EXTREME SITUATIONS

— ERROR NUMBERS, IF NEEDED AT ALL, SHOULD BE AT THE END
OF THE MESSAGE

— USER MODIFIABLE MESSAGE FILE
— TWO OR MORE LEVELS OF MESSAGES
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SYSTEM MESSAGES EXAMPLES

POOR

BETTER

ENTER NEXT REQUEST

ILLEGAL COMMAND

SYNTAX ERROR

INVALID ENTRY

FAC RJCT 000400040000

THE PROCESSING OF THE

TEXT EDITOR YIELDED

23 PAGES OF OUTPUT
ON THE LINE PRINTER,

READY FOR NEXT COMMAND

LOAD OR SAVE:

UNMATCHED LEFT PARENTHESIS

DRESS SIZES RANGE FROM 5 TO 16
FILE MUST BE OPENED BEFORE READING

OUTPUT 23 PAGES
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JOB CONTROL ERRORS

- IBM MVS JCL ERRORS CAPTURED OVER FIVE WEEKS
AT BOEING COMPUTER SERVICES

- 513 OUT OF 2073 ERRORS WERE RETRIES

Msc ID
IEF605
IEF607
IEF621
IEF630
IEF612
IEF632
IEF657
IEF623

[EF624

#

920
578
226
224
182
182
162
112

97

A

29%

182
7%
7%
6%
6%
5%
4z

3%

THE 9 MOST COMMON JCL ERRORS

MessaGeE TEXT

UNIDENTIFIED OPERATION FIELD

JOB HAS NO STEPS

EXPECTED CONTINUATION NOT RECEIVED
UNIDENTIFIED KEYWORD

PROCEDURE NOT FOUND

FORMAT ERROR |
SYMBOL NOT DEFINED IN PROCEDURE

SOURCE TEXT CONTAINS UNDEFINED
OR ILLEGAL CHARACTERS

INCORRECT USE OF PERIOD
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ON-LINE ASSISTANCE

— KEEP IN MIND THE DISTINCTION BETWEEN
HELP WITH SYNTAX PROBLEMS
EXPLANATIONS OF SPECIFIC FEATURE SEMANTICS
TUTORIALS FOR SYSTEM USAGE

— ALLOW USER CONTROL OVER DEGREE OF DETAIL

— USE CONSISTENT/PREDICTABLE SCREEN FORMATS
SO USERS WILL REMEMBER WHERE TO FIND INFORMATION

— ON-LINE ASSISTANCE -CAN BE MORE CONFUSING AND DISRUPTIVE TO
TRUE NOVICES THAN SIMPLE PAPER MANUALS (RELLES, 13979)

MEAN SCORES ON
INFORMATION RETRIEVAL TASK
(12 SUBJECTS PER GROUP) (MAX = 30)
WELL-WRITTEN EXPLANATION ON-LINE 7.0
WELL-WRITTEN EXPLANATION ON PAPER (2 PAGES)
PLUS CRYPTIC ON-LINE INTRODUCTION 13,5
CRYPTIC ON-LINE INTRODUCTION ONLY 12.0

(DUNSMORE. ACM CONF., 1980)
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TRAINING MANUALS FOR TEXT EDITING

~ STANDARD MANUAL VS. MODIFIED MANUAL
ALL DETAILS ABOUT A COMMAND vs. SPIRAL APPROACH
ABSTRACT DESCRIPTIVE NOTATION vs. NUMEROUS EXAMPLES
TERSE DESCRIPTIONS vs. READABLE EXPLANATIONS

— ADVANCE ORGANIZER, 15-30 MINUTES OF STUDY, NINE
COMPLEX EDITING OR CREATION TASKS, THREE HOUR MAXIMUM

STANDARD MANUAL MODIFIED MANUAL

TASKS COMPLETED 7.36 8.77
AVERAGE MIN/TASK 26.63 16.00
AVERAGE EXIT ERRORS/TASK 1.36 27
AVERAGE COMMANDS/TASK 23.63 13.04
AVERAGE REQUESTS FOR VERBAL HELP 5.50 2,55

(FOSS, ROSSON & SMITH,
HUMAN FACTORS IN COMPUTER SYSTEMS, 1982)

79



GRAPHICS INPUT

OPTICAL CHARACTER RECOGNITION
TV IMAGE PROCESSING

PATTERN RECOGNITION IMPROVES
LIMITED SEMANTIC INTERPRETATION

GRAPHICS OQUTPUT
GRAPHS, HISTOGRAMS, ETC.
LINE DRAWINGS - HIDDEN LINE REMOVAL
ROTATION
SHADING
FULL COLOR PICTURES

GRAPHICS INTERACTION

COMPUTER AIDED DESIGN

CIRCUIT LAYOUT

AUTOMOBILE DESIGN

ARCHITECTURE

MAPPING

NUMERICAL CONTROL MACHINE TOOLS
EXCELLENT WHEN MODIFICATIONS ARE REQUIRED
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AUTOMATIC SPEECH RECOGNITION/GENERATION

ISOLATED WORD RECOGNITION

- 98% ACCURACY
- LIMITED VOCABULARY (LESS THAN 50 KORDS)
- SPEAKER DEPENDENT "TRAINING”
- COMMERCIALLY VIABLE WHEN
1) WORKER’S HANDS BUSY
2) MOBILITY REQUIRED
3) WORKER'S EYES BUSY
4) HARSH ENVIRONMENTS

CONTINUQUS SPEECH RECOGNITION

- RESEARCH SYSTEMS
IBM, CMU
- NOT COMMERCIALLY VIABLE

VOICE OUTPUT
- COMMERCIALLY VIABLE
- HARDWARE EMBEDDED
- FOR SPECIAL APPLICATIONS
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USER EXPERIENCE LEVELS

NOVICES NEED
- UTMOST IN CLARITY AND SIMPLICITY
~ SMALL NUMBER OF COMMANDS
~ MEANINGFUL COMMANDS (NGT SINGLE LETTER, NOT
COMPLEX SYNTAX)
LUCID ERROR MESSAGES AND HELP FACILITIES
REINFORCEMENT FROM SUCCESS

KNOWLEDGEABLE INFREQUENT USERS PREFER
~ SIMPLE COMMANDS
— MEANINGFUL COMMANDS
— EASY TO REMEMBER OPERATIONS
~ PROMPTING

FREQUENT USERS WANT
- POWERFUL COMMANDS, COMMAND STRINGS, USER DEFINED
COMMANDS
MINIMIZE KEYSTROKES
— BRIEF MESSAGES (W I'H ACCESS TO DETAIL AT REQUEST)
HIGH SPEED INTERACTION |

HOW TO SATISFY ALL USER LEVELS?

~ — GRACEFUL EVOLUTION
— LAYERED| SPIRAL| LEVEL STRUCTURED DESIGN
— HIDE DETAILS
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PSYCHOLOGICAL ISSUES

* SHORT TERM MEMORY LOAD - SEVEN PLUS/MINUS THWO
~ KEEP DISPLAYS SIMPLE
- MINIMIZE MEMORIZATION
~ AVOID MULTISCREEN COMPLEXITY BY USING
HIERARCHICAL DESIGN
* CLOSURE - DESIRE TO COMPLETE
~ ORGANIZE SESSION INTO SECTIONS
— EMPHASIZE TRANSITION POINTS
~ CHOOSE SEQUENCING TO AVOID LOOSE ENDS

* ANXIETY - “COMPUTER SHOCK” - FEAR OF MACHINES
— STRIVE FOR SIMPLICITY FOR NOVICES
— OFFER POSITIVE REINFORCEMENT FOR SUCCESS
— TAKE GREAT CARE IN WRITING SYSTEM MESSAGES

* LOCUS OF CONTROL - DESIRE TO BE IN CHARGE
~ NOVICES MAY WISH COMPUTER DIRECTED MODE
~ EXPERTS DEMAND USER CONTROL
— PEOPLE WANT COMPETENCE OF MASTERY
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- DIRECT MANIPULATION

1
2)
3)

)

5)

6)

PHYSICALLY DIRECT MANIPULATION OF OBJECT OF INTEREST
IMMEDIATE OBSERVATION OF AFFECT OF ACTION
INCREMENTAL REVERSIBLE ACTIONS

DEPENDS ON REPRESENTATION OF A COGNITIVE MODEL -
INTUITIVELY OBVIOUS |
ANALOGICAL REASQONING
TAPS USER’S KNOWLEDGE

NO. COMMAND LANGUAGE SYNTAX TO MEMORIZE
SIMPLIFIES TRAINING

NO ERROR MESSAGES
USER PROVIDES SELF REGULATING FEEDBACK
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DISPLAY FDITORS D) LINE EDITORS

CONTINUOUS FULL PAGE DISPLAY ONE LINE AT A TIME

VISIBLE CURSOR LINE POINTER CONCEPT

PHYSICAL CURSOR ACTION IMPLICIT LINE POINTER CHANGES
INSERT/DELETE BY KEYSTROKE INSERT/DELETE BY COMMAND
CHANGE IN PLACE CHANGE BY SUBSTITUTION COMMAND

PARAGRAPH/PAGE FORMAT 0BVIOUS FORMAT VISIBILITY IS POOR

CURSOR MOTION CHOICES
D U D, LR COMMANDS
A |
) 1Y 5 ADJACENT ARROW KEYS
3) < T —>  DIRECTIONAL ARROW KEYS
v

4) JOYSTICK

5) TOUCH PANEL
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COMPUTER ARCADE GAMES

EQUIPMENT

- LEVERS OR ROTATING PADDLES FOR ONE DIMENSIONAL MOVEMENT
JOYSTICKS OR TRACKBALLS FOR TWO DIMENSIONAL MOVEMENT
BUTTONS FOR ACTIONS

IMMEDIATE RESPONSE TO ACTION ON THE DISPLAY

SOUND EFFECTS AND GRAPHICS

CONCEPTS
- HAND-EYE COORDINATION
EXTREME SKILL RANGE
FUN FOR NOVICES
CHALLENGE FOR EXPERTS
COMPETITION AGAINST MACHINE/HUMAN
STRESS/ANXIETY
REWARDS
ADDITIONAL PLAYS
INITIALS OF HIGH SCORERS DISPLAYED
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EURTHER EXAMPLES
- FORMS FILL-IN

- QUERY-BY-EXAMPLE (ZLOOF, NCC, 1975)

- FORAL LP (SENKO, 1978)

- SPATIAL DATA MANAGEMENT (WILSON & HEROT, VLDB6, 1980)
- VISICALC

- CAR DRIVING

- PILOT CONTROLS/HORIZON INDICATOR

- SOME GRAPHICS APPLICATIONS

CAD/CAM
AUTO DESIGN
ARCHITECTURE

87



HUMAN-COMPUTER DIALOGUE:
INTERACTION TASKS
AND TECHNIQUES -

A SURVEY AND CATEGORIZATION

DR. JAMES D. FOLEY

ELECTRICAL ENGINEERING AND
COMPUTER SCIENCE DEPARTMENT
THE GEORGE WASHINGTON UNIVERSITY



HUMAN-COMPUTER DIALOGUE: INTERACTION TASKS AND TECHNIQUES - A
SURVEY AND CATEGORIZATION

1. Introduction

Interaction techniques and devices are important parts of the user-computer
interface. There are a multitude of interaction techniques: each has a specifie purpose,
such as to specify a command, designate a position, or select a displayed objeet, and each
is implemented with some device, such as a tablet, joystick, keyboard, light pen, track
ball, or potentiometer. Typical techniques which many readers may be familiar with
are: selecting a command from a menu using a light pen, specifying a position using a
tablet or joystick along with cursor feedback on the screen, typing a numeric value on a
keyboard, or designating a displayed object with a light pen.

Selecting appropriate techniques and devices is an important aspect of interface
design. We all recognize, from our own experiences with interactive computing (which
need not have been with interactive graphics), the costs of poorly-designed interfaces.
Coming in many forms, the costs can include degraded user productivity, user
frustration, increased training costs, the need to redesign and re-implement the user
interface, etc. Specific experiments confirm that the costs are real. How can we avoid
these costs? Where can we turn for guidance? There are three basic sources of
information:

1)  Experience-based guidelines
2) Experiments with interaction techniques, and
3)  The human-factors literature, especially that dealing with equipment design.

This paper is drawn from a lengthier report (FOLE81) of work done with V.
Wallace and sponsored by the U.S. Army Research Institute (Contract MDA-903-79-G-01)
and the Department of Energy, Applied Mathematics and Statistics program (Grant DE-
AS05-ER10521). In the full report we elaborate on these sources of information.

The scope of our work does not extend to the physical design of interaction
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devices. Issues such as key shape, keyboard slant, and light pen diameter are beyond our
scope and are being treated extensively in the literature of traditional human factors.
Our basic guideline is that device characteristics which are normally under computer
control are considered in our work, while characteristics normally built into the device
hardware are not. We take the necessary liberty of assuming that whatever devices may
be selected are optimally-designed for their intended use.

Most commands to an interactive system consist of several interaction tasks. A
typical "move entity" command has three such tasks: a position, an entity, and the
actual command, "move". Each task can be implemented by many different techniques.
The designers of the interactive system must select those interaction techniques which
best match both the user's characteristics and the specific requirements of the
interaction task and must also select the appropriate device. In some cases the devices
will already be pre-determined, having been selected by the hardware procurers rather
than by the user interface designers. This unfortunate situation reduces the number of
alternative design decisions to be considered and may result in a sub-optimum design.

As we will later describe in detail, each task has certain requirements which are
dictated by the application and/or user, and each technique has certain properties. For
example, alrequirement of a positioning task may be that positions be indicated in 3D,
while a property of a positioning technique may be that it works only in 2D. The 2D
techniques would, therefore, not be considered for use.

We have suggested that interaction sequences can be decomposed into a series of
basic interaction tasks. These tasks appear to be of only six distinet types, each of which
we will describe in turn. Each interaction task has a set of requirements. For instance,
a positioning task may require dynamie, continuous feedback using a screen cursor. A
property of interaction techniques for positioning is the type of feedback they can’
provide. In the case at hand, only interaction techniques providing dynamic feedback

would be considered candidates for implementing the positioning task.
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Interaction techniques not only have requirements but also have hardware
prerequisites which must be provided; otherwise, the technique cannot be considered. A
positioning technique which provides dynamie, continuous feedback and allows movement
in arbitrary directions must be supported by a continuous-motion input device such as a
tablet, light pen, or touch-sensitive panel. Furthermore, the display device itself must
be able to update a cursor position twenty to thirty times per second. In design
situations where interaction devices have already been selected, these prerequisites
serve to limit the set of interaction techniques which can be considered. When device
selection is part of the design process, the prerequisites serve to link a technique being
considered with required hardware characteristies.

In this paper we discuss the six basic interaction tasks, enumerate the
requirements which each task may have, show how the requirements relate to the
properties of interaction techniques, and, in turn, show how a technique's hardware
prerequisites affect device selection. The reader is referred to FOLE82 for an account
of available devices and their characteristics.

2. Interaction Tasks: Types and Requirements

An examination of interactive graphics leads us to conclude that there are six
fundamental types of interaction tasks. The tasks, which are application and hardware
independent, form the building blocks from which more complex interaction tasks and, in
turn, complete interaction dialogues, are assembled. The tasks are user-oriented in that
they are the primitive action units performed by a user. They relate to, but differ from,
the logical input devices found in device-independent graphics packages (GSPC79,
CARU77) and discussed previously by the authors of this report (FOLE74, WALL76) and
in NEWM68 because the logical input devices are hardware and software oriented, rather
than user oriented.

The six interaction tasks are:
1) Select
2) Position
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3) Orient

4) Path
5) Quantify )
6) Text

These are similar to the tasks described in RAMST79 and in OHLS78. The set of
tasks is based not on fundamental research into users' underlying cognitive processes, but
rather is based on experience with dozens of interactive graphies systems and a
subsequent categorization of observed interaction acitivities into these six categories.
Refinement and restudy of the tasks is a key step for future research.

2.1 Select

The user makes a selection from a set of alternatives. The set might be a group
of commands, in which case typical interaction techniques are:

1) Menu selection using a light pen,
2) Menu selection using a cursor controlled by a tablet,

3) Type-in of command name, abbreviation, or number on an alphanumeric
keyboard,

4) Programmed function keyboard, and
5) Voice input of the selection name.

Rather than being commands, the set of alternatives might be a collection of
displayed entities which form part of the application information presentation. In a
command and control application, the entities might be symbols representing troop and
equipment positions.

Interaction techniques which might be used in this case are similar to those for
command selection:

1) Selection by pointing, using a light pen,

2) Selection using a cursor controlled by a tablet,

3) Type-in of the entity name,

4) Selection by pointing, using a touch-sensitive panel, and

5) Voice input of the entity name.
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Figure 1.1 shows the set of selection techniques which are discussed in the next
chapter. As with all six interaction tasks, we do not discuss every conceivable technique,
as their number is limited only by one's imagination. Rather, we limit the discussion to
those techniques which have been proven in use.

The application requirements for a selection task are:

1) Size of the set from which the selection is made, if size is fixed, and

2) Range of set size, if variable.

Rather different techniques might be best for selection from a fixed set of two choices
(such as "YES" and "NO") and for selection from a very large, variable sized set of
displayed entities.

2.2 Position

In carrying out the positionining task the user indicates a position on the
interactive display. This is typically done as part of a command to place an entity at a
particular position. Customary interaction techniques for positioning are:

1)  Use of a cursor controlled by a tablet, mouse, or joystick

2) Type-in of the numeric coordinates of the position, and

3) Light pen and tracking cross.

Figure 1.2 shows the positioning techniques we discuss.

The application requirements of the positioning task are:

1) Dimensionality: 1D, 2D, or 3D. Positioning in 1D simply means that the

position specified is constrained to be along some line.

2)  Open-loop or closed-loop. In the former case, the user knows in advance the
exact coordinates of the position, so visual feedback of the position on the
display is not an essential part of the process of specifying the position. In
the latter case, visual feedback is important because the user adjusts the
position, based on the feedback, until the desired end result has been

achieved. (This is the distinction between the "discrete positional" and
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"eontinuous positional" tasks proposed in (RAMS79).)

3) Resolution expressed as parts of accuracy over the maximum range of
coordinate value. An accuracy of .01 "over a range of 10" is one part in
1000.

2.3 Orient

The user orients an entity in 2D or 3D space. For 2D, this might mean rotating a
symbol to be heading north-northeast. In 3D, it could mean controlling the pitch, roll,
and yaw of the view of a terrain model.

Interaction techniques useful for the orientation task include:

1)  Control of orientation angle(s) (one angle for 2D, up to three angles for 3D)

using dial(s) or joystiek, and

2) Type-in of angle(s) using alphanumeric keyboard.

Figure 1.3 shows the different interaction techniques used to implement an orient
task.

The requirements of the orientation task are analogous to those for the positioning
task. Dimensionality is replaced by the more general term "degrees of freedom", values
of which can be one, two, or three. Of course it is only in a 3D space where two and
three degrees of freedom make sense: in 2D, only a single degree of rotational freedom
is available. On the other hand, one degree of freedom in 3D makes perfectly good
sense: it is a rotation about an arbitrary axis.

2.4 Path

The user generates a path, which is a series of positions or orientations, created
over time. A path is considered a fundamental interaction task, even though it consists
of other primitive tasks (position or orient) because another fundamental dimension —
time — is involved and because we believe this changes the user's perception of the
task. With a single position or orientation, the user's atttention is focused on attaining a

single end result. In the present case, by contrast, it is the series of positions or
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Orient

0, Indirect, with to“ Joystick (Absolute)

Locator Device

0, With Numerical

Value

Figure 1.3.

0].2 Joystick
{(Velocity Controlied)

(See Text Input)

Orienting techniques.
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orientations, and their order, which is the focus of attention.

A path of positions might be generated by a user in the process of digitizing a
sketch, of indicating the routing of a run on a printed circuit board, or of showing a
desired route on a map. A path of orientations and of positions would be generated in a
simulated flight over a terrain model.

The techniques for generating a path are usually those position and orient task
techniques which allow closed-loop feedback and typically involve use of a tablet, mouse,
joystick, and/or dials. In some cases open-loop techniques might be suitable.

-The requirements of a path task are:

1) Maximum number of positions or oriehtations along the path, if they are to
be saved. For instance, positions would be saved when digitizing a shape, but
might not be saved in a flight simulation.

2) The interval between each element on the path and its basis. Some paths are
time-based, with a new element entered at each periodic time interval
(typically 33 msec. for a real-time simulation). Other paths are distance-
based, with the next element entered each time it differs from the preceding
element by a predefined amount.

3) Dimensionality: 2D or 3D.

4) Open-loop or closed-loop.

5) Resolution.

6) Type: position, orientation, or both.

2.5 Quantify

The user specifies a value (i.e, number) to quantify a measure, such as the height
of an entity or the value, in ohms, of a resistor. Typical techniques are:

1)  Value type-in on a keyboard, and

2) Rotary or slide potentionmeter.

Figure 1.4 shows the set of quantifying techniques we shall discuss. The requirements of
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a quantification task are:

1) Resolution, expressed as number of resolvable units to be specified. For
instance, age in years would require about 120 units of resolution, while
angle in degrees requires 360 units.

2) Open-loop or closed-loop.

2.6 Text

The user inputs a text string, used, for example, as an annotation on a drawing or
as part of a page of text. The key factor is that the text string itself becomes part of
the information stored in the computer, rather than being used as a command or being
converted to a value, position, or orientation. In the first case, the text input is a new
interaction task, while in the latter cases, the text input is being used as an intermediary
for one of the other interaction tasks. Typical interaction techniques for text input are:

1) Type-in from an alphanumeric keyboard, and

2) Character selection from a menu.

Figure 1.5 shows the text-entry techniques.

The text task has two requirements. They are:

1) Size of character set,

2) Maximum length of string to be entered.

There are other issues surrounding the text input task, such as the specific
character set (as opposed to its size). Such issues, however, do not affect the choice of
technique or device. The details of the character set would affect only the labels on key
caps, for instance.

2.7 Summary

We have proposed that user interactions can be grouped into six task
categories.Each task is implemented in practice by an interaction technique. While there
are many interaction techniques to consider for each task, the task requirements limit

the choice of techniques to those whose properties match the task requirements. The set
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of requirements for each task is derived from an analysis of the needs of the application
being implemented. Table 1.1 summarizes the requirements for each task.
Table 1.1

Summary of Interactive Task Requirements

Interaction Task Requirements

Select Size of set, if fixed
Range of set size, if variable

Position Dimensionality: 1D, 2D, or 3D
Resolution

Orient Degrees of freedom: 1,2, or 3
Open-loop or closed-loop
Resolution

Path Maximum number of path elements

to be retained

Type of interval between each
element on path

Size of interval between each
element on path

Dimensionality: 2D or 3D

Open loop or closed loop

Resolution

Type: position or orientation or
both

Quantify Resolution
Open-loop or closed-loop

Text Size of character set
Maximum length of string

3. Organization of Interaction Techniques

Having in the previous section discussed interaction tasks, we now turn our
attention toward the interaction techniques used to implement the interaction tasks.
Figures 1.1 through 1.5 show how we have organized the techniques. The lists of
techniques are by no means exhaustive, but we believe the organization will easily cover

other techniques as well.
3.1 Techniques and their Variations

At the first level in these tree-like diagrams we have the fundamentally different

104




techniques, such as menus and command type-in for the selection task in Figure 1.1. At
the second level are variations on a basic technique, such as the specific physical device
used to drive the cursor for selection from a menu (see Figure 1.1).

In some cases, where the technique draws on other techniques normally associated

with other interaction tasks, the diagrams simply refer to another diagram.
3.2 Technique Parameters

There is another aspect to interaction techniques which is not shown in these
diagrams but which does affect the characteristics of individual techniques. This is the
aspect of technique parameters, specific examples of which are:

1) The form of the cursor used in connection with some of the positioning and
selection techniques,
2) The ratio of hand movement to cursor movement when a tablet, joystick,
mouse, or other physical positioning device is used, and
3) The layout of a menu as either a row, column, or grid of choices.
One might include hardware device characteristics, such as the length or diameter of a
joystick, as technique parameters. However, following our basic tenet of taking
hardware as a fixed given, we do not do so. Instead, we limit technique parameters to
those aspects of a technique which are normaily controllable by software.

In FOLE81, where specific techniques are discussed, we describe some technique
parameters. As with basic techniques themselves, the types of parameters associated
with oﬁe or more techniques are limited only by our imagination and creativity.
Accordingly, we cannot be exhaustive but rather attempt to address the most substantial
parameters, especially those for which human factors literature offers guidance.

Each of the techniques, as opposed to technique variations, has a set of hardwére
prerequisites, with respect both to the display technology as well as to the types of
devices used with the technique. These prerequisites are described with each

technique. A typical prerequisite, say for a closed-loop positioning technique, would be
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for a continuous movement physical device as well as for a display on which the feedback

to the user can be dynamically repositioned 15 to 30 times per second.
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PRELIMINARY REPORT - HUMAN FACTORS RESEARCH GROUP!

I. INTRODUCTION

The purpose of this presentation is to introduce to you the

Human Factors Research Group, A few introductory remarks are in
Ordero

At the beginning of this symposium we were given positive
indication that our immediate upper management has an interest
and committment to support human Factors activities in both the
academic and user communities, Thus, at this point we have:

o some appreciation of what is meant by
human factors, and

¢ an indication of management support for
Goddard activities in the field

This establishes the context for my remarks, I would like to
address Goddard's emerging involvement in human factors activities.
In doing so I will indicate:

e the major concerns which motivated an active
interest in human factors activities,

o the mechanism, the Human Factors Research
Group, we are using to persue our activities,

e current activities, and
e plans for the future

Each of these points will be briefly addressed in what follows,

IThis is an expanded version of the presentation given at the
symposium,
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II, MAJOR CONCERNS

This section contains my personal views about what motivated
Goddard's increasing participation in human factors activities,
As I see it, there are three major concerns which helped to
spark and greatly influence our initial efforts and priorities

in the human factors arena. These are an increased awareness of
the :

* over-riding data-driven aspects of current
command/control systems,

e complexity of existing man/system interface
mechanisms, and

o great extent of the manual intervention re-
quired in present systems,

Each of these concerns is briefly explained in what follows,

II.1 DATA-DRIVEN ASPECTS OF CURRENT SYSTEMS

Prime targets of applied human factors activities are those
systems which support our mission and data operations active
ities. An analysis of these systems quickly leads to the

conclusion that these systems and especially the activities

they support are data/information intensive, This is defined
to mean that

e the systems are highly data-driven,

o operator-initiated sequences are usually
dictated by the operator's interpretation
of computer-generated or manually-
generated data,

* control is accomplished via data,

* monitoring is accomplished via data, and

e system output-products are data
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Figure 1, which represents an extrapolation of some ideas
generated by Jens Rasmussen (1), graphically illustrated the
fact that all major identifiable interfaces can be considered
to be directly related to data interpretation and generation,

o MISSION OPERATIONS
P ————

¢ DATA OPERATIONS OuTPUT
(DATA)

(DATA) ‘ (DATA)

SYSTEM INTERFACE
¢ OVERALL TASK OF THE

OPERATOR IS TO TRANSFORM ¢ AUTOMATED PROCESSES
DISPLAY SYSTEMS INTO MANUAL

(DATA) ] (DATA)
| QPERATOR
| ¢ INFORMATION PROCESSING
¢ GOALS AND INTENTIONS mus
® MODELS AND STRATEGIES (DATA)
o PERFORMANCE CRITERIA

(BASED ON J. RASMUSSEN)
Figure 1
In view of this I feel that for a human factors program to

be meaningful in Goddard's context it must address questions
like the following:

* what is the "proper" relationship between
, the function which an operator needs to

perform and the supporting data presented
| to him by the system
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e how does or should this relationship change
as a function of the expertise of the operator,

o can a formal cognitive model be established
which would support qualitative and quantitative
research in this area of epplied human factors
analysis,

The essence of these concerns lies in considering both the man
and the system to be sources of information structures which
dynamically need to be reconsiled in order to support meaningful
and productive work, Figure 2 illustrates this idez.

MAN/MACKINE INTERACTIONS IUVOLYE

e COMMUNICATION
o ELABORATION

SEIVEIN TWO INFORMATION STRUCTURES.

INTORMATINM STRUCTURF. INTERACTION

AQuom i~ oo om - - N I ryee
DATU: =
DATUM DATUM-

N Bl PR

MAR/NACHINE INTERACTION SYSTEM

Figure 2

Ll.2 COMPLEXITY OF MAN/MACHINE INTERFACES

It is my opinion that the real (or apparent) complexity of a
system, with respect to the user, is due in large measure to the
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fact that the user is consciocusly forced to interact with the
system at too low a level of interaction, Consider for a moment
two complex systems - the telephone system and a typical operating
system and what you have to do to get each to properly respond

to your directives, It is my opinion that the complexity of the
telephone system is better concealed from the user than that of

the operating system, Figures 3 and 4 illustrate the ideas
outlined,

SYSTDMS

user ‘ THAT WITON
> I ! 15 USTD
COtUNICATION /

T

“Co-BETWEERN"

o USER IS CONSCIOUSLY ANAREZ OF THME “GO-BEIWEEN" TN CURRENT SYSTEMS

Figure 3 v
g 1
: r.------]' :
CoMPUTER
: ¥ asmE '
] o" :-1"""" ‘\\ :
] 1' ] SNt
THAT WHICH
vRE ﬁt ! ' ’f P 15 us
: b p
i

P~ —m— - - -

Y et i
P.__:..‘--A._ £
FTTTRS L

- e s e -&: - o “- .......

o “GCO-BLIVEIN" IS ESSENTIALLY TRANSPARENT TO USER OF TRE SYSTRM

Figure 4
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WHith regard to this concern about complexity I feel that human
factors research into the nature of system complexity and how

best to minimize the user's awareness of system complexity is

appropriate for the Goddard environment

II., 3 EXTENT OF MANUAL INTERVENTION

This concern needs very little clarification. It is felt that in
a good number of instances the poor performance of a system and

the number of system errors is due primarily to the human component
of the system.

To adequately address this conern from a2 human factors point-ci-
view I feel that two major activities need to be undertaken.
First, we need to more fully understand the proper palcement of
Goddard's systems, from a man/machine operation point-of-view, in
the spectrum whose endpoints are depicted in Figure 5.

BROAD, SKETCHY o REACTS VITK AN

PLAN EVALUATION AND CHOICE

e (U ALIERNATIVE ACTIONS )

>0 &

DETAILED, PRECISE o REACTS IN A REFLEX
PLAN -4 wonz To corUTRR
RESPOMSES
Figure 5.

Secondly, we need to provide for an adaptive mechanism approach
for the placement of our man/mechine interfaces. Figure 6
addresses this point, The closer the interface to the man, the
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higher it is and therefore requires the less manual intervention.
The question which this figure raises is - is there 2 point of
symblosis between man and machine where the optimal manual inter-

face is obtained, Our human factors research should address such
questions,

o POSSINLE POSTTIONS
OF MAN/MACHINE
INTERFPACES

o EVALUATION, DECISION AND

- - CONTROL FUNCTIONS DIRECTING
THE INTERCHANGE BETWEMN
THE MAN AND THE MACHINE

We have addressed some of the motivations for commencing serious
work in human factors, Now we turm to a brief description of
the group responsible for the work,
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III, THE HUMAN FACTORS RESEARCH GROUP

Once the need for a focused program addressing human factors
considerations with respect to Goddard's systems was clearly
identified, work began on identifying a proper vehicle for
commencing activity in this area. The result was the Human
Factors Research Group (HFRG). Currently, the membership of
this group, formed in the late fall of 1981, comes from the
Goddard Space Flight Center, The University of Maryland, George
Mason University, George Washington University, and the Computer
Sciences Corporation. The goals and objéctives which have been
established for this group are as follows:

e maintzin on-going cognizance and analysis of GSFC-systems
from a2 human factors point-of-view

e be responsible for planning, coordinating and executing
generic human 