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## Abstract

This report consists of a series of papers which concentrate on the basic problem of understanding the extent to which feedback can alter the dynamic characteristics (e.g. instability, oscillations) of a control system, possibly operating in one or more modes (e.g. failure versus nonfailure of one or more components). One problem studied here is to determine the existence of, and the order $q$ of, $a m \times p$ compensator which can stabilize a given r-tuple of $m \times p$ plants $G_{1}(s), \ldots, G_{r}(s)$ of orders $n_{1}, \ldots, n_{r}$. The classical case, $r=1$, remains one of the most challenging problems of linear system theory and is studied in several of these papers, for the case $q=0$ and the case $q \geqslant 0$ and the case $q \geqslant 1$, in a geometric setting, viz. Schubert's calculus of enumerative geometry. This algebraic geometric approach yields both sufficient and necessary conditions which improve, sometimes vastly, on the results obtained by more traditional, methods. The development of algebraic formulae or numerical algorithms for finding such a compensator, when it exists, is considered in the context of Galois Theory and the "homotopy continuation method".

These geometric methods are also extended to the multimode case, $\mathrm{r} \geqslant 1$. Among the results obtained are the assertion that provided $r \leqslant \max (m, p)$, the generic r-tuple may be arbitrarily pole-assigned and, a fortiori, stabilized. This generalizes the only known results, due to Murray-Saeks ( $m=p=1$ ) and to Vidyasagar-Viswanadham, which were obtained in the case $r=2$ and improves on these results, even when $r=2$, by giving an upper bound on the order $q$ when the condition $r \& \max (m ; p)$. In the case $r=1$, this implies the celebrated Brasch-Pearson Theorem, while if $\min (m, p)=1$ both the condition $r \leqslant \max (m, p)$ and the estimate on $q$ are sharp.

Subsequent work will be directed toward closing the gap between the necessary and the sufficient conditions obtained here, for both the classical case $r=1$ and the multimode case $r \geqslant 2$, by more sophisticated algebraic geometric technirues, and towards analyzing the problem of stabilizing a parameterized family $G_{\lambda}(s)$ of systems where $\lambda$ is a slowly-varying parameter, not assumed to be independent of time as in the $\lambda \in\{1, \ldots, r\}$, representing a degradation of a component in the plant $G_{o}(s)$.

## TABLE OF CONTENTS

Page

1. C.I. Byrnes, "Algebralc and Geometric Aspects of the Analysis of Feedback Systems," in Geometric Methods for the Theory of Linear Systems (C.I. Byrnes and C.F, Martin, eds.), The 1979 Proc. of the NASA-NATO Adv. Study, Institute at Harvard, D. Reidel, Dordrecht, 1980 ..... 1
2. R.N. Brockett and C.I. Byrnes, "Multivariable Nyquist Criteria, Root Loci and Pole Placement: A Geometric Viewpoint," IEEE Trans. Aut. Control Vol. AC-26 (1981) 271-284 ..... 41
3. C.I. Byrnes, "On Root Loci in Several Variables: Continuity in the High Gain Limit," Systems and Control Letters 1 (1981) 69-73. ..... 89
4. C.I. Byrnes and B.D.O. Anderson, "Oukput Feedback and Generic Stabilizability," submitted to SIAM J. Control and Opt. ..... 105
5. C.I. Byrnes and P.K. Stevens, "The McMillan and Newton Polygons of a Feedback System," Int. J. Control 35 (1982) 29-53 ..... 155
6. B.K. Ghosh, "Simultaneous Stabilization and Its Connection with the Problem of Interpolation by Rational Functions," submitted to IEEE Trans. Aut. Control. ..... 201
7. D.K. Ghosh and C.I. Byrnes, "Simultaneous Stabilization and Simultaneous Pole-Placement by Nonswitching Dynamic Compensation," submitted to IEEE Trans. Aut. Control ..... 221
8. C.I. Byrnes, "Control Theory, Inverse Spectral Problems, and Real Algebraic Geometry," to appear in Proc. of Conf. on Diff. Geom. and Control Theory, Birkhäuser, Boston ..... 247
9. C.I. Byrnes and P.K. Stevens, "Pole Placement by Static and Dynamic Output Feedback," to appear in Proc. of 21st Conf. on Decision and Control, Orlando, 1982 ..... 265
10. C.I. Byrnes, "High Gain Feedback and the Stabilization of Multi- variable Systems," to appear in Proc. of Vth Int'l Conf. on Analysis and Optimization of Systems, Versailles, 1982 ..... 269

## algebraic and geometric aspects of the analysis of feedsack SYSTEMS

## Christopher I. Byrnes*

Division of idathematics and the Division of Applied Sciences Harvard University Cambridge, Massachusetts 02138
51. Introduction, Hotation, and the Statenents of the Problen.
82. Kimura's Theorem, Infinitesimal Analysis of $x_{q}$, Lie algsbraic Invariants of :-
53. Bezout's Theorem, the iheorem of Mermann-itartin.
54. Global Analysis of \%-, the Central Projection Lema, pole Placement by Dutout feestack over ㄲ․ and I.
55. Pole Placement over Rings, Morse's Theoren, and Fseiback Invariants.
56. The Counterexampies of Bumby, Sontag, Sussmann, and Vasconcelos.
57. Stabilizability of Parameterizad Families of Systems, Delchamps' Lerma.
51. InTRODUCTIOHS, NOTATION, AND THE STATE:NEHS OF THE PREDEE: 'iS

This manuscript represerts two of the three lecteres which. 1 gave at this Advanced Study Institute and, for this reason, $:$ - shall give t::o introductions. (The third lecture is hisioritel and may be found in "Introcuctory Chapter," this volume.) In the first four sections, I shall discess recent work in alcesraic and geometric system theory which centers arcund the cuestion, "What can be done using state or output feacback." To fix the ideas, it is at least initiaily sufificient to consider a systen? 0 as being defined by the state-space equations

$$
\begin{equation*}
\dot{x}(t)=F_{x}(t)+G u(t) \quad y(t)=H x(t) \tag{1.1}
\end{equation*}
$$

[^0]or by the transfer function (the zero initial state Laplace transform)
\[

$$
\begin{equation*}
\hat{y}(x)=T(s) \hat{u}(s), \quad T(s)=H(s I-F)^{-1} G \tag{1,1}
\end{equation*}
$$

\]

which relates the input vector $u \in U \approx \underline{k}^{m}$ to the corresponding output $y \in Y \approx \underline{k}^{P}$, without explicit mention of the (internal notions of) state $x \in X=\underline{k}^{n}$. ihus (1.1)' is an external description of $\sigma$, as one might see in Ohm's law, where (1.1) is an internal description (i.e., involving states) of as one might see in the non-autonomous differential equations for an RLC network being driven by an applied current $u(t)$ and generating a voltage $y(t)$.

Now, feedback engineering is perhaps the second or third oldest profession and needs little introduction. Indeed, any list of well-known examples of feedback systems should include the oil lamp of Philon, the water clock of Gaza, Christiaan Huygens' construction of a regulator for clock mechanisms, and the centrifugal governor for steam engines, developed by jar:as Watt, followed by a plethora of more sophisticated mociern systems. In each of these example, some output--or function of the state--of the system is used to control the evolution of the state in future time and a rather basic question is to determine how much control over the state one can obtain by feeding back the output as an input. For a vehicle driven by a steam engine, one would like to produce a uniform motion in the venicie by such a feedback law and this is where the mathematics tegins to play a role. In an often cited paper [34], J. C. :daxwell linked the intrinsic deviation, of some feedback systems, from uniform motion to the instability of the corresponding aitierential equations. Now, a feedback laiv in the linear context is just a linear map

$$
K: Y \rightarrow U
$$

and the corresponding closed loop system has dynamics given by

$$
\begin{align*}
& x(t)=(F-G K H) x(t)+G u(t) \\
& y(t)=H x(t), \tag{1.2}
\end{align*}
$$

or, in external terms, by

$$
T(s)(I+K T(x))^{-1}=N(s)(D(s)+K N(s))^{-1}
$$

where $N(s) D(s)^{-1}$ is a coprime factorization of $T(s)$ into polynomial matrices. The instability, or rather stability, question is thus whether

$$
\begin{equation*}
X_{\sigma}(K)=\operatorname{det}(s I-F+G K H) \tag{1.3}
\end{equation*}
$$

has its roots in the left-half plane. Naturally, the inverse problem is deeper and more applicable: can one find $K$ so that (1.3) has it roots in the left-half plane? More generally, can one adjust arbitrarily via output feedback, the naturai frequencies of (1.1)? Since the eigenvalues of $F$ are the poles of $T(s)$ (provided $n$ is minimal), one refers to this problem as pole-placement. For the sake of completeness, this is stated as:

Problem A. Analyze as explicitly as possible the algebraic map

$$
x_{0}: \underline{k}^{m p} \rightarrow \underline{k}^{n}
$$

defined by regarding the right hand side of (1.3), via its coefficients in $s$, as a point in $k^{n}$. In particular, is $x_{5}$ surjective (pole placement), what are the topological or geometric properties of $x_{\sigma}$, or of image $x_{\sigma}$ ?

In 52, I shall given an exposition of the infinitesimal analysis of $x_{\sigma}$, viz. a calculation of the Jacobian ${ }^{\circ} d_{\sigma_{\sigma}}$ on $k^{m p}$ and on a certain submanifold $M \subset k^{m p}$. This uses the fact that $X_{\sigma}$ is a polynomial but, except over algebraically closed ground fields, makes more use of differential calculus than of algebraic geometry. However, one of the new results is a proof and sharpening of Kimura's generic pole-placement theorem [29]. This is a simple, geometric proof (taken from [5]) of an honest output pole-placement theorem under the hypothesis $m+p-1 \geq n$ used by Kimura. The final topic in this section is a classification, due to Brockett [3], of the Lie algebras \{F,GH\} $\mathscr{E}$ associated to a transfer function $T(s)$ for $m=p=1$, as well as a multi-input-output generalization, with application to Problem $A$ even in the case of time-varying feedback $K(t)$.

In 53 , the geometric foundation for 54 is developed, the starting point being the interpretation of graph $T(s)$ as a curve of m-dimensional subspaces of $\mathbb{I}^{m+p}$; i.e., as an algebraic curve in the Grassmannian variety Grass $(m, m+p)$--due to Hermann-Martin. This geometric approach is actually very close in spirit to Kimura's original proof of this theorem. In this setting, the degree of the curve so obtained is the intersection of this curve with a hyperplane, as in Bezout's Theorem, and the Theorem of Hermann-Martin asserts that the points of one such intersection are precisely the poles of $T(s)$.

In 54, the output feedback group is brought into play, whereas in 53 only the identity element is considered. From this point of view, placing poles by output feedback is the same
as prescribing points of intersection of the curve with a hyperplane. This inverse problem in geometry has a long history, making contact with several basic themes in algebraic gecmetry, and in this context $x_{\sigma}$ may be regarded as the restriction of a central projection, about which several important facts are known. From this "central projection lemma", much in the way of Problem A can be deduced, containing in particular some rather surprising results--especially in view of negative results previously obtained. For example, although over $\mathbb{I}$ all is well, Willems and Hesselink [45] have shown that over $R$, for $m=p=$ 2 and $n=4$, for generic $\sigma$ it is a fact that $x_{\sigma}$ misses an open set. Using the Schubert calculus in the case $\mathrm{mp}=\mathrm{n}$ Brockett and the author [5] have shown that, for $m=2, p=$ $2^{r}$ - 1 (a Mersenne number), $x_{\sigma}$ is generically onto (over $R$ ), although these may be the only such cases (up to symmetries and excluding the scalar cases).

In the remaining sections, I consider linear systems desending on parameters and the corresponding questions of pole placem ment and stabilization by state feedback. Such paremeter dependence arises quite of wen, through dependence on physical parameters such as altitude or attitude of an aircraft or as the value of a resistor, etc. In these cases, ( $F, G, H$ ) have entries in an appropriate ring of functions on the parameter space $i$ and conversely linear systems defined over rings can be viewed as linear systems depending on parameters-in a slightly more general sense. Two remarkable examples are: first, the representation of linear delay-differential systems, via convolution with finite measures on $R$, as linear systems defined over a polynomial ring [27] and second, the representation of half-plano digital filters as linear systems defined over $2^{1}$, also due to Kamen [28]. Thus, one may pose the problem of pole-placerent over a ring $R$, commutative with identity, such as a ring of functions.

In section 5, I review some of the known positive results, starting with Morse's theorem for P.I.D.'s, a result of the author's for very special systems defined over polynomial rings (or, more generally, projective free rings), and in 56 turn to the recent counterexamples to the general question for certain rings, linking the arithmetic aspects of $R$ with pole-placement.

In section 7, I turn to the more modest question, which is however sufficient for applications:

Problem B. If $(F(\lambda), G(\lambda))$ is defined over an algebra of functions and is stabilizable for each fixed $\lambda$, does there exist $K(\lambda)$ defined over the same algebra, such that the closed loop system (1.2) is stable for each $\lambda$ ?
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In that section, I use a lemana of D. Delchamps' on smoothness of solutions to a smooth family of Riccati equations to obtain an affirmatine answer to Problem B in case where ( $F(\lambda), G(\lambda)$ is $C, k \geq 0$, and cuntrcllable for each $\lambda$.

In closing, I would like to apologize for having omitted, primarily for reasons of time and space, recent work which might belong under such a title. Some of the work by Rosenbrock, Fuhrmann, et al. on dynamic conpensation is reported in their lectures, while related work has recently appeared in the thesis of T. Djaferis [15], Djaferis and Mitter [35], and in Emre [10]. It is my intention to report elsewhere on the work of Postle-thwaite-MacFariane [37], et al., which develops roct-locus techniques for square multi-input, muiti-output systems with respect to scalar gain $K=\lambda I$. One shculd also mention recent work by Sastry-Desoer [43], which evaluates the asymptotic values of the unbounded root loci, for generic systems.
52. KIMURA'S THEOREI: INFINITESIMAL AIIALYSIS OF $x_{0}$, LIE
ALGEBRAIC INVARIANTS OF $x_{0}$.

Now, in order to compute the rank of

$$
d x_{0}: T_{0}\left(\underline{k}^{m p}\right) \rightarrow T_{x}\left(\underline{k}^{n}\right), \text { where } x=\operatorname{det}(s I-F)
$$

it is efficient to change coordinates by use of the frequency domain. Thus, if $N(s) D(s)^{-1}=T(s)=H(s I-F)^{-1} G$ is a coprime factorization of the transfer function $T(s)$ and if $-K: Y \rightarrow U$ is the output gain, the closed loop transfer function is as given in (1.2)':

$$
\begin{equation*}
T^{-K}(s)=T(s)(I-K T(s))^{-1}=N(s)(D(s)-K N(s))^{-1} . \tag{2.0}
\end{equation*}
$$

Thus, to solve $p(s)=x_{0}(K)$, with $K \in M$ a subset of matrices, is to solve for rational functions

$$
\begin{equation*}
P(s) / \operatorname{det} D(s)=\operatorname{det}(I-K T(s)) \text {, } \tag{2.1}
\end{equation*}
$$

with $K \in M$. With this change of coordinates on $k^{n}, X_{\sigma}$ takes the form:

$$
\begin{equation*}
K \mapsto 1+\sum_{i=1}^{n} c_{i}(-K T(s)), \tag{2.2}
\end{equation*}
$$

where the $c_{i}(R)$ are the characteristic coefficients of $R$.

Ignoring the constant term, $x_{0}$ is given to first order as

$$
x_{0}(K)=\operatorname{tr}(-K T(s))=\langle-K, T(s)\rangle
$$

and, since $T(s)$ is rational, the jacobian is given by the formula

$$
\begin{equation*}
d x_{0}(K)=\left(\left\langle-K, H F^{i} G\right\rangle\right)_{i=0}^{n-1} . \tag{2.3}
\end{equation*}
$$

From (2.3) one recovers the calculation
$d x_{0}$ is surjective whenever the ganikel matrices
$H G, H F G, \ldots, H F^{n-1} G$ are independent,
which (since the Hankel matrices are vectors in $\underline{k}^{m p}$ ) refines the necessary condition, $m p \geq n$, for surjectivity of $\%$. Indeed, R. Hermann and C. Martin combined this calculation with the dominant morphism theorem to obtain, for $k=\mathbb{I}$,

Theorem ([23]). If $m p \geq n$, then for almost all ( $F, G, H$ ) ti.e image of $x_{0}$ is open and dense.

Several remarks are in order. First, in any such theore.., the "almost all ( $F, G, H$ )" hypothesis is necessary. Above, the affine algebraic set which must be excluded is contained in tife variety defined by the vanishing of all minors of order $n$ oi the $m p \times n$ matrix ( $H G, \ldots, H F^{n-1} G_{G}$ ). But this is as it should be, for in general such conditions must in particular excluce systems which are equivalent to lower order systems, e.g., rank $G=1$, where image $X_{\sigma}$ is a line. Second, it is in fact true that, for almost all $(F, G, H), x_{0}$ is closed. And finally, over R, J. Willems and W. Hesselink [45] have proved that, for $m=p=2$, for almost all ( $F, G, H$ ), image $x_{\sigma}$ is not dense, which illustrates the absence of the "fundamental opennsss principle" over R.

There is, however, a similar result over $\mathbb{R}$, under stronger hypothesis, due to H , Kimura.

Theorem ([29]). If $m+p-1 \geq n$, then for generic ( $F, G, H$ ) image $X_{\sigma}$ is open and dense.

In the latter part of this lecture, I shall turn to Kimura's proof, which is quite long. Here, i shall follow a geometric line of reasoning [5] starting from (2,3). First of all, notice that $m+p-1=\operatorname{dim} 11$, where $M \subset \mathbb{R}^{m p}$ is the submanifold of rank 1 matrices. Surprisingly, it's enough to restrict $x_{0}$ to
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$M$ and we wish to compute $d x_{0}$ acting on $T_{k} M_{\text {. }}$ In (2.3), this has the effect of restricting $K$ to be of the form ${ }^{t}(x+\varepsilon)(y+\delta)$, for $x \in \mathbb{R}^{m}-\{0\}, y \in \mathbb{R}^{\mathbb{P}}-\{0\}, K={ }^{t} x y$ rönk 1 , and we therefore consider the vectors

$$
\begin{equation*}
d x_{0}\left({ }^{t} x_{j} y_{j}\right)=\left(y_{j} \mid 1 \cdot \tilde{F}^{i} G x_{j}\right)_{i=0}^{n-1} \tag{2.4}
\end{equation*}
$$

Where $\tilde{F}=F+G K H$. As before, one sees that, if $m+p-1 \geq n$, then generically in ( $F, G, H$ ) there exists matrices ${ }_{x_{j}} y_{j}$, $j=1, \ldots, n$ such that the vectors (2.4) are linearly independert. In particular, $x_{0}$ is surjective to first order and hence, by the implicit function theorem, image $x_{\sigma}$ contains an open set. Horeover, since $c_{i}(K T(s))=0$ for $i \geq 2$ whenever $k$ has rank one, $X_{\sigma}$ is equal: along $M$, to $1+d x_{\sigma}$ and is therefore surjective: Mote that, by combining this observation with (2.1)(2.2), one can develop an algorithm for the solution of (2.1).

More recently, H. Kimura [30] has improved the bound to $m+p+k_{1}-1 \geq n$, where $k_{1}$ is the largest Kronecker injex, subject to the constraint $m \geq \mu_{1}$ (the largest observability index), $P \geq \kappa_{1}$. This, too, has an amplification to a poleplacement theorem.

Now, as an example of an invariant of $x_{0}$, which plays a role in the output feedback problem but which is not captured by our previous calculations, we consider a Lia algebra dejermined by $\sigma$. Explicitly, by choosing a minimal realization ( $F, G, H$ ) of a scalar transfer function $T(S)$, one may form $\mathscr{P}_{\sigma}=\{F, G H\}_{L}$--the Lie subalgebra of $g(n, R)$ generated by F and GH. In this way, one obtains not only $\mathscr{S}_{\sigma}$ but also a representation, $\rho: \mathscr{S}_{\sigma} \rightarrow g \ell(n, R)$, and by the state-space iscmorphism theorem, any other realization ( $F^{\prime}, G^{\prime}, H^{\prime}$ ) give rise to an equivalent representation $P^{\prime}$. Of course, $\mathscr{P}_{\sigma}$ is also invariant under output feedback, since $F+K G i H$ is contained in $\mathscr{D}_{\sigma}$ for any scalar $K$, and this accounts for its iriportance in the output feedback problem. And symmetries in the representation $\rho: \mathscr{L}_{\sigma} \rightarrow g 2(n, \mathbb{R})$ reflect symmetries in the closed-loc? characteristic equation. For example, if $T(s)=1 / \mathrm{s}^{2}$, then it's not hard to see that $2 \mathscr{L}_{\text {P }}=s \ell(2, \mathbb{R})=s p(1, R)$, which reflects the equivalent facts that $\operatorname{tr}(F+K G H)=0$, for all K , and that the closed-loop characteristic polynomial is always
an even function. These ideas were developed by R. Brock ${ }^{\text {为 }}$ [3], [6] leading to his classification of those $\mathscr{L}_{\sigma}$ whict can occur:

Theorem ([3]). The following is a list of the $\mathscr{R}_{\sigma}$ which cin occur together with the corresponding symenetry properties:


One should also note that this classification gives the same information for time-varying gains $\mathrm{K}(\mathrm{t})$. Now, the rulitivariable case is handled, in part, by a reduction to the scaiar case by a lemma (see [2]) reminiscent of Heymann's Lenma. That is, for ( $F, G, H$ ) minimal, there exists a gain $K$ and input and output channels $g$ and $h$ such that ( $F+G K H, g, h$ ) is a minimal triple. And, if one defines $\mathscr{L}_{\sigma}$ to be the smallest Lie subalgebra of $\mathrm{g} 2(\mathrm{n}, \mathbb{R})$ containing $\{\mathrm{F}+\mathrm{GKH}: \mathrm{K}$ arbitrary\}, this reduction enables one to prove:

Theorem ([4]). If rank $T(s) \geq 2$, then $\mathscr{R}_{\sigma}$ is either $\mathrm{sl}(\mathrm{n}, \mathrm{R})$ or $\mathrm{gl}(\mathrm{n}, \mathrm{R})$, depending on the venishing of trf and $\operatorname{tr}(H G)$.
53. beZOUt's theorell, the thecrem of henhain-hartin.

There are important external symmetries too, which arise as subgroups of the (output) feedback group. Now, as far as I am aware, the applications of algebraic geometry to linear systen theory arise from Laplace transform techniques, from the existence of algebraic groups actions in the form of symmetry groues, and from the interrelation between these 2 points of view. Indeed, perhaps one or the least understood contributions in the Hermann-Hartin series is the recognition of the Laplace sransform as an intertwining map between the actions of the state and output feedback groups at the state-space level and the classical actions of these groups as linear fractional transforiations. This This observation is the starting point for our global analysis of

To fix the ideas, I shall begin with a review of Kimura's proof of his theorem, in the case $m=1, p=2=n$. Here, one has

$$
T(s)=\left(\begin{array}{c}
\frac{q_{1}(s)}{p(s)}  \tag{3.1}\\
\frac{q_{2}(s)}{p} \\
-\frac{p(s)}{}
\end{array}\right), \text { with }\left(\begin{array}{l}
q_{1}(s) \\
q_{2}(s) \\
\cdots \\
p(s)
\end{array}\right)=\left(\begin{array}{l}
N(s) \\
\cdots \\
D(s)
\end{array}\right)
$$

a coprime factorization of $T(s)$. If $\lambda_{1} \neq \lambda_{2}$ are complex numbers, then the method of proof is to select a non-zero vector from each of the lines

$$
\binom{N\left(\lambda_{i}\right)}{D\left(\lambda_{i}\right)}
$$

Geometrically, one has the set-up in Fig. 3.1 where we denote the line through

$$
\binom{N(\lambda)}{D(\lambda)}
$$

by $T(\lambda)$. This is as it should be, for a choice of coprime factors is only unique up to multiplication by a non-zero scalar. 1 claim that if one takes the plan $\pi$ spanned by $T\left(\lambda_{p}\right)$ and $T\left(\lambda_{2}\right)$, then $\pi=\operatorname{graph}(-K)$, where $K$ is a gain for which the closed-loop poles equals $\left\{\lambda_{1}, \lambda_{2}\right\}$. Notice that to say $\left\{\lambda_{1}, \lambda_{2}\right\}$ is the polar set of $T$ is to say $\lambda_{1}, \lambda_{2}$ are the roots of $p$ in (3.1). Thus, in this case, the linear $T\left(\lambda_{i}\right)$ lie in the $Y$-plane (Fig. 3.1) and so $K=0$. This, however, is even far from explaining the minus sign, which occurs for grouptheoretic reasons. Since the geometry of lines in $\mathbb{q}^{3}$ is at issue, it's more efficient to rephrase the observation made above in terms of projective geometry. That is, the transfer function gives a map,

$$
T: \mathbb{I}^{\star} \rightarrow \mathbf{P}^{2}
$$

of the extended complex line $(T(\infty)=U)$ to the projective plane. The lines in the $Y$-plane form the projective line $\mathbb{P}^{l}$, emiedded in $p^{2}$, while $T\left(\mathbb{C}^{*}\right)$ is a curve in $p^{2}$. Noreover, since $P$ has degree 2, $T$ is a curve of degree 2 and intersects
the line $p^{\prime}$ twice, as it should according to Bézout's Theorem (see Fig. 3.2).


Figure 3.1


Figure 3.2

In fact, the same reasoning shows that, for any such $T$ with $n$ arbitrary, the i"chillan degree of $T$ equals the degree of tire curve $T$, with

$$
\begin{equation*}
T^{-1}\left(T\left(\mathbb{T}^{\star}\right) \dot{n} P^{l}\right)=\operatorname{sing}(T) . \tag{3.2}
\end{equation*}
$$

If we now choose any other plane $Y_{1}$ in $\mathbb{C}^{3}$, complementarv to $U$, then $Y_{1}$ determines another line in $P^{2}$ and by Bezout's Theorem.
(or by a little algebra), $T\left(C^{*}\right)$ intersects this line in $n$ points. On the other hand, such a plane $Y_{1}$ is the graph of a linear map $-K: Y \rightarrow U$ (and conversely) and from this point of view, Bezout's Theorem asserts that the McMillan degree is preserved under output feedback, assuming the claim made above. However, the claim is now fairly easy to see. For, any $K$ may be regarded as an element of $G L(U \oplus Y)$ via the representation,

$$
\rho: K \rightarrow\left(\begin{array}{ll}
I_{Y} & 0  \tag{3.3}\\
K & I_{U}
\end{array}\right) \in G L(U \oplus Y)
$$

and $G L(U \oplus Y)$ acts on $p^{2}$ (the points in $P^{2}$ regarded as lines in $U \oplus Y$ ). One therefore has two possibly distinct actions of $K$ on $T$ : the first is the standard output feedback transformation $T \rightarrow T^{K}$ given in (1.2)', and the second is obtained by composing the map $T: \mathbb{I}^{*} \rightarrow \mathrm{P}^{2}$ with the classical action $\rho K: P^{2} \rightarrow P^{2}$. As one can see, $\rho K$ leaves the line $U$ fixed and therefore pKot is a rational function, vanishing at ©; i.e., OKOT is a transfer function. Explicitly, by combining (3.3) with (1.2)' one has

$$
\text { مKOT }=\left(\begin{array}{ll}
I_{Y} & 0  \tag{3.4}\\
K & I_{U}
\end{array}\right]\binom{N}{D}=\binom{N}{D+K N}=T^{K} .
$$

In particular, one may now compute (3.2) acted on by $K$ in two ways:

$$
\begin{equation*}
\operatorname{sing}\left(T^{K}\right)=\left(T^{K}\right)^{-1}\left(T^{K}\left(\mathbb{C}^{*}\right) \cap P^{l}=T^{-1}\left(T\left(\mathbb{C}^{*}\right) \cap(-K) P^{l}\right)\right. \tag{3.5}
\end{equation*}
$$

where $(-K) P^{\prime}$ is the linear $P^{\prime}\left(=\right.$ the plane $Y$ in $\left.\mathbb{C}^{3}\right)$ acted on by $\rho(-K)\left(=\right.$ graph of $-K: Y \rightarrow U$ in $\left.\mathbb{T}^{3}\right)$ ! Thus, in order to compute the closed loop poles, sing ( $T^{K}$ ), one can alternatively keep the curve $T$ (see Fig. 3.2) fixed and, instead, move $\mathbf{F}^{1}$ through the inverse "rotation" -K.

This proves the claim but in a more general setting, viz. in (3.3) and (3.4) $U$ and $Y$ could just as well be an m-plane and a $p-p l a n e$, with $G L(U \oplus Y)$ acting as linear transformation on the space of $m$-planes $=\operatorname{Grass}(m, \cup \oplus Y)$. In this setting, the generalization of (3.2) is due to R. Hermann and C. Martin, who interpreted the McMillan degree as an intersection number ([2i]). The codimension 1 subvariety of Grass (m,U $+Y$ ) which plays ine role of the line $\mathbf{p l}^{2}$ in the plane $\mathbf{p}^{2}$ is the schubert variecy

## of m-planes:

$$
\begin{equation*}
\sigma(Y)=\{W: W \cap Y \underset{f}{ }(0)\} \tag{3.6}
\end{equation*}
$$

That is, $W \in O(Y)$ if, and only if, $W$ meets $Y$ in at least a line. The beautiful (and useful for our purposes) theorem of R. Hermann-C. Martin is

$$
\begin{equation*}
T^{-1}\left(T\left(\mathbb{C}^{*}\right) \cap \sigma(Y)\right)=\operatorname{sing}(T) \tag{3.7}
\end{equation*}
$$

[Alternatively, the extended plane 『* is the Riemann sphere $s^{2}\left(\right.$ or $\left.P^{\prime}\right)$ and

$$
\left[T\left(P^{l}\right)\right] \in \pi_{2}(\operatorname{Grass}(m, U \oplus Y) \simeq \mathbb{Z}
$$

corresponds to the Mcliillan degree, where the isomorphism is canonical, by virtue of the Hurewicz isomorphism and a choice of complex structure.] As before we can act on (3.6) with $K$, in two ways, to obtain

$$
\begin{equation*}
T^{-1}\left(T\left(\mathbb{U}^{*}\right) \cap \sigma(-K Y)\right)=\operatorname{sing}\left(T^{K}\right) . \tag{3.7}
\end{equation*}
$$

Now, as an illustration of these geometric ideas and in order to return to some of Kimura's algebraic techniques, i shall prove a little pole-placement theorem for state-feedback, i.e., for the case $p=n$. [This combinatorial theorem is a special case of a theorem of Rado ([ 38 ]) which also generalizes Fin. Hall's Theorem. Moreover, an elegant application of Rado's Theorem to pole-placement appears, for the first time in Hautus's proof of pole-assignment by state feedback ([19]), published in 1970. I was mistaken in my lectures in ascribing it solely to Kimura.] What I wish to give is a proof of the Wonham-Simon-Mitter-Heymann-Kalman Theorem fior distinct poles $\left.\left\{\lambda_{1}, \ldots,\right\rangle_{n}\right\}$. The principal lemma in [29] is in fact a celebrated theorem in combinatorics, in disguise. Kimura calls a collection $V_{p}, \ldots, V_{n}$, of subspaces of a vector space $V$, normal just in case one can select vectors $v_{i} \in V_{i}$ such that $\left\{v_{1}, \ldots, v_{n}\right\}$ is independent. The lemma asserts that a collection of subspaces is normal if, and only if, the (general position) condition (*) is satisfied:
for each selection $V_{i}, \ldots, V_{i_{k}}$ of distinct $V_{i}$ 's,

$$
\begin{equation*}
\operatorname{dim}\left(v_{i_{1}}+\ldots+v_{i_{k}}\right) \geq k \tag{*}
\end{equation*}
$$

Notice, however, that (*) is precisely the diversity condition in Ph. llall's theorem on distinct representatives, modified to
inc? 1 de the set (or subspace) function dim(•)-which, after all, does satisfy a form of the inclusion-exclusion principie.

In order to apply this result to mititivariable state-feedback consider, for $\lambda_{1}, \ldots, \lambda_{n}$ distinct, the subspaces $T\left(\lambda_{1}\right), \ldots, T\left(\lambda_{n}\right)$ of $U \oplus X$, where $T(s)=(S I-F)^{-1} G$. By Lenma 2 of [29],

$$
\operatorname{dim}\left(T\left(\lambda_{i_{1}}\right)+\ldots+T\left(\lambda_{i_{k}}\right)\right) \geq \ell_{k} \cdot
$$

where $\ell_{k}=\operatorname{dim} \operatorname{sp}\left(G, F G, \ldots, F^{k-1} G\right)$ are the dual Kronecker indices and hence $\ell_{k} \geq k$. Following Kimura, we may select independent vectors $v_{i} \in T\left(\lambda_{i}\right)$ and as before define the gain $K$ by the equation

$$
\operatorname{gr}(K)=\operatorname{sp}\left\{v_{1}, \ldots, v_{n}\right\} \in U \oplus X .
$$

Then,

$$
\operatorname{det}(s I-F+G K)=\prod_{i=1}^{n}\left(s-\lambda_{i}\right)
$$

And if $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ is self-con,jugate, $g r(K)$ can be taken to be self-conjugate.
54. GLOBAL ANALYSIS OF $x_{\sigma}$, THE CENTRAL PROJECTIOH LE', $\because$ 'A, POLE PLACEMENT BY OUTPUT FEEDBACK OVER $R$ AND $\mathbb{C}$.

Theorem. If $m p \leq n$, then genemically $x_{\sigma}$ is a proper map. In particular, over $\mathbb{A}$ (or any algebraically closed field' imase $X_{0}$ is a subvariety $o_{j} \mathbb{C}^{n}$. over R, $X_{\sigma}$ extends to a mer $\bar{x}_{\sigma}: s^{m p} \rightarrow s^{n}$ of spineres and image $x_{0}$ is Euctiaecn cioses in $R^{n}$.

If $m p>n$, then $x_{\sigma}$ is no longer proper--i.e., $c \in \underline{k}^{n}$ a compact set implies $X_{\sigma}^{-1}(C) \subset \underline{k}^{m p}$ is compact, although one can still prove that image $x_{0}$ is (generically) closed.

Proof. The proof begins with a study of the map

$$
T: \mathbb{C}^{\star} \rightarrow \operatorname{Grass}(m, \cup \oplus Y) .
$$

Now, $G L(U \oplus Y)$ acts transitively on m-planes in $U \oplus Y$ and so parameterizes Grass $(m, U \oplus Y)$, i.e., there is a map
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$$
\begin{aligned}
\pi: G L(U \oplus Y) & \rightarrow \operatorname{Grass}(m, U \oplus Y) \\
\pi: g & \rightarrow g
\end{aligned}
$$

corresponding to the choice of the m-plane $U$. $\pi$, however, is an overparameterization since there are many g's which fix $U$. In fact, in terms of the decomposition

$$
\underline{k}^{m+p}=U \oplus Y \text {. }
$$

the subgroup of $g$ 's which fix $U$ has the form,

$$
g \in\left(\begin{array}{cc}
G L(Y) & 0  \tag{4.1}\\
\operatorname{Hom}(Y, U) & G L(U)
\end{array}\right]=\boldsymbol{F},
$$

the output feedback group! By dividing out by $\mathcal{F}$, we get an honest (i.e., 1-1) parameterization of $\operatorname{Grass}(m, U \oplus Y)$,

$$
\operatorname{Grass}(m, U+Y) \approx G L(U \oplus Y) / \sigma .
$$

This extends the picture in (3.4) quite a bit. In fact, the main idea of the proof is to extend $x_{\sigma}$ by evaluating the left-hand side of (3.7) for all $g \in G L(U \oplus Y)$; that is, we keep $T$ fixed, as a curve in $\operatorname{Grass}(m, U \oplus Y)$, and intersect it will all c(gY), for $g \in G L(U \in Y)$. Now, when $g \in J, g Y$ is complementary to $U$ and is, in fact, the graph of some linear map $K: Y \rightarrow U$. In particular, for such a $g$

$$
\begin{equation*}
T^{-1}\left(T\left(\mathbb{I}^{\star}\right) \cap \sigma(g Y)\right)=\operatorname{sing} T^{g^{-1}}=\operatorname{spec}(F-G K H) \tag{4.2}
\end{equation*}
$$

is an unordered set $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ of points in $\mathbb{C}^{*}=\mathbf{P}^{\prime}$. That is $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\} \in P^{1} \times \ldots \times P^{1} / S_{n} \simeq P^{n}$, the so-called symmetric product. For $g \in \mathcal{F}$, each $\lambda_{i}$ is finite, by virtue of (4.2), and

$$
\left\{\lambda_{1}, \ldots, \lambda_{n}\right\} \in \mathbb{C}^{n} \subset P^{n} .
$$

Here $\mathbb{d}^{n} / S_{n} \simeq \mathbb{d}^{n}$, where the isomorphism is simply

$$
\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}=\left(c_{i}(\lambda)\right)_{i=1}^{n}
$$

with $c_{i}$ the elementary symmetric functions. In summary, we have our old picture in this new setting,

$$
\begin{aligned}
& x_{0}: \sigma(g Y) \rightarrow T^{-1}\left(T\left(\mathbb{C}^{*}\right) \cap \sigma(g Y)\right) \in \mathbb{C}^{n} \subset P^{n} \\
& g \rightarrow \operatorname{sing}\left(T^{g^{-1}}\right)=\left(c_{i}(F+G K I I)\right)_{i=1}^{n} .
\end{aligned}
$$

By conservation of difficulty, one needs more than this restatement of the problem and it is at this point that we consider $\sigma(g Y)$ for any $g \in G L(U \oplus Y)$ or, what is the same $\sigma\left(Y^{\prime}\right)$ for a p-plane $Y^{\prime}$ not necessarily complementary to $U$.

Lemma A. $\sigma\left(Y^{\prime}\right)$ either contains TI* or intersects it foomtire multiplicity) in ezactly $n$ points. In the latter cesse, suci $\approx$ point is infinite if, and only if, $Y^{\prime}$ is not complemenjeny to U.

Proof. The first part of the lemma is an elementary application of value distribution theory and can be found in Chern, "Complex Manifolds with Potential Theory," D. van Nostrand under the topic: "Holomorphic Curves in a Grassmannian." The second part is, in fact, the condition $U \in \sigma\left(Y^{\prime}\right)$ and follows from the definition (3.6).

To facilitate the discussion, I shall refer to a $p$-olane $Y^{\prime}$ as a generalized feedback (law) while a p-plane $Y^{\prime}$ coniplenentary to $U$ will be referred to as a classical feedback (law). Tine idea is therefore to extend $x_{\sigma}$ in (4.3) to all "generalized feedbacks," i.e., to all points in the dual Grassr: $n n n i a n$, Grass $(p, U \oplus Y)$. That is, we wish to define

$$
\begin{equation*}
\bar{X}_{\sigma}: \operatorname{Grass}(p, \cup \oplus Y) \rightarrow p^{n} \tag{4.4}
\end{equation*}
$$

via

$$
Y^{\prime} \rightarrow T^{-1}\left(T \mathbb{C}^{\star} \cap \sigma\left(Y^{\prime}\right)\right) .
$$

Remark. Consider the scalar case and restrict attention to real gains K. Then, the real Grassmannian is the space of lines in $R^{2}$, i.e., the circle $S^{1}$ and

$$
\bar{x}_{\sigma}: s^{l} \rightarrow p^{n}
$$

is precisely the root-locus map!
Now the fact that $x_{\sigma}$ is defined at $\infty \in S^{\prime}$ is just the fact that $x_{\sigma}(\infty)=\{$ zeros of $T(s)\}$. For $m, p$ arbitrary the recent formula of Kailath et al. [25], which computes the difference between the number of closed loop poles of $T(s)$ and the number of open-loop zeroes in terms of the left and right Kronecker indices of $T(s)$, shows that there may not be enough open locs zeroes to account for the asymptotic root loci $\bar{x}_{\sigma}(K)$ as $K \rightarrow \infty \in S^{m p}$, although this may be the case if $m=p$. In the Grasimannian compactification $K \rightarrow \infty$ takes on an entirely $n \in: d$ meaning, as $\infty$. is replaced by the whole subvariety
$\sigma(U) \subset G r a s s(p, U \odot Y)$. This gives much more freedom in the manner In which $K$ "becomes infinite (and this is important for potential applications, allowing for various channels in the gain to grow at various rates) and Lemma $B$ shows that as $K$ "becomes infinite" the root locus $X_{\sigma}(K)$ (still) apporaches an n-tuple of points in the extended complex plane, as in the classical case, for generic systems provided $m p \leq n$. The case $m p \leq n$ is illustrated below


Grass $(m, U \oplus Y)$
Figure 4.1 Depicting Asymptotic Root Loci as Points of Intersection

The explicit obstruction to this asymptotic extension is in fact explained in the lemma, there can exist $p-p l a n e s Y^{\prime}$ such that $\sigma\left(Y^{\prime}\right)=$ T[*. Indeed, if $m p>n$, examples exist in great profusion.

Lemma B. If $m p \leq ' n$, then for almost all $(F, G, H), \sigma\left(Y^{\prime}\right) \cap T\left(I^{*}\right)$ in $n$ points, for all p-planes $Y$ '.

Proof. First of all, the set of ( $F, G, H$ ) for which there existsa $Y^{\prime}$ with $\sigma\left(Y^{\prime}\right) \supset T\left(\mathbb{C}^{*}\right)$ is closed in the variety of all ( $F, G, H$ ). In fact, if $[(F, G, H)]$ is the corresponding point in the moduli space $\Sigma_{m, p}^{n}$ then the subset

$$
v=\Sigma_{m, p}^{n} \times \operatorname{Grass}(p, U \oplus Y)
$$

defined via

$$
V=\left\{\left([F, G, H], Y^{\prime}\right): \sigma\left(Y^{\prime}\right) \geq T\left(\mathbb{I}^{*}\right)\right\}
$$

is a subvariety, Since Grass $(p, U \oplus Y$ ) is projective (compact) and $\Sigma_{m, p}^{n}$ is quasi-projective ([13],[22]) $\pi_{1}: \Sigma_{m, p}^{n} \times$ $\operatorname{Grass}(p, U \oplus Y) \rightarrow \Sigma_{m, p}^{n}$ is closed. In particular, $\pi_{p}(V)$ is closed in $\Sigma_{m, p}^{n}$, but $\pi_{1}(V)$ is precisely the variety we wish to delete in the lemma. To show that, if $m p \leq n, \pi_{1}(V)$ is a proper subvariety, one may appeal to the duality

$$
\operatorname{Grass}(m, U \oplus Y) \simeq \operatorname{Grass}(p, U \oplus Y),
$$

which is related to the duality between inputs and outputs. By Lemma $A$, to say $\sigma\left(Y^{\prime}\right)=T\left(\mathbb{I}^{*}\right)$ is to say in particular

$$
\begin{equation*}
T\left(\lambda_{1}\right), \ldots, T\left(\lambda_{n}\right), T(\infty) \in \sigma\left(Y^{\prime}\right) \tag{4.5}
\end{equation*}
$$

for $\lambda_{i}$ distinct, finite points. However, to say $T(\lambda) \in \sigma\left(Y^{\prime}\right)$ in $\operatorname{Grass}(m, U \oplus Y)$ is to say $Y^{\prime} \in \sigma(T(\lambda))$ in $\operatorname{Grass}(p, U \odot Y)$, by the symmetry of the definition (3.6). But $\sigma(T(\lambda))$ is codimension 1 in $\operatorname{Grass}(p, U \oplus Y)$ and hence of dimension $\mathrm{mp}-1$. find (4.5) is the assertion

$$
Y^{\prime} \in \bigcap_{i=1}^{n} \sigma\left(T\left(\lambda_{i}\right)\right) \cap \sigma(T(\infty)) .
$$

Since the Schubert varieties $\sigma$ are hyperplane sections via the

Plücker imbedding, $\operatorname{dim} n_{j=1}^{2} \sigma\left(U_{i}\right) \geq m p-\ell$ (this is not true for arbitrary varieties, see Section I of this introductory chapter). On the other hand, generically one has $\operatorname{dim} n_{i=1}^{2} \sigma\left(U_{i}\right)$ $\leq m p$ - 2. Therefore $Y^{\prime}$ must lie, generically, on a subvariety of dimension $\mathrm{mp}-(n+1)$, which is impossible unless $\mathrm{mp}>\mathrm{n}$. z

It is worth remarking that this gives an independent proof that, in case $\mathrm{mp}>n, x_{\sigma}$ is generically almost onto, assuming the field is algebraically closed. Indeed, using an output feedback invariant version of (2.3) one can give explicitly, the equations defining the generic properly given above.

Returning to the proof of the theorem, by our lemata, we can generically extend the map $X_{\sigma}$ to the root-locus map

$$
\bar{x}_{0}: \operatorname{Grass}(p, U \oplus Y) \rightarrow p^{n} .
$$

In particular, $\bar{x}_{\sigma}$ is a proper map and by the second part of Lemma $A, x_{0}$ is also proper, i.e., since

$$
\begin{equation*}
\text { image } x_{\sigma}=\text { image } \bar{x}_{\sigma} \cap \mathbb{ष}^{n} . \tag{4.6}
\end{equation*}
$$

Furthermore, since the real Grassmannian is canonically inbedsed in the complex Grassmannian as a compact submanifold, $X_{J}$ remains proper over R. Since the $\ell$-sphere is the l-point compactification of $\mathrm{R}^{\ell}, X_{\sigma}$ extends to a map of spheres. And, by virtue of (4.6), image $x_{\sigma}$ is a subvariety of $\mathbb{C}^{n}$ and its real points form a closed subspace of $R^{n}$.

In case $m p>n$, one cannot extend $x_{c}$ to the root-locus map as above. fowever, one can replace the Grassmannian by the closure of the graph of the rational function $x_{\sigma}$, viz.

$$
\overline{x_{\sigma}}=\overline{\operatorname{graph} x_{\sigma}} \subset \operatorname{Grass}(p, U \oplus r) \times p^{n} .
$$

And one replaces the map $\bar{x}_{\sigma}$ by the proejction onto the 2nd factor,

$$
\pi_{2}: \overline{x_{0}} \rightarrow P^{n} .
$$

The analog of (4.6) still holds, although one must work a bit harder. In this case, one may still deduce the Theorem, except for the statement that $x_{0}$ is proper. This no longer is valid,
as $x_{0}^{m 1}(p)$ is a subvariety of positive dimension in affine space and cherefore admits unbounded analytic functions.

Remarks. Both cases can be treated in a more unified fashion, but relying on slightly more sophisticated ideas. Denoted by $p$ the Plücker imbedding

$$
P: \operatorname{Grass}(m, U \oplus Y) \rightarrow P^{N}
$$

of the Grassmannian and suppose for simplicity that, if $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}=$ Sing $T$, for a transfer function $\left.T: P\right\} \rightarrow \operatorname{Grass}(m, \| \in Y)$ then $T\left(\lambda_{j}\right)$ are distinct points in $G r a s s(m, U \odot Y)$ and hence so are the points $V_{i}=P\left(T\left(\lambda_{i}\right)\right)$ in $\mathbf{P}^{N}$. By duality, each point $V_{i}$ corresponds to linear functional $L_{i}$ on $\mathbb{d}^{N+1}$ and hence to a hyperplane $H_{i}$ in $\hat{\mathbf{p}}^{N}$, the dual projective space. Finally, denote by $H_{n+1}$ (and $L_{n+1}$ ) the hyperplane (and functional) corresponding to the point $P(G(\infty))$ and by $B$, the variety

$$
B=n_{i=1}^{n+1} H_{i} \quad \text { in } \quad \hat{p}^{N}
$$

Following Lemma $A$, we consider the central projection with base locus B,

$$
\phi: \hat{P}^{N}-B \rightarrow P^{n}
$$

defined via

$$
\phi(x)=\left[L_{j}(x)\right], \quad \text { in homogeneous coordinates. }
$$

Restricted to $\hat{P}(\operatorname{Grass}(p, U \oplus Y))-\hat{P}(\operatorname{Grass}(p, U \oplus Y)) \cap B$, one recovers

$$
x: \operatorname{Grass}(p, U \oplus Y)-B \cap \operatorname{Grass}(p, U \oplus Y) \rightarrow p^{n},
$$

as a central projection, with Lenma $B$ asserting that in the correct dimension range $X$ has no base lower on Grass $(p, \cup \oplus Y)$. This admits a particularly nice exploitation of Schubert calculus, especially in the case $m p=n$ (see [5]). For in that case, generically

$$
x: \operatorname{Grass}(p, \cup \oplus Y) \rightarrow p^{n}
$$

is globally defined and $\operatorname{dim} \operatorname{Grass}(P, U+Y) \equiv m p=n=\operatorname{dim} P^{n}$. The degree of $X$ is the degree of the subvariety

$$
\hat{\mathbf{P}}(\operatorname{Grass}(p, U+Y))=\hat{\mathbf{P}}^{\mathbf{N}} .
$$

since $X$ is a central projection, and this is well-known ([31]) to be

$$
\begin{equation*}
\operatorname{deg} x=\frac{1!2!\cdots(p-1)!(m p)!}{m!(m+1)!\cdots(n+p-1)!} \tag{4.7}
\end{equation*}
$$

Briefly, what this entails is first the observation that the system of $n$ equations in mp unknowns,

$$
x(k)=p(s),
$$

can be expressed as an intersection of $n$ hypersurfaces in mp space and these hypersurfaces are well-studied. That is , regarding $p$, via its roots, ás a point $\left.\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in P\right)^{(n)}$, one can view $p$ as $n_{i=1}^{n} H_{\lambda_{i}}$ of $n$ hyperplanes, $H_{\lambda}$ denoting the hyperplane of $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ such that $\lambda_{i}=\lambda_{\text {, for some }} i$. In this setting, $x^{-1}(p)$ has the form

$$
x^{-1}\left(\bigcap_{i=1}^{n} H_{\lambda_{i}}\right)=n_{i=1}^{n} x^{-1}\left(H_{\lambda_{i}}\right)=n_{i=1}^{n} \sigma\left(T\left(s_{i}\right)\right)
$$

provided $\lambda_{i}=T\left(s_{i}\right)$ lies on the curve $T\left(P^{\prime}\right)$. Now, the Schubert calculus enables one to express such intersections in terms of basic, or Schubert, varieties. In particular, if $m p=n$ then a repeated use of one such expression, Pieri's formula, allows us to count the number of points in

$$
\sum_{i=1}^{n} \sigma\left(T\left(s_{i}\right)\right),
$$

counting multiplicities, as deg $x$ in (4.7). Thus, the main doint of all this is that the output feedback map as a system of equations is actually a well-studied, ilassical system of equations-about which much is known (see [31]). As a corollary, one can show that when deg $x$ is odd the map

$$
x: \text { Grass }_{R}(p, U \oplus Y) \rightarrow F^{n}
$$

is surjective, hence we can place poles with real gains! it has been shown ([i]) that deg $X$ is odd if, and only if, ei ther $\min (m, p)=1$ or $\min (m, p)=2$ and $\max (m, p)=2^{r}-1$, a Hersenne number.

Theorem ([5]). Assume $\mathrm{mp}=\mathrm{n}$. It is possibie genericalie in 0 to place ary self-coniugate set of poles by real outpuit jeedback provided either $\min (m, p)=1$ or $\min (m, p)=2$ and
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$\max (m, p)=2^{r}-1$.
We note that Willems and Hesselink ([45]) have shown that, generically in $\sigma_{\text {, }}$ in $X_{0}$ misses an open set in $R^{4}$, if $m=$ $\mathbf{p}=2$. This is in harmony with our result but whether the surprisingly combinatorial conditions in this theorem are necessery is at present an open question. On the more positive side, extensions and corollaries of the central projection lerma give rise to sufficient conditions for generic stabilizability in the more general setting $m p \geq n$. These take the form of inequalities

$$
c_{m, p} \geq n
$$

where $C_{m, p}$ is a function of $m$ and $p$. These are, however, too complicated to give here.
55. POLE PILACEIEHT OVER RIMGS, SOME POSITIVE RESULTS: FiCRSE'S THEOREM, AAD FEEDBACK IMVARIANTS

In this section and in the last two, I shall be cöncerned with the general question of what can be done, particularly in the way of stabilizability and pole-placement, with state $i \in e j-$ back where the coefficients of the system lie in a cormutarive ring $R$ with 1. I $\begin{gathered}\text { is very easy to motivate the stucy cís sesi- }\end{gathered}$ Tizability of several classes of systems defined over rings and this has, in turn, motivated the study of general pole-assienteiiity questions over an arbitrary $R$. This route to stabilizebility has the potential advantage (at least over Noetherian R) of providing finite procedures for obtaining a desired gain. ilowever, it is fair to say that, at this point in time, general doleassignability questions are, in all honesty, primarily riatheratical questions about the algelaraic structure of dynamical systems, and the reader who wishes to may skip to $£ 7$, which deals with the more modest question of stabilizability. On the other hand, pole-assignability questions over a ring are of theoretical interest in their owin right and, as recent work has shown, such questions are much harder than anyone had first suspected--even the elementary examples involve non-trivial topological and aritheetic obstructions. We begin with a quick review of the main proble:ms and motivating examples, for the realization theory of such systems we should refer to Professor Rouchaleau's lectures ( $[\because 0]$ ).
$R$ is a commutative ring with $1, X \simeq R^{(n)}$ and $U \simeq R^{(m)}$ are free R-modules. It is meaningful to distinguish between two verions of the question: First, the problem of solving the system of equations, for $K \in \operatorname{Hom}_{R}(x, U)$,

$$
\operatorname{det}(s I-F-G K)=P(s), P(s) \in R[s] \text { monic of } \operatorname{deg}_{(5.1)}^{n} \text {, }
$$

where $F: X \rightarrow X, G: U \because X$ are fixed, is referred to as coefficient assignability (over $R$ ). Second, if

$$
p(s)=\prod_{i=1}^{n}\left(s-r_{i}\right)
$$

with $r_{i} \in R$, then to solve 5.1 for $K$ is to solve a problem of pole, or zero, assignability over R.

In the general situation, one may think of $(X, U, F, G)$ as the data defining the discrete-time system,

$$
\begin{equation*}
x(t+1)=F x(t)+G u(t) \tag{5.2}
\end{equation*}
$$

On the other hand, in specific situations, this data may represent continuous-time systems. Explicitly, if one considers a controllea heat equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\Delta u+f \tag{*}
\end{equation*}
$$

on the $n$-torus $\pi^{n}$, then it is rather natural (and frequently done) to discretize (*) in the spatial variable relative to a grid in $T^{n}$, obtaining a "lumped approximation." If one chooses the grid $G_{\ell}$ of points of order 2 on $\pi^{n}$, then (*) reduces to a linear control system with coefficients in the group algebra $\ell^{\prime}\left(G_{\ell}\right)$ of the group $G_{\ell} \subset \mathbb{T}^{n}$ (see [7]).

One important class of examples is the class of systems depending on parameters, say in a $C^{k}$-fashion,

$$
\begin{equation*}
\ell(t)=F(\lambda) x(t)+G(\lambda) U(t), \quad \lambda \in U \subset \mathbb{R}^{N} \tag{5.2}
\end{equation*}
$$

where $\lambda$ is the value of a resistor, or an altitute or attitude. Another class of examples arises in the algebraic theory of delaydifferential systems, where a system,

$$
\begin{equation*}
x(t)=F_{\star x}(t)+G \star u(t), \tag{5.2}
\end{equation*}
$$

is regarded as a system defined over a ring of convolution operators ([24],[36]). Explicitly, consider the system

$$
\begin{equation*}
x(t)=F_{0} x(t)+F_{1} x(t-1)+G u(t) . \tag{5.3}
\end{equation*}
$$

Introducing the convolution ofierator,

$$
(\delta * x)(t)=x(t-1),
$$

one may regard (5.3)

- where $F=F_{0}+F_{j} \delta$ is defined over $R=R[\delta]$, as is $G$. More generally, a delay-differential system, involving only the commensurate delays by $1,2, \ldots$ seconds, may be regarded as a system

$$
\begin{equation*}
\lambda(t)=F(\delta) \star x(t)+G(\delta) * u(t) \tag{5.4}
\end{equation*}
$$

defined over $R=R[\delta]$. The non-commensurate case, of course, leads to a change of scalars $R \in R\left[\delta_{1}, \ldots, \delta_{N}\right]$.

In both of these latter cases, it is important to know whether there exists a gain $K_{\text {. }}$ preferably defined over $R_{\text {. }}$ such that the closed loop system ( $F+G K, G$ ) is asymptotically stable in an appropriate functional analytic sense. In the first case, since ideally $K$ ought to depend on the system ( $F, G$ ), it is clear that if $(F(\lambda), G(\lambda))$ is ck for $0 \leq k \leq \omega$, in $\lambda \in U$ then $K$ ought to be $\mathcal{C}^{k}$ in $\lambda$ as well; i.e., $K$ ought to be defined over the ring $R=C^{k}(U)$. Now, in the second case, to ask that $K$ be defined over $R=\mathbb{R}\left[\delta_{1}, \ldots, \delta_{N}\right]$ is natural from the point of view that $K$ should be constructibie from the same components as the system $(F, G)$. And, if one can place the poles of ( $F, G$ ) over $R$, then for each $c>0, \exists K$ defined over $R$ such that ( $F+G K, G$ ) exponentially stable (in L1) with order c ([27], Theorem 8). On the other hand, one should remark that, especially in light of $\$ 6$, the functional approach has been far more successful ([14],[32]) in obtaining pole-placement resuits, at the expense of using more general operators $K$ (eg. convolution with continuous measures).

Now, motivated by work of A. S. Morse ([36]) on delaydifferential systems, one is led to the

Definition 5.1. Tha sustem $\sigma=(F, G)$, defined over $R$, is reachable ouwn fy just in case the controllability operazor

$$
\begin{equation*}
C \equiv(B, A B, \ldots) \quad \underset{j=1}{\oplus} U \rightarrow X \tag{5.5}
\end{equation*}
$$

is surjective.
As observed in [44], if $\sigma$ is coefficient assignable, then $\sigma$ is reachable. To see this, setting $\max (R)$ = MiN a maximai ideal of R), recall (see Introductory Chapter) that $C$ is surjective if, and only if,

$$
C: \bigoplus_{i=1}^{\infty} U \rightarrow X \quad \bmod (N)
$$

is surjective for all $M \in \max (R)$. For $\sigma$ defined over $R$, denote by $\sigma(M)$ the system $(F, G)$ over the field $R / M$, obtained by reducing $(X, U, F, G)$ modulo $M \in \max (R)$. Now, if $\sigma$ is coefficient assignable over $R$, then $\sigma(M)$ is coefficient assignable over $R / M$ and therefore reachable over $R / M$ for any $N \in \max (R)$. as we wished to show. Similarly, zero-assignability implies - reachability and the converse, for $R$ a P.I.D., is due to A. S. Morse.

Theorem 5.2 ([36]) A reachable system $\sigma=(F, G)$, defined over $R[X]$, is zero assignabie.

Indeed, Morse's proof applies to reachable systems defined over a P.I.D. and, in this setting, is the best result know at present.

In order to study the coefficient assignability question over $R$, it is useful to bring in the group of symmetries for state feedback and the Rosenbrock pencil. Explicitly, consider the pencil of equations

$$
\begin{equation*}
s x(x)=F x(s)+G u(s) \tag{5.6}
\end{equation*}
$$

where $x(s)=\sum x_{i} s^{i}, u(s)=\Sigma u_{i} s^{i}$, are polynomial "vectors" with coeffieicnets in the modules $X, U$, respectively. Thus, the pencil (5.6) is a "formal Laplace transform" of (5.2) and, once again, this transform intertwines the action on systems of the state feedback group with a classical action. It is more precise to regard $x(s)$ as an element of the $R[s]$ module $X[s] \approx \times \theta Z[s$ ? and $u(s)$ as an element of U[s]. Then, the Rosenbrock pencil takes the form

$$
\begin{align*}
& R:(X \oplus U)[s] \rightarrow X[s], \\
& (x(s), u(s)) \rightarrow(F x(s)-s I x(s)+G u(s)), \tag{5.7}
\end{align*}
$$

and $R$ is surjective if, and only if, ( $F, B$ ) is reachate over R. In this case, we are led to the exact sequence,

$$
\begin{equation*}
0 \rightarrow \operatorname{ker} R \rightarrow(X \oplus U)[s] \rightarrow X[s] \rightarrow 0, \tag{5.8}
\end{equation*}
$$

where the submodule $\operatorname{ker} \mathbb{R}$ is, at least formally, the Laplace transform of solutions to (5.2) with zero initial data. ilow, just as in the case $R=k$, one may show that the strict enuivelence of 2 such pencils $\cdot \bar{R}_{1}$ and $R_{2}$, in the sense of linear algebra, implies the equivalence (under state feedback) of the systems $\sigma_{1}$ and $\sigma_{2}$. That is, to say $R_{1} \sim R_{2}$ is to say there exists

$$
C:(x \oplus U)[s] \rightarrow(x \oplus U)[s]
$$
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and

$$
D: X[s] \rightarrow X[s],
$$

invertible maps of $R[s]$-modules, such that

$$
\begin{equation*}
D R_{1} C=R_{2} \text {, } \tag{5.9}
\end{equation*}
$$

and such that $C, D$ are independent of $s$ (i.e. extended from $R$ module maps). Since $R_{1}$ (and $R_{2}$ ) has block diagonal form, it follows from comparing degrees (with respect to $s$ ) in (5.9) that $C$ decomposes, with respect to $(X \oplus U)[s] \approx X[s] \oplus U[s]$, as

$$
C=\left(\begin{array}{cc}
D^{-1} & 0  \tag{5.10}\\
K D^{-1} & B
\end{array}\right)
$$

where $B \in G L(U)$ and $K \in \operatorname{Hom}(X, U)$. In particular, $B, D$, and $K$ give the desired equivalence of $\sigma_{1}$ and $\sigma_{2}$ modulo the state feedback group $F_{s}(R)$. Conversely, this familiar triangular matrix representation of $\widetilde{F}_{s}(R)$ shows that an equivalence nod $\boldsymbol{J}_{s}(R)$ induces a strict equivalence of $\mathbb{R}_{1}$ with $R_{2}$ (see [26]). This is sunmarized in the classical and well-known proposition:

Theorem 5.3 The Roserbrock penciz $R$ of $\sigma$, up to strici equivalence, is a corpleie invamiant for $\sigma$ modulo the siaie feedback group $F_{s}(R)$.

Now, over a field, Kronecker has given a classification for matrix pencils in terms of the degrees of minimal basis vectors for the submodule $\operatorname{ker} \mathbb{R} \subset(X \oplus U)[s]$. These degrees constitute a partition

$$
\begin{equation*}
\sum_{i=1}^{m} n_{i}=n, \quad n_{i} \geq n_{2} \geq \ldots \geq n_{m} \geq 0 \tag{5.11}
\end{equation*}
$$

of $\operatorname{dim}(x)$, and in this way one obtains a complete set of invariants for $\sigma$ modulo $\bar{\pi}_{s}(\underline{k})$, see Professor Rosenbrock's lectures ([39], esp. 55). Now, for general $R$, one may replace the arithmetic data (5.11) by the isomorphism class of the submoduies,

$$
\begin{equation*}
0 \rightarrow \operatorname{ker} R \rightarrow(X \oplus U)[s] . \tag{5.12}
\end{equation*}
$$

and in some cases this isomorphism class is expressible in a more intrinsic form.

Suppose $R=\underline{k}\left[\lambda_{1}, \ldots, \lambda_{N}\right]$, with $\underline{k}$ algebraically closed. Since $R$ in (5.7) is surjective $R$-module map of free $R$-modules,
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It is not too hard to see that ker $\mathbf{R}$ is projective as an $R$－module and has finite rank，since $X$ and $U$ have finite rank．Recalling the connection batween projective modules and vector bundles（see Introductory Chapter，Section III），it is quite plausible to seek a vector bundle characterizing，the data（5．12）．Indeed，consider the $m$－vector bundle on $A^{N} \times A^{\top}$ whose fiber over $(\lambda, s)$ is the vector space

$$
\begin{equation*}
\operatorname{ker}[F(\lambda)-s I, G(\lambda)] \subset \underline{k}^{n} \oplus \underline{k}^{m} . \tag{5.13}
\end{equation*}
$$

Now，since all m－vector bundles on $A^{N} \times A^{1}$ are isomorphic（by the Quillen－Suslin Theorem）provided we allow isomorphisms depend－ ing on $s \in \mathbb{A}^{\prime},(5.13)$ is not fine enough．However，the notion of strict equivalence（i．e．，independence of $s$ ）suggests an order of growth at $s=\infty$ reminiscent of Lionville＇s Theorem． That is，by homogenizing all of the above we construct a bundle $W_{0}$ on $\mathbb{A}^{N} \times \mathbf{P}^{1}$ ，whose fiber over $(\lambda,[s, t])$ is given by

$$
\begin{equation*}
\operatorname{ker}[\operatorname{tF}(\lambda)-s I, t G(\lambda)] \in \underline{k}^{n} \oplus \underline{k}^{m} . \tag{5.13}
\end{equation*}
$$

Theorem 5.4 （［10］）The bundle $W_{\sigma}$ is a complete invariart for o modulo sta亡e ジeeäback．

Remarks．For $N=0$ ，this was studied by R．Hermann and C．Martin， Who related the Kronecker invariants（5．11）to the Grothendieck invariants of $W_{0}$ ，thereby proving Theorem 5．4．For $N>0$ ，if one forms the transfer function for the triple $(F(\lambda), G(i), I)$ ， then just as in the earlier sections one obtains a map

$$
T: \mathbb{A}^{N} \times \mathbf{P}^{1} \rightarrow \operatorname{Grass}\left(m, \underline{k}^{n} \oplus \underline{k}^{m}\right)
$$

exhibiting（ 5.13 ）＇as the pullback along the transfer function of the（topological）universal bundle，and Theorem 5.4 follows from Riemann－Roc（see Professor Martin＇s Lectures，［ ］）．

Now，if $\sigma$ is independent of $\lambda$ then $W_{\sigma}$ is independent of $\lambda$ ，i．e．$W_{\sigma}$ is a pullback along the second projection $\mathbf{P}_{2}: \mathbb{A}^{\prime \prime} \times \mathbf{P}^{\mathbf{l}} \rightarrow \mathbf{P}^{\mathbf{l}}$ of a bundle on $\mathbf{P}^{\prime}$ ．And，Theorem 5.4 asserts that the converse in true．Thus，if $W_{\sigma}$ is a pullback，then $\sigma$ is coefficient assignable－－since this result is valid for $\sigma$ defined over the field $k$ ．On the other hand，one can express this condition more explicitly．For each $\lambda_{0}, \sigma$ gives rise to a system $\sigma(\lambda)$ ，by evaluation of $\lambda$ ，over the field $\underline{k}$ and therefore to pointwise Kronecker indices．

$$
\sum_{i=1}^{m} n_{i}(\lambda)=n(\lambda)=n
$$

Corollary 5.5 If the $n_{i}(\lambda)=n_{i}$ are constant in $\lambda$, then $\sigma$ is feedback equivalent to a constant system. In particular, 0 is coefficient assignable.

Proof. It follows from the main theorem of C. C. Hanna's thesis [18], that constancy in $\lambda$ of the (Kronecker)-Grothendieck indices implies

$$
W_{\sigma} \simeq \sum_{j} p_{1}^{*}\left(V_{j}\right) \otimes p_{2}^{*}\left(W_{j}\right)
$$

where $V_{j}$ is a vector bundle on $\mathbb{A}^{\prime \prime}$ and $W_{j}$ is a bundle on $P^{l}$. By the Quillen-Suslin Theorem, $V_{j}$ is trivial and therefore

$$
\begin{equation*}
W_{\sigma} \approx \sum_{j} p_{2}^{*}\left(W_{j}\right) \approx p_{2}^{*}\left(\sum_{j} W_{j}\right) \tag{5.14}
\end{equation*}
$$

Moreover, $\sum_{j} w_{j} \approx \sum_{i=1}^{m} O\left(n_{i}\right)$. (5.14), however, is enough for our purposes.

Example 5.6 The use of the Quillen-Suslin Theorem is, in fact, essential. Consider the following readable pair, defined over $R=C^{\infty}\left(S^{2}\right)$. Define $U \approx R^{(3)}$ as the module of smooth sections of a rank 3 , trivial vector bundle on $S^{2}$--viz., the restriction of the tangent bundle $T\left(\mathbb{R}^{3}\right)$ to $s^{2}$. If $X$ is the R-module of smooth sections of $T\left(S^{2}\right)$, ie. smooth vector fields on $S^{2}$, then $X \subset U$. In fact,

$$
U \propto X \oplus R^{(1)}
$$

where $R^{(1)}$ is the module of sections of the normal bundle to $S^{2} \in R^{3}$. In particular, we are led to the reachable pair $\sigma=(F, G)$ defined by $G=\operatorname{Proj}_{\eta}: U \rightarrow X$, and $F=I d: X \rightarrow X$. (ne easily checks that for $p \in S^{2}$, the pointwise Kronecker indices of $\sigma$ are given by

$$
\left(n_{1}(x), n_{2}(x)\right)=(1,1), \text { for } x \in s^{2}
$$

noting that $\max C^{\infty}\left(S^{2}\right) \simeq S^{2}$ in the canonical way. However, the spectrum of ( $F, G$ ) is not arbitrarily assignable, supples $F K: X \rightarrow U$ such that $\operatorname{spec}(F+G K)=\{0,1\}$. Then $F+G K$ is a projection on $X$ and its kernel and image give rise to a decomposition, $x=M_{1} \oplus M_{2}$, corresponding to a decomposition

$$
T\left(s^{2}\right)=L_{1} \oplus L_{2}
$$

of the tangent bundle into line subbundles. Now, since dimL $=1$, each $L_{i}$ is an integrable distribution and, by Frobenius' theorem, $L_{1}$ forms a codimension one folition on $s^{2}$, as it were, implying that $x\left(S^{2}\right)=0$, contrary to fact.

On the other hand, if one supposes that $X$ and its projective submodules are free, then it becomes harder (see 56) to construct a "counterexample" to pole-assignability for reacnable pairs. Moreover, as several authors ([11],[21b],[41]) have noted since Corollary 5.5 appeared, under these conditions on the state module $X$, a reachable pair ( $F, G$ ) is coefficient assionable whenever the pointwise Kronecker indices $\left(n_{1}(i i), \ldots, n_{m}(i i l)\right)$ of $\sigma(M)$ are constant in $M \in \max (R)$. More generally, if $\max (R)$ is given the Stone-Jacobson-Zariski topology, where the basic closed sets have the form

$$
h(I)=\{M: I \subset M\} \text {, for } I \text { and ideal of } R \text {, }
$$

then $\sigma$ is coefficient assignable whenever the pointwise Kronecker indices are locally constant. Recall that a ring $R$ is said to. be "projective-free" just in case each finitely generated projective module over $R$ is free, thus the Quillen-Suslin Theorem asserts that $R=\underline{k}\left[x_{1}, \ldots, x_{N}\right]$ is projective free.
Proposition 5 suppose $R$ is projective-free ara $\sigma=(F, G)$ is a reachiole system winn free state module and localiy constart Kronecker invariarts, ther $\sigma$ is coefficient assigrajle.

## Remarks.

1. The basic idea in the proof is to note first that constancy of the pointwise Kronecker indices $\left(n_{p}(M), \ldots, n_{m}(I I)\right)$ is equivalent to constancy of the rank

$$
r_{j}(M)=\operatorname{rank}\left(G(M), F(M) G(M), \ldots, F^{j-1}(M) G(M)\right)
$$

(as the $r_{j}(M)$ form the dual partition to the partition $\sum r_{i}(M)=n$ of $n$ ) and that hypothesis on $R$ now implies the freeness of the projective modules

$$
\text { (0) } \quad \operatorname{span}(G) \quad \operatorname{span}(G, F G) \quad \ldots \quad \operatorname{span}\left(G, G F, \ldots, F^{n_{G}}\right)=X .
$$

A careful choice of basis now puts $\sigma=(F, G)$ in a standard canonical form, in which form coefficient assignability is immediate. For a very careful proof, see [21b].
2. This is also the route taken in [11]. However, the proposed extension (by working locally and then trying to patch local solutions) of this argument to cover arbitrary $R$ and projective $\boldsymbol{\lambda}$ is incorrect--as Example 5.6 amply demonstrates.
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3. I would like to raise the question: Can Proposition 5.7 be improved upon by assuming only that

$$
\sum_{i=1}^{m} i n_{i}(N)=\text { constant } ?
$$

This is much more applicable, and I know of no counterexample.
He close this section with a few corollaries to Proposition 5.7.

Corollary 5. 8 (Sontag) If $R$ is semilocal, then to say $\sigma$ is reachaile is to say $\sigma$ is coefficiert assignaile.

Proof ([41]) A semi-iocal ring has only finitely many maximal ideals, by definition. Thus, $\max (R)$ is discrete and every function is locally constant.

Corollary 5.9 (Brockett and Willems) If $R$ is the groxp alezeme of a finite abelian group, then to say $\sigma$ is reacinole is to say $\sigma$ is coejjicient assignable.

This follows, although not historically ([17]), from Corollary 5.8 or from somewhat deeper considerations. That is, one measure of the complexity of calculations in $R$ is the structure of set of primes of $R$,

$$
\operatorname{spec}(R) .=\{P: P \text { a prime ideal of } R\},
$$

and in particular of the Krull dimension of R--i.e., the least upper bound of the lengths of chains of prime ideals of $R$ (see Introductory Chapter, Section VI). Note that any P.I.D. has dimension 1 , whereas a field has dimension 0.

Corollary 5.10 If $R$ has k'rull dimension 0 , then to say $\sigma$ is reachable over $R$ is to say $a$ is cocjficient assicrajize.

One example of such a ring, in addition to the group algebras of Corollary 5.9, is furnished by the class of Boolean rings. Indeed, for any ring of dimension $0, \max (R)$ is a Boolean space and based on the general (sheaf-theoretic) structure theory for such rings, we may apply Proposition 5.7.

The present state of affairs is rather intriguing. Morse's Theorem suggests that zero assignability is perhaps related to reachability for rings of Krull dimension 1, while Example 6.1 shows that reachability does not imply zero assignability in dimension 2.
$\cdot$
56. THE COUNTEREXAMPLES OF BUMBY, SONTAG, SUSSMAMIN AND VASCONCELOS.

- In this section we present recent counterexamples ([8]) to zero assignability (over $R(x, y])$ and to coefficient assignability (over $\mathbb{Z}$, or $\mathbb{R}[x])$. Indeed, all that we do here is for systems $\sigma$ with rank $X=2$. Note that, in this case, as an easy consequence ([10], Corollary 4.2) of the results in 55 , one knows for $R$ a polynomial ring or the ring $\mathbb{Z}$ :

Let $n=2$ or 3, and suppose $G(M)$ has constant rank for all $M \in \max (R)$. Then $\sigma=\left(F, G_{2}\right)$ is reachable if, and only if, $\sigma$ is coefficient assignable.

Example 6.1 Let $R=R\left[\lambda_{1}, \lambda_{2}\right]$ and consider $\sigma=(F, G)$ :

$$
F\left(\lambda_{1}, \lambda_{2}\right)=\left(\begin{array}{cc}
1 & -1  \tag{6.1}\\
1 & 1
\end{array}\right), G\left(\lambda_{1}, \lambda_{2}\right)=\left(\begin{array}{cc}
\lambda_{1}+\lambda_{2} & \lambda_{1}+\lambda_{2}-1+\lambda_{1}^{2}+\lambda_{2}^{2} \\
\lambda_{2}-\lambda_{k} & \lambda_{2}-\lambda_{1}+1-\lambda_{1}^{2}-\lambda_{2}^{2}
\end{array}\right)
$$

Notice that $\sigma$ is reachable over $R_{\mathbb{C}}=\mathbb{C}\left[\lambda_{1}, \lambda_{2}\right]$. Indeed, it is easy to compute the Kronecker indices $\left(n_{1}(\lambda), n_{2}(\lambda)\right)$ of $\sigma$. Consider the algebraic sets in $\mathbb{T}^{2}$,

$$
\begin{aligned}
& v_{1}^{\mathbb{C}}=\left\{\left(\lambda_{1}, \lambda_{2}\right): \lambda_{1}^{2}+\lambda_{2}^{2}=1\right\}, \\
& v_{2}^{\mathbb{C}}=\left\{\left(\lambda_{1}, \lambda_{2}\right): \lambda_{2}=0\right\} .
\end{aligned}
$$

With this notation,

$$
\left(n_{1}(\lambda), n_{2}(\lambda)\right)= \begin{cases}(2,0) & \text { if } \lambda \in V_{1} \cup V_{2},  \tag{6.2}\\ (1,1) & \text { otherwise }\end{cases}
$$

In either case, $n(\lambda)=n_{1}(\lambda)+n_{2}(\lambda)=2$, so $\sigma$ is reachable over $R_{T}$. However, one cannot find $K\left(\lambda_{1}, \lambda_{2}\right)$ defined over $R$ such that

$$
\operatorname{det}(s I-(F+G K))=s(s+1)
$$

For then, as it were, the submodule

$$
\operatorname{ker}(F+G K) \subset R^{(2)}
$$
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is complenented and hence gives rise to a splitting of $\mathbb{R}$-modules

$$
\begin{equation*}
R^{(2)} \propto M_{0} \oplus M_{-1} . \tag{6.3}
\end{equation*}
$$

with each $M_{i}$ free of rank 1 . But, to say $M_{0}$ is free is to say there exists $u \in R^{(2)}$, a unimodular element a posteriori, such that $V=F^{-1} G u$ is a generator for $M_{0}$. Computing along the real points of $v_{1}^{\mathbb{C}}$, viz. $s^{\prime}$,

$$
v(\lambda)=\binom{v_{1}(\lambda)}{v_{2}(\lambda)}=\left[\begin{array}{cc}
\lambda_{2} & \lambda_{2}  \tag{6.4}\\
-\lambda_{1} & -\lambda_{1}
\end{array}\right)\left[\begin{array}{l}
u_{1}\left(\lambda_{1}, \lambda_{2}\right) \\
u_{2}\left(\lambda_{1}, \lambda_{2}\right)
\end{array}\right]
$$

is a non-zero tangent vector field to $s^{l}$, extendable throughout $\mathbf{R}^{2}$. By the Poincare-Bendixson Theorem, $v(\lambda)$ has a zero inside the unit disc, contradicting unimodularity.

Next, consider the question of coefficient assignability for $\mathbf{2 \times 2}$ systems over a P.I.D. As an example, consider the following system $\sigma$ defined over $R=\mathbb{Z}$.

Example 6.2

$$
F=\left(\begin{array}{ll}
0 & 0 \\
3 & 1
\end{array}\right), \quad G=\left(\begin{array}{ll}
1 & 0 \\
0 & 8
\end{array}\right)
$$

For $p$ a prime, the Kronecker indices of $\sigma(p)$ are given by

$$
\left(n_{1}(p), n_{2}(p)\right)= \begin{cases}(2,0) & \text { if } p \text { is even, } \\ (1,1) & \text { if } p \text { is odd. }\end{cases}
$$

Consider the monic polynomial, $p(s)=s^{2}+1$, noting that neither Theorem 5.2 nor Corollary 5.5' apply. In fact, the system of Diophantine equations

$$
\begin{align*}
& \operatorname{tr}(F+G K)=1  \tag{6.4a}\\
& \operatorname{det}(F+G K)=1 \tag{6.4b}
\end{align*}
$$

has no solution

$$
k=\left[\begin{array}{ll}
x & y \\
w & v
\end{array}\right] \in M_{2}(z) .
$$

To see this, substitute a solution of (6.4a) into (6.4b), obtaining

$$
\begin{equation*}
100 w^{2}+10 w-1=(-y)(3+10 v) \tag{6.4}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(100 w^{2}+10 w-1\right) \equiv 0 \bmod (3+10 v) \tag{6.5}
\end{equation*}
$$

Now (6.5) has a solution if and only if the discriminant $1=$ 500 is a square modulo $|3+10 \mathrm{~V}|$, if and only if 5 is a square modulo $|3+10 v|$. It can be shown using quadratic Reciprocity that this occurs if, and only if, 3 is a square modulo 5, contrary to fact.

One may construct a similar counterexample over $\mathbb{R}[x]$; in contrast, all reachable $2 \times 2$ systems over $\mathbb{C}[x]$ are cosfficient assignable ([B]). More generally, if $R$ is a P.I.D., then following the matrix operations in [36], ( $F, G$ ) may be taken (modulo state feedback) in the form

$$
F=\left(\begin{array}{ll}
0 & 0 \\
b & 1
\end{array}\right), \quad G=\left(\begin{array}{ll}
1 & 0 \\
0 & c
\end{array}\right)
$$

where $(b, c)=1$. Now following [8], if $f(s)=s^{2}-\alpha s+s$, then arguing as above leads to the condition: if there exists $K \in M_{2}(F)$ satisfying

$$
\begin{equation*}
\operatorname{det}(s I-F-G K)=f(s), \tag{6.6}
\end{equation*}
$$

then $\alpha^{2}-48$ is a square $\bmod (p)$, for any irreducible $p$ dividing $b+c v$. That is, the solvability of ( 6.5 ) implies

$$
\begin{align*}
& \text { the monic } f(s) \text { splits modulo } p \text {, for each } \\
& \text { prime } p \mid b+c v, \tag{6.7}
\end{align*}
$$

This is in harmony with Morse's Theorem--where $f(s)$ is assumed to split over $R$. And, if $R$ has the property for $p \in \max (R)$, $\operatorname{char}(R /(p)) \neq 2$, then ( 6.7 ) is also sufficient, giving a refinement of Morse's Theorem in the $2 \times 2$ case. It appears that the general case lies much deeper. Noreover, the criterion (6.7) involve the unknown quantity $v$ and for this reason is not always easy to apply. As a final remark, we may include $\mathbb{Z}$
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but, of course, special care must be taken in including, the
prime $p=2$.

## 57. STABILIZABILITY OF PARAMETERIZED FAMIILIES, DELCHAAP'S LEMMA

Consider a parameterized family of linear systems,

$$
\begin{equation*}
\dot{x}(t)=F(\lambda) s(t)+G(\lambda) u(t), \quad x(0, \lambda)=x_{0}(\lambda), \tag{7.1}
\end{equation*}
$$

real analytic in $\lambda \in \Lambda$, an open subset of $\mathbb{R}^{N}$ (although we could, of course, take $\Lambda$ to be a real analytic sutmanifold of $\left.\boldsymbol{R}^{N}\right)$. We seek a real analytic $K(\lambda)$ such that the force-free closed-loop system

$$
\begin{equation*}
x(t)=(F(\lambda)+G(\lambda) K(\lambda)) x(t) \tag{7.2}
\end{equation*}
$$

is asymptotically stable, for all $\lambda$. It is natural to find such a $K(\lambda)$ by solving a variational problem, in this case a quadratic optimal control problem leading to an algebraic Riciati equation for $K(\lambda)$. Now, a lemma of D. Delchamps' applies the implicit function theorem--on the manifold of controliable pairs ( $F, G$ )--to show that such a $K(\lambda)$ can be chosen real analytic in $\lambda$. This also applies to $c^{k}$-families, for $k \geq 1$, and by $a$ little global reasoning we extend this to continuous fanilies as well. We begin by giving an exposition of these ideas.

First, suppose $\Lambda=R^{\prime \prime}$ and $\sigma=(F(\lambda), G(\lambda))$ is controllable for all $\lambda$. If the Kronecker indices $\left(n_{p}(\lambda), \ldots, n_{m}(\lambda)\right)$ of $\sigma$ are constant, then we can place the spectrum of $F(\lambda)$ arbitrarily (modulo the constraint that the eigenvalues form a self-conjugaie set) and thus, in particular, find a stabilizing $K(\lambda)$ as in (7.2). In order to mentivate what follows, we offer another proof of this fact. Set

$$
C(n, m)=\left\{(F, G):(F, G) \text { is controllable, } F^{n \times m}, G^{n \times m}\right\},
$$

and denote the state feedback group of $F_{s}=F_{s}(R)$. Thus, one has a real algebraic group action

$$
\begin{equation*}
\mathscr{F}_{s} \times C(n, m)=C(n, m) \tag{7.3}
\end{equation*}
$$

with finitely many orbits

$$
O_{(F, G)}=\left\{g(F, G): g \in \bar{\sigma}_{s}\right\} .
$$
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parameterized by the partition

$$
\sum_{i=1}^{m} n_{1}=n_{1} \quad n_{1} \geq n_{2} \geq \ldots \geq n_{m} \geq 0
$$

of the McMillan degree $n$ into the Kronecker indices. Now, a real analytic family $\sigma=(F(\lambda), G(\lambda))$, for $\lambda \in \Lambda_{\text {, }}$ is given by a real analytic function,

$$
\begin{equation*}
f_{\sigma}: \Lambda \rightarrow C(n, m), \tag{7.4}
\end{equation*}
$$

and conversely. In this context, to say that the Kronecker indices are constant is to say that the function

$$
f_{\sigma}: \Lambda \rightarrow O_{(F, G)} \in C(n, m)
$$

has its range in a single orbit of the action (7.3). Thus, if

$$
\mathscr{H}_{(F, G)}=\left\{g \in \mathscr{F}_{s}: g(F, G)=(F, G)\right\}
$$

one has a real analytic map, for ( $F, G$ ) a point on $\mathcal{O}$,.

$$
\begin{equation*}
f_{\sigma}: \Lambda \rightarrow \mathscr{F}_{s} / \mathscr{H}_{(F, G)} \tag{7.5}
\end{equation*}
$$

A study of the topology of $\boldsymbol{F}_{s} / / \mathscr{H}_{(F, G)}$ was begun in [4], where (for example) formulae, in terms of the Kronecker indices, for the number of connected components and for the dimension of $\tilde{S}_{s} / \mathscr{H}_{(F, G)}$
are given. Here, we need only know that $\pi$ is a homogeneous space which is the base of an $\mathscr{H}_{(F, G)}$ fiber bundle $\vec{x}_{s} \rightarrow \vec{x}_{s} \mid \mathscr{H}_{(F, G)}$
In particular, $f_{\sigma}$ in (7.5) induces an $\mathscr{N}_{(F, G)}$-bundie on A ,
viz.

$$
\begin{equation*}
\mathscr{R}_{\sigma}^{*} \mathscr{S}_{j} \rightarrow \Lambda \tag{7.6}
\end{equation*}
$$

and to say (7.6) is trivial is, of course, to say that by using real analytic state feedback one can put $(F(\lambda), G(\lambda))$ into a canonical form which is independent of $\lambda$. For example, by choosing $\mathscr{H}$ to be the isotropy subgroup of the Brunovsky normal form one obtains a global Brunovsky form. In any case, coefficient assignability follows from the result over a field. Assuming $\Lambda=R^{N}$, such a bundle is trivial and therefore $(F(\lambda), G(\lambda))$ is coefficient assignable over the ring $R=C^{\omega}\left(R^{N}\right)$.

With this notation in mind, consider the variational problem on $C(n, m)$, where $L(\sigma)$ is an arbitrary real analytic, positive
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definite form in $\sigma \in C(n, m)$ : minimize the functional.

$$
n=\int_{0}^{\infty}\left(s^{\prime}(t) L(0) s(t)+u(t) u^{\prime}(t)\right) d t
$$

along trajectories $(s(t), u(t))$ of the system $\sigma$.

$$
\frac{d x}{d t}(t)=F x(t)+G u(t),
$$

initialized at some (fixed) real analytic state vector, $x_{0}=x_{\sigma}$.
It is well-known that for a single system $\sigma=(F, G)$ the minimizing control is given by

$$
u_{\sigma}(t)=-G^{\prime} K(\sigma) \exp \{(F-G G ' K(\sigma)) t\} x_{\sigma} .
$$

where $K_{\sigma}$ is the unique positive definite solution to algebraic Riccati equation

$$
\begin{equation*}
F^{\prime} K(\sigma)+K(\sigma) F-K(\sigma) G G^{\prime} K(\sigma)+4(\sigma)=0, \cdots \tag{7.7}
\end{equation*}
$$

D. Belchamps has shown me a proof that $K(\sigma)$ is real analytic in 0 , we only need consider the case $L(\sigma)=$ I. In this case, $V=\left\{\right.$ positive definite symmetric forms on $\left.R^{n}\right\}$ and consider the real analytic map $\pi$

$$
c(n, m) \times V \rightarrow C(n, m)
$$

restricted to the subvariety $X=\{(\sigma, K)$ satisfying (7.7) $\}$. Lemma 7.1 (Dilchamps) $X$ is a submanifold and $\pi l_{X}$ is a submission, which 0-dimensional fibers. In partioular, $\pi$ is a real analytic diffeomorphism with irverse $K(\sigma)=\left(\sigma, K_{\sigma}\right)$.

Now consider the universal family of systems, $\sigma=$ ( $F(\sigma), G(\sigma)) \in C(n, m)$, parameterized by the real analytic manifold $C(n, m)$. Since for each fixed $\sigma$, the choice of state feedback $\tilde{K}(\sigma)=G^{\prime}(\sigma) K(\sigma)$ renders the closed-loop system

$$
\dot{x}(t)=(F(\sigma)+G(\sigma) \tilde{K}(\sigma))
$$

asymptotically stable Deichamps Lemma implies the existence of a stabilizing gain, for all $\sigma$, analytic in $\sigma$. In particular, if $\Lambda \subset C(n, m)$ is a submanifolic then restricting $\tilde{K}$ one obtains a stabilizing gain for $(F(\lambda), G(\lambda))_{\lambda \in \Lambda}$ analytic in $\lambda$. More generally,
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Proposition 7.2 If $(F(\lambda), G(\lambda))$ is $c^{k}$ in $\Lambda, k \geq 0$, then - there exists a gain $\tilde{K}(\lambda), c^{k}$ in $\Lambda$, for which the closed2oop system

$$
\begin{equation*}
x(t)=(\dot{F}(\lambda)+G(\lambda) \tilde{k}(\lambda)) x(t) \tag{7.8}
\end{equation*}
$$

is asymptotical2y stable, for all $\lambda$. In fact, $\tilde{K}$ is a finction of the system $(F(\lambda), G(\lambda))$.

Proof. ( $F(\lambda), G(\lambda)$ ) defines a $c^{k}$-function

$$
f: \Lambda \rightarrow C(n, m)
$$

as in (7.4). By composing the real analytic gain $\tilde{\mathrm{K}}(\sigma)$ with $f$ one obtains a $C^{k}$-gain, rendering $(7,8)$ stable for all $\lambda$.

## Remarks.

1. What is surprising here is that the $C^{0}$ case comes out so easily, indeed much more is true--for example, similar conciusions hold for Lipschitz continuous functions or $L^{\infty}$ functions on a finite measure space, by applying the Gel'fand representation to the Banach algebra $L^{\infty}(X)$ ([12]). In fact, similar cuestions for $\ell$ arise in recent work by $E$. Kamen on half-plane digital filters.
2. Dc Delchamps proved a more general form of Lemma 7.1 in order to construct a matric, the Riccati metric, on the state bundle of the moduli space $\{(F, G, H)\} / G L(n, R)$ and to study $i$ ts properties. Some of his work will appear in the proceedings of this conference, published by the Alls.
3. Constancy of the Kronecker indices is, of course, a very stringent assumption, and it is interesting to study the limiting behavior of the $\left(n_{i}(\lambda)\right)$. Thus, if the $\left(n_{i}(\lambda)\right)$ are generically constant, then

$$
\mathscr{F}_{\sigma}: \Lambda \rightarrow \operatorname{Closure}\left(\sigma_{1}\right) \in C(n, m)
$$

where $O_{1}$ is the orbit corresponding to the generic value of the $\left(n_{i}(\lambda)\right)$. As one can see by examining the matrices $(F(\lambda), G(\lambda))$, the partition ( $\tilde{n}_{\mathfrak{i}}$ ) occurs as a limit, or specialization, of the partition $\left(n_{\mathfrak{j}}\right)$ only if $\left(\tilde{n}_{\mathfrak{j}}\right) \geq\left(n_{\mathfrak{j}}\right)$ in the Rosenbrock ordering

$$
\tilde{n}_{1} \geq n_{1}, \tilde{n}_{1}+\tilde{n}_{2} \geq n_{1}+n_{2}, \ldots
$$

as one may observe in Example 6.1. From the vector bundle point
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of view, this fllustrates the result of Shatz ([43]) that the Grothendieck decomposition of $H_{o}$ rises in the HarderNarasimhan ordering under specialization ([43]). It has been proven (independently) by Hazewinkel, Kalman, and llartin that $O_{n}$ Closure $\left(O_{n}\right)$ iff $\hat{n} \geq n$ in the ubiquitous, or preferably the natural, ordering (*).
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## Abstract

Classical control theory is concerned with the topics in our title in the context of single-input/single-output systems. There is now a large and growing literature on the extension of these ideas to the multi-input/multi-output case. This development has posed certain difficulties, some due to the intrinsic nature of the problem and some, we would argue, due to an inadequate reflection on what the multivariable problem calls for. In this paper we describe what seems to us to be the natural multivariable analogues of these concepts from classical control theory. A rather satisfactory generalization of the Nyquist Criterion will be described, and a clear analog of the asymptotic properties of the root locus will be obtained in the "multi-parameter" case. However, an example is given which illustrates the quite surprising fact that the root locus map is not always continuous at infinite gains. This calls for a new ingredient, a compactification of the space of gains, and perhaps the most interesting new feature in this circle of ideas comes in the area of pole placement. This problem is difficult in the multivariable case, but by establishing a correspondence with a classical set of problems in geometry we are able to understand its main aspects and to derive results on pole-placement by output feedback over the real field.

## 1. Introduction

It is commonly felt that the standard ideas involved in the classical techniques of root locus and Nyquist stability do not have natural generalizations to the multivariable case and that although partial generalizations of various kinds exist, those methods which are most useful are often the most ad hoc. In this paper we want to develop this circle of ideas emphasizing on one hand that there does exist one, rather natural (from a mathematical point of view), generalization of the Nyquist stability criterion and one rather natural generalization of root locus. Unfortunately, these mathematical generalizations require constructions in higher dimensional spaces and so some of the graphical appeal is lost. However, by starting with the right "pure" generalization it is easier to understand what is being gained and lost when one adopts one or more of the somewhat specialized techniques such as one finds in the literature of multivariable design.

What we will show here is that the natural analog of the Nyquist locus is a curve which is plotted not in the complex plane (or the Riemann sphere) but rather in a certain "Grassmann space" consisting of $m$-dimensional subspaces of an $m+p$ dimensional space where $m$ is the number of inputs and $p$ the number of outputs. Thus, this curve is a curve in an mp dimensional space. A feedback gain $k$ corresponds to a choice of p-dimensional subspace, i.e., a point in a dual Grassmann space. The analog of the Nyquist locus passing
through the point $-1 / k$ is that of the curve of $m$-dimensional subspaces intersecting the p -dinensional subspace $\mathrm{gr}(\mathrm{k})$ in a nontrivial way. Using some elementary ideas from algebraic geometry, we are able to state a generalized Nyquist theorem relating the number of poles in the right half-plane after feedback to the number before feedback and to a winding number.

Root-locus theory also fits into this analysis in a natural way. With $m$ and $p$ as above, the gain is thought of as a point in the space of $p$-dimensional subspaces of an ( $m+p$ )-dimensional space. The root locus itself is the point set consisting of all possible closed loop poles. We show that if the number of gains ( $=$ mp) is less than or equal to the number of poles ( $=\mathrm{n}$ ) then there is--generically--a version of the asymptotic ( $k+\infty$ ) analysis which one does in single variable root locus theory. However, even in this case there is not just one "infinite gain" and this, in part, explains the controversial nature of what a zero of a multivariable sjstem should be.

Both the Nyquist ideas and the root-locus ideas have recently proved useful in understanding the pole placement problem for output feedback. We discuss this problem from the point of view outlined above and give some new results based on earlier work done by algebraic geometers in connection with the Schubert calculus.

## 2. The Nyquist Locus

The point of view we use here results in a very natural and clean generalization of the Nyquist criterion. However, it does involve the geometry of the so-called Grassmann manifolds in an essential way. Since this is essential, and at the same time, not yet too familiar to many people working in automatic control, we begin with some background notation and ideas.

Let $C^{n}$ denote the set of all conplex $n$-tuples, regarded as a vector space in the obvious way. The set of all complex lines in $c^{n}$ can be thought of as equivalence classes $\left[x_{1}, \ldots, x_{n}\right]$ of points in $\mathbb{C}^{\mathfrak{n}}-\{0\}$ wi.th $\left(x_{1}, x_{2}, \ldots x_{n}\right)$ being equivalent to $\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ if and only if there exists $\alpha \in \mathbb{C}-\{0\}$ such that $\alpha x=y$. This is called $\mathrm{n}-1$ dimensional projective space and is denoted by $\mathbb{P}^{\mathrm{n}-1}$. Likewise, we can consider the set of all complex tio-dimensional subspaces in $\mathbb{C}^{n}$. These can be identified with equivalence classes of pairs of linearly independent vectors in $\mathbb{C}^{n},\left\{x, x^{\prime}\right\}$ whereby two pairs $\left\{x, x^{\prime}\right\}$ and $\left\{y, y^{\prime}\right\}$ are regarded as being equivalent if they span the same two-dimensional subspace. More generally, we may consider equivalence classes of $p$ linearly independent vectors in $\mathbb{C}^{n}$, say $\left\{x^{1}, x^{2}, \ldots, x^{p}\right\}$, with the understanding that two such sets of vectors are equivalent if and only if they span the same subspace of $\mathbb{C}^{n}$. This set of p-planes in $n$-space will be denoted by Grass( $p, n$ ). Of course, if $p=1$ we recover our previous construction, $\operatorname{Grass}(1, n) \simeq \mathbb{P}^{n-1}$. Grass $(p, n)$ actually admits the structure of an analytic manifold and also that of a nonsingular algebraic variety.

This is the Grassmann manifold of $p$ planes in $n$-space and we will need to concern ourselves with its geometry.

To being with, the dimension of $\operatorname{Grass}(\mathrm{p}, \mathrm{n})$ is $\mathrm{np}-\mathrm{p}^{2}$. To see this, think of Grass ( $\mathrm{p}, \mathrm{n}$ ) as being a collection of equivalence classes in the space of $n$ by $p$ matrices of rank $p$ with two such being equivalent if for some nonsingular $p$ by $p$ matrix we have

$$
M_{1} P=M_{2} .
$$

Since the $n$ by $p$ matrices of full rank form an $n p$-dimensional manifold, and since the equivalence relation identifies with one point a $p^{2}$-dimensional family of points, we see that $\operatorname{Grass}(p, n)$ is a manifold of dimension $n p-p^{2}$. A second important point is the inherent duality between $\operatorname{Grass}(\mathrm{p}, \mathrm{n})$ and $\operatorname{Grass}(\mathrm{n}-\mathrm{p}, \mathrm{n})$. The formula

$$
\operatorname{dim} \operatorname{Grass}(n-p, n)=n(n-p)-(n-p)^{2}=m p-p^{2}=\operatorname{dim} \operatorname{Grass}(p, n)
$$

suggests a possible identification between these spaces. In fact, they do define the same abstract analytic manifold and Grass ( $\mathrm{n}-\mathrm{p}, \mathrm{n}$ ) is called the dual of Grass $(\mathrm{p}, \mathrm{n})$. The reason for this terminology will become apparent: it turns out that a point $x \in \operatorname{Grass}(p, n)$ canonically determines a hypersurface $\sigma(x)$ in $\operatorname{Grass}(n-p, n)$.

In ordinary calculus a curve is usually a mapping from some interval $I \subset \mathbb{R}$ to some real manifold $M$. For our present purposes it seems best to take the vieupoint found in algebraic geometry and to call an analytic mapping of any Riemann surface into a (complex) analytic manifold a curve. Of course, this means that

2 curve is an object of real dimension 2 (or complex dimension one). For example, any rational function gives us a curve since it maps the Riemann sphere into itself. Complex, nonsingular, algebraic varieties are special kinds of complex analytic manifolds which enjoy the property that they can be covered by coordinate charts such that coordinates in overlapping meighborhoods are related by rational maps. An algebraic cumve is then a mapping of some Riemann surface into an algebraic variety which can be defined by rational functions.

Classically, the Nyquist locus is defined as the image of the imagainary axis in $\mathbb{C}$ under the mapping $\phi_{\mathbf{g}}: \mathbf{C} \rightarrow \mathbb{C}$ defined by

$$
\phi_{g}(s)=g(s)
$$

There is, however, an alternative way of thinking about this which more readily suggests the generalization we want to use. Consider the fact that $g(s) u=y$, which can be written as

$$
[g(s),-1]\left[\begin{array}{l}
u \\
y
\end{array}\right]=0
$$

In this form, it defines a mapping of the complex plane $\mathbb{C}$ into the set of (complex) lines in $\mathbb{q}^{2}$ according to the rule

$$
\mathbf{s} \mapsto \operatorname{Ker}[g(\mathrm{~s}),-1]
$$

Moreover, if we add a point at infinity to $\mathbb{C}$ to get the Riemann sphere then this same relation gives a mapping of the Riemann sphere into the space of (complex) lines in $\mathbb{T}^{2}$, i.e., a mapping
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of the Riemann sphere into $\mathbf{P}^{1}$. Incidentally, and we will make use of this point of view later, this makes it clear that the Riemann sphere and the complex projective space $\mathbf{P}^{\mathbf{1}}$ are the same space.

The basic multivariable feedback equations

$$
G(s) u=y ; u=-K y
$$

which we prefer to write as

$$
\left[\begin{array}{lc}
G(s) & -I_{p} \\
I_{m} & K
\end{array}\right]\left[\begin{array}{l}
u \\
y
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

have a solution if and only if the kemels of $\left[G(s),-I_{p}\right]$ and [ $\left.\mathrm{I}_{\mathrm{m}}, \mathrm{K}\right]$ intersect in a nontrivial way. Following the imovative paper of Hermann anc Martin [11], we now define the Nyquist locus of a $p$ by $m$ transfer function $G(s)$ to be the points, on the algebraic curve in $\operatorname{Grass}(m, m+p)$ given by

$$
s \notin \operatorname{Ker}\left[G(s),-I_{p}\right],
$$

which are the images of points on the imaginary axis, $\operatorname{Re} s=0$. This conclusion has the distinct advantage that the Nyquist contour is the image of the closed imaginary axis, which is a circle in $\mathbb{P}^{1}$, in a space where the transfer function takes its values, viz., the Grassmannian Grass $(m, m+p)$, It is important to notice that in general this space is formally different from, but dual to, the space $\operatorname{Grass}(p, m+p)$ where the gains live (i.e., except when $m{ }^{m} p$ ).

Remark. Note that the curve in Grass ( $m, m+p$ ) defined by

$$
s \mapsto \text { Image }\left[\begin{array}{c}
I_{m} \\
G(s)
\end{array}\right]
$$

is the same as the curve defined above, since

As in many aspects of linear algebra, we find it convenient for some purposes to work with kernels and for other purposes to work with spans. In particular, to get our definition to specialize to the usual Niyquist locus we need only choose to represent lines in $\mathbb{C}^{2}$ by

$$
\operatorname{span}\left[\begin{array}{c}
1 \\
g(s)
\end{array}\right]
$$

In the paper cited above [11], Hermann and Martin interpreted the McMillan degree and the Kronecker indices of systems in terms of this algebraic curve. In 解楽 next section we show how these ideas lead to a clean generalization of the Nyquist criterion, and in Section 6 we will use a geometric reinterpretation of the pole placement problem based on these ideas.

Finally, these ideas also play an important role in our study of root loci since, at a very primitive level, the Grassmannian
setting allows us to precisely define what we mean by an infinite gain and to study the corresponding questions about asymptotic and limiting behavior in the presence of compactness. This description of an infinite gain is new in the control theory literature and is inportant in all that follows. Therefore, we will devote the remainder of this section to an exposition (see [4]) of this circle of ideas.

Since a real gain $K$ may be regarded as a point $K \in \mathbb{R}^{m p}$, the real vector space of matrices, it is perhaps at first glance tempting to use the usual Euclidean picture of a single point at infinity, with the convention that whenever $\|K\| \rightarrow \infty, K$ approaches infinity. If $m p>1$, this is somewhat unnatural, since for example,

$$
\mathrm{K}_{\lambda}=\left[\begin{array}{ll}
\lambda & 0 \\
0 & \lambda
\end{array}\right], \quad \tilde{\mathrm{K}}_{\lambda}=\left[\begin{array}{ll}
1 & \lambda \\
0 & 1
\end{array}\right]
$$

both tend to infinity in this sense but, as relations $u=K y$ between outputs and inputs impose different limiting behavior on the closed loop systems.

Explicitly, $u=K_{\lambda} y$ is the linear relation

$$
\begin{array}{lll}
u_{1}=y_{1} & \text { or } & (1 / \lambda) u_{1}=y_{1} \\
u_{2}=y_{2} & (1 / \lambda) u_{2}=y_{2}
\end{array}
$$

and, therefore, as $\lambda \rightarrow \infty, K_{\lambda}$ approaches the linear constraint
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$$
y_{1}-y_{2}=0
$$

among the input-output variables $u_{1}, u_{2}, y_{1}$, and $y_{2}$, In Section 5 , a physical interpretation of such limiting constraints is offered, but for now it is important to observe that, as linear constraints among the input-output variables, the families $K_{\lambda}$ and $\tilde{\mathrm{K}}_{\lambda}$ have different asymptotic behavior. For, as the reader can check, as $\lambda+\infty, \tilde{X}_{\lambda}$ approaches the linear relation

$$
u_{2}=y_{2}=0
$$

It is therefore desirgble to allow for many points at infinity, precisely so as to account for differences in the limiting behavior of the constrained relations $u=K_{\lambda} y$. With this basic consideration in mind, it is natural to study the set--or as it turns out, the manifold--of linear relations between $u$ and $y$. Nore geometrically, setting $U=\mathbb{R}^{\mathbb{m}}$ and $Y=\mathbb{I}^{p}$, the gain relation $u=K y$ is represented by its graph, viz., the p-plane

$$
\operatorname{sr}(K)=\{(K y, Y): y \in Y\} \in U \theta Y
$$

Of course, not every $p$-plane in $U \oplus Y$ space can be represented as a graph of a linear function $K: Y * U$, since such a p-plane is necessarily complemontary to $U$. Thinking of a p-plane $V$ as a point in the real Grassmannian Grass $_{\left.\mathbb{R}^{( }\right)}(p, m+p)$, wo have two altematives:
(i) $V$ is the graph of a linear function (or gain) $K: Y+U$,
(ii) $V \in o(U)=\left(W \mid \operatorname{dim}(\mathbb{N} \cap U) \geq 1, W \in \operatorname{Grass}_{\mathbb{R}}(p, m+p)\right\}$.

In the first case $V \in \mathbf{R}^{m}$ and in the second case $V$ lies in $\sigma(U)$ --the set of infinite gains. It should be clear geometrically that $\mathbf{R}^{\text {mp }}=\operatorname{Grass}(p, m+p)-\sigma(U)$ is dense and that every limiting value $\mathrm{V} \in \sigma(\mathrm{U})$ represents a linear constraint between $u$ and $y$, just as in the example above.

For any $m$-plane $W$ in ( $m+p$ )-space we can define the subset (V) of Grass $\mathbb{R}^{(p, m+p) \text { defined by }}$

$$
\sigma(W)=\left\{V \mid \operatorname{dim}(W \cap V) \geqslant 1 ; W \in \operatorname{Grass}_{\mathbb{R}}(\mathrm{m}, \mathrm{~m}+\mathrm{p})\right\} .
$$

Such a hypersurface is known as a Schubert hypersurface (associated to $W)$. In this language $\sigma(\mathrm{U})$ is the Schubert hyparfaurface of infinite gains [4], [15]. Similar remarks apply to complex gains in the setting of complex $p$-planes in $\mathbb{C}^{m+p}$, i.e., in $\operatorname{Grass}_{\mathbb{C}}(p, m+p)$.

We shall now eliminate the subscripts $\mathbb{R}$ and $\mathbb{C}$, since whether we are working with real planes or complex planes should be clear from the context.

Example. If $\mathrm{m}=\mathrm{p}=1$, we are proposing the consideration of Grass $(1,2)=\mathbb{P}^{1}$, the space of lines through 0 in $\mathbb{R}^{2}$, which is a circle since each line is parameterized by the angle it makes with the $Y$-axis. Note that in this special case $\sigma(U)=\{U\}$ is just the line $\{U\}$ itself, as is shown in the figure below.


Figure 2.1

Therefore, if $m=p=1, \mathbf{P}^{\mathbf{1}}-\sigma(U)=\mathbb{R}$ and $\sigma(U)$ represents the point at infinity, in the standard euclidean sense.

More generally, if $m=p$ and $K$ is invertible then $j \&$ is easy to check that the graph of the function $K_{\lambda}: \lambda K y=u$, approaches $\{U\}$ as $\lambda$ goes to infinity. This implies that the closed loop poles approach the open loop zeroes, as is well known. However, $\operatorname{dim} \sigma(U)=m p-1$ and therefore there exists (if $m p>1$ ) a continum of possible limiting values in $\sigma(U)-\{U\}$, each corresponding to limiting values of more general 1 -parameter families $K_{\lambda}$. As we shall see in Sections 4 and 5 , for non-degenerate $G(s)$ to each of these infinite gains one can still assign an unordered n-tuple of limit points on the Riemann sphere and obtain asymptotic expressions for the corresponding root loci.
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## 3. The General Nyquist Criterion

The basic equality which lies at the heart of Nyquist's application of the principle of the argument to study stability is

$$
\mu=\rho+v
$$

where $\mu$ is the number of closed-loop poles in the right half-plane, $v$ is the number of open loop poles in the right half-plane, and $\rho$ is a winding number -- the number of times the Nyquist locus encircies the $-1 / k$ point in the clockwise direction. Although special techniques are readily developed to enable one to handle the case where the Nyquist locus is unbounded, in its primitive form one assumes that the Nyquist locus avoids two points, the point at $\infty$ and the point $-1 / k$. In the multivariable version we present here $\mu$ and $\psi$ will have virtually the same meaning; the Nyquist locus itself will be as defined above. The definition of the winding number $\rho$ will now be given.

As we have seen $t$ i feedback stability problem is concerned with the pair of equations

$$
\left[\begin{array}{cc}
G(s) & -I_{p}  \tag{3,1}\\
I_{m} & K
\end{array}\right]\left[\begin{array}{l}
u \\
y
\end{array}\right]:\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

Since ambiguity arises when for some value of swiw this pair has a nontrivial solution we must eliminate this possibility. Regarding the kernel of $\left[I_{m}, K\right]$ as a point in Grass ( $p, m+p$ ) suggests that ve introduce the Schubert hypersurface

$$
\sigma\left(\operatorname{Ker}\left[I_{m}, K\right]\right)=\left(W \mid \mathbb{N} \varepsilon \operatorname{Grass}(m, m+p): W \cap \operatorname{Ker}\left[I_{m}, K\right] \neq 0\right\}
$$

since in order to have a nontrivial solution of the above equations we need to have an Intersection between the Nyquist locus and $\sigma\left(\operatorname{Ker}\left[I_{m}, K\right]\right)$.

Our first result describes pole-placement by output feedback in terms of intersection properties.

Theorem 3.1: The closec-100p poles corresponding to a feedback gain matrix $K$ occur at the points $s_{i}$ where the algebraic curve $\operatorname{Rer}\left(G(s),-I_{p}\right) \subset G r a s s(m, m+p)$ intersects the Schubert hypersurface $\sigma\left(\operatorname{Ker}\left[I_{m}, K\right]\right)$. Proof: This is simply a reinterpretation of equation (3.1) above. The closed-loop poles are values of $s$ where (3.1) has a nontrivial solution but this occurs where $\operatorname{Ker}\left[G(s),-I_{p}\right]$ and $\sigma\left[\operatorname{Ker}\left(I_{m}, K\right)\right]$ intersect.

We now turn to the Nyquist criterion itself. In order to make sense out of the concept of a winding number we need to be sure we are working in a space in which the equivalence classes of homotopic closed curves can be put in one to one correspondence with the integers in such a way as to preserve the basic idea that traversing a closed curve $\Gamma$ and then a closed curve $\Gamma^{\prime}$ should result in a winding number which is the sum of the respective winding numbers $V(\Gamma)+\nu\left(\Gamma^{\prime}\right)$ and that traversing a closed curve $\Gamma$ in the opposite direction should result in the negative of the winding number associated with the original orientation. More precisely, the fundamental group of the space should be isomorphic to $\mathbb{Z}$, the additive group of the integers. We use $\pi_{1}$ to denote the fundamental group of a space (see [23], [9]). Lemma 3.2: For $i=1,2$, let $\sigma_{i} \subset$ Grass ( $p, p+m$ ) be Schubert hypersurfaces of the form described above derived from $m$-planes $W$ and $W^{\prime}$ which satisfy $\operatorname{dim}\left(\mathrm{W} \cap \mathrm{W}^{\prime}\right)=\min (0, \mathrm{p}-\mathrm{m})$. (That is, they intersect on a subspace of smallest possible dimension.) Then the fundamental group of Grass $(p, p+m)-\sigma_{1} \cup \sigma_{2}$ is isomorphic to 2.

This lema is, except for language, the same as the following one which is the form we will actually use in the proof of the Nyquist Criterion. The notation $C(n, \mathbb{C})$ refers to the set of all nonsingular $n$ by $n$ complex matrices--the general linear group of dimension $n$.

Lema 3.2 Let $K$ be a fixed $m$ by $p$ complex matrix of rank $r$. Then the set. of all $p$ by matrices $G$ such that

$$
\operatorname{det}\left[\begin{array}{ll}
G & -I_{P} \\
I_{m} & K
\end{array}\right] \neq 0
$$

is a connected complex manifold diffeomorphic to $G \ell(r, \mathbb{C}) \times \mathbb{C}^{m p-r^{2}}$. In particular, if $r \geqslant 1$, the fundamental group of this manifold is isomorphic to 2.

Proof of Lemma 3.2: The proof follows from the fact that the above matrix is invertible if and only if $K G+I_{m}$ is invertible or, equivalently, $G K+I_{p}$ is invertible. Let $P$ and $Q$ be invertible matrices such that

$$
\operatorname{PKQ}=\left[\begin{array}{ll}
I_{\mathbf{r}} & 0 \\
0 & 0
\end{array}\right] \begin{gathered}
\operatorname{def} \\
= \\
\Sigma
\end{gathered}
$$

Then $\operatorname{det}\left(G K+I_{p}\right)=\operatorname{det}\left(Q^{-1} G P^{-1} \Sigma+I_{p}\right)$. Thus we see that the rpper left $r$ by $r$ minor of $Q^{-1} G_{G P}^{-1}$ is such that when added to $I_{r}$ the result is a nonsingular matrix, the other components of $Q^{-1} \mathrm{GP}^{-1}$ being completely arbitrary. Thus we see that the admissible $G^{\prime}$ s are in one to one correspondence with the choice of a nonsingular $r$ by $r$ matrix and a point in a mp- $r^{2}$-dimensional vector space. It is well known [7] that $\pi_{1}$ of $Q(r, C)$ is isomorphic to $z$ for every $r \geqslant 1$. In fact, the determinant
mapping of $G \ell(m, C)$ into the nonzero complex numbers $C^{*}$, given by det: $G l(r, \mathbb{C}) \rightarrow \mathbb{C}^{*}$, gives a means of determining when two closed curves in $G(m, \mathbb{Q}$ ) are homotopic--they are if the image curves encircle zero in $\mathbb{c}^{*}$ the same number of times.

We adopt the following convention. If $\Gamma$ is a curve in Grass ( $m, m+p$ ) $-\sigma_{1} \cup \sigma_{2}$ as in the lemma, if $\sigma_{1}=\sigma\left[\operatorname{Ker}\left(I_{m}, 0\right)\right]$ and $\sigma_{2}=\sigma\left[\operatorname{Ker}\left(I_{m}, K\right)\right]$, then we define the winding number of $\Gamma$ with respect to $\sigma_{2}$ to be the net increase in argument of

$$
\operatorname{det}\left[\begin{array}{cc}
G & -I_{p} \\
I_{m} & K
\end{array}\right]=\operatorname{det}\left(C K+I_{p}\right)=\operatorname{det}\left(K G+I_{m}\right)
$$

as $\omega$ increases from $-\infty$ to $\infty$, divided by $2 \pi$.
With these preliminaries in hand, we now give a graphical test for stability which generalizes the classical result of Nyquist [18]. Of course it is important to observe that when counting poles in the right half-plane one counts the multiplicity of a given pole according to its contribution to the McMillan degree of $G(s)$.

Theorem 3.3: Suppose that $G(s)$ is a proper matrix valued rational function with no poles on $\operatorname{Re} s=0$ and suppose that the Nyquist locus does not intersect the Schubert hypersurface $\sigma\left[\operatorname{Ker}\left(I_{m}, K\right)\right]$ defined by the gain matrix K. Let $\mu$ be the number of closed loop poles in $\operatorname{Re} s>0$ and let $v$ be the number of poles of $G(s)$ in $\operatorname{Re} s>0$. Then

$$
\mu=\rho+\nu
$$

where $\rho$ is the number of times the Nyquist locus encircles the Schubert hypersurface $\sigma\left[\operatorname{Ker}\left(I_{m}, K\right)\right]$ in the positive direction.

Proof: To begin with we observe that for a given minimal triple ( $A, B, C$ ) and a given $K$ we have $\left(G(s)=C(I s-A)^{-1} B\right)$

$$
\begin{aligned}
\operatorname{det}\left(G(s) K+I_{p}\right) & =\operatorname{det}\left(K G(s)+I_{m}\right) \\
& =\operatorname{det}(I s-A-B K C) / \operatorname{det}(I s-A)
\end{aligned}
$$

Moreover, by the principle of the argument

$$
\begin{aligned}
\# \text { zeros }[\operatorname{det}(G K+I)]-\sharp \text { poles }[\operatorname{det}(G K+I)]=\begin{array}{c}
\text { net change in argument } \\
\\
\text { of } \operatorname{det}(G K+I) / 2 \pi
\end{array} \quad \text { (3.2) }
\end{aligned}
$$

along the $j \omega$ axis, where on the left hand side only contributions arising in the right half-plane. Thus we see that the number closed-loop poles in Re $s>0$ minus the number of open loop poles in $\operatorname{Re} s>0$ is the change in argument in $\operatorname{det}(G K+I)$. But from the proof of Lemma $3.2^{\prime}$, this is the number of encirclements the Nyquist locus makes around the Schubert hypersurface $\sigma\left(\operatorname{Ker}\left[I_{m}, K\right]\right)$.


## Figure 3.1: Illustrating the Nyquist Criterion

Remark: This result retains what is in our opinion the basic assets of the classical Nyquist criterion, viz. the result involves a fixed curve obtained from the open loop transfer function which does not need to be changed with changes in the gain. However, formula (3.2) does represent the easiest route in calculating the appropriate winding number and has been used extensively in the square case with scalar gain $K_{\lambda}=\lambda I$ (see [1], [9], [20]) and in the nonsquare case by Callier and Desoer ([5]).
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## 4. Feedback, Nondegeneracy, and Zeros

Changes of basis in input space, change of basis in output space, and the operation $u \mapsto u-K y$ (feedback), taken together yield a group of operations on transfer functions. We call this the feedback group. Triples ( $T, S, K$ ) act on $G(s)$ to give

$$
\mathrm{TG}(\mathrm{~s})(\mathrm{KG}(\mathrm{~s})+\mathrm{S})^{-1}
$$

We denote the group by $F$ and note that it may be represented as a subgroup of $G \ell\left(\mathbb{R}^{m+p}\right) \subset G \ell\left(\mathbb{C}^{m+p}\right)$, given in block form by

$$
\bar{r}=\left[\begin{array}{ll}
T & 0 \\
K & S
\end{array}\right] ; T \in G \ell\left(\mathbb{R}^{p}\right), S \in G \ell\left(\mathbb{R}^{m}\right)
$$

Now, any transformation in $G l\left(\mathbb{R}^{m+p}\right)$ acts by change of basis on an $m$ plane $W$ to give another $m$ plane $W^{\prime}$, and in this way the subgroup $F$ acts on Grass ( $m, m+p$ )--as the subgroup which fixed the m-plane $\mathrm{U} \subset \mathrm{Y} \oplus \mathrm{U}$. It is important to note [8] that,

$$
\left[\begin{array}{cc}
I_{p} & 0  \tag{4.1}\\
K & I_{m}
\end{array}\right]\left[\begin{array}{c}
G(s) \\
I_{m}
\end{array}\right]=\left[\begin{array}{c}
G(s) \\
I_{m}+K G(s)
\end{array}\right],
$$

so that the two actions:
(i) $K$ acting on $G(s)$ by output feedback

$$
G(s) \mapsto G(s)(K G(s)+I)^{-1}
$$

(ii) K acting on $\mathrm{G}(\mathrm{s})$ by composition (as in (4.1))

$$
G: \mathbb{P}^{1} \rightarrow \operatorname{Grass}(m, m+p) \stackrel{K}{+} \operatorname{Grass}(m, m+p)
$$
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are the same. That is, given a transfer function $G(s)$ and a gain $K$, we can either apply the output gain, obtaining the closed loop plant

$$
G^{K}(s) \stackrel{\text { def }}{=} G(s)(K G(s)+I)^{-1}=(G(s) K+I)^{-1} G(s)
$$

and hence a new curve in $\operatorname{Grass}(m, m+p)$ soriresponding to $G^{k}$, or we can take the curve $\mathrm{G}(\mathrm{s})$ in $\operatorname{Grass}(\mathrm{m}, \mathrm{m}+\mathrm{p})$, apply the "rotation" (4.1) corresponding to $K$, and get a new "rotated" curve in Grass $(m, m+p)$. This new curve is the curve corresponding to $G^{K}$. In particular, to describe the closed loop poles, we can either rotate first obtaining $\sigma^{K}(s)$ and intersect with the fixed Schubert hypersurface $\sigma\left[\operatorname{Ker}\left(0, I_{m}\right)\right]$, or fix the curve $G(s)$ and intersect with the Schubert hypersurface $\sigma\left[\operatorname{Ker}\left(-K, I_{m}\right)\right]$, which we get by "rotating" $\sigma\left[\operatorname{Ker}\left(0, I_{m}\right)\right]$ through the inverse "rotation" defined by $-K$ as in Equation 4.1. This gives an alternative proof of Theorem 3.1.

It is also important to notice that $F$ acts on the Schubert hypersurface in $\operatorname{Grass}(m, m+p)$ as well; that is, each $F \in F$ transforms the Schubert hypersurface $\sigma(\mathbb{V})$ to the Schubert hypersurface $\sigma(\mathrm{FW})$. For this reason, it is clear that the following definition is invariant under output feedback.

Definition 4.1 $G(s)$ is nondegenerate if, and only if, no Schubert hypersurface $\sigma(W)$ in $\operatorname{Grass}(m, m+p)$ contains the curve $G(s)$.

Since nondegeneracy plays an important role in what follows, it is therefore worthwhile to derive alternate forms for nondegeneracy. Suppose $W$ is a $p$-plane in $\mathbb{C}^{m+p}$, so that $W$ is defined as the common zeros of independent linear functionals $\phi_{1}, \ldots, \phi_{m}$ on $\mathbb{C}^{m+p}$. Let $g_{j}(s)$ denote
$j$-th column of the matrix

$$
G(s)=\left[\begin{array}{c}
G(s) \\
I_{m}
\end{array}\right]
$$

Now, to say that the span of $G\left(s_{0}\right)$ intersects $W$ non-trivially is to say that some non-trivial linear combination, $\sum_{i=1}^{m} a_{i} g_{i}\left(s_{0}\right)$, lies in $W$. That is,

$$
\phi_{j}\left(\sum_{i-1}^{m} a_{i} g_{i}\left(s_{0}\right)\right)=0, \quad \text { for } j=1, \ldots, m
$$

or, the rational function

$$
\begin{equation*}
\Phi\left(s_{0}\right)=\operatorname{det}\left(\phi_{j}\left(\mathrm{~g}_{\mathrm{i}}\right)\right)\left(\mathrm{s}_{0}\right)=0 \tag{4.2}
\end{equation*}
$$

Now, a different choice of defining equations changes $\phi(s)$ by a non-zero multiplicative factor. Since $s_{0}$ is arbitrary, nondegeneracy of $G(s)$ is equivalent to

$$
\begin{equation*}
\text { for any } \Phi(s), \quad \Phi(s) \neq 0 . \tag{4.3}
\end{equation*}
$$

A third equivalent form is that for no matrix $\left[\mathrm{K}_{1}, \mathrm{~K}_{2}\right]$ of $\operatorname{rank} \min (m, \mathrm{p})$ is

$$
\operatorname{det}\left[\begin{array}{ll}
G(s) & -I_{p} \\
K_{1} & K_{2}
\end{array}\right] \equiv 0
$$

For example, any scalar transfer function is nondegenerate, since for $\alpha, \beta$ not both 0 ,

$$
\Phi(s)=\alpha G(s)+\beta \equiv 0
$$

only if $G(s)$ is constant. However, if $m>1$, any $m \times m$ diagonal (or even block diagonal) transfer function is degenerate. And, since nondegeneracy
is feedback-invariant, any system which may be decoupled is degenerate. For example,

$$
G(s)=\left[\begin{array}{cc}
1 /\left(s^{2}-1\right) & 0 \\
0 & 1 /\left(s^{2}-4\right)
\end{array}\right]
$$

is degenerate. If $y_{1}, y_{2}, u_{1}, u_{2}$ denote the coordinates on a column vector in $\mathbb{C}^{4}$, the choice $\phi_{1}(v)=y_{2}, \phi_{2}(v)=u_{2}$ leads to

$$
\phi(s)=\operatorname{det}\left[\begin{array}{ll}
0 & 0 \\
1 /\left(s^{2}-4\right) & 1
\end{array}\right] \equiv 0
$$

On the other hand, the generic $2 \times 2$ transfer function with Mclillan degree 4 is non-degenerate. Indeed, part of our interest in non-degeneracy stems from this property. If $n$ is the Mclillan degree of a system, we have Theorem 4.2 If $m p \in n$, non-degeneracy is generic. If $m p>n$, then every transfer function is degenerate.

By generic we mean that the set of non-degenerate systems is the complement of a set defined by algebraic equations in the space of minimal realizations $\{(A, B, C)\} \in \mathbb{R}^{n^{2}+n m+n p}$. Since $G(s)=\sigma(V)$ is an algebraic constraint and the space Grass ( $p, m+p$ ) is compact, degeneracy is defined by algebraic conditions, so in order to prove genericity it is enough to find one $G(s)$ which is non-degenerate. Now suppose $V$ or, equivalently, $\Phi=\left\{\phi_{1}, \ldots, \phi_{m}\right\}$ is given. To say $G\left(\mathbb{P}^{1}\right) \subset \sigma(V)$ is to say, in particular, that

$$
G\left(s_{1}\right), \ldots, G\left(s_{n}\right), G(\infty) \in \sigma(V), \text { for } s_{i} \in \mathbb{C}
$$

We may assume the m-planes $G\left(s_{i}\right)$ are in general positicn, so that each

## condition

$$
\operatorname{det}\left(\phi_{i}\left(g_{j}\right)\right)\left(s_{i}\right)=0
$$

places a non-trivial constraint on $\dot{V}$. These are, dually, $n$ independent condition on $V$ which lies in a variety, $G r a s s(p, m+p)$, of dimension np. The additional constraint,

$$
\operatorname{det}\left(\phi_{i}\left(g_{j}\right)\right)(\infty)=0,
$$

then constrains $V$ to lie on an algebraic subset $X$ of $\operatorname{Grass}(p, m+p)$ of dimension,

$$
\begin{equation*}
\operatorname{dim} X \leqslant \operatorname{mp}-(n+1), \tag{4.5}
\end{equation*}
$$

so that $X$ is empty if $\pi$ \& $n$. However, by a special property of Schubert hypersurfaces, which should not be interpreted as a general fact (see [22] p. 57), (4.5) is an equality for planes in general position. Therefore, if $m p>n, X \neq \varnothing$ which, together with the following lemma, proves the last statement. In case $m=p=1$, the lemma asserts that every nonconstant rational function takes on any given value the same number of times.

Lemma $4.3 \sigma(V)$ either contains the algebraic curve $G(s)$ or intersects it (counting multiplicity) in exactly $n$ points. In the latter case, at least one such point is infinite if, and only if, $V$ is not complementary to $U$.

Proof: The first part of the lenma can be found in [6]. As for the second part, if $V$ is complementary to $U$, then $V=\operatorname{gr}(\mathrm{K})$, for some $K: Y \rightarrow U$, and the points of intersection are the poles of $G^{-K}(s)$ which are all finite frequencies. The converse follows from a duality between

## ORIGINAL PAGE IS OF POOR QUALITY

Grass $(m, m+p)$ and $\operatorname{Grass}(p, m+p)$ and the inherent duality in the statement "V is not complementary to $U . "$ That is, to say

$$
\mathrm{V} \in \sigma(\mathrm{U}) \subset \operatorname{Grass}(\mathrm{p}, \mathrm{~m}+\mathrm{p})
$$

is to say. $\mathrm{U} \in \sigma(\mathrm{V}) \in \operatorname{Grass}(\mathrm{m}, \mathrm{m}+\mathrm{p})$. Therefore, if V is not complementary to $U$, then $G(\infty)=U \in \sigma(V)$ is in the intersection $G\left(P^{\prime}\right) \cap \sigma(V)$. Q.E.D. This concept is of great inportance in studying asymptotic root loci and pole-placement by output feedback.

Preparatory to our treatment of root-locus, we discuss the question of how to define what one might mean by the zeroes of a multivariable system. Our approach will agree with most other authors in the case where $G(s)$ is square, but in the rectangular case we argue that it is best to focus attention on a locus of all 'potential zeroes" rather - -nan a finite set of points. To state our results in a clean way we need a little further notation. If $p(s)$ is a nonzero polynomial of degree $\leqslant n$, then by $[p(s)]_{n}$ we understand an equivalence class consisting of all polymomials of the form $\alpha p(s)$ with $\alpha \neq 0$. Since multiplying $p(s)$ by $\alpha$ does not change its zeroes, we see that $[p(s)]_{n}$ defines a set of $n$ unordered points in the Riemann sphere. (Note that $\left[0 s^{2}+s+1\right]_{2}$, for example, tefines the point set $\{\infty,-1\}$.) On the other hand, each equivalence class defines a line in $\mathbb{R}^{n+1}$ (or $\mathbb{C}^{n+1}$ ) and hence a point in a projective space $\mathbb{P}^{n}$, namely the line $\operatorname{span}\left(p_{n}, P_{n-1}, \ldots, p_{0}\right)$.
Definition 4.3 Let ( $A, B, C$ ) be a minimal triple. Let $G(s)=C(I s-A)^{-1} B$ be a nondegenerate $p$ by $m$ matrix of proper rational functions having McMillan degree $n$. If $m \geqslant p$, then we say that a point $\left\{[q(s)]_{n}\right\}$ is a right zero polynomial of $G(s)$ if there exists an $m$ by $p$ matrix $K$ of rank $p$ such
that $q(s)=\alpha \operatorname{det}(G(s) K) \operatorname{det}(I s-A)$ for some $\alpha \neq 0$. We say that $\left\{[q(s)]_{r}\right\}$ is a left zero polynomial of $G(s)$ if $q(s)$ divides $\operatorname{det}(I s-A) \operatorname{det}(G(s) K)$ for 311 m by p matrices of rank p and $\mathrm{q}(\mathrm{s})$ is of maximal degree relative to all polynomials with this property. If $m \leqslant p$, then we say that $\left\{[q(s)]_{n}\right\}$ is a left zero polynomial for $G(s)$ if it is a right zero polynomial for $G^{\prime}(s)$; we say that $\left\{[q(s)]_{r}\right\}$ is a right zero polynomial if it is a left zero polynomial for $G^{\prime}(s)$.

As remarked above, $[q(s)]_{n}$ is the same as a point in $\mathbb{P}^{n}$ and we know that the set of $m$ by $p$ matrices $K$ having rank $p \leqslant m$ is associated with an equivalence class $[K]=\{K P: P \in G \ell(p)\}$ which defines a point in $\operatorname{Grass}(p, m)$. Thus the above definition of left zeros (right zeros) gives us for $m \leqslant p(m \geqslant p)$ a mapping of $\operatorname{Grass}(m, p)$ to $\mathbb{P}^{n}\left(\operatorname{Grass}(p, m)\right.$ to $\left.\mathbb{P}^{n}\right)$. Thus we see that the set of zero polynomials is, except in the case $m=p, a$ whole locus of points and not just a finite set.

One desirable property that our definition has is revealed by the consideration of feedback. Suppose $p \leqslant m$, we say that $G(s)$ is feedback equivalent to $\left(G(s) K_{1}+I\right)^{-1} G(s)$. Now, if for some $K$ we have

$$
\operatorname{det}(G(s) K) \operatorname{det}(I s-A)=\alpha g(s)
$$

then an easy calculation shows that the polynomial

$$
\begin{aligned}
& \operatorname{det}\left(G(s) K_{1}+I\right)^{-1} \operatorname{det}\left((I s-A)+B K_{1} C\right) \cdot \operatorname{det} G(s) K \cdot= \\
& \operatorname{det}(G(s) K \cdot \operatorname{det}(I s-A)=\alpha g(s)
\end{aligned}
$$

Theorem 4.4 Let $G(s)$ be nondegenerate, then each left (respectively, right) zero polynomial is invariant with respect to output feedback.
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## 5. Root Loci

In this section it is our aim to lay some of the foundations for a general study of multi input, multi output root loci. Quite specifically, we are interested in the asymptotic behavior of closed loop poles with respect to high gain feedback and, in particular, in making sense of the concept of infinite gain. We note that, through the work of many authors, the situation where one studies a (generic) square transfer function $G(s)$ and the 1 -parameter family of gains ( $\lambda I: \lambda \in \mathbb{R}$ ) is well understood and indeed reflects many of the properties familiar in the scalar inputoutput setting, e.g., the closed loop poles approach the open loop zeros. However, this family of gains is rather special and it is rather widely appreciated that for obvious practical considerations one would prefer a theory of high gain feedback which allows more flexibility in the choice of gain.

To fix the ideas, if $\mathrm{G}(\mathrm{s})$ is a transfer function and K is a gain then $X(K)$ denotes the unordered $n$-tuple of closed loop poles, or what is the same the $n$-vector of coefficients of the closed loop characteristic polynomial. One general question we have in mind is, given a 1 -parameter family $K_{\lambda}$ of gains describe the limit $\chi\left(K_{\lambda}\right)$ as an unordered $n$-tuple, and describe the asymptotic behavior of the closed loop poles as $\lambda+\infty$. In particular, in what sense does this limit exist? For example, if $\mathrm{K}_{\lambda}+\mathrm{K}_{\infty} \in \sigma(\mathrm{U})$ and $\tilde{\mathrm{K}}_{\lambda}+\mathrm{K}_{\infty}$, does $\lim _{\lambda \rightarrow \infty} \chi\left(\mathrm{K}_{\lambda}\right)=\lim _{\lambda \rightarrow \infty} \chi\left(\widetilde{\mathrm{K}}_{\lambda}\right)$ ?

Explicitly, consider

$$
G(s)=\left[\begin{array}{cc}
1 /\left(s^{2}-1\right) & 0 \\
0 & 1 /\left(s^{2}-4\right)
\end{array}\right]
$$

and the 1-parameter family

$$
K_{\lambda}=\left[\begin{array}{ll}
-1 & \lambda \\
0 & 1
\end{array}\right]=K_{0}+K_{1} \lambda
$$

Now, $K_{\lambda}$ and $\dot{\mathbb{K}}_{\lambda}=K_{1} \lambda$ approach the same infinite gain $K_{\infty}$, viz., the lineai relation $y_{2}=u_{2}=0$ (reflecting the fact that for $\lambda \gg 0$ each frequency $s$ behaves approximately like a pole for any input with $\left.u_{2}(s) \neq 0\right)$. However, the asymptotics are not determined by the highest order term! Indeed,

$$
\chi\left(K_{\lambda}\right) \rightarrow\left[\left(s^{2}-2\right)\left(s^{2}-3\right)\right], \quad \chi\left(\tilde{K}_{\lambda}\right)+\left[\left(s^{2}-1\right)\left(s^{2}-4\right)\right],
$$

while the zeros of $G(s)$ are all infinite. We also note that the 1 -parameter families

$$
L_{\lambda}=\left[\begin{array}{ll}
0 & \lambda \\
0 & 1
\end{array}\right], \quad \tilde{L}_{\lambda}=\left[\begin{array}{cc}
-\lambda & \lambda^{2} \\
0 & 0
\end{array}\right]
$$

also approach $K_{\infty}$, yet

$$
x\left(L_{\lambda}\right]+\left[s^{4}-4 s^{2}-3\right], \quad x\left(\tilde{L}_{\lambda}\right)=\left[\left(s^{2}-4\right)\left(s^{2}-1-\lambda\right)\right] \rightarrow\left[s^{2}-4\right]_{4} .
$$

Roughly speaking, this discontinuity reflects the fact that, in the linit, each $s_{0} \in \mathbb{P}^{1}$ deserves to be called a pole of the "closed loop system with infinite gain." More precisely, given any frequency $s_{0} \in \mathbb{C}$, any $\varepsilon>0$, and any $c>0$, there exists an input $u$ with $\left\|u\left(s_{0}\right)\right\|<\varepsilon$ and an $N(c, \varepsilon) \gg 0$, such that $\left\|\gamma\left(s_{0}\right)\right\|=\left\|G_{\lambda} u\left(s_{0}\right)\right\|>c$, for $\lambda>N(c, \varepsilon)$. One cannot satisfy this condition unless $u_{2}\left(s_{0}\right) \neq 0$, and for this reason the discontinuity of $X$ at $K_{\infty}$ is tied up with the degeneracy of $G(s)$. In fact, the equations $u_{2}=y_{2}=0$ defining $K_{\infty}$ in $U \oplus Y$ are precisely the equations
used in Section 4 to show that $G(s)$ is degenerate. Noreover, these constraints reflect that fact. that, only under the condition $u_{2}=0$ (and therefore $y_{2}=0$ ), will the limiting "transfer function"
$\lim _{\lambda \rightarrow \infty} G_{\lambda}(s)$ yield a finite output from a finite input.

We shall say that asymptotic root loci exist for $G(s)$ provided we can assign unordered $n$-tuple $\chi(K)$ of points on the Riemann sphere to any gain $K$ (finite or infinite, as in Section 2) so that $X$ is continuous at each infinite gain.

Theorem 5.1 $G(s)$ is nondegenerate if and only if asymptotic root loci exist, for all infinite gains $K_{\infty}$. In this case, as $K_{\lambda} \rightarrow K_{\infty}$ at least one closed loop pole becomes infinite.

Proof: The key to this proof is to assign to each $p$-plane $V$ in ( $m+p$ ) space an unordered $n$-tuple of points on $\mathbb{P}^{1}$ in an unambiguous way. If $\mathbf{V}=\operatorname{graph}(-K)$ for a finite gain $K$, Theorem 3.1 asserts that

$$
x(K)=G^{-1}\left(G\left(\mathbb{P}^{1}\right) \cap \sigma(V)\right)
$$

so it is natural to define, for any $V \in \operatorname{Grass}(p, m+p)$,

$$
X(V)=G^{-1}\left(G\left(\mathbb{P}^{1}\right) \cap \sigma(V)\right)
$$

where $V$ may represent an infinite gain. According to Lemma 4.3, either $G\left(\mathbf{P}^{1}\right) \cap \sigma(V)$ in exactly $n$ points, or $G\left(\mathbb{P}^{1}\right) \subset \sigma(V)$, in which case $G$ is degenerate, by definition.
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Therefore, if $K_{\infty}$ is an infinite gain, then $K_{\infty}=V$ for some $p$-plane $V$, and we may define

$$
x\left(K_{\infty}\right)=G^{-1}\left(G\left(\mathbb{P}^{1}\right) \cap \sigma(V)\right)
$$

And, with this definition, the continuity of $X$ follows from the continuous dependence of roots on the coefficients of a defining equation. Conversely, it is easy to see that the continuity of $\chi$ implies nondegeneracy. The second claim in the theorem follows the second statement in Lema 4.3. Q.E.D.

In particular, the asymptotic root loci corresponding to the polynomial family of gains, $K_{\lambda}=K_{0}+K_{1} \lambda+, \ldots,+K_{d^{\lambda}}{ }^{d}$, is determined by the asymptotics of the highest order term. This is not, of course, true when $G(s)$ is degenerate. In order to compute this asymptotic value, one must compute $\left.\lim _{\lambda \rightarrow \infty} \operatorname{graph}\left(\lambda K_{d}\right)\right)$ in Grass $(p, m+p)$. Let $V_{1}=$ image $K_{d} \subset U$, and $V_{2}=\operatorname{ker} K_{d} \subset Y$, thus

$$
V\left(K_{d}\right)=V_{1} \oplus V_{2}=\lim _{\lambda \rightarrow \infty} \operatorname{graph}\left(\lambda K_{d}\right)
$$

Corollary 5.3: If $K_{\lambda}=K_{0}+K_{1} \lambda+\ldots+K_{d} \lambda^{d}$ is a polynomial famiiy of gains, and if $G(s)$ is non-degenerate, then the asymptotic root loci are given by

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty} x\left(K_{\lambda}\right)=\lim _{\lambda \rightarrow \infty} \chi\left(\lambda K_{d}\right)=\chi\left(V\left(K_{d}\right)\right) \tag{5.1}
\end{equation*}
$$

In particular, the asymptotic values of the root loci are determined by the. highest order term.

Now suppose $K_{d}$ is maximal rank. If $m=p$, then as we have seen in $\$ 2$, $\operatorname{graph}\left(\lambda K_{d}\right) \rightarrow U \in U \Theta Y$, so that

$$
\lim _{\lambda \rightarrow \infty} X\left(K_{\lambda}\right)=X(U)=G^{-1}\left(G\left(\mathbb{P}^{1}\right) \cap \sigma(U)\right) .
$$

But, to say $G\left(s_{0}\right) \varepsilon \sigma(U)$ is to say

$$
\operatorname{span}\left[\begin{array}{c}
G\left(s_{o}\right) \\
I_{m}
\end{array}\right] \quad n \quad \operatorname{span}\left[\begin{array}{c}
0 \\
I_{m}
\end{array}\right] \geqslant(0)
$$

or, that there exists $u \neq 0$ so that the equations

$$
N\left(s_{0}\right) w=0, \quad u=D\left(s_{0}\right) w
$$

are satisfied. That is, $G$ has a zero at $s_{0}$. This is the well-known fact that the closed loop poles approach the open loop zeroes, as $\lambda \rightarrow \infty$, provided $\operatorname{det} G(s) \not \equiv 0$. However, to say det $G(s) \equiv 0$ is to say $G$ is degenerate, in fact it is to say that $G(s) \subset \sigma(U)$. More generally if $m \geqslant p, V\left(K_{d}\right) \in U$, i.e. $V\left(K_{d}\right) \varepsilon \operatorname{Grass}(p, m)$, and $X\left(K_{\lambda}\right)$ approaches a right zero of $G(s)$ :
Corollary 5.4: If $G(s)$ is nondegenerate and if $K_{\lambda}=K_{0}+K_{1} \lambda+\ldots+K_{d} \lambda^{d}$ with $K_{d}$ maximal rank, then $\chi\left(K_{\lambda}\right)$ approaches the right zero $\left[\operatorname{det}\left(G(s) K_{d}\right)(\operatorname{det}(s I-A)]_{n}\right.$ If $m \geqslant p$, and $X\left(K_{\lambda}\right)$ approaches the left zero $\left[\operatorname{det}(s I-A) \operatorname{det}\left(K_{d} G(s)\right)\right]_{n}$ if $p<m$. In either case, the closed loop poles approach the open loop zeroes.

Now, by a straight forward modification of the square case ([17], [19], or [24]), the number $\eta_{\infty}$ of closed loop poles which approach infinity is therefore generically given by $n-r$ where $r$ is the rank of the matrix

$$
Z\left(K_{d}\right)=\left[\begin{array}{cccc}
K_{d} C A^{n-1} B & \cdots & \cdots & x_{d} C A B \\
\vdots & & & \\
K_{d} C B \\
K_{d} C A B & & & \\
R_{d} C B & & & 0 \\
0
\end{array}\right]
$$

and one may ask for the rate of growth of these $n_{\infty}$ poles, with an eye toward sketching the root-locus plots corresponding to the family $K_{\lambda}=K_{0}+K_{1} \lambda+\ldots+K_{\lambda^{\prime}}{ }^{d}$. According to Corollary 5.3 the most rapidly increasing asymptotic arise from the highest order term in $K_{\lambda}$ and there are at most rank $C B$ of these branches.

Indeed, one may obtain all of the asymptotic expansions of $s(\lambda)$, $\lambda \rightarrow \infty$ in terms of Puiseux expansions at ( $\infty, \infty$ ) on the Riemann surface defining $s(\lambda)$--this is essentially the technique employed in [20] in the case of scalar gain $\lambda I$. That is, consider the subset $X \subset \mathbb{P}^{1} \times \mathbb{P}^{1}$ defined as the closure $\overline{\mathrm{X}}_{0}$ of the subvariety

$$
\begin{equation*}
x_{0}=\left\{(\lambda, s): \operatorname{det}\left(s I-A-B K_{\lambda} C\right)=0\right\} \subset \mathbb{t} \times \mathbb{\mathbb { C }} . \tag{5.2}
\end{equation*}
$$



Figure 5.1 Depicting $X \in \mathbb{P}^{1} \times \mathbb{P}^{1}$

We shall assume that $X$ is a manifold near ( $\infty, \infty$ ) and as usual we shall use coordinates $\frac{1}{\lambda}$ and $\frac{1}{s}$ near $\infty \in \mathbf{P}^{1}$. Consider the projection $\rho_{1}: X \rightarrow \mathbf{P}^{\mathbf{1}}$ defined on $X_{0}$ via

$$
\begin{equation*}
\rho_{1}:(\lambda, s)+\lambda \tag{5.3}
\end{equation*}
$$

By the implicit function theorem, if the tangent line to $(\infty, \infty) \in X$ is not vertical, there exists an analytic inverse to $\rho_{1}$ near $(\infty, \infty)$. Equivalently, there exists an absolutely convergent local expansion

$$
\begin{equation*}
\frac{1}{s}=\sum_{i=0}^{\infty} a_{i}\left(\frac{1}{\lambda}\right)^{i} \tag{5.4}
\end{equation*}
$$

for each local branch of $X$ at $(\infty, \infty)$. If the tangent to $(\infty, \infty)$ is vertical (as depicted in Figure 5.1), then such an expansion is no longer possible. However, since $X$ is nonsingular at $(\infty, \infty)$, one cannot have a horizontal tangent, and applying similar reasoning to the second projection, there exists an absolutely convergent local expansion

$$
\begin{equation*}
\frac{1}{\lambda}=\sum_{i=0}^{\infty} b_{i}\left(\frac{1}{s}\right)^{i} \tag{5.4}
\end{equation*}
$$

for every local branch of $X$.
Choosing one such branch, let $n_{j}$ denote the order at $\infty$ of $\frac{1}{\lambda}$ in (5.4)'. Solving for $\frac{1}{5}$, one obtains the absolutely convergent Puiseux expansion

$$
\frac{1}{s}=\sum_{i=1}^{\infty} c_{i}\left(\frac{1}{\lambda}\right)^{i / n_{j}}
$$
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or equivalently, the asymptotic expression (if $c_{1} \neq 0$ )

$$
s=d_{1} \sqrt[n_{j}]{\lambda}+d_{2} \sqrt[n_{j}]{\lambda^{2}}+\ldots
$$

where (if $c_{1} \neq 0$ ) one has $n_{j}$ such expressions for this branch. In particular, the umbounded closed loop poles are given asymptotically as

$$
\mathrm{s} \sim \mathrm{~d} \sqrt[N]{\lambda}, \quad \text { for some integer } N
$$

and, taken together, approach infinity in several superimposed Butterworth patterns. Such an expansion is also valid when ( $\infty, \infty$ ) is a singular point.

Now, Puiseux also derived (1850) a method, based on Newton's polygon, for explicitly determining the leading exponents $i / n_{j}$ which appear in (5.5) for each branch. In the case at hand, we consider

$$
\begin{equation*}
F(\lambda, s)=\operatorname{det}\left(s I-A+B K_{\lambda} C\right)=\Sigma a_{i j} \lambda^{i_{s} j} \tag{5.6}
\end{equation*}
$$

and construct the Newton polygon of F . That is, in the ( $\lambda, \mathrm{s}$ )-plane construct the smallest convex polygon containing each ( $i, j$ ) for which $\mathrm{a}_{\mathrm{ij}} \neq 0$, as in the figure below.


Figure 5.2
Newton Polygon for $F(s, \lambda)=s^{4}+\lambda^{3} s^{3}+\lambda s^{2}+\lambda^{2} s+\lambda^{4}$

Now, each edge of this polygon which faces infinity will contribute to a family of branches in the following fashion: we shall be rather explicit here since the literature usually treats the derivation of the Puiseux expansions in a neighborhood of ( 0,0 ), using the edges of the Newton polygon which face the origin. Indeed, choose the points $P_{1}, P_{2}$ where $P_{1}=\left(\lambda_{0}, 0\right)$ is the point on the Newton polygon closest to the origin, and $P_{2}$ is the remaining vertex on the edge $L_{1}$, facing infinity, issuing from $P_{1}$. Let $-p_{1} / q_{1}$ be, in lowest common form, the slope of $L_{1}$, and define $m_{1}$ by the equation

$$
\begin{equation*}
\Delta_{y}\left(P_{2}-p_{1}\right) / \Delta_{x}\left(P_{2}-P_{1}\right)=-m_{1} p_{1} / m_{1} q_{1} \tag{5.7}
\end{equation*}
$$

Then, there are $m_{1}$ "cycles" of branches of $s(\lambda)$ each giving rise to an expansion, for $j=1, \ldots, p_{1}$

$$
s=\sqrt[p_{1}]{\lambda^{q_{1}}}\left(d_{1 j}+d_{2 j} \sqrt[p_{1}]{\lambda^{q_{1}-1}}+\cdots\right)
$$

where each $d_{1 j} \neq 0$ and differ from one another by a $p_{1}$-th root of unity, and may be obtained from (5.6) by substitution.

Next, one may continue in exactly the same way with the vertices $P_{2}, P_{3}$ of the next edge $L_{2}$ (as in Figure 5.2) which faces infinity, eventually obtaining all branches of $s(\lambda)$ which tend to $\infty$ with $\lambda$. We note that this algorithm, viz., the method of Puiseux, does not require eigenvalue/eigenvector calculations, and in fact requires only rational operations.

It is, of course, generically the case that $m_{i}=1$ for each edge $L_{i}$ and, in the literature ([17], [19],[21]), if $q_{i}=1$ the root loci are said
to be of indeger order. For $K_{\lambda}=\lambda I$, the integer order case has been studied in great detail and the powers $p_{i}$ are known, generically, to equal the Norse structural invariants [19] of the system or, again generically, the Smith-Mclillan invariants of $G(s)$ at $\infty$ [24]. In such cases, the leading coefficient of the asymptotic expansion (5.5)' is easily expressible in terms of the Markcv parameters of $G(s)$ and these results generalize to the non-square case and to polynomial gains

$$
\mathrm{K}_{\lambda}=\mathrm{K}_{0}+\ldots+\mathrm{K}_{\mathrm{d}^{\lambda^{\mathrm{d}}}}
$$

As an example, we calculate the leading term of the highest order asymptotic by appealing to the return-difference determinant

$$
\begin{equation*}
\operatorname{det}\left(I+K_{\lambda} G(s)\right)=0 \tag{5.8}
\end{equation*}
$$

which also defines the algebraic curve (5.6). Developing $G(s)$

$$
G(s)=\sum_{i=1}^{\infty} G_{i} / s^{i}
$$

in a daurent expansion and equating terms, we find that the leading coefficients of the highest order asymptotic are given as

$$
\begin{equation*}
\mathrm{d}_{\mathrm{ij}}=- \text { eigenvalue of } \mathrm{K}_{\mathrm{d}} \mathrm{G}_{1} \tag{5.9}
\end{equation*}
$$

and in particular $p_{\text {min }}=$ rank $\left(K_{d} C B\right)$, generalizing the Owens and Sastry-Desoer formulae (see esp. [21], VI).
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## 6. Dole Placement by Output Feedback

The inverse problem of placing the eigenvalues of a linear system by output feedback has been studied by many people. The literature Includes the work by Kimura [13, [14] and Willems and Hesselink [26] which we will have occasion to refer to below. Other references to the lingrature will be found in these papers. Here we undertake a systematic general study of the pole placement problem with a view toward clarifying the geometrical content of the problem. In doing so we are lead to the rather astounding formula

$$
d(m, p)=\frac{1!2!\ldots(p-1)!1!2!\ldots(m-1)!(m p)!}{1!2!\ldots(m+p-1)}
$$

giving the number of different (in general complex) gains which yield the same set of poles. This, rather unexpectedly large, number emphasizes the nonlinear nature of the pole placement problem and suggests that it is probably rather difficult to solve algoritimically. It turns out that $d(m, p)$ is odd if and only if either $\min (m, p)=1$ or $\min (m, p)=2$ and $\max (m, p)=2^{k}-1$ and in these cases we are able to show that typically there exists at least one real solution to the pole placement problem.

We also give a new and insightful proof (and strengthening) of a result of Kimura [13] on placing poles in the case where the number of inputs plus outputs exceeds the number of poles to be placed. This new proof is completely transparent and yields a set of relatively simple equations which define the desired gain.

Let $G(s)$ be a $p$ by matrix of real proper rational functions. If $K$ is an $m$ by $p$ matrix of real or complex numbers then

$$
\begin{equation*}
G^{K}(s)=(G(s) K+I)^{-1} G(s) \tag{6.1}
\end{equation*}
$$

Is said to be obtained from $G(s)$ by output feedback. In this section we are concerned with the question of finding $K$ so that the numerator coefficients of the rational function

$$
\begin{equation*}
\operatorname{det}(G(s) K+I)=X(K) / X(0) \tag{6.2}
\end{equation*}
$$

take on prescribed values. The map of the space of $m$ by $p$ matrices $K$ into the space of monic polynomials $X(s)$ will be called the pole placement map.

By counting dimensions, it is quear that mp $\geqslant \mathrm{n}$ is a necessary condition for pole-placement, over either the real or complex field, and throughout this section we consider the first non-trivial case, $m p=n$.

In what follows, $G(s)$ is a non-degenerate transfer function and $K$ denotes a gain matrix, $k$ represents the corresponding p-plane in ( $m+p$ )-space, 1.e. $k \in \operatorname{Grass}(p, m+p)$. We begin our study over the compiex numbers.

By virtue of Theorem 3.1, the pole-placeraent problem in the present setting is the inverse problem of passing a Schubert hypersurface $\sigma(k)$ through the curve $G(s)$ at the prescribed set of points $G\left(\lambda_{1}\right), \ldots, G\left(\lambda_{n}\right)$.

That is, given a set of $n$ points $\left\{\lambda_{1}, \lambda_{2}, \ldots \lambda_{n}\right\}$ in $C$ find $k, a$ $p$-dimensional subspace in $\mathbb{C}^{m+p}$, such that $k$ intersects the $n$, m-dimensional subspaces in Grass ( $m, m+p$ ) defined by evaluating the map of $\mathbb{P}^{1}(C)$ into Grass ( $m, p+m$ ) defined by the transfer function $G(s)$ at $\left(\lambda_{1}, \lambda_{2}, \ldots \lambda_{n}\right)$. To see this, note that $\{(u, y) \mid-u+K y=0\}$ defines a $p$-dimensional subspace in $\mathbb{C}^{\mathbb{m}+\mathrm{p}}$. It intersects the $m$-dimensional subspace $\{(u, y) \mid G u+y=0\}$ if and only if there exists 2 such that $G K z+z=0$. A moments thought shows that this is the same as finding $K$ such that

$$
\begin{equation*}
\operatorname{det}\left(G\left(\lambda_{1}\right) K+1\right)=0 ; \quad 1=1,2, \ldots n \tag{6.3}
\end{equation*}
$$
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This tacitly assumes that $\lambda_{1}$ are regular points of $G(s)$; otherwise one must use a coprime factorization of $\mathrm{G}(\mathrm{s})$.

As we mentioned above, the sollection of all m dimensional subspaces in an ( $\mathbf{m}+\mathrm{p}$ )-dimensional space is an mp-dimensional space. If we are given a points in this space when can we expect to find a p-plane which intersects all n m-planes? Schubert invented a calculus to solve such intersection theoretic questions and his ideas subsequently came to play a sizeable role in algebraic geometry; e.g. Hilbert's 15 th problem is devoted to the Schubert calculus [1s. Fox our present purposes it is enough to know that given mp $m$-dimensional subspaces in $C^{m+p}$ there exists (generically)

$$
\begin{equation*}
d(m, p)=\frac{(1!2!\ldots(p-1)!(1!2!\ldots(m-1)!(m p)!}{1!2!\ldots(m+p-1)!} \tag{6,4}
\end{equation*}
$$

p-dimensional subspaces which intersect them all. (See Chapter IV, Section 7 of [12] or [15].)

At this point it is important to note that, by the second statement In Lemma 5.2, if $\lambda_{1}, \ldots, \lambda_{n}$ are all finite then the only $p$-planes $v$ which intersect all the m-planes $G\left(\lambda_{1}\right), \ldots, G\left(\lambda_{n}\right)$ are finite, i.e. $V=k$ for some gain $K$. Thus, for a generic choice of finite $\lambda_{1}, \ldots, \lambda_{n}$, there exist $d(n, p)$ distinct complex gains K for which

$$
x(k)=\prod_{i=1}^{n}\left(s-\lambda_{i}\right)
$$

Now, by Theorem 5.1 one can define $X$ at infinite gains $V$ as well, obtaining $X(V) \in \mathbb{P}^{n}=\left\{\right.$ unordered $n$-tuples of points on $\left.\mathbb{P}^{1}\right\}$. This latter idencification was treated in some detail in Section 4, and it extends the identification

$$
\mathbb{C}^{n}=\{\text { unordered n-tuples of points in } \mathbb{C}\}
$$

obtained by factoring monic polynomials

$$
s^{n}+c_{1} s^{n-1}+\ldots+c_{n}=\prod_{i=1}^{n}\left(s-\lambda_{i}\right)
$$
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In particular, $X$ extends to a continuous (by Theorem 5.1) function

$$
\begin{equation*}
X: \operatorname{Grass}(p, \mathbb{m}+p) \rightarrow \mathbb{P}^{\mathfrak{n}} . \tag{6.5}
\end{equation*}
$$

Now, we know $X$ has a dense image by the Schubert calculus and, since Grass ( $p, m+p$ ) is compact, $X$ is onto. But then

$$
x: \mathbf{c}^{m p} \rightarrow \mathbb{C}^{n}
$$

is also onto, by the second part of Lemm 5.2. Since $X$ is algebraic we have shown

Theorem 6.1: Let $G(s)$ be a non-degenerate $p$ by $m$ transfer function of McM1lan degree $n=m p$. For all choices $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ we can find $d(m, p)$ solutions (counted with multiplicity) to the pole-placement problem,

$$
\begin{equation*}
\operatorname{det}\left(G\left(\lambda_{i}\right) K+I\right)=0, \quad 1=1, \ldots, n . \tag{6.6}
\end{equation*}
$$

Moreover, for the generic n-tuple, the solutions to (6.6) are distinct.
It is known in the literature ([10],[26]) that for mp $\geqslant \mathrm{n}$ and for generic $G(s)$, one can place almost all poles over $\mathbb{C}$ - by the dominant morphism theorem. The full surjectivity of $X$, as well as the formula (6.4) for the "degree" of $X$, are both new. Notice that if $m=p=2$, $n=4$, then $d(m, p)=2$ so that in some sense the problem is quadratic and one might expect real solutions "only half of the time". Indeed, this was shown in [26] and we give an independent proof here, based on the following result.

Theorem 6.2 Necessary and sufficient conditions to be able to solve the real system of equations

$$
\begin{equation*}
A x+b Q(x)=v \tag{6.7}
\end{equation*}
$$
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for all $v \in \mathbb{R}^{n}$ where $Q(s)$ is quadratic is that $A$ is invertible, $Q\left(A^{-1} b\right)=0$ and $\left.\frac{\partial Q}{\partial X}\right|_{X=A^{-1} b}=0$.

Proof: Clearly to be able to solve for all $v$ the columns of ( $A, b$ ) must $\operatorname{span} R^{n}$. If $A$ is singular, then we can change coordinates to $z=P x$ in such a way that the equations take the form

$$
\begin{aligned}
z_{i}+b_{i} Q(z) & =v_{i} \quad i=1,2, \ldots, n-1 \\
b_{n} Q(z) & =v_{n}
\end{aligned}
$$

If these were to be solvable for all $v$, then $b_{n}$ would be nonzero and we could use the last equation to eliminate $Q(z)$ from the others yielding $z_{i}^{1}=v_{i}^{1} i=1,2, \ldots, n-1$ and $b_{n} Q(z)=v_{n}$. This set fixes the values of $z_{i}^{1}$ $i=1, \ldots, n-1$, but $Q(z)$ for $Q(z)$ a quadratic does not map $\mathbb{R}^{1}$ onto $\mathbb{R}^{1}$ for all values of $z_{i}, i=1,2, \ldots, n-1$ as one easily sees.

Now suppose that $A$ is invertible. In this case a linear transformation reduces the quation to the form

$$
x^{1}+e_{1} \tilde{Q}\left(x^{1}\right)=v^{1}
$$

where $e_{1}$ is the first standard basis vector in $\mathbb{R}^{n}$. If $v^{1}=\alpha e_{1}$, then $x^{1}$ must be of the form $\beta e_{1}$ and we see that to solve $\beta+\tilde{Q}\left(\beta e_{1}\right)=\alpha$ for all values of $\alpha$, we must have $Q\left(e_{1}\right)=0$. In terms of the original coordinates, this means $Q\left(A^{-1} b\right)=0$ is a necessary condition. Now consider $v^{1}=\alpha e_{1}+v_{0}^{1}$. In this case, $x^{1}=\beta e_{1}+v_{0}^{1}$, and we must solve

$$
\beta+\tilde{Q}\left(\beta e_{1}+v_{0}^{1}\right)=\alpha
$$
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since $\tilde{Q}\left(e_{1}\right)=0$, if

$$
\frac{\partial \tilde{Q}_{\partial x}}{\left.\right|_{e_{1}}} \neq 0
$$

then we can choose $v_{0}$ so that $\tilde{Q}\left(\beta e_{1}+v_{0}^{1}\right)$ is independent of $\beta$ and hence $\beta+Q\left(B e_{1}+v_{0}\right)=\alpha$ can not be solvable for all $v_{0}$ and $\alpha$. Again, in terms of the original coordinates this means

$$
\left.\frac{\partial Q}{\partial x}\right|_{A} ^{-1} b=0
$$

If $\left.\frac{\partial Q}{\partial x}\right|_{e_{1}}$ is not zero, we can choose $\delta$ so that $\gamma+Q\left(\gamma e_{1}+\delta v_{0}\right)$ is
independent of $\gamma$. This establishes the necesiaty of the conditions.
Sufficing is easily seen and we leave it to the reader.
Corollary 6.3 If $\mathrm{Q}(\mathrm{x})$ is non-degenerate, then (6.7) is solvable for all $v$ if, and only if, $b=0$.

This result, together with the formula

$$
\begin{equation*}
(G,-I)^{(2)}\binom{K}{I}^{(2)}=\operatorname{det}(G K+I) \tag{6.8}
\end{equation*}
$$

means we cannot place the closed-loop poles of $G(s)$ arbitrarily unless $G(s)$ satisfies certain conditions. In fact since
$\left\langle\left[\operatorname{det} G(s), g_{1}, g_{2}, g_{3}, g_{4}, 1\right],\left[k_{1} k_{4}-k_{3} k_{2}\right], k_{1}, k_{2}, k_{3}, k_{4}, 1\right\rangle=\operatorname{det}(G(s) R+I)(6,8)^{2}$ the quadratic form $Q(w, z, y, z)=w z-y z$ in (6.8) is non-degenerate we must haved $\operatorname{det} G(s) \equiv 0$. Thus solvability of ( 6.8 ) for all monic polynomials of degree 4, amounts to a non-trivial constraint on $G(s)$. This implies the main result of Willems-Hesselink [26].

Corollary 6.4: If $\mathrm{G}(\mathrm{s})$ is a non-degenerate $2 \times 2$ transfer function with MaMillan degree 4, then the set of closed loop polynomials which cannot be achieved by output feedback is a non-empty open subset of $\mathbb{R}^{4}$.

This set is open since the image of $\mathrm{x}: \operatorname{Grass}_{\mathbb{R}}(2,4) \rightarrow \mathbf{P}_{\mathbb{R}}^{4}$ is compact and, by virtue of the second part of Theorem 5.1, has a closed intersection with $\mathbf{R}^{4}=\mathbf{P}_{\mathbf{R}}^{4}$, the subspace of polynomials having finite roots. Notice that if $\operatorname{det} G(s) \equiv 0$, then

$$
\operatorname{det}(I+K G(s))=1+\operatorname{tr}(K G(s))
$$

is linear in $K$ and so to say this correspondence is not surjective is to say there exists $\mathrm{K} \neq 0$ such that $\operatorname{tr}(\mathrm{KG}(\mathrm{s}))=0$. That is, thinking of $\operatorname{tr}(\mathrm{K} \cdot)$ as a linear functional on the space of $2 \times 2$ matrices, this implies that $G(s) \subset V \subset \mathbb{R}^{4}$, for $V$ some subspace of $\mathbb{R}^{4}$. This constraint fails to hold for the generic $G(s)$ satisfying $\operatorname{detG}(\mathrm{s}) \equiv 0$, indeed

$$
G(s)=\left[\begin{array}{ll}
s+1 & 0 \\
s+2 & 0
\end{array}\right]\left[\begin{array}{cc}
(s-1)(s-2) & (s-1)(s-2) \\
0 & (s-3)(s-4)
\end{array}\right]^{-1}
$$

satisfies $\operatorname{detG}(\mathrm{s}) \equiv 0$ but there exists no proper $\mathrm{V} \supset \mathrm{G}(\mathrm{s})$, for all s . In particular, one can place poles over $\mathbb{R}$ for the generic $G(s)$ which satisfies $\operatorname{detG}(\mathrm{s}) \equiv 0$. By Theorem 6.2, these conditions are necessary for pole-placement as well.

Corollary 6.5 Let $G(s)$ be a real $2 \times 2$ transfer function of NcMillan degree 4. One can place poles arbitrarily by output feedback if, and only if, $\operatorname{detG}(\mathrm{s}) \equiv 0$, and no real linear combination of the $\mathrm{g}_{\mathrm{ij}}$ vanishes.
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Remark: If one imbeds Grass (2,4) $\subset \mathbb{P}^{5}$ by the Plucker imbedding, (6.7) gives the equation for pole-placement in the so-falled Plucker coordinates. (6.7)' represents the fact that in the Plucker coordinates these equations amount to 4 linear equations - representing the constraint that the hyperplane in $\mathbb{P}^{5}$ corresponding to $K$ pass through the 4 points $G\left(\lambda_{1}\right), \ldots, G\left(\lambda_{4}\right)$ and the single quadratic constraint which defines (the dual) $G(2,4)$ as a quadric in (the dual) $\mathrm{PP}^{5}$. This is quite general, the Plucker equations define $\operatorname{Grass}(p, m+p) \subset \mathbb{P}^{\mathbb{N}}$ as the intersection of quadrics - for example, if $m=2, p=3$ and $n=6$, the pole placement equations become 6 inear equations and 3 quadratic equations. In this case, however, they are always solvable over $\mathbb{R}$ since, in this case, the remarkable formula (6.4) gives $d(2,3)=5$. Thus, for non-degenerate 2 by 3 transfer functions of McMillan degree 6 , we can always place poles arbitrarily over $\mathbb{R}$.

In general if $m p=n$ then the Schubert calculus tells us that there are, generically, a certain number of feedback gains $K_{1}, K_{2}, \ldots, K_{d}$ which satisfy

$$
\operatorname{det}\left(G\left(\lambda_{i}\right) K_{j}+I\right)=0 \quad 1=1,2, \ldots n
$$

and hence place the poles at the locations $\lambda_{1}, \lambda_{3}, \ldots \lambda_{n}$. Suppose that $G(s)$ is real for $s$ real and suppose that the $G_{i}=G\left(\lambda_{i}\right)$ appear in complex conjugate pairs. Then if $K_{j}$ is a solution $\bar{K}_{j}$ is also; the complex solutions occur in complex conjugate pairs. If the total number of solutions is odd then, of course, one solution must be real. We know that for typical values of $G_{i}$ in $\mathbb{R}^{m x p}$ there are solutions. However the set of selfconjugate $G_{i}$ is not open in $\mathbb{C}^{m+p_{x}} \ldots x \mathbb{C}^{m+p}$ ( $n$ factors) and so we must reason with some care in order to show that for typical self-conjugate sets of $\left\{G_{1}\right\}$ we have $d(m, p)$ roots.
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Theorem 6.6: Suppose $G(s)$ is nondegenerate. If mp $=n$ and $d(m, p)$ is odd then there exists an open dense set of self-conjugate $G_{i}$ such that

$$
\begin{equation*}
\operatorname{det}\left(G_{1} R+I\right)=0 \quad 1=1,2, \ldots n \tag{6.9}
\end{equation*}
$$

has a real solution. Moreover $d(m, p)$ is odd if and only if $\min (p, m)=1$ or $\min (p, m)=2$ and $\max (p, m)=2^{k}-1$ for some $k=2,3, \ldots$

Proof: Let $J\left(K_{i}\right)$ denote the Jacobian of the pole placement map evaluated at $K_{i}$. Suppose that $\left\{G_{i}\right\}_{i=1}^{n}$ is given and suppose that the pole placement map has $d(m, p)$ inverse images $K_{1}, R_{2}, \ldots K_{d}$, then

$$
\psi=\operatorname{det} J\left(K_{1}\right) \operatorname{det} J\left(K_{2}\right) \ldots \operatorname{det} J\left(K_{d}\right)
$$

is a function of $G_{1}, G_{2}, \ldots G_{n}$ but not a function of $K$. We know that $\psi$ is nonzero generically. It is also an analytic function of the entries of $G_{i}$. Thus if it vanishes identically for, say, an open subset of real $G_{i}$ 's then数 vanishes identically which is a contradiction.
I. Berstein [2] proves that $d(m, p)$ is odd if and only if the given conditions are satisfied. Q.E.D.
Corollary 6.7 Suppose $G(s)$ is a $3 \times 2$, or a $2 \times 3$, nondegenerate transfer function. Then, the McMillan degree of $G$ is less than or equal to 6 , and the poles of $G$ may be placed arbitrarily cver $\mathbb{R}$ if, and only if, the degree equals $G$.

As a final remark, the well known formula for $\operatorname{det}(A+B)$ when $B$ is of rank one provides some insight into the pole placement problem. If b and $c$ are vectors and $K=b c^{\prime}$, then

$$
\begin{aligned}
\operatorname{det}(G(s) K+I) & =\operatorname{det}\left(G(s) b c^{\prime}+I\right) \\
& =c^{\prime} G(s) b+1
\end{aligned}
$$

Regarding the space of monic polymomials $X(s)=s^{n}+p_{n-1} s^{n-1}+\ldots p_{0}$ as an n-dimensional vector space and writing

$$
c^{\prime} G(s) b=q(s) / p(s)
$$

we see that by inserting a scale factor in front of $b$ the whole pencil of polynomials

$$
X(s)=p(s)+k q(s)
$$

may be achieved. This line of thinking leads easily to the following strengthening of Kimura's result [13]. (It is stronger than Kimura's results because we show that the pole placement map is onto and not just almost onto.)

Theorem 6.7: Given $G(s)$ of McMillan degree $n$ the image of the pole placement map is the whole space if for any given polynomial $q$ of degree n-1 or less there exists vectors $c$ and $b$ such that

$$
c^{\prime} G(s) b=q(s) / p(s)
$$

Moreover, if $G(s)=C(I s-A)^{-1} B$ with $A, B, C$ chosen generically this condition will be satisfied provided $m+p-n \geqslant 1$.

Proof: Consider the set of all transfer functions $c^{\prime} G(s) b$ with $\|c\|=1$ and $\|b\|=1$. Under the hypothesis this set intersects every line passing through zero in the real vector space of all polynomials of degree $n-1$ or less. Using the above argument we see that this means that the pole placement map is onto.

To see that this condition is generically satisfied, we note that It is equivalent to asking that $n$ polynomials in the vectors $G(s) b$ and $G(s) c$ should be independent over $\mathbb{R}$. Clearly this is generically true.
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#### Abstract

In this note we discuss the continuity of the closed loop poles of a linear multivariable system with respect to a multidimensional polynomial family of direct output gains $K\left(\lambda_{1}, \ldots \lambda_{r}\right)$. This is based on, and contains an exposition of, the geometric formulation for including infinite gains which was developed in the lectures [2] and extended and applied in [1] to the study of output feedback systems. This has been a basic tool in recent work on the classical problem of poleplacement by output feedback and in [1] the lack of continuity of the root-loci, in certain situations, was discussed with special emphasis on the complex case. Here, after presenting two somewhat surprising counterexamples to this continuity, we give in Theoren 1 and the ensuing discussion necessary and sufficient conditions for continuity of the root-loci at a real infinite gain. This should have significant Ampact on the problem of constructing graphical tests for the stability of systems subject to 2-dimensional variations in the gain parameter.
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1. In the past decade, in one sense a fairly conclusive theory for sketching the root-loci of a (square) $m \times m$, strictly proper rational transfer function $G(s)$, as a function of the 1-parameter direct output gain $K(\lambda)=\lambda I$, has been developed (see, e.g. [5], [6]). The root-1oci, or closed-loop poles, consist of $n$ algebraic functions $s_{1}(\lambda), \ldots, s_{n}(\lambda)$ which evolve (as $\lambda \rightarrow \infty$ ) on the $m$ sheets of a Riemann surface $X$, branched over the Riemann sphere. Explicitly, we first take $X_{0} \mathbb{C} \times \mathbb{C}$ to be the locus defined by the return-difference determinant

$$
\begin{equation*}
0=F(\lambda, s)=\operatorname{det}(I+K(\lambda) G(s)) \quad 0 L C P(s) \tag{1.1}
\end{equation*}
$$

where $\operatorname{OLCP}(s)$ denotes the open-loop characteristic polynomial of (a minimal realization of) $G(s)$. Since we are interested in the behavior near $\lambda=\infty$ we adjoin such points, $S^{2}=\mathbb{C} U\{\infty\}$, and consider the Riemann surface $X=\bar{X}_{0} \subset s^{2} \times s^{2}$ together with the 2 natural projections $P_{1}(\lambda, s)=\lambda$ and $P_{2}(\lambda, s)=s$ which each exhibit $X$ as a branched cover

$$
p_{i}: x+s^{2} \quad i=1,2
$$

of the Riemann sphere with $n$ (respectively, $m$ ) sheets. Since $F(\lambda, s)=\operatorname{CLCP}(\lambda, s)$, for fixed $\lambda_{0}$ the $n$ points $s_{1}\left(\lambda_{0}\right), \ldots, s_{n}\left(\lambda_{0}\right)$ coincide with the closed-loop poles determined by $k\left(\lambda_{0}\right)$.

Just as in the classical case (i.e., $m=1$ ), the method for sketching the root-loci consists of determining:
(i) the initial values $s_{1}(0), \ldots, s_{n}(0)$ which are of course the open-100p poles;
(ii) the final values $s_{1}(\infty), \ldots, s_{n}{ }^{(\infty)}$ which in this case are the open loop zeroes provided det $G(s) \neq 0$; and
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(iii) the angles of departure $(\lambda \ll \infty)$ and angles of approach $(0 \ll \lambda)$ on the appropriate sheets of $X$.

We shall return to a discussion of (i1) presently, but remark that the determination of (iii) is a classical problem in algebraic function theory, solved by Puiseux in 1850. Explicitly, suppose we are interested in the behavior of, those $s_{i}(\lambda)$ which tend to $\infty$ with $\lambda$. These can occur in several groups, or cycles, corresponing to the infinite branches of $X$ over the point $\lambda=\infty$. Choosing one such branch, we can obtain a Puiseux expansion for $\frac{1}{s}$ as a finction o $\frac{1}{\lambda}$ :

$$
\begin{equation*}
\frac{1}{s_{j}}=a_{j 1}\left(\frac{1}{\lambda}\right)^{1 / q_{j}}+a_{j 2}\left(\frac{1}{\lambda}\right)^{2 / q_{j}}+\ldots \tag{1.2}
\end{equation*}
$$

which converges absolutely in a neighborhood of $\frac{1}{\lambda}=0$. Here, $j$ indexes the algebraic function $s_{j}$ in this particular cycle. Inverting (1.2) one obtains the asymptotic expansion

$$
\begin{equation*}
s_{j}(\lambda)=\alpha_{j 1} \sqrt[q_{j}]{\lambda}+\alpha_{j 2} \sqrt[q_{j}]{\lambda^{2}}+\ldots \tag{1.3}
\end{equation*}
$$

which determines the angle of approach of $s_{j}(\lambda)$ as $\lambda \rightarrow \infty$. For example, if $\alpha_{j 1} \neq 0$ then $s_{j}(\lambda)$ tends to infinity asymptotically as a $q_{j}$-th root of unity. In other words, this cycle of root-loci tends to $\infty$ in a Butterworth pattern and thus the root-loci tend to $\infty$ in superimposed Butterworth patterns. It is a happy fact that the leading fractional powers appearing in (1.2) can be read off, in a glance, from the Newton diagram of $X$ - that is, from the Newton diagram of the polynomial $F(\lambda, s)$. Moreover, the leading coefficients in (1.2) can be obtained from substituting (1.3) into (1.1) and equating coefficients.
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2. Quite clearly, the analysis above extends to the important case of 1-parameter families $K(\lambda)$ of gains which vary polynomially with $\lambda$. The extension to nonsquare $G(s)$ involves considerably more thought, especially vis-a-vis (ii), requiring a careful development of the concept of infinite gain and leading naturally to questions concerning the robustness of the asymptotic expansions (1.3) and of the root loci themselves. In this sense, the root-locus theory is far from complete and, since robustness is likely to play an important role in the analysis of 2 -parameter families of gains, we present here a theory of robustness based on the notions of infinite gain presented in [1] and [2]. We shall now give 2 rather surprising examples of this lack of robustness, the first is adapted from the single variable discussion in [1].

Example 1 Consider the transfer function and the 2-parameter family of gains, respectively, defined by

$$
G(s)=\left[\begin{array}{cc}
1 /\left(s^{2}-1\right) & 0 \\
0 & 1 /\left(s^{2}-4\right)
\end{array}\right] \quad, \quad K(\lambda, \mu)=\left[\begin{array}{cc}
1-\mu \lambda & \lambda \\
\mu^{2} \lambda-\mu & \mu \lambda-1
\end{array}\right]
$$

We shall compute the root-loci, as a function of $(\lambda, \mu)$, along the 2 asymptotic curves, $\gamma_{1}: \mu=0$ and $\gamma_{2}: \mu \lambda: 1$, in the direction of increasing $\lambda$. Along $\gamma_{1}$, we see that the root-loci is constant and coincides with the roots of $s^{2}\left(s^{2}-5\right)$, yet along $\gamma_{2}$ the root-loci is constant, given by the roots of $\left(s^{2}-1\right)\left(s^{2}-4\right)$. Furthermore, along $\gamma_{3}: \mu^{2} \lambda=1$ which is also asymptotic to $\gamma_{1}$, the root-loci depend on $\lambda$ and tend to the roots of $s^{4}-5 s^{2}-1$. This example shows that the final values of the root-locus are not continuous with respect to the gain! Furthermore,
it can occur that along one curve a system appears stable in the high gain limit but along a slightly perturbed curve, the system is unstable for high gains. We note that this pathology is not due to:
(1) inequalities $m>p$ or $p<m$, or to
(2) the absence of diagonal dominance in $G(s)$, or to
(3) the vanishing of $\operatorname{det} G(s)$.

The second example is deceptively trivial.

Example 2. Given $G(s)$ and $K(\lambda, \mu)$ defined by

$$
G(s)=\left[\begin{array}{cc}
1 & 1 \\
1 & 1
\end{array}\right] / s, \quad K(\lambda, \mu)=\left[\begin{array}{cc}
\lambda & 0 \\
0 & \lambda-2)^{2}{ }^{2}
\end{array}\right]
$$

Along $\gamma_{1}$ we have the root locus given by $s(\lambda)=-\lambda$, yet along $\gamma_{2}$ one computes $s(\lambda) \equiv 0$.
N.B. The condition $\operatorname{det} G(s) \equiv 0$ is generic (indeed, always satisfied) for $2 \times 2$ transfer functions of McMillan degree 1 .

These examples can be interpreted in the following context.
A polynomial family of ( $m \times p$ ) gains $K\left(\lambda_{1}, \ldots, \lambda_{r}\right.$ ) is said to have dimension $r$ just in case the Jacobian of the function $K: \mathbb{R}^{r} \rightarrow \mathbb{R}^{m p}$ is not identically zero. Thus, $\operatorname{dim} K \leqslant m p$. Here, and in the following sections, $G(s)$ is a $p \times m$ real transfer function having McMillan degree $n$ and the variety $\Sigma_{m, p}^{n}$ of all such functions is coordinatized by the Hanker parameters of $G(s)$ as in [3]. In particular, a generic set of $G$ is a. complement of a proper subvariety in the corresponding space of Hanker matrices.
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Theorem 1. If dim $K \leqslant n$, then for the generic transier function $G$ and any curve $\gamma$ in $\mathbb{R}^{r}$ along which $K$ tends to infinity, the root-loci are continuous: 'That is, for $\gamma_{1}$ asymptotic to $\gamma$ the root-loci agree in the high gain limit. If $\operatorname{dim}^{+} K>n$, then there exists some curve $\gamma$ in $\mathbb{C}^{\boldsymbol{r}}$ along which the root loci are discontinuous. Moreover, there exists some real family $K$ for which $\gamma$ may be taken to be real.

Note that Example 1 illustrates the necessity of the generic hypothesis on $G$ in the first statement, while Example 2 illustrates the remaining assertions.
3. Returning to Example 1, we investigate the asymptotic behavior of the gain $K(\lambda, \mu)$ itself along $\gamma_{1}$. Here, $u=K(\lambda, \mu) y$ is the linear relation

$$
\begin{equation*}
u_{1}=y_{1}+\lambda y_{2} \quad, \quad u_{2}=-y_{2} \tag{3.1}
\end{equation*}
$$

or, equivalently, for $\lambda \neq 0$

$$
\begin{equation*}
u_{1} / \lambda=y_{1} / \lambda+y_{2}, \quad u_{2}=-y_{2} \tag{3.1}
\end{equation*}
$$

As $\lambda \rightarrow \infty$, this linear relation approaches the linear relation

$$
\begin{equation*}
0=y_{2}, \quad u_{2}=-y_{2} \tag{3,2}
\end{equation*}
$$

that is, the linear relation (also of rank 2), $u_{2}=y_{2}=3$. It is easily seen that this relation is also the limit of $K(\lambda, \mu)$ along $\gamma_{2}$ and $\gamma_{3}$. The system-theoretic interpretation of the discontinuity at this infinite gain is simply that for $\lambda \gg 0$ each frequency $s \in \sigma$ behaves like an approximate pole, so that "in the limit" each $s \in \mathbb{C}$ deserves to be called a poie. Explicitly, given any $s_{0} \varepsilon \mathbb{C}$, any $\varepsilon>0$ and any $c>0$ there
exists an input $u$ with $\left\|\hat{u}\left(s_{o}\right)\right\|<\varepsilon$ and an $N(c, \varepsilon) \gg 0$, such that the resulting output $y\left(s_{o}\right)$ of the closed-loop system corresponding to $K(\lambda)$ defined by (3.1) satisfies

$$
\left\|\hat{y}\left(s_{o}\right)\right\|>c \quad \text { for } \quad \lambda>N(c, \varepsilon)
$$

For this condition to be satisfied, one must choose $u_{2}\left(s_{0}\right) \neq 0$ which will then amplify $\hat{u}_{1}\left(s_{0}\right)$ and hence $\hat{y}_{1}\left(s_{0}\right)$ in the closed loop equations. In this light, the infinite gain constraints (3.2) reflect the fact that, only under the condition $u_{2}=0$ (and therefore $y_{2}=0$ ), will the limiting "transfer function" yield a finite output from a finite input.
4. We can make this precise in the language of classical algebraic geometry. Consider, for $K: \mathbb{R}^{\mathbb{P}} \rightarrow \mathbb{R}^{m}$, the graph of $K$ as a dimensional subspace

$$
\operatorname{gr}(\mathrm{K})=\left\{(\mathrm{y}, \mathrm{Ky}): y \in \mathbb{R}^{\mathrm{P}}\right\} \subset \mathbb{R}^{\mathrm{p}} \oplus \mathbb{R}^{\mathrm{m}}
$$

We may alsc consider $K$ as a linear map, $K_{\mathbb{C}}: \mathbb{C}^{p} \rightarrow \mathbb{C}^{m}$ and therefore define $\operatorname{gr}\left(K_{\mathbb{C}}\right)$ as a subspace of $\mathbb{T}^{p} \oplus \mathbb{Q}^{m}$. Of course $g r\left(K_{\mathbb{C}}\right)$ determines $K_{\mathbb{C}}$. Now consider the set $\operatorname{Grass}(p, m+p)$ of all $p-p l a n e s$ in $\mathbb{C}^{\mathrm{p}} \oplus \mathbb{C}^{\mathrm{m}}$. This set may be naturally regarded as a compact manifold, indeed a variety (see [4]), the Grassmannian variety. The generic p-plane is complementary to $\mathbb{C}^{\mathbb{m}} \subset \mathbb{C}^{\mathrm{P}} \oplus \mathbb{C}^{\mathrm{m}}$ and is therefore the graph of some linear function $K: \mathbb{C}^{p} \rightarrow \mathbb{C}^{m}$. In this way, $\operatorname{Grass}(p, m+p)$ is a compactification
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of the space of (finite) gains and therefore has dimension mp. For example, the 2-plane in $\mathbb{0}^{4}$ defined by (3.2) is an (infinite) point of Grass $(2,4)$ which is not the graph of a linear gain $K y=u$, but which is the limit of the 2-planes $\operatorname{gr}\left(K(\lambda)_{Q}\right.$ ) where $K(\lambda)$ is defined by (3.1). Thus, Grass $(p, m+p)$ is a model for the space of finite and infinite gains, with $p$-planes $V \subset \mathbb{C}^{p} \oplus \mathbb{C}^{m}$ falling into these 2 classes according to whether $V$ is complementary to $\mathbb{C}^{m}$ or not. We shall denote this latter subvariety by $\sigma\left(\mathbb{C}^{m}\right)$.

Figure 1


In Figure 1, we have depicted an infinite gain $v \in \sigma\left(C^{m}\right)$ together with 2 asymptotic sequences $\gamma_{1}, \gamma_{2}$ of finite gains approaching $v$ in the (high gain) limit.
5. In this model for including high gain limits, we can ask whether the root-loci are continuous at infinite gains. Referring to figure 1 and examples 1 and 2, it is not hard to see the difficulty involved. In the standard context of this problem, the methods by which the rootloci are defined at $V$ is by choosing some sequence, say $\gamma$, approaching $V$ and defining the root-loci as the corresponding limiting n-tuple on the Riemann sphere (which exists, by Bolzano-Weierstrass). The analytical
question which remains is whether this limit is independent of $\gamma$. This was determined in [1] and [2] by defining the root-loci at $V$ intrinsically - in the case when the limits will agree. Lemma ([1]) Let $K$ be a finite gain, defined over $\mathbb{R}$ or $\mathbb{C}$, and let $\Phi=\left\{\phi_{1}, \ldots, \phi_{m}\right\}$ be a set of linear functionals which define $g r\left(K_{\mathbb{C}}\right) \subset \mathbb{C}^{\mathrm{P}} \oplus \mathbb{C}^{\mathrm{m}}$. Then the poles of the closed-loop system $G(s)(I-K G(s))^{-1}$ are the zeroes of the rational function

$$
\begin{equation*}
F_{\Phi}(s)=\operatorname{det}\left(\phi_{i}\left(g_{j}(s)\right)\right) \tag{5.1}
\end{equation*}
$$

where $g_{j}(s)^{t}$ is the $j$-th row of $\left[G(s), I_{m}\right]$.
N.B. (5.1) is proportional to the return-difference determinant $\operatorname{det}(I-K G(s))$, in particular its zeroes are independent of the choice of $\Phi$ - a fact which in also be checked directly.

Turning to infinite gains $V$, choose $\Phi=\left\{\phi_{1}, \ldots, \phi_{\mathrm{m}}\right\}$ so that $V=\bigcap_{i=1}^{n}$ ker $\phi_{i}$, and form $F(s)$ exactly as above. Provided $F_{\Phi}(s)$ does not vanish identically, we may define the infinite root-locus $X(V)$ as the $n$ zeroes, finite or infinite, of $F_{\Phi}(s)$. Moreover, continuity of the root-loci at $V$ follows from the continuity of the roots of a (non-zero) polynomial on its coefficients. However, when $F_{\Phi}(s) \equiv 0$ this is nonsense.

Theorem 2 ([1], [2]) The root-loci are continuous at an infinite gain $V$ if, and only if, $F_{\Phi}(s) \neq 0$.
6. Example 1'. Consider the infinite gain $V$ defined by (3.2), thus $V=\bigcap_{i=1}^{n}$ ker $\phi_{i}$ where, for example,
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$$
\begin{equation*}
\phi_{1}\left(y_{1}, y_{2}, u_{1}, u_{2}\right)=y_{2}, \quad \phi_{2}\left(y_{1}, y_{2}, u_{1}, u_{2}\right)=u_{2} \tag{6.1}
\end{equation*}
$$

while

$$
\begin{equation*}
g_{1}(s)^{t}=\left(1 /\left(s^{2}-1\right), 0,1,0\right) \text { and } g_{2}(s)^{t}=\left(0,1 /\left(s^{2}-4\right), 0,1\right) \tag{6.2}
\end{equation*}
$$

Thus,

$$
F_{\phi}(s)=\operatorname{det}\left[\begin{array}{cc}
0 & 1 /\left(s^{2}-4\right) \\
0 & 1
\end{array}\right] \equiv 0,
$$

as claimed.
Example 2'. Along $\gamma_{1}, K(\lambda, \mu)=\lambda I_{2}$ so that $u=K(\lambda) y$ is simply

$$
\begin{equation*}
u_{i}=\lambda u_{i}, \text { or } u_{i} / \lambda=y_{i} \text { for } \lambda \neq 0 \tag{6.3}
\end{equation*}
$$

In the limit $\lambda+\infty$, we obtain the infinite gain $V=C^{P}$ defined by $y_{i}=0$, for $i=1,2$ or equivalently by the 1 inear functionals

$$
\begin{equation*}
\phi_{i}\left(y_{1}, y_{2}, u_{1}, u_{2}\right)=y_{i} \tag{6.3}
\end{equation*}
$$

Thus

$$
\begin{equation*}
F_{\Phi}(s)=\operatorname{det} G(s) \equiv 0: \tag{6.4}
\end{equation*}
$$

Example 3. For any square system $G(s)$, the root loci corresponding to $K(\lambda)=\lambda I_{m}$ will be continuous at $V=\lim _{\lambda \rightarrow \infty} K(\lambda)$, defined as in (6.3)', if and only if the well-known condition $\operatorname{det} G(s) \neq 0$ is satisfind. Alternatively, the technical condition that open-loop zeroes should exist coincides with the condition that these particular final values of the root locus should be independent of the high gain limit

$$
V=\lim _{\lambda \rightarrow \infty} \lambda K, \quad \operatorname{det} k \neq 0
$$

This gives additional insight into the condition (6.4) as well as Theorem 2. As a special case ( $m=1$ ), note that root loci are always continuous in the scalar case for nonzero $g(s)$.
7. Now, to derjve Theorem 1 from Theorem 2 we note that ([2], Lemma 4.A) $F_{\Phi}(s) \equiv 0$ if, and only if, $F_{\Phi}\left(s_{i}\right)=0$ for $i=1, \ldots, n+1$ and where $s_{i}$ are distinct points in $\mathbb{C}$. Furthermore, for any fixed $s_{0}$ and $V \varepsilon$ Grass $(p, m+p)$ arbitrary, the equation $F_{\Phi}\left(s_{0}\right)=0$ defines a hypersurface on Grass ( $p, m+p$ ) indeed, a Schubert hypersurface (see [1], [2]). For generic G these may be chosen iy general position for distinct $s_{i}$ and therefore ([7], p. 57) for any subvariety $X \subset$ Grass $(p, m+p)$ the intersection

$$
\bigcap_{i=1}^{n+1}\left\{V: F_{\Phi}\left(s_{i}\right)=0\right\} \cap X
$$

is emr/ty if, and only if, dim $X \leqslant n$. Finally, the condition $\operatorname{dim} K \leqslant n$ on 2 family of gains $K\left(\lambda_{1}, \ldots, \lambda_{r}\right)$ is the condition that the algebraic dimension over $\mathbb{C}$ of $\overline{K\left(\mathbb{C}^{r}\right)} \subset \operatorname{Grass}(p, m+p)$ is less than or equal to $n$, but over $\mathbb{C}$ this coincides with the geometric dimension of $X=\overline{K\left(\mathbb{N}^{r}\right)}$. This shows that if $r>n$, there exists some point $V$ of discontinuity $\overline{K(\mathbb{C})} \subset G r a s s(p, m+p)$. However, $\bar{v}$ must also be a point of discontinuity since we may choose the $n+1$ points $s_{i}$ to be real, and in that case

$$
G\left(s_{i}\right) \cap V \neq(0) \text { iff } G\left(s_{i}\right) \cap V \neq(0)
$$

Indeed,

$$
G\left(s_{i}\right) \cap \vee \cap \bar{V} \neq(0) \quad \text { for } i=1, \ldots, n+1
$$

Choosing a real $p-p l a n e w$, such that $V \cap \bar{V} \subset w$, one has

$$
G\left(s_{i}\right) \cap w \neq(0) \quad \text { for } \quad i=1, \ldots, n+1
$$

and hence for all s . Such a $\omega$ is therefore a point of discontinuity for the root-locus map and also lies in the closure of the family

$$
\mathrm{K}: \mathbb{R}^{\mathrm{mp}} \rightarrow \mathbb{R}^{\mathrm{mp}}
$$

defined by $K(x)=x$.
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#### Abstract

We consider questions of pole placement and stabilization for generic linear systems with prescribed state, input and output dimensions, where the controller must be implemented by linear memoryless output feedback. We present a criterion, in terms of a special pole-placement property, for generic stabilizability and apply this to describe constraints on the dimensions which are consistent with generic stabilizability. We also discuss the rationality and solvability by radicals of stabilizing or pole positioning gains, and we describe how decision algebra can theoretically handle existence questions for generic systems.


## 1. INTRODUCTION

In this peper, we are concerned with questions of pole-assignability and stabilizability for real linear input-output systems

$$
\begin{align*}
& \frac{d x}{d t}=F x+G u \\
& y=H x \tag{1.1}
\end{align*}
$$

or

$$
\begin{align*}
& x(t+1)=F x(t)+G u(t) \\
& y(t)=H x(t) \tag{1.1}
\end{align*}
$$

where we allow constant gains $u=K y$ as feedback. The equations of pole-assignability are real polynomials and it is natural to attempt to solve these equations by eliminating the unknown variable $K$. Similar remarks apply to the equations of stabilizability which include, however, algebraic inequalities arising for example from the Routh-Hurwitz criteria. In what follows, we shall use various results from classical algebraic geometry, including elimination theory and the Schubert calculus of enumerative geometry, which apply to the equations of pole-placement.

Put geometrically, elimination theory consists in the study of a projection

$$
\begin{equation*}
\mathrm{p}_{1}: \mathrm{X} \times \mathrm{Y} \rightarrow \mathrm{X} \tag{1.2}
\end{equation*}
$$

restricted to an algebraic, or semialgebraic, set $Z \subset X \times Y$, where $X$ and $Y$ can be taken to real or complex vector spaces, e.g. $X=\mathbf{R}^{N}$, $Y=R$. The main problem in elimination theory consists in finding a
description of the set

$$
p_{1}(z)=\{x: \exists y \text { such that }(x, y) \in z\}
$$

in terms of $Z$. A basic example is given by

$$
\begin{equation*}
z=\left\{(x, y): x=y^{2}\right\} \tag{1.3}
\end{equation*}
$$

which is algebraic but for which $P_{1}(Z)$ is only semialgebraic if we take real coefficients ${ }^{*}$.

In relation to the pole assignability question for a prescribed $F, G, H$, we can identify the entries of $K$ with the space $Y$ and the coefficients of the closed loop characteristic polynomial, call them $p_{1}, \ldots, P_{n}$, with $X$. Then

$$
Z=\left\{\left(p_{1}, \ldots, p_{n}, K\right): \operatorname{det}(s I-F=G K H)=s^{n}+\sum_{i=1}^{n} p_{i} s^{n-i}\right\}
$$

and pole assignability of a generic closed-loop polynomial holds if and only if $P_{I}(2)$ coincides with all of $R^{n}$ save a proper subvariety.

Among the results we obtain using classical algebralc geometry are: the condition $m p \leqslant n$ is necessary for the stabilizability of the generic ( $F, G, H$ ). This condition is well known to be necessary for pole-assignability of the generic ( $F, G, H$ ), and our result raises the question as to whether or not, in terms of the values, $m, n, p$, these two questions might not be equivalent. As unlikely as this may be, at the time we write there is no counterexample (although there is evidence in this direction for $m=2, n=9$, and $p=6$, see [5]). We also show that if a stabilizing gain exists, then such a gain can be found by a rational procedure. On the other hand, we show that if

[^1]$m p=n$ a rational procedure for finding a gain $K$ which assigns a given characteristic polynomial (assuming such a $K$ exists) does not exist unless $\min (m, p)=1$, in which case a linear formula can be found. Moreover using square roots as well as rational operations only helps if $\min (m, p)=\max (m, p)=2$. This is of course in contrast with pole assignment by state feedback, and answers in the negative a question raised in [1].

We also argue that one can in principle determine by rational calculations whether, given $m, n, p$, generic $F, G, H$ are pole assignable, generiaally pole assignable, or stabilizable. We say "in principle" since the number of calculations required is enormous.

We use several tools to prove the results. One of the theorems for due to Tarski-Seidenberg, which asserts that if $Z$ is semialgebraic, then $P_{i}(Z)$ is semialgebraic. This theorem can be used iteratively to reduce the question of the existence of a solution $x \in \mathbb{R}^{n}$ to a set of semialgebraic equations to the question of existence of a solution to another set of semialgebraic equations in, for example, the unknown $x_{1} \in \mathbb{R}$. Such existence can be decided by a rational procedure in the coefficients of the resulting semialgebraic equations. The TarskiSeidenberg theorem is extremely qualitative, and "worst-case" analysis ([7]) shows that such a decision procedure takes at least $2^{k^{n}}$ steps, where $k>0$ is a constant and $n$ is the length of the input formula.

We also use a classical form of elimination theory, over $\mathbb{C}$ :
if $Z \in \boldsymbol{c}^{N} \times \mathbf{c}^{M}$ is defined by equations which are homogeneous in $y$, then $p_{1}(Z) \subset c^{N}$ is definable by polyncmial equations. In particular, $p_{1}(Z)$ is closed.

A topological form of this elimination theorem also holds over $\mathbb{R}$, and is crucial in showing that (for $m p \leqslant n$ ) the image of the pole-placement map is Euclidean closed in $\mathbb{R}^{n}$ for the generic system ([4]). Our proof of Theorem 1 relies on this result.

We must also use rather explicit elimination arguments which have appaared in the literature. Among these are the works by WillemsHesselink [23] and, more recently, Morse-Wolovich-Anderson [19] which treat the case $m=p=2$, and $m=2, p=3$. These authors, after considerable calculation, obtain a single explicit equation in a single unknown and it is possible to obtain some quantitative and qualitative results from the form of the equations. Finally, we use the results of Brockett-Byrncs [3] who determined the degree of this equation, for general $m, p$, using methods of the Schubert calculus. This calculus was developed in the 19 th century in order to deduce the degree of the final equation one would obtain in certain problems of enumerative geometry, without going through the elimination theory first. It is a fortunate fact that the return difference equation corresponds to a classical equation of enumerative geometry, enabling one to determine this degree as a function of $m$ and $p$.

## 2. STATEMENTS OF THE MAIN RESULTS

Let us suppose that ( $F, G, H$ ) is a triple of matrices which correspond to either a discrete or a continuous time system having $m$ inputs, $n$ states, and $p$ outputs. We consider the questions, for $m, n, p$ fixed:

Question 1: Is it true that for all (F, G, H), except perhaps those contained in a proper algebraic set, one can arbitrarily assign the (closed-loop) eigenvalues of $F+G K H$ by suitable choice of outpu: feedback K?

Question 2: Is it true that one can stabilize all (F, G, H), except perhaps those contained in a proper algebraic set, by some output feedback K?

Concerning Question 1 , it is known ([13], [23]) that mp $2 n$ is a necessary condition on the parameters $m, n, p$. In Section 3 we derive a stabilizability criterion as a limiting form of the equivalence of generic stabilizability for continuous and for discrete time systems. This can be thought of as an equivalence between generic stabilizability and the generic existence to an output feedback deadbeat control problem for nondegenerate systems (in the sense of [3], [4]):

Theorem 1: If $m p \pi n$, tie following statements are equivalent:
i) $m, n, p$ are such that the generic ( $F, G, H$ ) is stabilizable
11) $m, n, p$ are such that for any nondegenerate ( $F, G, H$ ) there exists a gain $K$ such that the closed loop polynomial is $s^{n}$.

This result holds for $m p>n$ as well, with nondegenerate replaced by the weaker term generic. Since we do not need the general result here, we shall only prove it in the case mp \& n. From Theorem 1 we obtain

Theorem 2: $m p \geq n$ is necessary for generic stability.

This result of course implies that $m p \geq n$ is necessary for Question 1 as well, but also raises the question as to whether the answers to questions 1 and 2 might not agree, as functions of the parameters $m, n$, and $p$. On the one hand, if $\max (m, p) \geq n$ then generically either $G$ or $H$ is of rank $n$ so that one is in the state feedback situation where the answer to Question 1, and therefore to Question 2, is well known to be in the affirmative under the generic hypothesis of reachability. On the other extreme, Theorem 2 shows that for $m p<n$ the answer to both questions is in the negative, so that explicit calculations for $m p \sim n$ are therefore quite interesting. However, aside from a few special cases, our knowledge is incomplete.

Example $1 \quad(m=p=2)$ : If $n=4$, it has been shown by Willems-Hesselink ([23]) that pole placement does not hold for an open subset of (F, G, H). In [3] it is shown that pole placement does not hold unless the transfer function $T(s)=H(s I-F)^{-1} G$ has rank 1. In particular, pole placement does not hold for ( $F, G, H$ ) in an open, dense set. In [19], necessary and sufficient conditions for generic pole placement, for a particular system of this dimension are derived.

Thus, by Kimura's Theorem [16] and the Willems-Hesselink counterexample, the answer to Question 1 is yes if, and only if, $n \leq 3$.

In [23] it is asserted that a modification by P. Molander of the techniques in [23] shows that the answer to Question 2 is in the negative if $n=4$. Thus, the answers to Questions 1 and 2 , if $m=p=2$, are yes if, and only if, $n \leq 3$. Since this result is unpublished, in section 4 we present a verification of Molander's conclusion as a corollary to our generic stabilizability criterion. This of course gives another proof of the Willems-Hesselink theorem.

Theorem 3 (Molander): There is a nonempty open set of (nondegenerate)
$2 \times 2$ systems of degree 4 which are not stabilizable by constant output gain feedback.

Example $2\left(m=2, p=2^{k}-1\right)$ : It is known in this case that the answer to Question 1, and therefore to Question 2, is in the affirmative ([ 3 ]) provided $m p \geq$ n. By Theorem 2, the answer to both questions, for these values of $m, p$, is therefore yes if, and only if mp $\geq n$.

Example 3. ( $m=2, p=4$ ) At present, ons is able to deduce from the results proved in [3] and more refined topological methods that the answer to Question 1, and therefore to Question 2, is in the affirmative whenever $n \leq 7$. Theorem 2 then asserts that the only case which remains to be analyzed is $n=8$, where it has been conjectured ([6]) that the answer to Question 1 is in the negative.

We should mention, however, that there are cases (e.g. $m=2, p=6$, $n=9$ ) where generic stabilizability is known to hold, but where Question 1 remains unanswered ([5]).

Until now, we have only discussed the existence of solutions to the problems of pole positioning and stabilization. Equally important is the consideration of what kind of algorithm might exist for finding a gain $K$ which places the poles, or stabilizes the system, provided such a gain exists. In Sections 5 and 6 we analyze each of these questions and prove

Theorem 4: Suppose there exists a gain which stabilizes the system ( $F, G, H$ ). Then, one can find such a $K$ by an algorithm which is rational in the coefficients of ( $F, G, H$ ).

In [1] the question was raised as to whether rational formulae exist for a gain $K$ which places the closed loop characteristic pcy,ynomial at $p(s)=s^{n}+p_{1} s^{n-1}+\ldots+p_{n}$. That is, provided such a gain $K$ exists, can one find $K$ as a rational function of ( $F, G, H, P_{1}, \ldots, P_{n}$ )? This holds for the case of state feedback and, in particular, where $\min (m, p)=1$ and $\max (m, p) \geq n$. In this case, a linear formula for $K$ follows from consideration of the phase-variable canonical form. However, as the equation obtained by Willems-Hesselink (see also [3], [19]) shows for the case $m=p=2, n=4$, there exist precisely 2 gains (possibly a complex conjugate fair) counted with multiplicity which place a given real monic polynomial

$$
s^{4}+p_{1} s^{3}+\cdots+p_{4}
$$

Moreover, the coefficients of such a $2 \times 2$ gain $K$ are given by the soiution formula for a quadratic equation. Thus, in general, a rational formula does not exist. If $m p=n$, we can give a more precise answer to the question raised in [1]:

Theorem 5: If mp=n, the following statements are equivalent
for the generic ( $F, G, H$ ) and monic polynomial $p(s)$ :
(a) there exists a rational formula, in the coefficients of $p(s)$ and entries of ( $F, G, H$ ), for some $K$ which places the closed loop polynomial at $p(s)$;
(b) there exists a linear formula, in the coefficients of $p(s)$ and entries of ( $F, G, H$ ), for such a $K$;
(c) $\min (m, p)=1$ and $\max (m, p)=n$.

Theorem 6: If $m p=n$, the following statements are equivalent
for the generic ( $F, G, H$ ) and monic polynomial $p(s)$ :
(a) There exists a formula, involving rational expressions and square roots, for some $K$ which places the closed loop polynomial at $p(s)$;
(b) either $\min (m, p)=1$ or $\min (m, p)=\max (m, p)=2$.

Indeed, if $m p=n$ we conjecture that the only cases for which there exists formulae for $K$ involving rational operations and radicals are
i) $\min (m, p)=1$ and $\max (m, p)=n$; or
ii) $\quad \min (m, p)=\max (m, p)=2$.

This conjecture appears natural in the light of our techniques (Section 6), which are an application of Galois theory and of the methods used in [3] enabling one to express the number $d_{m, p}$ of (rerhaps complex) gains $K$ which place the poles of a given generic ( $=$ nondegenerate) system at a given monic polynomial if mp $=n$. In fact

$$
d_{m, p}=\frac{1!\ldots(p-1)!(m p)!}{m!\ldots(m+p-1)!}
$$

This agrees with the Willems-Hesselink calculation ([20]), that $d_{2,2}=2$ and with the recent calculation made by Morse-Wolovich-Anderson ([19]) that $d_{2,3}=d_{3,2}=5$ *.

Our methods for proving Theorem 4 rely quite heavily on the Tarski-Seidenberg Theorem (Prop. 3.2). In the course of the proof we need several other results from "decision algebra". With these results in hand, it only requires modest additional effort to show that the question raised in this paper, i.e. whether or not Questions 1 and 2 are equivalent for any fixed $m, n, p$ triple, can in fact be answered by decision algebra. This is shown in the Appendix.

The actual application of a decision algebra based checking procedure is of course extremely impractical to implement but we should emphasize that, at present, this is the only method which is even in principle capable of answering this equivalence question for arbitrary $m, n, p$. For this reason, we feel it is worthwhile to give a proof of this statement.

[^2]
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## 3. PROOF OF THEOREMS_1_ADd_2:

We shall begin by proving that, for $m, n_{3} p$ fixed, stabilizability for the generic $(F, G, H) \in \mathbb{R}^{n^{2}+n(m+p)}$ is equivalent to the property that $(s-p)^{n}, \rho_{,} \in \mathbb{R}$, may be assigned as the closed loop characteristic polynomial for the generic $(F, G, H) \in R^{n^{2}+n(m+p)}$. It is intuitively clear that Question 2 should not distinguish between continuous time and discrete time stabilizability. This follows from the first lemma where $\varepsilon=1$ and $\rho=0$.

Lemma 3.1: The following statements are equivalent:
i) $m, n, p$ are such that for all ( $F, G, H$ ) - except perhaps those contained in a proper algebraic set - there exists a stabilizing gain $K$.
ii) $m, n, p$ are such that for all (F, G, H) - except perhaps those contained in a proper algebraic set-for all real $\rho$ and all $\varepsilon>0$, there exists a gain $K$ such that the eigenvalues of $F+G K H$ are contained in an $\varepsilon$-disc centered about $\rho$.

Proof: We first note that to say (1.1) is stabilizable is to
say the system

$$
\begin{equation*}
\dot{x}=F x+G u, \quad y=H x+J u \tag{3.1}
\end{equation*}
$$

with $J$ arbitrary but fixed is stabilizable. For, if $K$ is a stabilizing gain for (1.1), and $I-K J$ is nonsingular, then the gain $u=\overline{\mathrm{K}} \mathrm{y}$, where

$$
\overline{\mathrm{K}}=(\mathrm{I}-\mathrm{KJ})^{-1} \mathrm{~K},
$$

stabilizes (3.1). If $\mathrm{I}-\mathrm{KJ}$ is singular, we may choose $\tilde{K}$ sufficiently close to $K$ so that $\bar{K}$ is a well-defined stabilizing gain for (3.1).

Now consider the conformal transformation

$$
\phi(z)=[(z-\rho) / \varepsilon+1][(z-\rho) / \varepsilon-1]^{-1}
$$

and define the rational matrix valued function

$$
\begin{equation*}
V(z)=W(\phi(z))=\tilde{H}(z I-\tilde{F})^{-1} \tilde{G}+\tilde{J} \tag{3.2}
\end{equation*}
$$

where $W(z)$ is the open loop transfer function,

$$
\begin{equation*}
W(z)=H(z I-F)^{-1} G+J \tag{3.3}
\end{equation*}
$$

Now let $\bar{K}$ be a gain such that the closed-loop poles of

$$
W(z)(I+K W(z))^{-1}
$$

are at $z_{1}, \ldots, z_{n}$. Then, generically, the poles $\phi\left(z_{1}\right), \ldots, \phi\left(z_{n}\right)$ of

$$
V(z)(I+K V(z))^{-1}
$$

will be finite. Since

$$
\operatorname{Re}[z]<0 \text { if, and only if, }|\phi(z)-\rho|<\varepsilon
$$

```
\overline{K}}\mathrm{ stabilizes W(z) with respect to }\operatorname{Re}[z]<0 if, and only if
it stabilizes V(z) with respect to the }\varepsilon\mathrm{ -disc centred about }\rho\mathrm{ .
```

We claim that, consequently, a generic ( $F, G, H, J$ ) is stabilizable with respect to $\operatorname{Re}[z]<0$ if, and only if, a generic $(\widetilde{F}, \widetilde{G}, \tilde{H}, \tilde{J})$, is stabilizable with respect to the $\varepsilon-d i s c B(\rho ; \varepsilon)$. Assuming the claim, by our first observation the "direct part" J may be omitted, and the leman is proved.*

To verify the claim, we first develop $W(2)$ in a taurent series

$$
W(z)=J+\sum_{i=1}^{\infty} L_{i} z^{-i}
$$

and form the $n \times n, p \times m-b l o c k$ Hankel matrix

$$
h_{w}=\left[L_{i+j-1}\right]
$$

Then $W(z)$ determines, and is determined by, a point in the set

$$
\mathscr{X}_{\mathrm{m}, \mathrm{p}}^{\mathrm{n}}=\left\{\left(\mathrm{J}, \mathrm{~L}_{1}, \ldots, \mathrm{~L}_{2 \mathrm{n}}\right): \text { rank } h_{\mathrm{w}}=\mathrm{n}\right\}
$$

$\mathscr{X}_{m, p}^{n}$ is, by definition, an open subset of an algebraic set of matrices. Moreover, $\mathscr{X}_{m, p}^{n}$ is the image of the rational map

$$
I: \mathscr{K} \subset \mathbb{R}^{n^{2}+n(m+p)+m p}+\mathscr{E}_{m, p}^{n}
$$

defined on the open dense set $\mathscr{K}$ of minimal systems by

$$
\Pi(F, G, H, J)-\left(J, I_{1}, \ldots, L_{2 n}\right)
$$

where of course

$$
\mathbf{E}(S I-F)^{-1} G+J=J+\sum_{i=1}^{\infty} L_{i} z^{-i}
$$

[^3]Therefore, $x_{m, p}^{n}$ is irreducible, as the image of an irreducible
algebraic set ([2],]). In this language, we have:
(1) $\phi$ induces, via (3.2), a rational map

$$
\Phi: \mathscr{x}_{\mathrm{m}, \mathrm{p}}^{\mathrm{n}}+\boldsymbol{x}_{\mathrm{m}, \mathrm{p}}^{\mathrm{n}}
$$

with singularities on the algebraic set
$\left\{h_{T}: W\right.$ has a pole at 1$\}$, since $V(z)=\Phi(W(z))=W(\phi(z))$
is proper if, and only if, $W(1)$ is finite.
(ii) image $\phi=\mathscr{X}_{\mathbb{m}, \mathrm{p}}^{\mathrm{n}}-\left\{\mathrm{h}_{\mathrm{V}}: V\right.$ has a pole at $\left.\varepsilon+\rho\right\}$ for similar reasons as in (1).

Furthermore, since stability of minimal systems is an input-output
property, if $\mathscr{X}$ is a self-conjugate subset of $\mathbb{d}$, then
(iii) the set

$$
\mathrm{U}=\{\sigma=(\mathrm{F}, \mathrm{G}, \mathrm{H}, \mathrm{~J}): \sigma \text { is stabilizable with respect to } \mathscr{Z}\}
$$

is open and dense in $\mathscr{K}$, if and only if,

$$
\Pi(\mathrm{U}) \subset \mathscr{H}_{\mathrm{m}, \mathrm{p}}^{\mathrm{n}}
$$

is open and dense in $\mathscr{H}_{\mathrm{m}, \mathrm{p}}^{\mathrm{n}}$.
The claim then follows from (i), (ii), and (iii).
Q.E.D.

Remark: A similar, perhaps well-known, result is that for fixed $m, n, p$ stabilizability is generic if, and only if, for generic ( $F, G, H$ ) there exists a gain $K$ such that the closed-1oop spectruin lies in $\operatorname{Re}[s]<\sigma$ or $\operatorname{Re}[s]>\sigma$, with $\sigma \in \mathbf{R}$ arbitrary.

The next proof relies on the following result which is stated in the notation of (1.2). For f, g polynomials, set:

$$
\begin{array}{ll}
U\left\{f_{i}\right\}=\left\{x \in \mathbb{R}^{n}:\right. & f_{i}(x)>0, \\
V\left\{g_{i}\right\}=\left\{x \in \mathbb{R}^{n}:\right. & g_{i}(x) \geq 0, \tag{3.4}
\end{array}
$$

A subset ${ }^{\prime} Z^{\circ} \subset \mathbf{R}^{n}$ is called semialgebraic if it is finite union of finite intersections of sets of the form (3.4). For example, the algebraic set

$$
z=\left\{x \in \mathbb{R}^{n}: \quad g(x)=0\right\}
$$

is semialgebraic. A subset of the form $U\left\{f_{d}\right\}$ is called a basic open semialgebraic set, and those of the form $V\left\{g_{i}\right\}$ are called basic closed semialgebraic sets.

Proposition 3.2: If $Z \subset X \times Y$ is a semialgebraic set, then $p_{1}(z) \subset X$ is a semialgebraic set. Thus, the existence of $X$ such that

$$
p_{1}\left(x_{0}, y\right)=x_{0}
$$

can be checked by a finite number of rational operations in $x_{0}$.

This theorem is of course a version of the Tarski-Seidenberg Theorem. It is worth noting that a recent improvement on this result has been made ([ 8], [9]), viz. if it is known that $p_{1}(Z)$ is Euclidean closed (or open), then $P_{1}(Z)$ is a finite union of basic closed (or open) semialgebraic sets. Of course, $p_{1}(Z)$ is not necessarily closed, even if $Z$ is closed.

Lemma 3.3: If $m p \leq n$, then the following statements are equivalent
i) $m, n, p$ are such that the generic ( $F, G, H$ ) is stabilizable.
ii) $m, n, p$ are such that for all real $\rho$ and for the generic ( $F, G, H$ ), there exists a gain $K$ such that the closed loop characteristic polynomial is $(s-\rho)^{n}$.

Proof: Statement (ii) obviously implies (i). For the converse, consider the function, for $\sigma=(F, G, H)$,

$$
\begin{gather*}
x_{\sigma}: \mathbb{R}^{m p} \rightarrow \mathbb{R}^{n}, \text { defined via } \\
x_{\sigma}(K)=\left(p_{1}, \ldots, p_{n}\right) \tag{3.5}
\end{gather*}
$$

where

$$
s^{n}+p_{1} s^{n-1}+\ldots+p_{m}=\operatorname{det}(s I-F-G K H)
$$

If statement (i) holds, then for each $r$ there exists an open dense subset $U_{r} \subset \mathbb{R}^{n^{2}} \times \mathbb{R}^{n m} \times \mathbb{R}^{n p}=\mathbb{R}^{N}$ such that for $(F, G, H) \varepsilon U_{r}$,

$$
\left(p_{1}, \ldots, p_{n}\right) \varepsilon \text { image }\left(X_{\sigma}\right)
$$

where the roots of $s^{n}+p_{1} s^{n-1}+\ldots+p_{n}$ lie in a $1 / r-a i s c$ centered about $\rho$. By the Baire category theorem,

$$
U=\bigcap_{r=1}^{\infty} U_{r}
$$

is a dense subset of $\mathbf{R}^{N}$ such that for $(F, G, H) \varepsilon U$,

$$
\left(\bar{p}_{1}, \ldots, \bar{p}_{n}\right) \varepsilon \text { image }\left(x_{0}\right)
$$

where

$$
s_{n}+\bar{p}_{1} s^{n-1}+\ldots+\bar{p}_{n}=(s-\rho)^{n}
$$
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Now, according to Theorem, Section 4, of [ 4 ] provided mp $\leq n$ there exists an open dense subset $W \subset \mathbb{R}^{N}$ - the set of nondegenerate systems such that image ( $X$ ) is Euclidean closed for ( $F, G, H$ ) $\varepsilon$ W. Thus, if

$$
(F, G, H) \varepsilon U=U^{\prime} \cap W
$$

then

$$
\left(\bar{p}_{1}, \ldots \bar{p}_{n}\right) \varepsilon \text { image }\left(\chi_{\sigma}\right)
$$

Now, any real gain $K$ may be regarded as a point in $\mathbb{R}^{m p}$ and we may consider the real algebraic set

$$
\begin{equation*}
V^{\rho}=\left\{(F, G, H, K): \operatorname{det}(s I-F-G K H)=(s-\rho)^{n}\right\} \subset \mathbb{R}^{N} \times \mathbb{R}^{m p} \tag{3.6}
\end{equation*}
$$

By the Tarski-Seidenberg Theorem (Proposition 3.2)

$$
p_{1}\left(v^{\rho}\right)=.^{N}
$$

the projection onto the first factor, is a semialgebraic set in $\mathbb{R}^{N}$; i.e., $p_{1}\left(V^{\rho}\right)$ is defined by a finite set of equations and inequations as in (3.4).

Since

$$
\mathrm{U} \subset \mathrm{p}_{1}\left(\mathrm{~V}^{\rho}\right)=\mathbb{R}^{\mathrm{N}}
$$

is dense, it follows that $P_{1}\left(V^{\rho}\right)$ may be defined by algebraic conditions (perhaps disjunctive).
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$$
f_{1}(F, G, H)>0, \ldots, f_{r}(F, G, H)>0
$$

from which it follows that $P_{1}\left(V^{\rho}\right)$ is open and dense. Since ( $F, G, H) \in P_{1}\left(V^{\rho}\right)$ if, and only if, there exists a $K$ such that the closed loop characteristic polynomial is $(s-\rho)^{n}$, the lemma is proved.
Q.E.D.

For the more precise assertion in part (i1) of Theorem 1 , we need the following.

Lemma 3.4: For any $p=\left(p_{1}, \ldots, p_{n}\right) \in \mathbb{R}^{n}$, the subset

$$
v_{p}=\left\{\sigma=(F, G, H) \in W: X_{\sigma}(K)=p \text { for some } K\right\}
$$

is closed in W.

Remark: The corresponding assertion for ( $F, G, H$ ) minimal can be false. This is quite analogous to the fact that the set
$\{x \in \mathbb{R}: \exists y \in \mathbb{R}$ such that $x y=1\}$
is not closed in $\mathbb{R}$, while the set

$$
\{x \in \mathbb{R}-\{0\}: \exists y \in \mathbb{R} \text { such that } x y=1\}
$$

is closed in the open dense subset $W=\mathbb{R}-\{0\} \subset \mathbb{R}$.

Proof: As in [4], we may think of $k \in \mathbb{R}^{m p}$ as a point in Grass ( $p, m+p$ ) the set of $p-p l a n e$ in $\mathbb{R}^{m+p}$ - via the assignment

$$
K \mapsto \operatorname{graph}(K)=\{(y, K y)\} \subset \mathbb{R}^{\mathbf{P}} \oplus \mathbf{R}^{\mathrm{m}} .
$$

It is known (see e.g. [4] and references cited therein) that Grass ( $p, m+p$ ) may be regarded as a compact manifold of dimension mp. Moreover,

$$
\operatorname{Grass}(p, m+p)=\mathbb{R}^{m p} \cup \sigma(\infty)
$$

where $\sigma(\infty)$ is the closed subset defined by

$$
\sigma(\infty)=\left\{\pi \in \operatorname{Grass}(p, \pi+p): \operatorname{dim}\left(\Pi \cap \mathbb{R}^{m}\right) \geq 1\right\}
$$

That is, $\Pi \in \sigma(\infty)$ if, and only if, $\Pi$ is not complementaiy to $U$. Thus, $\Pi \notin \sigma(\infty)$ if, and only if,

$$
\Pi=\operatorname{graph}(K), \text { for some linear } K: \mathbb{R}^{p} \rightarrow \mathbf{R}^{m}
$$

On the other hand, one may regard the monic polynomial

$$
p(s)=s^{n}+p_{1} s^{n-1}+\ldots+p_{n}
$$

as a point $\left(p_{1}, \ldots, p_{n}\right) \in \mathbb{R}^{n}$ and therefore ([4]) as a point, via the homogeneous coordinates

$$
\left[p_{1}, \ldots, p_{n}, 1\right] \in \mathbb{R}^{n}
$$

In real projective $n$-space. of course, $\mathbb{R} \mathbb{P}^{\mathfrak{n}}=\operatorname{Grass}(1, n+1)$ by definition. According to ([4], Remarks, p. 103), for nondegenerate $\sigma$ the map $X_{\sigma}$ extends continuously to a map

$$
X_{\sigma}: \operatorname{Grass}(p, \mathbb{m}+p) \rightarrow \mathbb{R} \mathbb{P}^{n}
$$

satisfying:

$$
\begin{equation*}
x_{\sigma}(\pi)=\left[p_{1}, \ldots, p_{n}, 0\right] \tag{3.7a}
\end{equation*}
$$

if, and only if,

$$
\begin{equation*}
\Pi \in \sigma(\infty) \tag{3.7b}
\end{equation*}
$$

Matters being so, consider the continuous function

$$
X: W \times \operatorname{Grass}(p, m+p) \rightarrow \mathbb{R} \mathbf{P}^{n}
$$

defined via

$$
X(F, G, H, \Pi)=y(\sigma, \Pi)=\chi_{\sigma}(\Pi)
$$

Therefore, if $\bar{p}=[1,0, \ldots, 0,1]$ corresponds to $\bar{p}(s)=s^{n}$,

$$
z=x^{-1}(\bar{p}) \subset \times \operatorname{Grass}(p, \mathbb{m}+p)
$$

is a closed subset. Since Grass ( $p, \pi+p$ ) is compact,

$$
P_{1}(z) \subset W
$$

is closed and, by virtue of (3.6),

$$
P_{1}(Z)=\left\{\sigma=(F, G, H): X_{\sigma}(K)=\bar{p}, \text { for some } K\right\}=v_{\bar{p}}
$$

Q.E.D.

On the other hand, $U \cap W \subset V_{\bar{p}}$ is dense in $W$ by the Baire Category Theorem, and therefore

$$
V_{\bar{P}}=W
$$

from which (ii), and Theorem 1, follows.

> Q.E.D.

We now turn to a proof of Theorem 2. Clearly, it suffices to
considar the case mp K ; thus, the preceding lemata and Theorem 1 are applicable.

Consider, then, the algebraic set of nilpotent $n \times n$ real matrices

$$
f=\left\{N: N^{k}=0, \text { for some } k\right\}
$$

and the algebraic set $V=V^{0}$ obtained by setting $p=0$ in (3.6). We define the polynomial mapping

$$
\begin{equation*}
N: N P \times \mathbb{R}^{n m} \times \mathbb{R}^{n \mathrm{p}} \times \mathbb{R}^{m p} \rightarrow \mathbb{R}^{\mathrm{n}^{2}} \times \mathbb{R}^{\mathrm{nm}} \times \mathbb{R}^{\mathrm{np}} \tag{3.8}
\end{equation*}
$$

via

$$
\Phi(N, G, H, K)=(N-G K H, G, H)
$$

From Theorem 1, we have:

Lemma 3.5: If $m p \leqslant n$ and if the generic system is stabilizable, the image of $\$$ contains an open, dense set.

Denote by the algebraic set of $n \times n$ complex matrices. It is known (see e.g. [17], [20]) that is an irreducible algebraic set. Therafore there exists an open dense subset $U$ of which is itself a complex manifold and therefore has a dimension. Indeed ([17], [20]),

$$
\operatorname{dim}_{C}(U)=n^{2}-n
$$

The points of $U$ are called simple, and one of the thorny points In real algebraic geometry ([18]) is that in general an irreducible real algebraic set $V_{\mathbb{R}}$ may contain none of the simple points of $V_{\mathbb{C}}$.

This, for example, is the reason for the failure of the Hilbert Nullstellensatz over $\mathbb{R}$, and the most well known example of this phenomenon is

$$
\therefore \quad W_{\mathbb{R}}=\left\{(x, y): x^{2}+y^{2}=0\right\}
$$

If $V_{\mathbb{R}}$ coitains a simple point of $V_{\mathbb{C}}$, then for example dim $\mathbb{R}_{\mathbb{R}}\left(V_{\mathbb{R}}\right)$ is defined as above and

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{R}}\left(V_{\mathbb{R}}\right)=\operatorname{dim}_{\mathbf{C}}\left(V_{\mathbf{C}}\right) \tag{3.9}
\end{equation*}
$$

It is an elementary computation to check that the real matrix

$$
\mathrm{N}=\left[\begin{array}{lllll}
0 & 1 & & & \\
& 0 & & . & 0 \\
& & \cdot & & \\
0 & & & & 1 \\
& & & & 1 \\
& & & & 0
\end{array}\right]
$$

is a simple point of $\mathbb{N}_{\mathbb{C}}$. Thus, $\operatorname{dim}_{\mathbb{R}} N$ exists. We will now give a self-contained proof of

Lemma 3.6: $\quad \operatorname{dim}_{\mathbb{R}}(\mathscr{N})=n^{2}-n$.

Proof: Since the matrix $N$ consists of a single Jordan block, the dimension of the centralizer

$$
Z(N)=\{T \in G L(n, \mathbb{R}): T N=N T\}
$$

is $n$, according to the Frobenius dimension formula ([15] Vol. II, Thm. 19, p. 111). Now consider the orbit of $N$ under $G L(n, \mathbb{R})$

$$
\sigma(N)=\left\{\mathrm{NNT}^{-1}: T \in G L(n, \mathbb{R})\right\} \propto G L(\mathrm{n}, \mathbb{R}) / \mathrm{Z}(\mathrm{~N})
$$

In particular,

$$
\operatorname{dim}_{\mathbb{R}} \sigma(N)=\operatorname{dimGL}(n, \mathbb{R})-\operatorname{dimZ}(N)=n^{2}-n
$$

We claim $\overline{O(N)}=\mathscr{N}$ from which follows:
(i) $\mathscr{N}$ is irreducible, since $\mathcal{O}(\mathrm{N})$ is irreducible; and
(ii) $\operatorname{dim}_{\mathbb{R}} \mathcal{O}(\mathbb{N})=\operatorname{dim}_{\mathbb{R}}(\mathscr{N})$, by the closed orbit lemma and (3.9).

Following [20], note that if $\mathrm{N}_{\mathrm{i}}$ is any nilpotent Jordan canonical form, then clearly there is a 1 -parameter diagonal subgroup $T_{\lambda} \in \operatorname{GL}(n, \mathbb{R})$ such that

$$
\lim _{\lambda \rightarrow \infty} T_{\lambda} N T_{\lambda}^{-1}=N_{i}
$$

Therefore, $\overline{O(N)}=\mathscr{N}$.
Q.E.D.

Now suppose that $m, n$, and $p$ are such that the generic system is stabilizable, and $m p \leqslant n$. By Lemma 3.5 and ([21], Thm. 7, p. 60) one has

$$
\begin{equation*}
\operatorname{dim} \mathscr{N}_{\mathrm{n}}+\mathrm{n}(\mathrm{~m}+\mathrm{p})+m p \geqslant \mathrm{n}^{2}+\mathrm{n}(\mathrm{~m}+\mathrm{p}) \tag{3.10}
\end{equation*}
$$

In the light of Lemma 3.6 and (3.10),

$$
n^{2}-n+m p \geqslant n^{2}
$$

yielding

$$
m p \geqslant n
$$

In conclusion, if $m p \leqslant n$ then $m p=n$ is necessary for generic stabilizability, whence Theorem 2.

## 4. Proof of Theoren 3.

In the proof of Theorem 1 (cf. Lemma 3.2) we made use of certain facts concerning pxm systems of degree $n$ which also allow us to show, together with Theorem 1 , that for $n=4, m=p=2$, generic stabilizability is not possible. Specifically:
(i) if $m p \leq n$, then the class $W$ of nondegenerate systems is open and dense in $\mathbb{R}^{n^{2}} \times \mathbb{R}^{m n} \times \mathbb{R}^{n p} ;$ and
(ii) for any monic polymonial $p(s)$ of degree $n$, the set

is closed in $W$ (Lemma 3.4).
In light of Theorem 1 , if $\bar{p}(s)=s^{n}$ then generic stabilizability implies that $V_{p}$ is dense and closed in $W$, hence coincides with $W$. Therefore, to find one nondegenerate system for which $\bar{p}(s)$ is not assignable as a closed loop polynomial is to prove that stabilizability is not generic.

We shall now give a "frequency domain" criterion [3] (which can be taken as a definition, compare ( 4 ) for nondegeneracy. If $T(s)$ is the transfer function

$$
\begin{equation*}
T(s)=H(s I-F)^{-1} G \tag{4.1}
\end{equation*}
$$

of the system, denote by $t_{i}(s)$ the $i-t h$ column of the $(p+m) x m$ matrix.

$$
\mathscr{F}(s)=\left[\begin{array}{l}
T(s) \\
I
\end{array}\right]
$$

If $\phi(y, u)$ is a complex linear functional on $\mathbb{c}^{P} \bullet \mathbf{c}^{\mathbf{m}}$, then we can form the scalar rational function

$$
\phi\left(t_{i}(s)\right) \quad \text { for } i=1, \ldots, m
$$

Now suppose $\phi=\left\{\phi_{1}, \ldots, \phi_{p}\right\}$ is any linearly independent set of linear functionals on $(m+p)$-space, and form the determinant

$$
\begin{equation*}
\Phi(s)=\operatorname{det}\left[\phi_{i}\left(t_{j}(s)\right)\right] \tag{4.2}
\end{equation*}
$$

( $F, G, H$ ) is said to be nondegenerate provided

$$
\begin{equation*}
\phi(s) \notin 0 \quad \text { in } s \tag{4.3}
\end{equation*}
$$

for any choice of $\Phi$.

Remark 1. If ( $F, G, H$ ) is scalar, then ( $F, G, H$ ) is nondegenerate since (4.2-(4.3) reduces, for $\phi(u, y)=a u+b y$, to

$$
\mathrm{ag}(\mathrm{~s})+\mathrm{b} 0 \quad \text { in } \mathrm{s}
$$

2. The zeroes of the set $\Phi=\left\{\phi_{1}, \ldots, \phi_{m}\right\}$ defines a p-plane in ( $u, y$ )-space which is the graph either of a linear function $u=K y$, i.e. a finite constant gain, or of a linear relation between $u$ and $y$, i.e. an infinite constant gain. The zeroes of (4.2) are then, modulo pole-zero cancellation, the closed loop poles at this gain and (4.3) just asks that these zeroes be finite in number, i.e. that the root-locus map $X$ be defined and continuous at this gain.

Example 4. Suppose $m=p=2, n=4$, and consider

$$
G=\left[\begin{array}{l}
I \\
0
\end{array}\right] \quad, \quad H=\left[\begin{array}{ll}
I & 0
\end{array}\right]
$$

and

$$
F=\left[\begin{array}{rrrr}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
1 & 0 & 0 & -1 \\
0 & -1 & 0 & 0
\end{array}\right]
$$

We claim ( $F, G, H$ ) is nondegenerate, to this end we compute (clearing denominators)

$$
\mathscr{F}(s)=\left[\begin{array}{cc}
s^{3}-1 & -s \\
s & s^{3} \\
s^{4}+s-1 & 0 \\
0 & s^{4}+s-1
\end{array}\right]
$$

and consider 2 linear functional

$$
\phi_{1}(y, u)=a_{1} y_{1}+a_{2} y_{2}+a_{3} u_{1}+a_{4} u_{2}, \quad \phi_{2}(u, y)=b_{1} y_{1}+b_{2} y_{2}+b_{3} u_{1}+b_{4} u_{2} .
$$

Thus,

$$
\Phi(s)=\operatorname{det}\left[\phi_{i}\left(t_{j}(s)\right]=\operatorname{det}\left[\begin{array}{ll}
\alpha_{11}(s) & \alpha_{12}(s)  \tag{4.4}\\
\alpha_{21}(s) & \alpha_{22}(s)
\end{array}\right]\right.
$$
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where

$$
\begin{align*}
& \alpha_{11}(s)=a_{3} s^{4}+a_{1} s^{3}+\left(a_{2}+a_{3}\right) s-a_{3}-a_{1} \\
& \alpha_{12}(s)=a_{4} s^{4}+a_{2} s^{3}+\left(a_{4}-a_{1}\right) s+a_{4}  \tag{4.5}\\
& \alpha_{21}(s)=b_{3} s^{4}+b_{1} s^{3}+\left(b_{2}-b_{3}\right) s+b_{3}-b_{1}, \\
& \alpha_{22}(s)=b_{4} s^{4}+b_{2} s^{3}+\left(b_{4}-b_{1}\right) s+b_{4}
\end{align*}
$$

Now, (4.4) vanishes just in case there exists $c_{s}$ - a priori depending on $s$ - such that

$$
\begin{align*}
& c_{s} \alpha_{11}(s)=\alpha_{21}(s)  \tag{4.6}\\
& c_{s} \alpha_{12}(s)=\alpha_{22}(s)
\end{align*}
$$

for all but finitely $s \in \mathbb{C}$. Comparing coefficients shows that $c_{s}$ is constant for all but finitely many and hence all, $s$ and therefore an inspection of (4.5)-(4.6) shows that

$$
\text { c } \phi_{1}=\phi_{2}
$$

contradicting linear independence of the functionals $\phi_{i}$.

Recall, in the proof of Lemma 3.3 the fact that image $(\chi)$ is closed for all nondegenerate ( $F, G, H$ ) was used rather crucially. If

$$
k=\left[\begin{array}{ll}
x_{1} & x_{2} \\
x_{3} & x_{4}
\end{array}\right],
$$

it is readily verified that

$$
\begin{align*}
-\operatorname{det}(s I-F-G K H)= & s^{4}+\left(-x_{1}-x_{4}\right) s^{3}+\left(x_{1} x_{4}-x_{2} x_{3}\right) s^{2}  \tag{4.7}\\
& +\left(1-x_{2}+x_{3}\right) s+\left(1+x_{1}\right)
\end{align*}
$$

By the quadratic formula, it is easily verified that image $(X)$ is a closed semialgebraic set. Furthermore, if (4.7) is to be $s^{4}$, we require

$$
x_{1}+x_{4}=x_{1} x_{4}-x_{2} x_{3}=1-x_{2}+x_{3}=1+x_{1}=0
$$

whence

$$
x_{2} x_{3}=-1, \quad x_{2}=1+x_{3},
$$

whence

$$
\begin{equation*}
x_{3}^{2}+x_{3}+1=0 \tag{4,8}
\end{equation*}
$$

This equation (4.8) cannot be satisfied by any real $x_{3}$, i.e. there is no real gain producing closed loop poles at $s=0$. Since ( $F, G, H$ ) is nondegenerate our previous remarks imply Theorem 3, thereby verifying Molander's conclusion.

## 5. PROOF OF THEOREM 4:

In addition to the Tarski-Seidenberg Theorem (Proposition 3.2), we shall also need a somewhat different result from decision algebra, which deals with the question of describing the set of $x_{0}$ for which $p_{1}^{-1}\left(x_{0}\right) \cap Z=\left\{x_{0}\right\} \times Y$; i.e. for which $\left(x_{0}, y\right) \in Z$ for all $y$. In the course of deriving this result we also will state the Tarski-Seidenberg theorem in what is perhaps a more familiar form ([15] Vol. III, [22]).

Notational conventions are as follows: $x, y, z$ denote collections of indeterminates, with each of $x, y, z$ considered to be shorthand for a number of indeterminates $x_{1}, \ldots, x_{n}$ etc. Particular real values taken by these quantities will be denoted by $\hat{x}, \hat{y}, \hat{z} ; p, q, r, s$, perhaps with subscripts will denote polynomials in $x, y, z$ with real coefficients. We shall regard $p(x, y)=0$ or $q(x, y) \geq 0$ as examples of equations or inequations, (i.e. descriptions of problems for which solutions are sought, should they exist), and we shall regard $p(\hat{x}, \hat{y})=0$ or $q(\hat{x}, \hat{y}) \geq 0$ as examples of equalities or inequalities (i.e. statements of fact that can be verified by arithmetic, and which show that $\hat{x}, \hat{y}$ are solutions of $p(x, y)=0$ or $q(x, y) \geq 0)$.

We shall reserve script letters $S, T$, etc, to denote collections of a finite number of equations and inequations or equalities and inequalities of the following type. $S(x)$ is an abbreviation for:

$$
\begin{aligned}
& \text { either }\left\{p_{i 1}(x)=0 \text { and } q_{j 1}(x)>0 \text { and } r_{k 1}(x) \neq 0 \text { and } s_{\ell 1}(x) \geq 0\right\} \\
& \text { or } \quad\left\{p_{i 2}(x)=0 \text { and } q_{j 2}(x)>0 \text { and } r_{k 2}(x) \neq 0 \text { and } s_{\ell 2}(x) \geq 0\right\} \\
& \text { or } \\
& \text { or } \quad\left\{p_{i t}(x)=0 \text { and } q_{j t}(x)>0 \text { and } r_{k t}(x) \neq 0 \text { and } s_{\ell t}(x) \geq 0\right\}
\end{aligned}
$$

where it is understood that $P_{1 \alpha}(x)=0$ is shorthand for $p_{1 \alpha}(x)=0$ and $P_{2 \alpha}(x)=0$ and $\ldots$ and $P_{i_{\alpha} \alpha}(x)=0$, and similarly for $q_{j \alpha}$ etc. Naturally, $S(\hat{x})$ is an abbreviation for the associated set of equalities and inequalities. We can talk of the problem of solving $S(x)$ and of $S(\hat{x})$ holding, or of $\hat{x}$ being a solution of $S(x)$.

The above type of $S(x)$ is more or less standard in decision algebra. However, we shall sometimes use a simple modification. Each $s_{\alpha \beta} \geq 0$ is a disjunction: $s_{\alpha \beta}>0$ or $s_{\alpha \beta}=0$. This means that any $S(x)$ and thus any $S(\hat{x})$ can be rewritten to exclude inequations or inequalities of the $\geq$ type.

Lemma 5.1: The statement $S(\hat{x})$ does not hold is equivalent to a statement $\bar{S}(\hat{x})$ holds where $\bar{S}(x)$, termed the negator of $S$, is itself a collection of equations and inequations of the standard form.

Proof: "S(x) holds" is a disjunction ("or" statement) of conjunctions ("and" statements) of formulas of the type $p(\hat{x})=0$, $q(\hat{x})>0, \quad r(\hat{x}) \neq 0$ and $s(\hat{x}) \geq 0$. Hence $" S(\hat{x})$ does not hold" is a conjunction of disjunctions of negations of these formulas, i.e. of $p(\hat{x}) \neq 0, \quad-q(\hat{x}) \geq 0, \quad r(\hat{x})=0$ and $-s(\hat{x})>0$. Any conjunction of disjunctions can be rearranged as a disjunction of conjunctions, and in this way, $\bar{S}(x)$ is defined.

Obviously, $\overline{\bar{S}}=S$.
Next, we recall the main result of decision algebra, the TarskiSeidenberg theorem. We break it into two parts.

## Proposition 5.2: A) Consider an equation/inequation set

 $S(x, y)$. Then one can determine by a finite number of rational calculations a second such set $T(y)$ such that $T(\hat{y})$ holds if and oṇly if there exists at least one $\hat{x}$ such that $S(\hat{x}, \hat{y})$ holds.```
            B) The solvability of any equation/inequation
set }\Gamma(y)\mathrm{ is determinable by a finite number of rational
calculations.
```

We remark that the set $T(y)$ in part $A$ may be empty: this would imply that there are no pairs $\hat{x}, \hat{y}$ for which $S(\hat{x}, \hat{y})$ holds.

> Proposition 5.3: Consider an equation/inequation set $S(x, y)$. Then the set of values $\hat{y}$ of $y$ such that for all $\hat{x}, S(\hat{x}, \hat{y})$ holds, is definable by an equation/inequation set $T(y)$.

Proof: Let $\bar{S}(x, y)$ be the negator of $S(x, y)$, existing by Lemma 5.1. By Proposition 5.2A, we can find $\bar{T}(y)$ such that $\bar{T}(\hat{y})$ holds if and only if there exists at least one $\hat{\mathbf{x}}$ such that $\bar{S}(\hat{x}, \hat{y})$ holds. Let $T$ be the negator of $\bar{T}$. Then $T(\hat{y})$ holds if and only if there exists no $\hat{x}$ such that $\bar{S}(\hat{x}, \hat{y})$ holds, i.e. if and only if for all $\hat{x}, S(\hat{x}, \hat{y})$ holds.

The following algorithm, in conjunction with Propositions 5.2 and 5.3 , gives a proof of Theorem 4. We find it convenient to break this into two parts.

Part I: Find a cube containing a stabilizing gain $K$.
I. 1 Choose $N>0$, and consider the semialgebraic set

$$
Z=\mathbf{R}^{m p-1} \times \mathbf{R}
$$

defined by $Z=Z_{1} \cap Z_{2}$, with

$$
\begin{aligned}
& Z_{1}=\{K: \operatorname{det}(s I-F-G K H) \text { is Hurwitz }\}, \\
& Z_{2}=\left\{K: \quad \sum\left(k_{i j}\right)^{2}<N\right\}
\end{aligned}
$$

From the Routh-Hurwitz criterion, it follows that $z_{1}$ is a (basic open) semialgebraic set and it is then clear that $Z$ is semialgebraic. Using Proposition 5.2 inductively, we can decide by rational operations whether there exists a gain $K \in Z$. If $Z \neq \phi$, go to Step II.1. Otherwise, go to step I. 2.
I. 2 Replace $N$ by $2 N$ and go to Step I.l. Since a stabilizing gain exists by hypothesis, we will eventually move to Part II.

Part II: Find a cube contained in the set of stabilizing gains $K$.
II. 1 We suppose there is a stabilizing, gain $K$ in the cube $\|\mathrm{K}\| \mid<N$. Using Proposition 5.3 inductively, we can decide by rational operations whether all such $K$ are stabilizing. If so, choose any $K$ such that $||K||<N$. If not, go to step II.2.
II. 2 Divide the cube into $2^{m p}$ cubes with sides of length $N$. Return to step I.l with this list of cubes.

This algorithm will stop at some stage, since the set of stabilizing gains is open and therefore contains a cube of sufficiently small size.

Example 5. One might ask whether one man bound the number of steps in this program simply in terms of $m, n, p$. The answer is no, as we now illustrate. Consider the open loop system with transfer function

$$
w(s)=\frac{1}{s^{3}+a s^{2}+b s}
$$

where $a, h>0$. For negative feedback with gain $k$, the closed loop characteristic polynomial is $s^{3}+a s^{2}+b s+k$ and therefore is Huswitz if, and only if, $k \in(0, a b)$. It follows that the size of a cube (here, an interval) contained in the open set of stabilizing gains can be made arbicrarily small by suitable choice of ab . In turn, the number of steps in Part II of the algorithm can be made arbitrarily large, though for fixed ( $a, b$ ) it is of course finite.

## 6. PROOF OF THEOREMS 5 AND 6:

Since we have already demonstrated the existence of linear formulae for the appropriate values of $m, n, p$, it is enough to show that these are the only values for which such formulae can exist. Moreover, it sufficesto prove this last assextion over $\mathbf{L}=\mathrm{R}(\sqrt{-1})$. Consider the closed loop characteristic coefficient map $\quad X$, defined in (3.4), extended to gains with complex coefficients

$$
\begin{equation*}
x_{\mathbb{C}}: \mathbf{c}^{m r} \rightarrow \mathbb{E}^{n} \tag{6.1}
\end{equation*}
$$

where ( $F, G, H$ ) is understood to be a generic, but fixed, system with $n=m p$. We first analyze the question as to whether there exists a formula for $\left(k_{i j}\right) \in X^{-1}(p)$ which is rational in the coordinates of $p=\left(p_{\ell}\right) \in c^{n}$. Thus, we consider the field $K_{1}$ of all rational expressions (or functions) in the $P_{\ell}$, and the field $K_{2}$ of all rational functions in the $\left(k_{i j}\right)$ :

$$
\begin{equation*}
\mathrm{K}_{1}=\mathbf{C}\left(\mathrm{p}_{\ell}\right), \quad \mathrm{K}_{2}=\mathrm{L}\left(\mathrm{k}_{\mathrm{ij}}\right) \tag{6.2}
\end{equation*}
$$

Since $X_{\mathbb{C}}$ is polynomial, if $f \in K_{1}$ then foX $\mathbb{C}_{\mathbb{C}} \in K_{2}$. For generic ( $F, G, H$ ), image $X_{C}$ contains an open set ([13]) so that

$$
\begin{equation*}
\mathrm{f}_{0} X_{c}=0 \Rightarrow \mathrm{f}=0 \tag{6.3}
\end{equation*}
$$

By virtue of (6.3), we can think of $K_{1}$ as a subfield of $K_{2}$, i.e.

$$
\begin{equation*}
K_{1} \simeq X_{L}^{*} K_{1} \subset K_{2} \tag{6,4}
\end{equation*}
$$

where $X_{\mathbf{C}}{ }^{\star}=f_{0} X_{L}$, and an easy dimension argument shows that (6.4) is a finite field extension. That is $K_{2}$, as a vector space over the
field of scalars $K_{1}$, is finite dimensional. For example, to say rational formulae for $\left(k_{i j}\right) \in X_{L}^{-1}\left(p_{l}\right)$ exist is to say the dimension of this vector space

$$
\begin{equation*}
\delta=\left[K_{2}: K_{1}\right]=\operatorname{dim}_{K_{1}}\left(K_{2}\right) \tag{6.5}
\end{equation*}
$$

is equal to 1, i.e. $K_{1}=K_{2}$. We shall now give a formula for $\delta$, in terms of $m, p$. In [4] it was shown that $X_{c}$ is proper and it follows from the proof in [4] that

$$
R_{1} \simeq X_{C}^{\star} R_{1} \subset R_{2}
$$

is an integral ring extension, where

$$
R_{1}=\mathbf{C}\left[p_{\ell}\right], \quad R_{2}=\mathbf{L}\left[k_{i j}\right]
$$

In this case (since the field $c$ has characteristic zero), $\delta$ is given by the number $d$ of solutions, counted with multiplicity, to the equation

$$
X_{c}(K)=p
$$

(18]pp.116-117). On the other hand, $d$ has been computed using methods of the Schubert calculus in [3] to be

$$
\begin{equation*}
\mathrm{d}=\frac{1!\cdot \cdots(p-1)!(m p)!}{m!\cdots(m+p-1)!} \tag{6.6}
\end{equation*}
$$

Thus, Theorem 5 follows from the following elementary observation.

Lemma 6.1: $\operatorname{In}(6.6), d=1 \Leftrightarrow \min (m, p)=1$.

As for Theorem 6, from the explicit form of the solution to the pole-placement equations, derived via elimination methods by WillemsHesselink [23], it is clear that (over $\mathbb{R}$ or $\mathbb{C}$ ) quadratic formulae and rational expressions are sufficient to express $K$ as a function of $\left(p_{1}, \ldots, P_{n}\right)$ for generic $(F, G, H)$ when $m=p=2$, and $n=4$. We shall now prove that, except for the linear cases $\min (m, p)=1$, this is the only case when formula - involving square roots and rational operations for $K$ in terms of ( $p_{1}, \ldots, p_{n}$ ) exist.

To this end, we consider a Galois extension

$$
\begin{equation*}
\mathrm{K}_{1} \subset \mathrm{~K} \tag{6.9}
\end{equation*}
$$

that is, a minimal normal extension of $K_{1}=\mathbb{C}(p)$ which contains all of the roots to the equation

$$
\begin{equation*}
X_{\mathbb{C}}(K)=(p) \tag{6.10}
\end{equation*}
$$

If a solution expressible by square roots and rational operations alone exists, then

$$
\delta^{\prime}=\left[K: K_{1}\right]
$$

is a power of $2([2])$. On the other hand, by Artin's Theorem of the Primitive Element [2], we may regard $K_{2} \subset K$ and therefore

$$
\delta=\left[K_{2}: K_{1}\right] \quad \text { divides }\left[K: K_{1}\right]
$$

from which it follows that

$$
\delta=d_{m, p}=2^{r}, \text { for some } r
$$

Theorem 6 therefore follows from the following result:

Lemma 6.2; If $\min (m, p) \geqslant 2$ and $m+p \geqslant 5$, then $d_{m, p}$ is divisible by an odd prime.

Remark: It is known [14] that any prime $q \leqslant \frac{\min (m, p)+1}{2}$ divides $d_{m, p}$, so that only the cases $\min (m, p)=2,3$ or 4 remain. The proof we present here, however, is valid for $a l l \mathrm{~m}, \mathrm{p}$ and is based on an application of the strong form of Bertrand's postulate ([11], p. 373) shown to us by W.H. Gustafson.

Proof: By the strong form of Bertrand's postulate, there is a prime $q$ satisfying

$$
\begin{equation*}
m+p=1<q<2(m+p)-4, \tag{6.11}
\end{equation*}
$$

under the hypothesis $m+p \geqslant 5$. Clearly, $q$ does not divide the denominator of $d_{m, p}$. On the other hand, if $\min (m, p) \geqslant 2$, then

$$
m p>q
$$

so that $q$ divides the numerator of $d_{m, p}$. Hence, $q \mid d_{m, p}$.

APPENDIX: "IN PRINCIPLE" ANSWERS TO QUESTIONS 1 AND 2 BY DECISION ALGEBRA

In [1], indications of the applicability of decision algebra to problems of systems theory were given. In particular, it was shown that one can determine, at least in principle, by rational operations whether a given system (F, G, H) can be stabilized. We shall extend these results to show that one can answer Questions 1 and 2 by rational operations using decision theoretic techniques, but we emphasize that such results are very qualitative. In fact, a "worst-case" analysis ([7]) shows that any decision procedure takes at least $2^{k^{n}}$ steps, where $k>0$ is a constant and $n$ is the length of the input formula.

However, in the absence of any other technique which allows one for example, even in principle, to distinguish between Questions 1 and 2 , we thought it worthwhile to point out that this is a question which can be answered by the Tarski-Seidenberg theory. An interesting special case is whether or not we can place poles for generic $2 \times 4$ systems with McMillan degree 8. One does know that there exist 14 complex solutions to the pole-placement equations, but at present one does not know whether any of these are real.

The new ingredient here is the consideration of the generic system ( $\mathrm{F}, \mathrm{G}, \mathrm{H}$ ) rather than a particular choice of system ( $\mathrm{F}_{0}, \mathrm{G}_{0}, \mathrm{H}_{0}^{\circ}$ ), and we shall need to present some further results from decision algebra. The notation is as in Section 5 .
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Proof: By Proposition 5.1', there exists $R(y, z)$ such that $R(\hat{y}, \hat{z})$ holds if and only if $S(x, \hat{y}, \hat{z})$ is solvable, i.e. if and only if there exists at least one $\hat{x}$, depending on $\hat{y}$ and $\hat{z}$, such that $S(\hat{x}, \hat{y}, \hat{z})$ holds. By Proposition 5.3, there exists $T(y)$ such that $T(\hat{y})$ holds if and only if $R(\hat{y}, \hat{z})$ holds for all $\hat{z}$. Then clearly, $T(\hat{y})$ holds if and only if for all $\hat{z}$, there exists $\hat{x}$ such that $S(\hat{x}, \hat{y}, \hat{z})$ holds.

In Proposition 5.3 and Lemma A.1, the set $T(y)$ may be empty. The following Lemma replaces the "all $\hat{\mathbf{x}}$ " in Proposition 5.3 by "almost all", and in this sense may enable one to get a practical result when the $T(y)$ of this proposition is empty.

```
Lemma A. 2: Consider an equation/inequation set \(S(x, y)\).
Then there exists an equation/inequation set \(T(y)\) such
that \(T(\hat{y})\) holds if and only if \(S(\hat{x}, \hat{y})\) holds for all
\(\hat{x}\) save a set contained in a proper variety depending on
\(\hat{y}\).
```

Proof: Given a polynomial $p(x, y)$, it is clear that there exists a possibly empty $P(y)$ such that $P(\hat{y})$ holds if and only if $P(x, \hat{y})$ is the zero polynomial, i.e. $p(\hat{x}, \hat{y})=0$ for all $\hat{x}$. Further, if $p(\hat{x}, \hat{y})=0$ for all $\hat{x}$ save those lying in a proper variety, $P(\hat{x}, \hat{y})=0$ for all $\hat{x}$.

Given a polynomial $r(x, y)$, it is clear that there exists $R(y)$ such that $R(\hat{y})$ holds if and only if $r(x, \hat{y}) \neq 0$ is solved by all $x$ save those on a proper variety depending on $\hat{y}$.

Given a polynomial $s(x, y)$, it is clear that there exists $\bar{S}(y)$ such that $\bar{S}(y)$ holds if and only if $s(\hat{x}, \hat{y})<0$ for some $\hat{x}$. Hence $S(\hat{y})$ holds if and only if $s(\hat{x}, \hat{y}) \geq 0$ for all $\hat{x}$. Further, if $s(\hat{x}, \hat{y}) \geq 0$ for all $\hat{x}$ save those in a proper variety, $s(\hat{x}, \hat{y}) \geq 0$ for all $\hat{\mathbf{x}}$.

Given a polynomial $q(x, y)$, it is clear that there exists $Q_{1}(\hat{y})$ such that $q(\hat{x}, \hat{y}) \geq 0$ for all $\hat{x}$ and $Q_{2}(\hat{y})$ such that $q(\hat{x}, \hat{y}) \neq 0$ for all $\hat{x}$ save those in a proper variety. Let $Q(y)$ denote the conjunction of $Q_{1}(y)$ and $Q_{2}(y)$. Then $Q(\hat{y})$ holds if and only if $q(\hat{x}, \hat{y})>0$ for all $\hat{x}$ save those in a proper variety depending on $\hat{y}$.

Suppose now that $S(x, y)$ is the disjunction of equation/inequation sets $S_{i}(x, y)$ where each $S_{i}(x, y)$ is a conjunction of

$$
p_{\alpha i}(x, y)=0 \quad q_{\beta i}(x, y)>0 \quad r_{\gamma i}(x, y) \neq 0 \quad s_{\delta i}(x, y) \geq 0
$$

By the discussion above, it is clear that there exists $T_{i}(y)$ such that $T_{i}(\hat{y})$ holds if and only if $S_{i}(\hat{x}, \hat{y})$ holds for all $\hat{x}$ save those in a proper variety depending on $\hat{y} . T(y)$ is obtained as the disjunction of the $T_{i}(y)$.

Now consider the system (1.1), subject to output feedback $u=K y$. The coefficients of the closed loop characteristic polynomial, as a function of $K$, give rise to the polynomial mapping (3.4)

$$
x: \quad \mathbf{R}^{m p} \rightarrow \mathbf{R}^{n}
$$

and we write $X_{(F, G, H)}$ to emphasize the dependence on the open loop system (1.1). Then, Question 1 asks whether $X_{(F, G, H)}$ is surjective
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for the generic ( $F, G, H$ ) and we claim that this question can be answered within the scope of decision algebra. To this end, let $X=R^{m p}$ $Y=\mathbf{R}^{n^{2}+n m+n p}$ and $Z=\mathbf{R}^{n}$, so that $\left(K,(F, G, H),\left(p_{\ell}\right)\right) \in X \times Y \times Z$, and consider the algebraic subset $W \subset X \times Y \times Z$ defined by the equations

$$
\begin{equation*}
S(x, y, z): \quad X_{(F, G, H)}(K)=\left(p_{\ell}\right) \tag{A.1}
\end{equation*}
$$

By Lemma A.1, there exists an equation/inequation set $T$ in $y=\{F, G, H\}$ such that $T(\hat{y})$ holds if and only if for all $\hat{z}$, i.e. for all $P_{\ell}$, there exists $\hat{x}$, i.e. a value of $K$, such that $S(\hat{x}, \hat{y}, \hat{z})$ holds, i.e. such that (A.1) holds.

Let $\bar{T}(y)$ denote the negator of $T$, and write $\bar{T}(y)$ as a disjunction of conjunctions $\bar{T}_{i}$. As observed in Section 4 , we can assume without loss of generality that each $\bar{T}_{i}$ contains equations $p_{\alpha i}(y)=0$, and inequations $q_{\beta i}(y)>0$ and $r_{\gamma i}(y) \neq 0$, without inequations of the type $s_{\delta i}(y) \geq 0$. We can determine, see Proposition 5.2B, whether any $\bar{T}_{i}$ defines an empty set of solutions; if so, we discard it.

Now with $\bar{T}_{i}$ of the form just noted, and with each possessing a solution, we can readily answer Question 1 .

If $\bar{T}_{i}(\hat{F}, \hat{G}, \hat{H})$ holds for any $i$, pole positionability for all $\alpha_{i}$ via choice of $K$ is not possible, and conversely. It follows that if each $\bar{T}_{i}$ includes one or more equalities, then the set of $\hat{F}, \hat{G}, \hat{H}$ for which pole-positionability is not possible lies within a proper variety, and that for almost all $\hat{F}, \hat{G}, \hat{H}$, pole positionability for all $p_{\ell}$ can be achieved.

On the other hand, if $\bar{T}_{i}$ contains no equalities then it is
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clear that there exists a neighbourhood of any one solution of $\bar{T}_{1}(y)$ which consists entirely of solutions. (The fact that $\bar{T}_{i}$ contains no inequations of the type $s_{\delta i}(y) \geq 0$ is crucial). In this case, it cannot be true that for almost all $\hat{E}, \widehat{G}, \hat{H}$, pole positionability can be achieved for all $P_{\ell}$.

This analysis of the $\bar{T}_{i}$ answers Question 1 .
Now one can also ask whether image $X$ is almost all of $\mathbf{R}^{n}$, for almost all (F, G, H). Let us identify $K$ with $x$ and $F, G, H$ and the $\mathrm{P}_{\ell}$ with y . Equations (A.1) yield a collection $S(\mathrm{x}, \mathrm{y})$ of polynomial equations. By Proposition 5.2A, there exists $T(\mathrm{y})=T\left(\mathrm{~F}, G, \mathrm{H}, \mathrm{P}_{\ell}\right)$ such that $T(\hat{\mathrm{y}})$ holds if and only if $S(\mathrm{x}, \hat{\mathrm{y}})$ is solvable. Using arguments like those above, it is easy to check whether or not the set of $\hat{y}$ for which $\bar{T}(\hat{y})$ is true is contained in a proper variety. If it is, then and only then will it be true that for almost all $F, G, H$, the map $X$ is almost onto $R^{n}$.

We shall now turn to an analysis of Question 2.
If the closed loop characteristic polynomial has all roots in the half plane $\operatorname{Re}[s]<0$, certain polynomial inequalities in the $P_{i}$ obtainable from the Hurwitz determinants, see $[4]$, must hold, and conversely. Accordingly, we have

$$
\begin{array}{ll}
p_{i}(F, G, H, K)=p_{i} & i=1, \ldots, n  \tag{A.2}\\
q_{j}\left(p_{i}\right)>0 & j=1, \ldots, n
\end{array}
$$

Identify $K$ and $p$ with $x$ and $F, G, H$ with $y$. Regard (A.2) as an equation/inequation set $S(x, y)$. By Tarski-Seidenberg - A, there
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exists $T(y)$ such that $T(\hat{\mathrm{y}})=T(\hat{\mathrm{~F}}, \hat{\mathrm{G}}, \hat{\mathrm{H}})$ holds if and only if (A,2) can be satisfied by some $K, P_{i}$. If the set of $\hat{y}$ such that $\bar{T}(\hat{y})$ holds is contained in a proper variety, then and only then Question 2 has an affirmative answer. The discussion of Question 1 described how one could check whether the set of $\hat{y}$ such that $\bar{T}(\hat{y})$ holds is or is not contained in a proper variety.
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## the mcmillan and newton polygons of a feedback system and the construction of root loci*

C.I. Byrnes<br>Department of Mathematics and division of Applied Sciences Hackard University nembridge, MA 02138

## Abstract

In this paper the local behaviour of Root Loci around zeros and poles is investigated. This is done by relating the Newton diagrams which arise in the local analysis to the McMillan structure of the open-loop system by means of what we shall call the McMillan polygon. This geometric construct serves to clarify the precise relationship between the McMillan structure, the principal structure, and the branching patterns of the root loci. In addition, several rules are obtained which are useful in the construction of the root loci of multivariable control systems.
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The well known root locus method for SISO feedback-systems, as first proposed by Evans [4], gives a set of simple rules which permit the graphical estimation of the-loci of the closed-loop poles as function of the feed, back gain.

When trying to generalise this method several problems arise. First of all, the orders of the Butterworth patterns, which determine the branching pattern of the root loci at the open-loop poles and zeros, do not always correspond to the McMillan orders of the system. Secondly, Butterworth patterns of noninteger order have been observed in $[13,21]$ and this has led to several. open questions concerning the nature of the actual branching patterns.

As far as the authors are aware, only when a simple null structure condition is put on the system, has a satisfactory analysis been presented and this has primarily been concerned with the problem of determining the asymptotic behaviour of the root loci $[7,8,11,17]$. In this paper we show that the aforementioned condition is also necessary and we analyse what happens in absence of the condition. The principal tool in this analysis is the Newton diagram, which has been pioneered in this context by Postlethwaite [25], Postlethwaite and MacFarlane [15] in the case of square systems and scalar gain $K(\lambda)=\lambda I$ (the case of nonsquare systems and polynomial gain $K(\lambda)$ is treated in [2]), and which has also been used to a large extent in the recent book by Hahn [23], to which the referee was kind enough to draw our attention. It seems remarkable that Newton polygons, which were introduced three centuries ago by Newton [10] as a graphical tool to compute the exponents of the leading terms in fractional power series expansions, hàve received so little attention as a tool for developing
asymptotic expansions. Newton first derived the binomial series for fractional powers of ( $1-x$ ) by regarding such a function as a root of the algebraic equation

$$
y^{n}-f(x)=0 .
$$

In general, he gave an algorithm - based on the Newton polygon - for finding the branches of any algebraic relation

$$
f(x, y)=0 .
$$

According to Abhyankar [1], this method was apparently forgotten until it was revived by Puiseux [16] in 1850.

At any rate, the method of the Newton polygon is a simple and efficient algorithm for determining the branching patterns of root loci, and it requires only rational operations. For a feedback system, the relationship between the Newton diagrams which arise for both finite and infinite branches of the root loci, and the McMillan order s of the open loop system seems to be best expressed geometricall . Accordingly, we introduce the McMillan polyson of a system and relate this to the corresponding Newton polygon. This gives rise to a geometric explanation of several points which have often seemed to require a very sophisticated and detailed analysis. We shall also derive a number of rules which we believe will be helpful when estimating the behaviour of multivariable root loci.

For simplicity, we have considered throughout this paper the case of a squate transfer function $G(s)$ "acted" on by the proportional gain $K(\lambda)=\lambda I$, subject to the condition $\operatorname{det} G(s) \neq 0$. The main results do hold, mutatis mutandis, for rectangular $G(s)$ and polynomial gain $K(\lambda)$ - subject, however, to an important constraint. Explicitly, if

$$
K(\lambda)=K_{0}+K_{1} \lambda+\ldots+K_{r}^{1} \lambda^{r}, r, r \geq 1
$$

then one would expect the asymptotic limit of the closed-loop poles to coincide with the limit of the closed-loap poles obtained by using the highest order term

$$
\tilde{\mathbf{K}}(\lambda)=\mathrm{K}_{\mathbf{r}} \lambda^{\mathbf{r}}
$$

provided $\mathrm{K}_{\mathrm{r}} \mathrm{G}(\mathrm{s})$ has maximal rank. Of course, the asymptotic rates of the root-loci will change due to $\lambda^{5}$ factor, but this change is easily accounted for and does not affect the limiting values of the root loci, viz. the McMillan zeroes of $K_{r} G(s) \cdot i$ If mpisn, then for generic $G(s)$ the highest order term $K_{\mathbf{r}} \lambda^{\mathbf{r}}$ does defermine the limiting values of the root-loci. Perhaps surprisingly, ff $\mathrm{mp}>\mathrm{m}$ this is not the case: for every $G(s)$ there exist maximal rank $K_{r}$ fot which this is not the case, even if $\mathrm{r}=1$. Indeed several examples ofthis discontinuity are given in [2] and [3]. For any given $K_{r}$ and $G(s)$, there exists an explicit algebraic criterion for this degeneracy - $-\mathbb{d}$ occur ([2], [3]). In the case of square $G(s)$ and maximal rank $K_{r}$, this turns out to be the familiar constraint 35

```
det G(s) \equiv0% i
```

' $=2$.
In general, the condition for the results given below to extend to the rectangular (and polynomial) cases is that the root-locus map be nondegenerate for $\lambda K_{r}$. Again in the cases treated below, this amounts to: $\operatorname{det} G(s) \not \equiv 0$.
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## 2. Statement of the problem and main results.

## Consider the feedback system of Figure 1, with

$u \in \mathbb{R}^{m}, y \in \mathbb{R}^{m}$
$G_{0}(s) \in \mathbb{R}(s)^{m \times m}$, strictly proper, with $\operatorname{det} G_{0}(s) \neq 0$ $\mathrm{K} \in \mathbb{R}^{\mathrm{mxm}}, \lambda \in \mathbb{R}^{+}$


Figure 1.

The open loop system $G_{0}(s)$ is assumed to be linear, time invariant and finite dimensional. If $\{N(s), D(s)\}$ is a left coprime factorisation of $G_{0}(s)$, the the open, respectively closed loop characteristic polynomials are given by

$$
\begin{align*}
& \operatorname{OLCP}(s)=\operatorname{det}[D(s)]  \tag{1}\\
& \operatorname{CLCP}(s, \lambda)=\operatorname{det}[D(s)+\lambda N(s) K] \tag{2}
\end{align*}
$$

and both are related by the return-difference determinant

$$
\begin{align*}
r(s, \lambda) & =\operatorname{det}\left[I_{m}+\lambda G(s) K\right]  \tag{3}\\
& =\frac{\operatorname{CLCP}(s, \lambda)}{\operatorname{OLCP}(s)} \tag{4}
\end{align*}
$$

As the feedback gain $\lambda$ varies, the closed loop poles are given by the algebraic functions $s_{i}(\lambda)$, defined as the zeros of the closed loop characteristic polynomial. The root locus is the locus of these solutions as $\lambda$ runs
through the positive real line $[0, \infty]$.
A graphical estimation of the loci, very. simply stated, should allow one to answer the natural questions : (i) where do the loci start ; (ii) where do the loci end ; (iii) how do they behave in between. In the present setting $(K(\lambda)=\lambda I)$, the answer to the first two questions has been known for some time and is the same as in the SISO case : the closed loop poles start at the open loop poles and move to the open loop zeros. However, only in answering the third question does the precise meaning of this statement.become clear. The behaviour of the root loci in between the initial and final points is estimated by means of a number of rules and the most important rule predicts the local behaviour at the poles and zeros. More precisely, it predicts the angles of approach and departure at the finite points and also predicts the asymptotic directions.

As stated earlier the main tool used in analysing the branching behaviour is the Newton polygon. Consider the closed loop characteristic polynomial, where $\lambda$ is substisuted for $1 / g$ :

$$
\begin{align*}
& \operatorname{CLCP}(s, \lambda)=\operatorname{det}[D(s)+\lambda N(s) K] \\
& \operatorname{CLCP}(s, g)=\operatorname{det}[g D(s)+N(s) K] \\
&=\Sigma c_{i j} g^{1} s^{j}  \tag{5}\\
& \text { with } \operatorname{CLCP}(s, g)=1 / \lambda^{m} \operatorname{CLCP}(s, \lambda) \tag{6}
\end{align*}
$$

Instead of the expression (5), it is also possible to express the CLCP at any point of interest $s_{0}$ as :

$$
\begin{equation*}
\operatorname{CLCP}(s, g)=\Sigma c_{i j}^{0} g^{i}\left(s-s_{0}\right)^{j} \tag{7}
\end{equation*}
$$

Definition 2.1.
The Newton polygon of the closed loop characteristic polynomial at the point $s$ o is the polygon obtained as the convex hull of the points ( $i, j$ ) where $i$ and $j$ are the exponents of the nonzero terms $c_{i j}^{0} g^{i}\left(s-s_{0}\right)^{j}$ in (7). 0 Definition 2.2.

The Newton boundary is the lower boundary of the Newton polygon.a As an example consider the polynomial

$$
\begin{equation*}
r(s, g)=s^{3}+s^{4} g^{3}+s g+s^{2} g^{2}+s g^{4}+g^{3}+g^{2} \tag{8}
\end{equation*}
$$

$\bar{s}$


Denoting the exponents of. $s$ and $g$ by $\bar{s}$ and $\vec{g}$ respectively, we get at $s=0$, the Newton polygon and boundary (thick line) of Figure 2.

Figure 2.

The Newton boundary determines the leading exponents of the Puiseux expansions : the SW boundary corresponds to expansions of $(s, g)$ around ( 0,0 ), the SE boundary to expansions around $(0, \infty)$. More precisely, the negative reciprocals of the slopes of the line segments of the $S W$ and $S E$ Newton boundaries yield the branching patterns of the arriving and departing branches respectively, at the point so. In the example above there is one second order and one first order pattern for the arriving branches $: s_{1,2} \sim \pm \alpha \sqrt{g}, s_{3} \sim \beta$. There is one first order pattern for the departing branches : $s_{4} \sim \gamma 1 / 8 \sim \gamma \lambda$.

Definition 2.3.
The McMillan polygon of a transfer matrix $G(s)$, at a pole-zero location $S_{0}$, is obtained as convex hull of the points ( $m-1, \delta_{p}^{a}-c_{i}^{0}$ ), where $m$ is the size of $G(s), \delta_{p}^{0}$ the polar degree of $s_{0}$ and $c_{i}^{0}$ the maximum content at $s_{0}$ of the [ixi] minors of $G(s)$.
$\square$
For the definition of the content of a rational matrix and its relationship with the McMillan structure we refer to $[19,20,22]$. Recall that the following simple relationships hold $:$ let $\sigma_{i}^{\circ}$ denote the McMillan orders of $s_{0}$, arranged in decreasing order (for a pole $\sigma$ is positive, for a zero $\sigma$ is negative), Thus the polar degree and the zero degree are given by

$$
\begin{align*}
& \delta_{p}^{0}=\sum_{i} \text { s.t. } \sigma_{i}^{0}>0  \tag{9}\\
& \sigma_{i}^{0}  \tag{10}\\
& \delta_{z}^{0}=\sum_{i} \text { s.t. } \sigma_{i}^{0}<0^{\left|\sigma_{i}^{0}\right|}
\end{align*}
$$

The i-minor content satisfies

$$
\begin{equation*}
c_{i}^{0}=\Sigma_{j=1}^{i} \sigma_{j}^{0} \tag{11}
\end{equation*}
$$

whence

$$
\begin{equation*}
\delta_{2}^{0}=\delta_{P}^{0}-c_{m}^{0} \tag{12}
\end{equation*}
$$

## Definition 2.4.

The McMillan boundary is the lower boundary of the McMillan polygon. a As an example consider the $4 \times 4$ transfer matrix, whose McMillan form at s. is given by

$$
\left.\left(s-s_{0}\right)^{2}\right]
$$

(13).

The polar degree is 1 , the zero degree
is 3 and the contents are : $c_{0}^{0}=0$,
$c_{1}^{0}=1, c_{2}^{0}=1, \quad c_{3}^{0}=0, c_{4}^{0}=-2$.
The McMillan polygon and boundary
(thick line) are shown in figure 3.

Figure 3.

Before stating the first result, we recall the simple null structure essumptions that were used in several papers $[7,11,17]$, in the course of deriving computational methods for the evaluation of the exponents and coefficients of the leading term in the Puiseux expansion. Around the point $s=\infty$ it is shown in $[7,11,17]$ that, as far as the asymptotic expansions of the root loci is concerned, the system is equivalent to a block diagonal matrix :

$$
G_{0}(s) K \sim_{\infty}\left[\begin{array}{llll}
Q_{1} 1 / s^{i_{1}} & &  \tag{14}\\
& Q_{2} 1 / s^{i_{2}} & & \\
& & \ddots & \\
& & & Q_{\eta} 1 / s^{i_{\tau}}
\end{array}\right]
$$

provided the matrices $Q_{i}$ have simple null structure. It is easy to see (cfr. section III) that the above equivalence also holds at finite pole-zero locations :

$$
G_{0}(s) K \sim_{s_{0}}\left[\begin{array}{llll}
Q_{1} 1 /\left(s-s_{0}\right)^{1} 1 & & &  \tag{15}\\
& & \ddots & \\
& & \ddots & \\
& & & Q_{Z}\left(s-s_{0}\right)^{i q}
\end{array}\right]
$$

## Theorem 2.1.

The branch pattern of the root loci at a pole or zero (including infinity) consists of a superposition of. Butterworth patterns, with orders equal to the McMillan orders at that poin't if, and only if, the matrices $Q_{i}$ which arise when block-diagonalizing. the transfer matrix as in (15) have simple null structure. Furthermore this condition is generically satisfied. proof: cfr. section III. -

The above theorem determines those conditions under which the orders of the Butterworth patterns formed by the branches at a pole-zero location correspond to the McMillan orders. Explịcitly, it shows that the simple null structure conditions not only are sufficient, but necessary as well. In view of the definitions above, Theorem 2.1 also can be interpreted as giving necessary and sufficient conditions for the Newton and McMillan boundaries to coincide.

As an immediate consequence of the semicontinuity of the Newton boundary, the following important result holds.

Theorem 2.2.
The Newton boundary of an invertible system, subject to a full rank feedback matrix, is contained within the McMillan polygon of the system. o

Theorem 2.2 thus gives a priori bounds on the possible branching patterns which can arise when the conditions of Theorem 2.1 are not satisfied. For the example of Figure 3, all additional Newton boundaries are given in

Figure 4. Indeed, for a given McMillan structure it can now be investigated which of the possible Newton boundaries actually correspond to some feedback system. A conjecture in this spirit has been made by Owens [11] for the asymptotic branches of the root loci : " The mxim linear, time-invariant, Invertible system $G(s)$, having McMillan orders $N=\left\{n_{1}, \ldots, n_{m}\right\}$ at $\infty$, can only have zeros of orders equal to arithmetic means of suhse is of $\mathrm{N} . \mathrm{C}$ This conjecture, however, turns out to be too sirong. The fcllowing example shows that different orders are possible:


Corozlary 2.3.
For a given McMillan structure, every possible Newton boundary, in the sense of Theorem 2.2 , corresponds to some invertible linear system $G(s)$ subject to a scalar feedback $\lambda I_{m}$. Corollary 2.3 shows that the class of possible Newton boundaries is much wider than the one suggested by Owens. Returning to the example of Figure 4, Corollary 2.3 guarantees the existence of systems that have the Newton
boundaries of the diagrams 1 through 9 of figure 4. For example :

$$
G_{1}=\left[\begin{array}{llll}
z^{-1} & z^{-1} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & z & 0 & z \\
0 & 0 & 0 & z^{2}
\end{array}\right], G_{9}=\left[\begin{array}{llll}
1 & z^{-1} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & z \\
0 & z & 0 & 0
\end{array}\right]
$$

For the general construction of these examples we refer to the proof of the corollary in section III. At this point it is worth remarking that the existence of so-called "noninteger order" branch patterns is in harmony with this analysis. In particular, in this case the end points of a line segment with noninteger slop will have integer coordinates for which there will exist a number, equal to an integer multiple of $q$, of $p / q t h$ order patterns, where $p$ and $q$ are coprime (cfr[2]).

Instead of fixing only the McMillan structure and varying the transfer matrix, the following more practical problem can be considered: for a given transfer matrix, which Newton boundaries correspond to some choice of the feedback matrix? A first result in this sense was stated by Kouvaritakis and Shaked [7]. In the present terminology, this may be stated as: Corollary 2.4.

For any system, the McMillan boundary is attaiaable as the Newton boundary through an appropriate choice of the feedback matrix. In section III, it will be shown how this result easily follows from the proof of Theorem 2.1, and that it holds for both finite and infinite branches of root loci.

The next result formalises the intuition behind the conjecture made by Owens [13]:
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## Corollary 2.5.

When the syatem is diagonalisable by a suitable choice of the feedback matrix and by constant similarity transformations, then branch patterns corresponding to arithmetic means of the McMillan orders are attainable through an appropriate choice of the feedback matrix.
$\square$ Some hypotheses on $G(s)$ are necessary in order that the above result holds, as the example (16) shows. Clearly the transfer matrix (16) is not diagonalisable by constant transformatioss. A.straightforward calculation shows that only the patterns $(1,4)$ and $(2,3)$ are attainable, e.g. the straight line of figure 3 , corresponding to the arithmetic mean ( $5 / 2,5 / 2$ ) is not attainable. On the other hand, the conditions of Corollary 2.5 are not necessary as the following example shows. Consider


Figure 6.
$G(z)=\left[\begin{array}{ll}2 & z^{2} \\ 0 & z^{3}\end{array}\right]$

The McMillan polygon is shown
in figure 6. Although the system
is not diagonalisable, both the patterns $(1,3)$ and $(2,2)$ are atcainable.

To conclude this section we will show how the above results simplify in the case of scalar systems. Due to the linearity of the CLCF with respect


Figure 7.
to the feedback gain, the McMillan polygon reduces to one line segment. As a result the Newton boundary always must coincide with the McMillan
boundary and the root loci always branch according to the McMillan orders. Furthemore, poles and zeros never coincide, which is also reflected in tive MaMillan polygons of figure 7 : the boundary is either downsloping for a mero or upwardsloping for a pole.

This cimplicity of the McMillan polygon for scalar systems ultimately accounts for the existence of necessary and sufficient conditions for rules such as [18]: 1 . the center of gravity rule $: \sum_{1} s_{1}(\lambda)=$ constant ,
2. the product rule : $\prod_{1} s_{1}(\lambda) \sim \lambda$.
to hold. However, one can easily generalise the sufficiency of these rules using the McMillan polygon.

Proposition 2.6.
The center of gravity of the root locus remains fixed if the system has $m$ zeros at infinity, each of order at least equal to 2. Proposition 2.7.

In order for the product of the closed loop poles to vary proportionally to $\lambda^{m}$ it is sufficient that there are m poles at the origin, each of MoMillan order at least aqual to 1 .

ロ

In appendix A, it will be shown how some further insight can be gained from the McMiilan polygons. As a specific application, propositions 2.6 and 2.7 will be proved in appendix $B$. Finally appendix $C$ will introduce a further notion, namely the principal boundary, and investigate its relationship with the Newton boundary.

## 3. Proofs of the main results.

Theorem 2.1.
The branch pattern of the root loci at a pole or a zero (including infinity) consists of a superposition of Butterworth patterns, with orders equal to the McMillan orders at that point if, and only if, the matrices $Q_{i}$ which arise when block-diagonaiizing the transfer matrix as in (15), have simple null structure. Furthermore this condition is generically satisfied. Proof
(i) Sufficiency.

The closed loop characteristic polynomial satisfies

$$
\begin{equation*}
\operatorname{CLCP}(s, \lambda)=r(s, \lambda) \cdot \operatorname{OLCP}(s) \tag{21}
\end{equation*}
$$

or after a change of variables $\lambda=1 / \mathrm{g}$

$$
\begin{align*}
\operatorname{CLCP}(s, g) & =\operatorname{det}\left[g I_{m}+G(s)\right] \cdot \operatorname{OLCP}(s) \\
& =r(s, g) \cdot \operatorname{OLCP}(s) \tag{22}
\end{align*}
$$

In (22) we set, for notational convenience,

$$
\begin{equation*}
G(s)=G_{0}(s) K \tag{23}
\end{equation*}
$$

Of course the McMillan structures of $G(s)$ and $G_{0}(s)$ are the same. Expanding the first factor in the righthand side of (22) :

$$
\begin{align*}
\operatorname{CLCP}(s, G)=\operatorname{ULCP}(s) \cdot g^{m} & +\operatorname{OLCP}(s) \cdot \operatorname{tr}[G(s)] \cdot g^{m-1}+\ldots \\
& +\operatorname{OLCP}(s) \cdot \operatorname{det}[G(s)] \tag{24}
\end{align*}
$$

At the point of interest $s_{0}$, the OLCP can be written as

$$
\begin{equation*}
\operatorname{OLCP}(s)=\left(s-s_{0}\right) \delta_{p}^{0} \cdot p(s), \text { with } p\left(s_{0}\right) \neq 0 \tag{25}
\end{equation*}
$$

Recall also that the zero-polynomial satisfies

$$
\begin{equation*}
z_{G}(s)=\operatorname{oLCP}(s) \cdot \operatorname{det}[G(s)] \tag{26}
\end{equation*}
$$
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Again, at the point of interest $s_{0}$, this can be written as

$$
\begin{equation*}
z_{G}(s)=\left(s-s_{0}\right)_{z}^{\delta_{z}^{0}} \cdot q(s), \text { with } q\left(s_{0}\right) \neq 0 \tag{27}
\end{equation*}
$$

In (25) and (27), $\delta_{p}^{\circ}$ and $\delta_{z}^{\circ}$ represent the polar and zero degree of $s_{0}$, respectively. Substituting (25) and (27) in (24) gives

$$
\begin{equation*}
\operatorname{CLCP}(s, g)=\left(s-s_{0}\right)^{\delta_{p}^{\circ}} \cdot p(s) \cdot g^{m}+\ldots+\left(s-s_{0}\right)^{\delta_{z}^{\bullet}} \cdot q(s) \tag{28}
\end{equation*}
$$

From

$$
p\left(s_{\circ}\right) \neq 0, q\left(s_{\circ}\right) \neq 0
$$

it follows that the Taylor expansions

$$
\begin{equation*}
p(s)=\sum_{i=0}^{\infty} p_{i}\left(s-s_{0}\right)^{i}, \quad, q(s)=\sum_{j=0}^{\infty} q_{j}\left(s-s_{0}\right)^{j} \tag{29}
\end{equation*}
$$

have non zero leading coefficients


Figure 8.

Part of the Newton diagram of equation (28) hence looks as in figure 8, where (.) stands for the exponent associated with the variable (.) . Since we are investigating the local behaviour around $s=s_{0}, g=0, \infty$ only the lowest points in the diagram are of interest. In view of (30), the lowest points on the lines $\bar{g}=0$ and $\bar{g}=m$ are $\delta_{z}^{\circ}$ and $\delta_{p}^{\circ}$, respectively. This fixes the initial and final points of the Newton boundary.

Next we will compute the lowest exponents in ( $s-s_{0}$ ) along the intermediary lines $\bar{g}=1, \ldots, m-1$. Consider the return-difference

$$
\begin{equation*}
r(s, g)=g^{m}+\operatorname{tr}[G(s)] g^{m-1}+\ldots+\operatorname{det}[G(s)] \tag{31}
\end{equation*}
$$

From (21) or (24) it follows that in lieu of the CLCP, we may also use the
return-difference (31) to compute the lowest exponents; i.e. the difference of degree in $\left(s-s_{0}\right)$ between (24) and (31) is fixed and equal to $\delta_{p}^{\circ}$. Now, consider the Laurent expansion of (23) at $s$.

$$
\begin{align*}
& \mathbf{G}(s)=G_{1}\left(s-s_{0}\right)^{-\sigma_{1}}+G_{2}\left(s-s_{0}\right)^{-\sigma_{2}}+\ldots  \tag{32}\\
& \text { with }-\sigma_{1} \leq-\sigma_{2} \leq \cdots
\end{align*}
$$

Uur determination of the lowest degree terms in the characteristic coefficients $r_{i}[G(s)], i=1, \ldots, m$ (here $r_{i}(T)$ is the coefficient of $\xi^{n-i}$ in $\operatorname{det}[\xi I-T]$, so that $r_{i}[G(s)]$ is the sum of the principal i-minors of $G(s)$ ) is identical to Owens method of dynamic transformations for computing the asymptotic directions [11]. Owens showed that the local expansions of $G(s)$ are the same as the expansions for

$$
\begin{equation*}
L\left(s-s_{0}\right) T^{-1} G(s) T \tag{33}
\end{equation*}
$$

where $L\left(s-s_{0}\right)$ is a unimodular "left dynamic" transformation which preserves the structure of $G(s)$ at $\left(s-s_{0}\right.$ ), or equivalently has no poles at $s_{0}$ (for asymptotic directions $s-s_{0}$ is replaced by $1 / s$ ). $T$ is a constant similarity transformation. Briefly this result was derived in the following way : consider

$$
\begin{equation*}
\operatorname{det}\left[g I_{m}+G(s)\right]=\operatorname{det}\left[g I_{m}+L\left(s-s_{0}\right) T^{-1} G(s) T L^{-1}\left(s-s_{0}\right)\right. \tag{34}
\end{equation*}
$$

By Schur's lemma, the local expansions of the root loci of $G(s)$ and $L\left(s-s_{0}\right) T^{-1} G(s) T$, at $s$ o coincide (cfr [11], formulas (38)...(45); it is however our belief that at most one dynamic transformation is needed. That is, in the equation (38) of [11], the effect of the left transformation cancels and in fact only the effect of the right transformation is actually used). Recall, the essence of such dynamic transformations is that by suitable choice of $T$ and $L\left(s-s_{0}\right)$, the Laurent coefficients
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$$
\left\{G_{1}, G_{2}, \ldots\right\}
$$

may be put into upper triangular form

In order for the transformations to exist, however, the blocks $Q_{1}, Q_{3}, Q_{6}, \ldots$, are assumed to have simple null structure. From (35), it is now clear how to construct the lower boundary of the Newton polygon. Let

$$
\begin{equation*}
\operatorname{rank}\left[Q_{1}\right]=\rho_{1}, \operatorname{rank}\left[Q_{3}\right]=\rho_{2}, \text { etc. } \tag{36}
\end{equation*}
$$

Along the following vertical lines we get as minimal exponents :


Vandooren et al [19], the rank increments $\bar{\rho}_{1}$ of the following Toeplitz matrices

$$
\left(\begin{array}{lllll}
G_{1} & G_{2} & G_{3} & & G_{2} \\
& G_{1} & G_{2} & & \\
& & G_{1} & & \\
& & & G_{2}
\end{array}\right)
$$

determine the McMflian structure of the system (23) at (s-s.). Explicitly, the MaMillan siructure is given by

$$
\operatorname{diag}\{(s-\underbrace{\left.s_{0}\right)^{-\sigma_{1}}, \ldots,\left(s-s_{0}\right)^{-\sigma_{1}},(s-\underbrace{-\sigma_{2}}_{\rho_{2}^{\prime}-t i m e s}, \ldots,\left(s-s_{0}\right)^{-\sigma_{2}}, \ldots\}}_{\rho_{1}-\text { times }}\}
$$

Under simple null structure assumption the rank increments $\bar{\rho}_{i}$, are, however, equal to the ranks $\rho_{i}$ introduced for the Newton boundary, since the Toeplitz Matrices (38) take on the special form

In terms of the contents of the rational matrix $G(s)$, it also follows ([17]) that

$$
\begin{align*}
& c_{0}\left(G^{\bar{\rho}_{i}}\right)=-\sigma_{1} \bar{\rho}_{1}=-\sigma_{1} \rho_{1}  \tag{41}\\
& c_{0}\left(G^{\bar{\rho}_{1}+\bar{\rho}_{2}}\right)=-\sigma_{1} \bar{\rho}_{1}-\sigma_{2} \bar{\rho}_{2}=-\sigma_{1} \rho_{1}-\sigma_{2} \rho_{2}
\end{align*}
$$

Along the vertical lines corresponding to the abscisses $m-\rho_{i}$, the Newton and the McMillan boundaries coincide, Since these points are the vertices
of the boundaries, they have to coincide entirely. Note that,indeed, only the vertices of the linear segments of the McMillan boundary were considered. Whether or not an intermediate integer point ( $1, j$ ) corresponding to some non zero coefficient $c_{i j}$ actually occurs on such a line segment cannot be inferred from (35). However, as far as the orders are concerned, those intermediary points are irrelevant.

Finally, we should also remark that due to the property

$$
\begin{equation*}
\delta_{p}^{\circ}=\Sigma-\sigma_{i}<d^{\mid \sigma_{i}} \rho_{i} \mid \tag{42}
\end{equation*}
$$

it follows that the McMillan boundary has to touch the $\overline{\mathrm{g}}$-axis.
(ii) Necessity.

Recall that Owens' method of triangularizing the system matrix inductively considers higher order terms in the Laurent expansion. Suppose now that at some point in this algorithm, say at the $\ell$-th Laurent term, the submatrix $Q_{Z}$ does not have simple null structure. The transformed transfer matrix at this point looks like

$$
\operatorname{diag}\left\{Q_{1}, Q_{2}, \ldots, Q_{Z}\right\}
$$

where $Q_{Z}$ can be put into Jordan form :

$$
\left[\begin{array}{ll}
\bar{Q}_{2} & \\
\mathrm{~J}_{1} & \\
& \\
& J_{1_{2}}
\end{array}\right] \text {, where } \bar{Q}_{Z} \text { has full rank and } J_{i}=\left[\begin{array}{rl}
0 & 1 \\
.1 \\
& 0 \\
.1 \\
& 0
\end{array}\right]
$$

Clearly, the rank of $Q_{2}$ satisfies

$$
\begin{equation*}
P_{Z}=d_{Z}-I_{Z} \text {, where } d_{Z} \text { stands for the size of } Q_{Z} \tag{43}
\end{equation*}
$$

From the results of Vandooren et al., it follows that the vertex of the McMillan boundary will occur


Figure 10.
at the abscis corresponding to $\rho_{q}$. However, no nonzero principal minors with the McMillan content exist. By convexity of the Newton polygon the Newton boundary hence must lie above the McMillan boundary as is shown in figure 10.
(iii) Genericity

First we shall make precise what is meant by generic. Intuitively, this means that almost all systems have this property. Algebraically, genericity is defined in the following way. Let $\sum_{m, p}^{n}$ denote the set of all systems with m inputs, $p$ ouputs and McMillan deglee $n$. By passing to the Markov, or Hankel, parameters

$$
\begin{equation*}
G(s)=\Sigma_{i=1}^{\infty} H_{i} s^{-i} \tag{44}
\end{equation*}
$$

we get a new parameterization of $\Sigma_{m, p}^{n}$, viz. we thirk of $G(s)$ as being determined by the string

$$
\begin{equation*}
H_{G}=\left(H_{1}, H_{2}, \ldots, H_{2 \pi}\right) \tag{45}
\end{equation*}
$$

of $p \times m$ matrices. A generic property is then a property $P$ for which the set $S_{p}$ of systems which do not have $P$ is defined by polynomial equations,i.e.

$$
\begin{equation*}
H_{G} \in S_{P} \quad \Leftrightarrow \quad f_{k}\left(H_{G}\right)=0 \tag{46}
\end{equation*}
$$

for some set of polynomials $f_{k}$. For example, the property that the (truncated)
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## Hankel matrix

$$
H_{G}^{\prime}=\left[H_{i+j-1}\right]_{i, j=1}^{n}
$$

has rank $n$ is a generic property. And, the simple null structure hypothesis is also generic in exactly this sense. Since the zero set of a set of. polynomials has empty interior, a generic property holds for an open, dense set of systems.

Theorem 2.2.
The Newton boundary of an invertible system, subject to a full rank feedback matrix, is contained within the McMillan polygon of the system. Proof

The proof of the second part of Theorem 2.1 shows that the McMillan boundary forms a lower boundary for the Newton polygon. Since the Newton polygon is convex and since the initial and final points $\left(0, \delta_{2}^{0}\right) ;\left(m, \delta_{p}^{0}\right)$ resp. are the same for every Newton polygon the result follows immediately. CorolZary 2.3.

For a given McMillan structure, every possible Newton boundary, in the sense of Theorem 2.2 , corresponds to some invertible linear system $G(s)$, subject to a scalar feedback $\lambda I_{m}$ 。
Proof


Figure 11.

Consider a McMillan polygon as in Figure 11, and suppose we want to find a system whose Newton boundary is given by the segments $S_{i}$ of figure 11. Formally the segments $S_{i}$ are defined as those subsegments
of the Newton boundary that link points with integer coordinates. Each segment is characterised by a dimension $\rho_{i}$ and by a degree $d_{i}$. Consider the transfer matrix
where

$$
\begin{equation*}
n_{i}=d_{i}+\sum_{j=\rho_{i}+1}^{\rho_{i}+\rho_{i+1}^{-1}} \sigma_{j} \tag{48}
\end{equation*}
$$

In words : we take a matrix with McMillan terms just off the main diagonal. Per segment we introduce a term to adjust the degree of the corresponding block, such as to agree with the change in ordinate along the segment. It can be checked that :

1. The matrix has idmillan structure $\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{m}\right)$.
2. The matrix (47) has the Newton boundary corresponding to the segments $S_{i}$.

Corollary 2.4.
Through an appropriate choice of the feedback matrix, the Mciaillan boundary always is attainable for every system.

As in the proof of Theorem 2.1, we will again apply the algorithm

ORIGINAL PAGE IS
OF POOR QUALITY
of Owens, namely triangularise the system by dynamic transformations.

$$
\begin{equation*}
G(s) \longrightarrow L\left(s-s_{\bullet}\right) T^{-1} G(s) T \tag{49}
\end{equation*}
$$

If the matrices $Q_{1}$ occuring on the block diagonal (cfr. (14)), have simple null structure, then the Newton and McMillan boundaries will coincide. So suppose that fur some Laurent coefficient $G_{q}$, the submatrix $Q_{q}$ does not have simple null structure. Explicitly, the dynamic transformations and the transformed system matrix take on the forms

$$
\begin{align*}
& \left.L=\left[\begin{array}{ll}
L_{1} & 0 \\
L_{2} & I_{m-r}
\end{array}\right]\right\} \begin{array}{l}
r \\
f-r
\end{array}, \quad r=\rho_{1}+\ldots \rho_{L-1}  \tag{50}\\
& L T^{-1} G \dot{T}=\left[\begin{array}{ll}
H_{1} & H_{2} \\
H_{3} & H_{4}
\end{array}\right] \tag{51}
\end{align*}
$$

where the entries of the first $r$ rows, below the diagonal, have a degree in ( $s-s_{0}$ ) that is sufficiently large to be irrelevant in the local analysis around the point $s_{0}$. The lowest degree term in $H_{4}$ is by construction

$$
\begin{equation*}
Q_{2}\left(s-s_{0}\right)^{2} \tag{52}
\end{equation*}
$$

Multiplying (51) on the right by a suitable permutation matrix

$$
K=\left[\begin{array}{ll}
I_{r} & C  \tag{53}\\
0 & \bar{K}
\end{array}\right]
$$

will render $Q_{2} \bar{K}$ simple null. Furthermore, since

$$
L T^{-1} G T K=\left[\begin{array}{ll}
H_{3} & H_{2} \bar{K} \\
H_{3} & H_{4} \bar{K}
\end{array}\right]
$$

it follows that the properties of the first $r$ columns are not changed, therefore the inductive hypothesis of the algorithm is maintained.

It remains to check that the permutation matrix (53) corresponds to a choice of the feedback matrix. This, however, follows from the constancy of the entries of the similarity transformation $T$ :

$$
\begin{equation*}
L\left(s-s_{0}\right) T^{-1} G(s) T K=L\left(s-s_{0}\right) T^{-1} G(s) \hat{K} T \tag{54}
\end{equation*}
$$

where

$$
\hat{K}=T K T^{-1}
$$

Corol2wim 2.5.
When the system is diagonalizable by a suitable choice of the feedback matrix and by constant similarity transformations, the branch patterns corresponding to arithmetic means of the McMillan orders are attainable through an appropriate choice of the feedback matrix.

Proof
By assumption

$$
\begin{align*}
& T^{-1}{ }_{G(s)} T \sim_{s_{0}}\left[\begin{array}{llll}
\left(s-s_{0}\right)^{-\sigma_{1}} & & \\
& \ddots & \\
& & \ddots & \\
& & & \left(s-s_{0}\right)^{-\sigma_{m}}
\end{array}\right] \\
& -\sigma_{1} \leq \cdots \leq-\sigma_{m}
\end{align*}
$$

First consider the case where Butterworth patterns do correspond to the McMillan orders, except for two patterns of orders $\sigma_{Z}$ and $\sigma_{k}$, that are to be replaced by two patterns of $\left(\sigma_{2}+\sigma_{k}\right) / 2$-th order. This is achieved by permuting the corresponding entries in (55), which becomes after reordering

$$
\left[\begin{array}{ccc}
\left(s-s_{0}\right)^{-\sigma_{1}} & &  \tag{56}\\
\ddots_{0} & \left(s-s_{0}\right)^{-\sigma_{2}} & \\
& \left(s-s_{0}\right)^{-\sigma_{k}} 0^{\left(s-s_{0}\right)^{-\sigma_{m}}}
\end{array}\right]
$$
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It is easily checked that the matrix (56) has the desired Newton boundary. The permutation matrix $P$ corresponds to a feedback matrix

$$
\begin{equation*}
K=T P T^{-1} \tag{57}
\end{equation*}
$$

In general the transfer matrix (55) can be put in the form

$$
\begin{equation*}
\operatorname{diag}\left\{Q_{1}, Q_{2}, \ldots, Q_{q}\right\} \tag{58}
\end{equation*}
$$

where

$$
Q_{1}=\left[\begin{array}{cccc}
0 & \left(s-s_{0}\right)^{-\sigma_{1}^{1}} & & \\
& \ddots & \\
& & \ddots & \\
& & & \left(s-s_{0}\right)^{-\sigma_{q_{i}}^{1}} \\
& & 0
\end{array}\right]
$$

by some permutation matrix, which corresponds to a feedback matrix.according to equation (57). The Newton boundary of the system (58) has segments that correspond to branches of orders equal to the arithmetic mean of the McMilian orders that occur in the blocks $Q_{i}$.

## Remark

For notational simplicity the system was assumed to be diagonalisable. It can be checked, howevar, that it is sufficient that the off diagonal terms have a degree in ( $s-s_{0}$ ) which is high enough, such as to be of no importance in the local malysis. From the results so far it can be seen that, for instance, $\max \left\{\delta_{z}^{\circ}, \delta_{p}^{\circ}\right\}$, certainly is an upper bound.

## APPENDIX A : Sorie further properties of root loci.

## 1. The asymptotic behaviour.

The results of section II can.be specialised to analyse the asymptotic behaviour of a strictly proper, invertible system. The McMillan structure ac infinity is defined as the McMillan structure at the origin after performing the substitution $s=1 / 2([20],[22])$. As in ([11]), the Laurent expansion reduces to a Taylor expansion in the variable $z$

$$
\begin{equation*}
G(z)=G_{1} z+G_{2} z^{2}+\ldots \ldots \tag{59}
\end{equation*}
$$

where the $G_{i}$ are the usual Markov parameters. Because of the properness of the sytem, there are no poles at infinity, i.e. $\delta_{p}^{\infty}=0$, which is reflected in the absence of negative powers in (59). In texms of the McMillan polygon


Figure 12. this implies that there is to SE boundary. A typical McMillan polygon is shown in Figure 12. From this diagram it is clear $\delta^{\infty}$ poles must go to infinity, for all full rank feedback matrices.

Uniform rank systems are defined by the generic condition that the first term in the Laurent expansion must have full rank. As a result the


Figure 13.

McMillan polygon collapses to a straight line. The Newton boundary hence coincides, for all full rank feedback matrices, with the McMillan boundary -
illustrating the robustness of uniform rank systems.
2. Branching behaviour at finite poles and zeros.


Figure 14.

A typical McMillan polygon at
a finite pole-zero location is shown in figure 14. Noncoincidence of the Newton and McMillan boundaries not only implies that the branching behaviour is different from
the one predicted by the McMillan orders, but also implies that the total number of branches can be less than $\delta_{p}^{0} \notin \delta_{z}^{0}$. Indeed, a factor $\left(s-s_{0}\right)^{i}$, with $i$ equal to the distance of the Newton boundary to the $\overline{\mathrm{g}}$-axis, is common to all coefficients and hence

$$
\begin{equation*}
\operatorname{CLCP}(s, g)=\left(s-s_{0}\right)^{i} P^{\prime}(s, g) \tag{60}
\end{equation*}
$$

As a result there is a fixed point of multiplicity $i$; $i$ arriving and $i$ departing branches disappear. In Appendix $C$ we shall return to this phenomenon.

## APPENDIX B : Proof of propositions 2.6 and 2.7

Before proceding to the proof of the propositions, recall that in section II two Newton diagrams, nl. one for $g$ and one for $1 / g$, were combined. In the same way, we can combine the Newton diagrams for $s$ and $1 / \mathrm{s}$. For strictly proper systems, this gives rise to a Newton polygon as in figure 15.


Figure 15.

The NW-boundary corresponds to the asymptotic behaviour (zeros at infinity). The SW boundary corresponds to the arrival of the root loci at the zero $s=0$, and the SE boundary to the departure at the pole $s=0$.

## Proof (Center of gravity and product rules)

Because the open loop system is assumed to be strictly proper, the


CLCP will be monic in the variaule s. As a result a necessary and sufficient condition for the center of gravity rule to hold, is that the coefficient of $s^{n-1}$ does not depend on $\lambda$. This is depicted. in Figure 16 : the
upper shaded area should not intersect the Newton polygon. A sufficient condition for this to be true, clearly is that the NW boundary of the

McMillan polygon, which contains the Newton polygon, has a slope at least equal to 2.

A necessary and sufficient condition for the product rule to hold, is that the coefficient of $s^{\circ}$ only depends on $\lambda^{m}$. This condition again can be displayed graphically : the lower shaded area of figure 16 should not intersect the McMillan polygon. A sufficient condition for this to be true clearly is that the SW boundary is absent and that the SE boundary has a slope at 2east equal to 1.

## Kemark

The conditions of propositions 2.6 and 2.7 are only sufficient. In view of the results of section II, these propositions could be rephrased as : "A necessary and sufficient condition for che center of gravity (product) rule to hold, for all full rank feedback matrices $K$, is that the open loop system has a zeros (poles) at infinity ( $s=0$ ), each having an order not less than 2 (1).

APPENDIX C : The principal polygon.

Consider again the return difference :
$\operatorname{det}\left(g I_{m}+G(s)\right)=g^{m}+\operatorname{tr} G(s) g^{m-1}+\ldots+\operatorname{det} G(s) \quad$.
Each coefficient constists of a sum of all principal minors of a certain dimension. The relationship between the McMillan and Newton boundaries hence can also be explained in the following way : if the i-minor content of $G(s)$ at $s_{\circ}$ is $c_{0}\left(G^{i}\right)$, then generically some principal i-minors will have a content $c_{0}\left(G^{1}\right)$. Furthermore, generically no cancelations will occur when summing these principal minors. As a result both boundaries gemerically coincide and the two phenomenon that can cause a difference between the boundaries, are :(1) the content of every principal minor is smaller than the i-minor content, (2) cancelations occur when adding the principal minors.

Definition C. 1 ([20,22])
The content of a rational function $g(s)$ at $s=q$, is : +k , if $g(s)$ has a pole of order $k$ at $s=q$; $k$, if $g(s)$ has a zero of order $k$ at $s=q$. o Definition C. 2.

The principal i-minor content of a rational matrix $G(s)$ at $q$, denoted by $f_{q}\left(G^{i}\right)$, is defined to be the maximum of the contents at $q$ of the principal i-minors of $G(s)$.

Definition C. 3.
The principal polygon of a transfer matrix is defined in the same way as the McMillan polygon, but replacing contents by principal contents. $\quad$ o

## Definition C.4.

The principal boundary is the lower boundary of the principal polygon. Proposition C.I.

The Newton boundary is contained within the principal polygnn.
proof
Follows immediately from the introductary discussion.

## Remark

Unlike the McMillan boundary, the points generating the principal boundary need not in general lie on the principal boundary.

The importance of the principal polygon is that, for low dimensional systems, it allows one to estimate the Newton polygon by hand: one only has to scan through the principal minors. We emphasize, however that in accordance with (2) quoted above, the actual Newton boundary might be different from the principal boundary. As a result the principal structure cannot predict the number of fixed points of the root loci, as one might have thought (see also [24], esp. pp. 26 and 56). The following example illustrates this: consider

$$
G(s)=\left[\begin{array}{ccc}
s^{2} /\left(s+s_{0}\right)^{3} & 1 / s & 0 \\
1 / s & 0 & -1 / s \\
0 & 1 / s & 0
\end{array}\right]
$$

with

$$
\begin{aligned}
\operatorname{det}[g I+G(s)] & =g^{3}+g^{2} \frac{s^{2}}{\left(s+s_{0}\right)^{3}}+g\left(1 / s^{2}-1 / s^{2}\right)+1 /\left(s+s_{0}\right)^{3} \\
& =\frac{1}{\left(s+s_{0}\right)^{3}}\left[\left(s+s_{0}\right)^{3} g^{3}+g^{2} s^{2}+1\right]
\end{aligned}
$$

and

$$
\operatorname{CLCP}(s, g)=s^{2}\left[\left(s+s_{0}\right)^{3} g^{3}+\left(3 s_{0}+1\right) s^{2} g^{2}+1\right]
$$
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In Figure 17 the Newton and the principal boundaries are shown. From inspection of the Newton boundary it follows that there is a fixed point, $s^{2}=0$. This fixed point is, however, not predicted by the principal boundary.

To sumarize, the principal polygon can be helpful to estimate the Newton polygon and this estimate will be better than the McMillan polygon. However, the principal structure is not invariant under multiplication by the feedback matrix, nor nced the estimate actually coincide with the Newton boundary.


Figure 17.
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## ARSTRACT :

A necessary and sufficient condition for simultaneous stabilization has been obtained for an r-tuple of $m$ input $p$ output plants under the restriction $r \leq m+p, m i n(m, p)=1$. In particular if $r<m+p$, a generic $r$-tuple is stabilizable and if $r=m+p, o n l y$ a semialgebraic set [2] of plants is stabilizable. The general case $\min (m, p) \geq 1$ can be vectored down to the above case so that in general a sufficient condition " $r \leq \max (m, p)$ " may be written down for generic simultaneous stabilization. This generalization supports special cases due to Saeks et al [8] for $m=p=1, r=2$ and Vidyasagar et al [12] for $\max (m, p)>1, r=2$.

# ORIGINAL PAGE IS <br> 1. INTRODUCTION OF POOR QUALITY 

We consider a set of real,linear,time-invariant,proper dynamical systems,each of a given fixed Mcmillan degree $n_{i}, \sum=1, r$ with m inputs and $p$ outputs and ask the fe?lowing question:
" When does there exist a non-switching, m input, p output real, linear, time invariant, proper comperisator of arbitrary large but fixed Memillan degree $q$, which stabilizes each of the $r$ given plants ?"

In this paper we give an answer to the above question for $\min (m, p)=1$ and $r \leq m+p$. In fact an $r$-tuple of $\min (m, p) \geq 1$ plants can be vectored down to the $\min (m, p)=1$ case ( as shown by Stevens [10]) so that in this way one obtains a sufficient condition for generic,simultaneous stabilization given by ' $r \leq \max (m, p)$ '. This inequality however has also been derived by Ghosh and Bymes [5]. Note that one can use this inequality to prove corollary 4.3 due to Vidyasagar and Viswanadhain [12] on a result about the generic stabilizability of a pair of multi input-cutput plants.

Coming back to the case min $(m, p)=1$, we topologize the set ' $S$ ' of r-tuples of plants in the topology of section-2. If $q$ is apriorily fixed we know that (see [4]) the set $\mathfrak{S}$ of $x$-tuples of plants which adwit a stabilizing compensator is an open semialgeoraic [2] subset of $S$. A semialgebraic set is a finite union and intersection of sets defined by algetraic equations and inequations, and it is a classical result by Tarski [11] and Seidenberg [ 0 ], that the property of being semialgebraic is preserved ty a rational map. Indeed it was a pioneerirg idea of Anderson et al [1] to apply these concepts in system theory and show that the set of plants Which can be stabilized by some non-dynamic compensator is an open semi-algebraic subset in the space of all plants.

In this paper we allow $q$ to be arbitrailly large but finite and show that for $\min (m, p)=1, r \leq x+p, \hat{S}$ is an open semi-algebraic subset of S. Moreover $50 \leq r$ < $m+p$, we show that $\tilde{S}$ is dense in $S$, so that simultaneous stabilizability is generic for the case $\min (m, p)=1, r<m+p$.

Without any loss of generality, we assume that $m \geq p$. Consider an r-tuple of $1 \times \mathrm{m}$ plants to be stabilized by an $\mathrm{m} \times 1$ compensator. In section 4, the solvability of the generic simultansous stabilizability problem has been shown equivalent to a problem of interpolation by rational functions. These problems have been described in section 4 as PR1,PR2, PR3. Indeed we have the following general theorems :

Theorem 4.1

Underi generic hypothesis (3.5), an r-tuple ( $r<m+1$ ) of $1 \times$ a plants is genericaliy simulzaneously stabilizable.

## Theorem 4.5

Under generic hypothesis (3.5), an r-tuple ( $r=m+1$ ) of
$1 \times \mathbb{x}$ simultaneousiy stabilizable plants form a semialgebraic set.

## Theorem 4.7

Under generic hypothesis (3.5), an r-tuple ( $x>m+1$ ) of $1 \times m$ plants is simultaneousiy stabilizable iff the problem PR3 (see section 4, case III ) has a solution.

The above theorems have been proved by using an interpolation result due to Youla et al [14, corollary 2,pp165] referred to in this paper as "Youla's lemme". Notice the important distinction between $r$ < $x+1$ and $\mathbf{r} \geq \mathrm{m}+1$. This might be expected from the necessary and sufficient condition derived in [5]. As an illustration of the results obtained in section 4, we consider in Example 4.6 the case $r=3, m=2, p=1$ anc obtain the semalgebraic set of stabilizable plants.

In section 5, we analyse the casem $=p=1$. For $r=1$, ofcourse the problem always has a sciution. For $r=2$ the statement of corollary 5.3 can be used to describe the scmialgebraic set of plants that may te stabilized by some compunator. This reproves results due to Saeks et al [8], Vidyasagar et al 112]. Fcr $r \geq 3$, the problem of simultaneous stabilization reduces to the problem of existence of a
stable,minimu fhase compensator as described by corollary 5.4. Thus a necessary condition for simultaneous stabilizability of three single input single output plants may be obtained (see theorem 4.8) and we have the folklore example 5.5 of a triplet of simultaneously unstabilizable single input single output plants every pair of which, however, may be simultaneously stabilized. (see [15])

## 2. BASIC SET UP AND NOTATIONS

For details about the basic mathematical set up, the reader is referred to Vidyasagar et al [12],[13], Saeks et al [7],[8] and Desoer et al [3]. The following notations are used :
$\mathrm{H}:$ Ring of all stable rational functions with real coeffici
$\mathrm{J}:$ Set of multiplicative units in H.
$\mathrm{F}:$ Quotients field of $\mathrm{H}[6, \mathrm{pp} 88-90\}$
$\mathrm{C}^{+}:$Closed right half complex plane.
$\mathrm{R}^{+}:$Non-negative real line including infinity.

As per the above notstion, H is an integral domain and the class of singie input single output unstable systems considered are the elements of the quotient field $F$ of $H$.

Thus every single input single output piant can be written as $n / d$ where $n, d \in H$. An r-tuple of minput 1 output plant of Mcmillan degre n can be written as

$$
\begin{equation*}
\left[n_{p_{j}}^{(1)} / d_{p_{j}}, r_{p_{j}}^{(2)} / d_{p_{j}}, \cdots \cdots, n_{p_{j}}^{(m)} / d_{p_{j}}\right] \tag{2.1}
\end{equation*}
$$

where $n_{P_{j}}^{(i)}, d_{P_{j}} \in H$, and Mcmillan degree of $n_{P_{j}}^{(i)}, d_{P_{j}} \leq n, i=1,2, \ldots, m$ $j=1,2, \ldots$, $r$. Hence an $r$ tuple of plants may be topologized in $\operatorname{lR}^{N}$ for $N=r[(n+1)(m+1)-1]$ (see [5] for details.)

A 1 input m output compensator of Mcmillan degree $q$ can be
written as

$$
\begin{equation*}
\left[n_{c_{j}}^{(1)} / d_{c_{j}}, r_{r_{j}}^{(2)} / d_{c_{j}}, \ldots, n_{c_{j}}^{(m)} / d_{c_{j}}\right]^{T} \tag{2.2}
\end{equation*}
$$

where $n_{c_{j}}^{(1)}, d_{c_{j}} \in H$ and Mcmillan degree of $n_{c_{j}}^{(1)}, d_{c_{j}} \leq q$ $1=1,2, \ldots . m ; j=1,2, \ldots, r$. with the restriction

$$
\begin{equation*}
n_{c_{j}}^{(1)} / d_{c_{j}}={ }_{n_{k}}^{(1)} / d_{c_{k}} \quad j, k=1,2, \ldots, r \tag{2.3}
\end{equation*}
$$

For notational simplicity, we define the following quantities

Fix integers $r, m$ and $s, 1 \leq s \leq m i n(x, m+2)$
Let $\eta_{1 j}^{(i)}=n_{p_{j}}^{(i)}, \quad \eta_{i j}^{(m+1)}=d_{p_{j}} ; i=1,2, \ldots, m$;
$j=1,2, \ldots,(r-s+1)$. Define recursively the following :

$$
\begin{aligned}
& \eta_{s_{1}, 1}^{(i)} \triangleq \eta_{s_{1}-1,1}^{(1)} \eta_{s_{1}-1, j+1}^{(i+1)}-n_{s_{1}-1, j+1}^{(1)} n_{s_{1}-1,1}^{(i+1)} \\
& \eta_{s_{1}, j}^{(m+1)} \triangleq n_{s_{1}-1, j+1}^{(1)} \xi_{s_{1}-1}
\end{aligned}
$$

where,

$$
\begin{equation*}
\xi_{s_{1}} \triangleq \eta_{s_{1}-1,1}^{(1)} \xi_{s_{1}-1}, \xi_{1}=1 \tag{2.4}
\end{equation*}
$$

for all, $\quad 1=1,2, \ldots \ldots, \ldots ; s_{1}=1,2, \ldots \ldots, s ; j=1,2, \ldots ., r-s+1$.

## 3. THE SIMULTANEOUS STABILIZATION PROBLEM

Following Vidyasagar et al [13], a necessary and sufficient condition for simultaneous stabilization of $r$ plants given by (2.1) by a compensator (2.2),(2.3) is the solvability $o f$ the equations

$$
\begin{equation*}
\sum_{i=1}^{m} n_{p_{j}}^{(i)} n_{c_{j}}^{(i)}+{ }_{p_{j}} d_{c_{j}}=\Delta_{j} \tag{3.1}
\end{equation*}
$$

for $d_{c_{j}}, n_{c_{j}}^{(1)} \in H$ and $\Delta_{j} \in J ;$ for all $1=1,2, \ldots, m$; $1=1,2, \ldots, r$, with the restriction (2.3)

In the notation of (2.4), the equation (3.1) may be written as
$\sum_{i=1}^{\sum_{i}^{i}} \gamma_{s, j}^{(1)} \eta_{s, j}^{(1)}+\sum_{i=r_{1}+1}^{m+1} \Delta_{s, j}^{(1)} \eta_{s, j}^{(1)}+\Delta_{j} \xi_{s}=0$
where $r_{1}=m-s+2 ; j=1,2, \ldots . ., r-s+1$
and the condition (2.3) may be written as the following :
" $\gamma_{s, j_{1}}^{\left(1_{1}\right)} / \gamma_{s, j_{2}}^{\left(i_{1}\right)}, 1_{1}=1,2, \ldots, r_{1}$ and $\Delta_{s, j_{1}}^{\left(i_{2}\right)} / \Delta_{s, j_{2}}^{\left(i_{2}\right)}, i_{2}=r_{1}+1, \ldots, m+1-$
are the same for $1_{1}, 1_{2}$ in the respective domains and for a fixed $\mathrm{I}_{1}, \mathrm{f}_{2}\left(1 \leq \mathrm{f}_{1}, \mathrm{f}_{2} \leq \mathrm{r}-\mathrm{s}+1\right)$

By (3.1) we have the following
SIMULTANEOUS STABILIZATION $\omega \exists \gamma_{s, j}^{(1)} \in H ; \Delta_{s, j}^{(i)} \in J$
$\Delta_{j} \in J$ satisfying (3.2),(3.3) for $s=1$
The purpose of this section is to show the (3.4) is true for all $s=1,2, \ldots, \min (r, m+2)$ under the following generic assumption :
" For a fixed $s$, such that, $1 \leq s \leq \min (x, \operatorname{mot})$;
$\eta_{s, j_{1}}^{(1)}$ and $\eta_{s, j_{2}}^{(1)}$ have no root in common in $C^{+}$for every $j_{1}, j_{2} \in\{1,2, \ldots$
$\ldots, r-s+1\} j_{1}: j_{2}$
Note that i: particular for $\mathrm{r} \leq \mathrm{m}+\mathrm{I}, \mathrm{s}=\mathrm{r}$;
(3.2) is just a single equation as opposed to $r$
equations in (3.1) . We have the following lea :

## LEMMA 3.1

Under hypothesis (3.5), the set of equations (3.2), (3.3) has a solution for $j=1,2$ for $r_{s, j}^{(i)}, \Delta_{s, j}^{(i)}$ iffy the equation (3,6) given below have a solution for some $\Delta, A_{s, i}^{(i)} \in I, \gamma_{s, i}^{(i)} \in H$.

$$
\begin{align*}
\xi_{s} n_{s, 1}^{(1)} \Delta=\xi_{s} \eta_{s, 2}^{(1)} & +\sum_{i=2}^{r_{1}} r_{s, 1}^{(1)}\left[n_{s, 1}^{(1)} n_{s, 2}^{(1)}-\eta_{s, 2}^{(1)} \eta_{s, 1}^{(i)}\right]  \tag{3.6}\\
& +\sum_{i=1}^{u r+1} \Lambda_{r_{1}+1}^{(1)}\left[n_{s, 1}^{(1)} n_{s, 2}^{(i)}-\eta_{s, 2}^{(1)} \eta_{s, 1}^{(i)}\right]
\end{align*}
$$

## Proof : See Appendix I
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## THEOREM 3.1

Under the generic hypothesis (3.5), a set of $r, 1 \times m$ plants is simultaneously stabilizable by a non-switching compensator iff (3.2), (3.3) have a solution for $\gamma_{b, j}^{(1)} i=1,2, \ldots, r_{1}$ and $\Delta_{s, j}^{(1)} i=r_{1}+1, \ldots$ $\ldots, \mathrm{m}+\mathrm{l} \quad \forall \mathrm{s}=1,2 ; \ldots, \mathrm{m} \mathrm{n}(\mathrm{r}, \mathrm{m}+2)$.

Proof :
We prove this theorem by induction over s. Note that the theorem is true for $s=1$ by (3.1). Assume that the theorem is true for some s. To prove the theorem for $\mathbb{H}+1$, the strtegy is as follows :

Consider the pair of equations defined by (3.2) for $j=1$ and $j=j_{1} 1<j_{1} \leq r-s+1$. There would be'r-s'pairs of equations and by lemma 3.1, each pair can be reduced to a single equation (of the type (3.6)). Thus under the generic hypothesis (3.5) the set of equations (3.2) is equivalent to a set of equations obtained by replacing $s$ by s+1 in (3.2) upto multiplication by a stable, minimum phase rational function.

## 4. THE INTERPOLATION PROBLEM

Our result on simultanecus stabilization (Theorem 3.1) can be posed as an interpolation problem. We pose the interpolation problem for each of the following cases seperately :

Case $1 \quad(r<m+1)$

Choose the maximum value $r$ of $s$. From (2.2) $r_{1}=m-r+2, j=1$ so that (3.2) may be written as
$\dot{\gamma}_{s, 1}^{(1)} \eta_{s, 1}^{(1)}=-\left[\sum_{i=2}^{r_{1}} \gamma_{s, 1}^{(1)} \eta_{s, 1}^{(1)}+\sum_{i=r_{1}+1}^{m+1} \Delta_{s, 1}^{(1)} \eta_{s, 1}^{(1)}+\Delta_{1} \xi_{s}\right]$
Since $\gamma_{s, 1}^{(1)} \in H$, have the following interpolation problem:
PR 1 "Find $\gamma_{s, 1}^{(2)} \in H$ which intersects
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at those points $s_{0} \in C^{+}$where $n_{s, 1}^{(1)}$ vanishes."

## Proof of Theorem 4.1 (Solution of PR. 1 )

Assume, $\Delta_{1}=1, \Delta_{s, 1}^{(i)}=1 \quad i=r_{1}+1, \ldots, m+1$,
$\gamma_{s, 1}^{(1)}=1 \quad 1=3,4, \ldots r_{1}$
The problem thus reduces to obtaining $\mathrm{Y}_{\mathrm{s}, 1}^{(2)} \in$ U which inter-
olates a symmetric set of complex tuples. It is therefore sufficient
to choose a real polynomial $\gamma_{s, 1}^{(2)}$ of sufficiently large degree.

## COROLLAFY 4.?

A sufficient condition for simultaneous generic stabilination for $\min (m, p) \geq 1$ is given by $r \leq \max (m, p)$

Proof
distinct
Giver a set of $r, p \times m_{1}\left(m_{2} \geq p\right.$, say) transfer functions, with ${ }_{A}$ simple poles, $G_{1}, G_{2} \ldots . G_{r}$. $\left\{\right.$ plant $G_{i}$ has the decomposition

$$
G_{i}=\sum_{j=1}^{n} \frac{T_{j}^{i}}{s-\lambda_{j}^{i}}
$$

where $n$ is the Mcmillan degree of $G_{i}, T_{j}^{i}$ is a rank one matrix of order $p \times m$ and $\lambda_{1}^{i}, \lambda_{2}^{i} \ldots \dot{\lambda}_{n}^{i}$ are the poles of $G_{i}$. Now consider an arbiterary nonzero $1 \times p$ vector $v$ such that $v . T_{j}^{i} \neq \underline{0} \forall i=1, \ldots, r ; j=1, \ldots, n$, and consider the mapping $G_{i} \longrightarrow G_{i}^{\prime}=V, G_{i} \forall i=1, \ldots r$

Since $G_{i}^{\prime}$ constitute a set of $r, 1 \times m$ plants they can be generically simultaneously stabilizable by some compensator if $r_{\text {, }} \max (m, p)+1$ (By Theorem 4.1). Moreover the generic condition in $G_{i}$ pulls back to tine in $G_{i}$. Finally (see [5]) any r tuple of plants have. a constant gain output feedback $K$ such that the closed loop systems hove distinct simple poles.

COROLLARY 4.3 (Vidyasagar, Viswanadham [12])
A pair of $\max (m, p)>1$ plants is generically, simultaneous i-
$y$ stabilizable.

Proof : Immediate from corollary 4.2 .

Case II (r=m+1)
Choose the maximum value $r$ of $s$. Hence $s=r=m+1$
$r_{1}=1, j=1$ and (3.2) may be written as

$$
\begin{equation*}
\gamma_{m+1,1}^{(1)} \eta_{m+1,1}^{(1)}+\sum_{i=2}^{m+1} \Delta_{m+1,1}^{(i)} \eta_{m+1,1}^{(i)} \Delta_{1} \xi_{m+1}=0 \tag{4.2}
\end{equation*}
$$

Since $\gamma_{m+1,1}^{(1)} \in H$, we have the following interpolation problem.
PR 2 "Find $\Delta_{m+1,1}^{(2)} \in J$, which intersects $\mathrm{m}+1$
$-\left[\sum_{1=3} \Delta_{m+1,1}^{(1)} n_{m+1,1}^{(1)}+\Delta_{1} \xi_{m+1}\right] / \eta_{m+1,1}^{(2)}$
at those points $s_{0} \in C^{+}$where $\eta_{m+1,1}^{(1)}$ vanishes."

## Solution of PR 2

We want conditions on the plant parameters for which PR 2 has a solution. First of all we consider the following lemma :

## LEMMA 4.4

Let $\xi_{1}, \xi_{2}, \ldots, \xi_{t} \in H$ be given and let $s_{1}, s_{2}, \ldots, s_{t}$ $\in \mathrm{C}^{+}$be a symmetric set of complex numbers. Then $\exists \Delta_{1}, i=1, \ldots t_{1}$ such that ${ }^{t_{1}}$

$$
\begin{equation*}
\left.\sum_{i=1}^{t_{1}} \Delta_{1} \xi_{i}\right|_{s=s_{j}}=0 ; j=1, \ldots, t \tag{4.3}
\end{equation*}
$$

If and only if, $\exists$ non-zero real numbers $r_{1}^{j_{1}}, r_{2}^{j_{1}}, \ldots \ldots, r_{t_{1}}^{j_{1}}$ such that

$$
\begin{equation*}
\left.\sum_{1=1}^{t_{1}}{\underset{1}{j_{1}}}^{r_{1}}\right|_{s=s_{j_{1}}}=0 \tag{4.4}
\end{equation*}
$$

Where $s_{j_{1}} \in\left\{s_{1}, s_{2}, \ldots, s_{t}\right\} n R^{+}$, such that $r_{i}^{j_{1}}$ has the same sign for fixed $i$ and $\forall j_{1}$.

## Proof :

$$
\begin{align*}
& \text { Writing (4.3) as } \\
& \left.\Delta_{1}\right|_{s=s_{j}}=-\sum_{i=2}^{t_{1}} \Delta_{i} \quad \xi_{i} /\left.\xi_{1}\right|_{s=s_{j}} \tag{4,5}
\end{align*}
$$

it may be concluded that (4.5) holds if and only if $\exists \Delta_{1} \in J$, which interpolates the points

$$
\begin{equation*}
\left(s_{j},-\sum_{i=2}^{t_{1}} \iota_{i} \xi_{i} /\left.\xi_{1}\right|_{s=s_{j}}\right) \tag{4.6}
\end{equation*}
$$

By Youla's lemma [14] a necessary and sufficient condition is given by the following :

$$
" 3 \Delta_{i} i=2, \ldots, r_{1} \text { such that } r_{1}^{j_{1}}=-\sum_{i=2}^{t_{1}} \Delta_{i} \xi_{i} /\left.\xi_{1}\right|_{s=s_{j}}
$$

$$
\text { have the same sign, } \forall j_{1} \text { such that } s_{j_{1}} \in\left\{s_{1}, s_{2}, \ldots \ldots .\right.
$$

$$
\begin{equation*}
\left.\ldots, s_{t}\right\} n \quad r^{+} " \tag{4.7}
\end{equation*}
$$

From the condition (4.7) we have

$$
\begin{equation*}
\left.\Delta_{2}\right|_{\text {sos }_{j_{1}}}=\left[-r_{1}^{j_{1}} \cdot \xi_{1}-\sum_{i=3}^{L_{1}} \iota_{i} \xi_{i} j / \xi_{2} \mid \operatorname{srs}_{j_{1}}\right. \tag{4.8}
\end{equation*}
$$

He apply Youla's lena repeatedly and the proof follows.

PROOF OF THEOREM 4.5
We now obtain: the solution of the interpolation problem PR 2.
By Leman 4. 4, i: is cleat that a necessary and sufficient condition is the existence of non-zero real numbers $r_{1}^{j}$ such that

$$
\sum_{i=2}^{m+1} \sum_{1}^{j_{1}} \eta_{m+1,1}^{(1)}+\left.r_{m+2}^{j_{1}} \xi_{m+1}\right|_{s=s_{j_{1}}}=0
$$

$\vee j_{1}$ such that $s_{j_{1}} \in\left\{s_{i}, g_{2}, \ldots, s_{t}\right\} n R^{+}$; where $s_{i} \in C^{+}$
such that, $\eta_{m+1,1}^{(1)}\left(s_{i}\right)=0$
and where for a fixed $1, r_{i}^{j_{1}}$ has the same sign for all $j_{1}$.
Let us define

$$
V(s) \triangleq\left[(-1)^{e_{1}} n_{n_{m+1}(2)}^{(2)},(-1)^{e_{2}(3)}, \ldots, .(-1)^{e_{m+1,1}} m_{n_{m+1}(m+1)}^{(3)},(-1)^{e_{m+1}} \xi_{m+1}\right]
$$

It is now straightforward to show the following (see [4] for details)
" SIMULTANEOUS STABILIZATION $\Leftrightarrow \exists$ integers
$e_{1}, e_{2}, \cdots, e_{m+1}$ such that all the vectors $V\left(s_{j_{1}}\right) \quad\left(s_{j_{1}}\right.$ as defined in 4.10$)$ have at least one negative component.

The above condition clearly defines a semialgebraic condition.

EXAMPLE 4.6
For $m=2, p=1, r=3$ consider the triplet of plants

$$
\left.\begin{array}{l}
{\left[n_{p_{1}}^{1} / d_{p_{1}} \quad n_{p_{1}}^{2} / d_{p_{1}}\right],\left[n_{p_{2}}^{1} / d_{p_{2}}\right.}
\end{array} n_{p_{2}}^{2} / d_{p_{2}}\right],\left[n_{p_{3}}^{1} / d_{p_{3}} \quad n_{p_{3}}^{2} / d_{p_{3}}\right] .
$$

For simultaneous stabilization we need to solve the equation (see (4.2)

$$
\begin{aligned}
& \bar{n}_{21}+\Delta_{1} \bar{n}_{13}+\Delta_{2} \bar{n}_{23}=\delta \cdot k \\
& \text { for } \Delta_{1}, \Delta_{2} \in J ; 0 \in H \\
& \text { where } \bar{n}_{i j}=n_{p_{i}}^{1} n_{p_{j}}^{2}-n_{p_{j}} n_{P_{i}}^{2} \\
& \text { and } k=d_{p_{1}} \bar{r}_{23}+d_{P_{2}} \bar{n}_{31}+d_{F_{3}} \bar{n}_{12}
\end{aligned}
$$

Let $s_{1}, s_{2}, s_{3}, \ldots \ldots, s_{t}$ be the set of points in $R^{+}$where $K$ vanishes. By (4.11) the set of simultaneously unstabilizable plants is given by the following condition

$$
\begin{gathered}
. " \text { For every triplet } e_{1}, e_{2}, e_{3} \in\{0,1\} \\
(-1)^{e} 1 \bar{n}_{21}\left(s_{t_{1}}\right)>0,(-1)^{e_{2}} \bar{\eta}_{13}\left(s_{t_{2}}\right)>0,(-1)^{3} \bar{\eta}_{32}\left(s_{t}\right)>0 \\
\text { for some } t_{1} \in\{1,2, \ldots \ldots \ldots, t\}
\end{gathered}
$$

Case III $(r>m+1)$

Choose the maximum value $m+2$ of $s$. Then (3.2) reduces to

$$
\begin{equation*}
\sum_{i=1}^{m+1} \Delta_{m+2}^{(i)} \eta_{m+2, j}^{(i)}+\Delta_{j} \xi_{m+2}=0 \tag{4.12}
\end{equation*}
$$

where we have normalized $\Delta_{m+2, k}^{(1)}$ to satisfy

$$
\Delta_{m+2, j}^{(i)}=\Delta_{m+2, k}^{(i)} \quad \forall i=1,2, \ldots, m+1 \text { and } j, k \in\{1,2, \ldots, r-m-1\}
$$

From (4.12) we may now state the interpolation problem as follows :

FR 3 " Find $\Delta_{m+2}^{(2)} \in J$ which intersects

$$
\begin{equation*}
\left[-\Delta_{j} \xi_{m+2}-\sum_{i=3}^{i m+1} \Delta_{m+2}^{(i)} \eta_{m+2, j}^{(i)}\right] / \eta_{m+2, j}^{(2)} \tag{4.13}
\end{equation*}
$$

at those points $s_{0}^{j} \in C^{+}$and only those in the closed right hal.
plane where $\eta_{m+2, j}^{(1)}$ vanishes $\forall j=1,2, \ldots ., r-m-1$,

## Proof of Theorem 4.7

Immediate from the argument given above.

Note :
A solution of $F R 3$ would involve finding a stable, minimum phase rational function, $\Delta_{\mathrm{r}+2}^{(2)}$, which intersects the graphs of $x-m-1$ rational functions, given by (4.14) as specified in the statement of PR3 In particular, since $\Delta_{\mathrm{m}+2}^{(2)}$ is stable we have the following :

## Theorem 4.8 (Necessary condition)

A necessary condition for simultaneous stabilization of $r$ plants $[r>m+p, \min (m, p)=1]$ is given by the existence of nonzero real numbers $r_{i}^{j} 1$ such that

$\forall j_{1}$ such that $s_{j_{1}}^{(j)} \in R^{+}$and $\eta_{m+2, j}^{(1)}\left(s_{j_{1}}^{(j)}\right)=0$
and where for a fixed ' $i$ ', $r_{i, j}^{j} \quad$ has the same sign for all $j$, $j_{1}$ defined above and for a fixed $j, r_{m+2, j}$ has the same sign for all $j_{1}$ as defined above.

Proof:
Straightforward and follows from the proof of Theorem 4.5 (see [4] for details)

## 5. THE SINGLE INPUT SINGLE OUTPUT CASE

The case $m=p=1$ has been studied extensively by Seeks et al [7],[8] and also by Vidyasagar et al [12]. For our purposes we restate Theorem 3.1 for this special case and reprove as corollaries, some of the results known. Refer back to the plants and compensaturs in the notation of (2.1), (2.2) and (2.3).

## Theorem 5.1

For $m=p=1$, SIMULTANEOUS STABILIZE $T$ ION $<>$
" the following set of equations in $H$, has a solution for $\Delta_{i} \in J$ $1=1,2, \ldots, r$ and $n_{c_{1}}^{(1)}, d_{c_{1}} \in H^{\prime \prime}$
( $r>2$ ) $\Delta_{1} \eta_{1 i}+\Delta_{2} \eta_{2 i}=\Delta_{i} \eta_{12}, i=1,2, \ldots, r-2$
$(r=2) \quad n_{c_{1}}^{(1)} n_{21}+d_{p_{2}}=d_{p_{1}} \Delta_{1}$
$(r=1) n_{c_{1}}^{(1)} n_{p_{1}}^{(1)}+{ }^{d_{c}} d_{p_{1}}=\Delta_{1}$
where $\quad n_{i j}=n_{p_{i}}^{(1)} d_{p_{j}}-n_{p_{j}}^{(1)} d_{p_{i}} \quad i \neq j$

Proof:
The proof is immediate from that of Theorem 3.1 (see [4] for details)

Corvilary 5.2 (Saeks et al [8])
A necessary and sufficient condition for a pair of single input single output plants to be simultaneously stabilizable is given by the following condition :
" $d_{P_{2}} /\left.d_{P_{1}}\right|_{s=s_{0}}$ has the same sign for all $s_{0} \in R^{+}$
where $n_{21}$ vanishes "

## Proof:

Writing (5.2) as $n_{c_{1}}^{(1)}=\left(d_{p_{1}} \Delta_{1}-d_{p_{2}}\right) / n_{21}$ and
using the argument of Theorem 4.5 the result follows.

Corollary 5.3 (Assume $r>2$ )
Let $p_{i}, i=1,2, \ldots, r$ be generic plants (satisfying (3.5))
with coprime representation $\mathrm{N}_{\mathrm{p}_{\mathrm{i}}} / \mathrm{p}_{\mathrm{p}_{\mathrm{i}}}$. There exists a compensator which simultaneously stabilizes the $r$ plants $p_{j}, i=1, \ldots, r$ ff there exists a
stable, minimum phase dynamic compensator $\Delta_{2} / \Delta_{1}$ which places the poles of $\eta_{21} / \eta_{1 i}$ at those points in $C^{+}$where $\eta_{12}$ venishes and places the rest of the poles in the left half plane. $\forall i=1,2, \ldots, r-2$.

## Proof:

Immediate from (5.1) and section 4 cass III:
Note : Even for r=3 the existence criterion of a stable, minimum phase compensator satisfying the above condition is not known.

## Example 5.5

In this example we construct a triplet of plants which are stabilizable in pair but unstabilizable simultaneously. Let

$$
P_{1}=\frac{s+1}{s-2}, \quad P_{2}=\frac{s+3}{s-1}, \quad P_{3}=\frac{s+A}{s+B}
$$

From Corollary 5.2 and Theorem 4.8 the required algebraic conditions which $A, B$ need to satisfy may be constructed. The choice $A=-1.1, \mathrm{~B}=-4.5$ satisfies these conditions. The details have been omitted.

## 6. CONCLUSION

This paper addresses the question of simultaneous stabilization under the restriction $\min (m, p)=1, r \leq m+p$. A sufficient condition for simultaneous stabilization has been obtained by using these techniques, for the general case $\min (m, p) \geq 1$. The case $\min (m, p)=1, r>m+p$ still remains open. Future research might be in the direction of finding an appropriate necessary condition for $\min (m, p) \geq 1$.

## 7. ACKNOWLEDGEMENT

The author wishes to acknowledge Chris Byrnes for posing this problem and providing constant encouragement throughout this research.

## Proof of Lemma 3.1

Scaling (3.2) for $j=1,2$, with $\Delta_{j}=-1$ and by a slightly tedious but straightforward algebraic manipulation the following set of equations have been obtained :

$$
\begin{align*}
& r_{s, 1}^{(1)}=\left[\xi_{s}-\sum_{i=2}^{\Sigma_{1}} \gamma_{s, 1}^{(1)} \eta_{s, 1}^{(1)}-{ }_{\sum_{i=1}^{m+1}}^{\sum_{i}+i} \Delta_{s, 1}^{(1)} \eta_{s, 1}^{(1)}\right] / \eta_{s, 1}^{(1)}  \tag{II}\\
& r_{s, 2}^{(1)} W(s)=\gamma_{s, 1}^{(1)^{2}} \quad \eta_{s, 1}^{(1)} \quad \xi_{s} \quad 1=1, \ldots \ldots, r_{1}  \tag{IV}\\
& \Delta_{s, 2}^{(1)} W(s)=\Delta_{s, 1}^{(1)} \quad n_{s, 1}^{(1)} \quad \xi_{s} \quad 1=r_{1}+1, \ldots \ldots, m+1 \tag{IB}
\end{align*}
$$

$W(s)=\xi_{s} \eta_{s, 2}^{(1)}+\sum_{i=2}^{r_{1}} \gamma_{s, 1}^{(1)}\left[\eta_{s, 1}^{(1)} n_{s, 2}^{(1)}-n_{s, 2}^{(1)} n_{s, 1}^{(1)}\right]$

$$
+\sum_{1=r_{1}+1}^{m+1} \Delta_{s, 1}^{(1)}\left[n_{s, 1}^{(1)} n_{s, 2}^{(i)}-n_{s, 2}^{(1)} n_{s, 1}^{(1)}\right\}
$$

Sufficiency :
By assumption $\exists \underset{s, 1}{(1)} \in \quad H \quad 1=2,3, \ldots, r_{1} ; \Delta_{s, 1}^{(1)} \in \quad$ н $\quad 1=r_{1}+1, \ldots, \ldots+1$ which satisfies (3.6)

$$
\begin{align*}
& \text { From (I2),(I3) } \\
& r_{s, 2}^{(1)}=\gamma_{s, 1}^{(1)} \Delta^{-1} \in \quad \text { and ( } 1.6 \text { ) we have }  \tag{15}\\
& \Delta_{s, 2}^{(1)}=\Delta_{s, 1}^{(i)} \Delta^{-1} \in \quad \in ; 1, \ldots, r_{1} \tag{IV}
\end{align*}
$$

provided $\mathcal{S}_{s, 1}^{(1)} \in \mathbb{s , 2} \in \mathbb{S h} \underset{s, 1}{ } \gamma_{s, 1}^{(1)} \in H$, let $s_{0} \in C^{+}$be such that $\eta_{s, 1}^{(1)}\left(s_{0}\right)=0 . \quad$ From (I4) and (3.6) $W\left(s_{0}\right)=0$ and

$$
\begin{equation*}
W\left(s_{0}\right)=\ddot{\eta}_{s, 2}^{(1)}\left[\xi_{s}-\sum_{i=2}^{r_{1}} \gamma_{s, 1}^{(1)} \eta_{s, 1}^{(i)}-\sum_{i=r_{1}+1}^{m+1} \Delta_{s, 1}^{(i)} \eta_{s, 1}^{(i)}\right] \tag{IT}
\end{equation*}
$$

By generic assumption (3.5), $\eta_{s, 2}^{(1)} \neq 0$ so that
$\backslash \xi_{s}-\sum_{i=2}^{r_{1}} \gamma_{s, 1}^{(i)} n_{s, 1}^{(i)}-\left.\sum_{i=r_{1}+1}^{i+1} \Delta_{s, 1}^{(i)} \eta_{s, 1}^{(1)}\right|_{s=s_{0}}=0$
By (II), (I7) $\gamma_{\mathrm{s}, 1}^{(1)} \in \mathrm{H}$
Necessity :
Assume that (3.2) has a solution. Define $\Delta$ by (3.6). We
want to show that $\Delta \in J$

Let $\varepsilon_{0} \in \mathrm{C}^{+}$be such that

$$
\begin{equation*}
n_{s, 1}^{(1)}\left(s_{0}\right)=0 \tag{IB}
\end{equation*}
$$

Since by assumption $\gamma_{s, 1}^{(1)} \in \mathrm{H}$, we have the equation I 7 from Il. By (I8), (I7), and (3.6) $W\left(s_{0}\right)=0$. Let $s_{1} \in C^{+}$be such that $\xi_{s}\left(s_{1}\right)=0$. If $s>1$, (I3) - either $W\left(s_{1}\right)=0$ or $\Delta_{s, 2}^{(i)}\left(s_{1}\right)=0$. However since $\Delta_{s, 2}^{(1)} \in J$ we have $W\left(s_{1}\right)=0$. If $s=1$, on the other hand $\xi_{s}\left(s_{1}\right)$ cannot vanish by definition. Thus we conclude that $\Delta \in H$

To show that $\Delta^{-1} \in 1 \mathrm{~A}$ we proceed as follows:
Let $s_{2} \in C^{+}$be such that $W\left(s_{2}\right)=0$. Then either $\xi_{s}\left(s_{2}\right)=0$ or $n_{n_{1}, 1}^{(1)}\left(s_{2}\right)=0$ for if not by (I2), (I3)

$$
\begin{array}{lll}
Y_{s, 1}^{(1)}\left(\xi_{2}\right)= & 0 & i=1, \ldots, r_{1} \\
\Delta_{s, 1}^{(1)}(\delta) & 0 & 1=r_{1}+1, \ldots, m+1 \tag{I10}
\end{array}
$$

However by (3.2), (I9), (I10) we have $\Delta_{j}\left(s_{2}\right)=0$ which is absurd since $\Delta_{j} \in J$. Hence $\Delta^{-1} \in \mathrm{H}$
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## SImultaneous stabilization and simultaneous pole-placement BY NONSWITCHING DYNAMIC COMPENSATION

B. K. thosh*<br>Division of Applied Sciences<br>Harvard University<br>Cambridge, MA

C. I. Byrnes**
Department of Mathematics and Division of Applied Sciences
Harvard University
Cambridge, MA

[^6]1. Introduction and statement of the main results

The "simultaneous stabilization problem" - in either discrete or continuous time - consists in answering the following question:

Given an r-tuple $G_{1}(s), \ldots, G_{r}(s)$ of $p \times m$ proper transfer functions, does there exist a compensator $K(s)$ such that the closedloop systems $G_{1}(s)\left(I+K(s) G_{1}(s)\right)^{-1}, \ldots, G_{r}(s)\left(I+K(s) G_{r}(s)\right)^{-1}$ are (Internally) stable?

As pointed out in [13], this question arises in reliability theory, where $G_{2}(s), \ldots, G_{r}(s)$ represents a plant $G_{1}(s)$ operating in various modes of failure and $K(s)$ is a nonswitching stabilizing compensator. Of course, for the same reason, it is important in the stability analysis and design of a plant which can be switched into various operating modes. The simultaneous stabilization problem can also apply to the stabilization of a nonlinear system which has been linearized at several equilibria. Finally, it has been shown [14], [20] that to solve the case $r=2$ is to solve the well-known problem considered by Youla et al in [21]: When can a shagle plant be stabilized by a stable compensator? This correspondence also serves to give some measure of the relative depth of this problem.

In order to describe the results obtained via this correspondence, we need some notation. First, set $n_{i}=$ McMillan degree of $G_{i}(s)$. In the scalar input-output setting $(\mathbb{L}=p=1)$, we regard each $G_{i}(s)$ as a point in $\mathbb{R}^{2 n_{i}+1}$, viz. if

$$
\begin{gathered}
G_{i}(s)=p_{i}(s) / q_{i}(s) \text {, where } \\
P_{i}(s)=a_{o i}+\ldots+a_{n_{i}} s^{n_{i}}, \text { and } q_{i}(s)=b_{1 i}+\ldots+b_{n i} s^{n_{i}-1}+s^{n_{1}}
\end{gathered}
$$
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then $G_{i}(s)$ corresponds to the vector $\left(a_{01}, \ldots, a_{n_{1} i}, b_{11}, \ldots, b_{n i}\right) \mathbb{R}^{2} n_{i}+1$.
Moreover, since $p_{i}$ and $q_{i} \frac{\text { are }}{2 n_{i}+1}$ relatively prime, this vector lies in the open dense set $\operatorname{Rat}\left(n_{1}\right) \subset \mathbb{R}^{2 n_{1}+1}$ (see [3] for the strictly proper case). In [14], Saeks and Murray used the techniques of fractional representations [8] and the correspondence mentioned above to give explicit inequalities defining the open set

$$
\mathrm{U} \subset \operatorname{Rat}\left(\mathrm{n}_{1}\right) \times \operatorname{Rat}\left(\mathrm{n}_{2}\right)
$$

of pairs ( $\left.G_{1}(s), G_{2}(s)\right)$ which are simultaneously stabilizable. In [20] Vidyasagar and Viswanadham showed, using similar techniques, that provided $\max (m, p)>1$ the open set $U$ of pairs $\left(G_{1}(s), G_{2}(s)\right)$ which can be stabilized is in fact dense.

This can be made precise by topologizing a point $G_{i}(s)$ in the set

$$
\sum_{m, p}^{n}=\left\{p \times m G_{i}(s) ; \text { degree } G_{i}(s)=n_{i}\right\}
$$

as a vector in $\mathbb{R}^{\left(n_{1}+1\right)(m p)}$ via its Hankel parameters: If

$$
G_{i}(s)=\sum_{j=0}^{\infty} H_{i j} s^{-j}
$$

then $G_{i}(s)$ corresponds to the $n+1 \quad p \times m$ block matrices $\left\{H_{i 0}, \ldots, H_{i, n+1}\right\}$ which determines $G(s)$. It is known that $\sum_{m, p}^{n}$ is an $(n(m+p)+m)$-manifold (see [7], [12], [5]), although this is not important here. What is important is that $\sum_{\text {m, }}^{\mathrm{n}}$ is a topological space.

One of our main results concerns the gerieric stabilizability problem;
that is,

Question 1.1. Fix $m, p, r$, and $n_{i}$. Is the set $U$ of r-tuples $G_{1}(s), \ldots, G_{r}(s)$ which can be simultaneously stabilized open and dense in $\sum_{m, p}^{n_{1}} \times \ldots \times \sum_{m, p}^{n_{r}}$ ?

## ORIGINAL PAGE IS

 OF POOR QUALITYIt is also important to ask, for reasons of global robustness of algorithms finding such a compensator, for compensators with a fixed degree of complexity.

Question 1.2. Fix $m, p, r$, and $n_{i}$. What is the minimal value of $q$ (if one exists) for which the set $W_{q}$ of r-tuples which can be simultaneously stabilized, by a compensator of degree $\leqslant q$, is open and dense in $\sum_{m, p}^{n_{1}} \times \ldots \times \sum_{m, p}^{n_{r}}$ ?

It should be noted that, in the case $r=1$, Question 1.2 is an outstanding, unsolved, classical problem. In this paper, we prove:

Theorem 1.1. In either discrete or continuous time, a sufficient condition for generic simultaneous stabilizability is

$$
\begin{equation*}
\max (m, p) \geqslant r \tag{1.1}
\end{equation*}
$$

Indeed, if (1.1) holds, then the generic r-tuple can be stabilized by a compensator of degree less than or equal to $q$, where $q$ satisfies:

$$
\begin{equation*}
q[\max (m, p)+1-r] \geqslant \sum_{i=1}^{r} n_{i}-\max (m, p) \tag{1.2}
\end{equation*}
$$

In the case $r=1$, it is unknown whether generic stabilizability implies generic pole-assignability; that is, whether or not these properties of $m, n$, and $p$ are really different (see [4]). Perhaps not surprisingly then, Theorem 1.1 follows from:

Theorem 1.2. A sufficient condition for generic simultaneous poleassignability is (1.1), where the compensator $K(s)$ can be taken to be of degree $q$ satisfying (1.2).

Here, simultaneous pole-assignability means the assignability of $r$ sets of self-conjugate sets of numbers $\left\{s_{1 i}, \ldots, s_{n_{i}+q, i}\right\} \subset \mathbb{C}$. In fact sharper bounds on $q$ can be obtained (see [18], [11]). Our proof relies on the recent pole-placement techniques derived for $r=1$ by P.K. Stevens in his thesis [18], which contains an improvement on existing results in the literature, see also [9], [17]. We shall prove Theorem 1.2 only in the strictly proper case; the proper case involves more technical arguments from algebraic geometry which can be found in [11]. We shall, however, give an independent proof of Theorem 1.1 in the nonstrictly proper case, based on the equivalence of generic stabilizability and existence of a solution to a generic "deadbeat control" problem, which we can solve if (1.1) is satisfied. This argument extends the argument given in [4] for the case $r=1$ and $q=0$.

Note that if $t=1$, then (1.1) is always satisfied in which case (1.2) implies

Corollary 1.3. (Brasch-Pearson (2 ]). The generic $p \times m$ plant $G(s)$ of degree $n$ can be stabilized by a compensator of order $q$, where $q$ satisfies

$$
\begin{equation*}
(q+1) \max (m, p) \geqslant n \tag{1.3}
\end{equation*}
$$

If $r=2$ and $\max (m, p)>1$, then (1.1) is again satisfied, so we obtain rather easily:

Corollary 1.4. (Vidyasagar-Viswanadham [20]). If $r=2$ and max $(m, p)>1$, then the generic pair $\left(G_{1}(s), G_{2}(s)\right)$ is simultaneously stabilizable.

Moreover, in this case we know an upper bound on the order of the required compensator. For example, if $m=p=2, r=2$, then $q$ can be taken to satisfy

$$
q \geqslant n_{1}+n_{2}-2
$$

On the other hand, in [20] the explicit conditions defining the closed set

$$
\sum_{m, p}^{n_{1}} \times \sum_{m, p}^{n_{2}}-U
$$

of pairs not simultaneously stabilizable were derived. Such conditions can be cierived from our proof, but instead we refer to [10], where Theorem 1.1 (excepting (1.2)) is proved by interpolation methods also yielding a set of explicit conditions in the range $r \leqslant \max (m, p)$.

Finally, we prove that the condition (1.1) is sharp in the following sense.

Theorem 1.5. If $\min (m, p)=1$, then for fixed $m, p, r$ and $n_{i}$ the following statements are equivalent for proper plants:
(i) $q \in \mathbb{N}$ satisfies $q(\max (m, p)+1-r)+z \sum_{i=1}^{T} n_{i}$;
(ii) the generic r-tuple $\left.G_{1}(s), \ldots, G_{r}\right)$ is simultaneously stabilizable in discrete or continuous time by a compensator of degrec $\leqslant q$;
(iii) the generic r-tupie $G_{1}(s), \ldots, G_{r}(s)$ is simultaneously stabilizable in discrete or continuous time.

In the strictly proper case it follows that (i)-(iii) is also equivalent to generic simultaneous pole assignability. This holds in the proper case as well, but requires a separate argument [11].

Corollary 1.6. If $\min (m, p)=1$ and $r \leqslant \max (m, p)$ then the generic r-tuple is simultaneously stabilizable by a compensator of order precisely given by the least integer $q$ satisfying (1.2).

As a further corollary, we obtain one of the results obtained by Saeks and Murray in [ ], see also [15]:

Corollary 1.7. (Saeks-Murray). Suppose $m=p=1$ and $r=2$. Simultaneous stabilizability is not a generic property.

We remark that these results hold also over the field $\mathbf{C}$ of complex numbers - in particular, the complex analogue of Corollary 1.7 dispels a folklore conjecture concerning simultaneous stabilization using compensators with complex coefficients.

Finally, over any field, the method of proof of Theorem 1.2 gives linear equations for a compensator simultaneously placing $r(n+q)$ poles when the generic hypothesis is satisfied.
2. POLE PLACEMENT AND THE GENERALIZED SYLVESTOR MATRIX: A PROOF OF THEOREM 1.2

In this section we proceed to prove Theorem 1.2. Note that Theorem 1.1 and Corollaries 1.3 and 1.4 follow immediately in the strictly proper case from this theorem. Without any loss of generality we can assume that $m \geqslant p$, for, if $K(s)$ stabilizes $G_{i}^{t}(s)$ then $K^{t}(s)$
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atabillzes $G_{i}(s)$.
Suppose, first of all, that $p m 1$, so that we are given a set of $r$, m input 1 output plants of McMillan degree an represented as

$$
\begin{equation*}
\left[\frac{\sum_{1=0}^{n} p_{11}^{k} s^{1}}{\sum_{i=0}^{n} p_{m+p 1}^{k} s^{1}}, \frac{\sum_{i=0}^{n} p_{21}^{k} s^{1}}{\sum_{i=0}^{n} p_{m+p i}^{k} s^{1}}, \cdots \cdots \cdots, \cdots, \frac{\sum_{1=0}^{n} p_{m+p-1,1}^{k} s^{j}}{\sum_{i=0}^{n} p_{m+p, i}^{k} s^{1}}\right] \tag{2.1}
\end{equation*}
$$

for $k=1,2, \ldots, 4$. A 1 input, $m$ output, compensator of McMillan degree $\leqslant q$ is represented as

$$
\begin{equation*}
\left[\frac{\sum_{i=0}^{q} a_{11} s^{i}}{\sum_{i=0}^{q} a_{m+p 1} s^{1}}, \frac{\sum_{1=0}^{q} a_{21} s^{1}}{\sum_{i=0}^{q} a_{m+p 1} s^{1}}, \cdots \ldots \ldots \ldots, \frac{\sum_{i=0}^{q} a_{m+p-1,1} s^{1}}{\sum_{i=0}^{q} a_{m+p_{i}} s^{1}}\right] \tag{2.2}
\end{equation*}
$$

Note that in (2.1) and (2.2) the coefficients $p_{j 1}^{k} \forall k$ and $a_{j 1}$ has been defined up to a nonzero scale factor. Noreover, for a strictly proper plant or compensator, $p_{j n_{1}}^{k}=0, a_{j q}=0 v j=1, \ldots, m+p-1 ; k=1, \ldots, r$.

The associated return difference equation, $\operatorname{det}\left(I+K(s) G_{k}(s)=0\right.$ is given by

$$
\begin{align*}
& \pi_{k}(s)=\sum_{j=1}^{m+p}\left[\sum_{i=0}^{n} p_{j 1}^{k} s^{1}\right]\left[\sum_{i=0}^{q} a_{j 1} s^{1}\right]  \tag{2.3}\\
& \forall k=1,2, \ldots, r
\end{align*}
$$

A generic r-tuple of plants define a mapping $X$, via equation (2.3), between the plant parameters and the coefficient of the return difference polynomials given by

$$
\begin{equation*}
X: \mathbb{R}^{(q+1)(m+p)} \rightarrow \mathbb{R}^{r(n+q+1)} \tag{2.4}
\end{equation*}
$$

where

## GtIGINAL PAGE IS

QF POOR QUALITY

$$
x\left(A_{0}, \ldots, A_{q}\right)=\left(A_{0}, \ldots, A_{q}\right)\left[\begin{array}{cccc}
P_{0} \cdots \cdots P_{n} & &  \tag{2.5}\\
{ }^{P_{0}} \ldots & & P_{n} & \\
& \cdot & & \\
& & & \\
& & P_{0} & \\
P_{n}
\end{array}\right]
$$

where

$$
\begin{align*}
& A_{i}=\left(a_{1 i}, a_{2 i}, \cdots, a_{m+p i}\right)  \tag{2.6}\\
& \left.p_{i}=\left[\begin{array}{lllll}
p_{1 i}^{1} & p_{1 i}^{1} & \cdots & \cdots & p_{1 i}^{r} \\
p_{2 i}^{1} & p_{2 i}^{2} & \cdots & \cdots & p_{2 i}^{r} \\
\cdots & \cdots & \cdots & \cdots & \cdots
\end{array}\right] \cdot \cdot\right] \tag{2.7}
\end{align*}
$$

The matrix in the right hand side of (2.5) is classically known as the generalized Sylvestor matrix and is of order $(q+1)(m+p) \times r(n+q+1)$. For $r=1$ its rank has been analyzed by Bitmead, Kailath, Kung in [1]. In particular, for a generic plant, it is known to have full rank. For $r \geqslant 1$, we have the following:

Lemma 2.1. The generalized Sylvestor matrix is of full rank for a generic r-tuple.

Proof: See Appendix I.
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Lemma 2.2. Assume $m i n(m, p)=1$. A sufficient condition for generic pole assignment, for an $r$ tuple of strictly proper plants by a proper compensator is given by

$$
\begin{equation*}
(q+1)(m+p-r) \geqslant \sum_{i=1}^{r} n_{1}-r+1 \tag{2.8}
\end{equation*}
$$

Proof: We prove this Lemma assuming for notational convariarce that $n_{1}=n \forall 1=1, \ldots, r$ and analyze the mapping $X$ as defined by (2.4), (2.5). Assume

$$
a_{m+p, q}=-1, p_{m+p, n}^{k}=1 \forall k=1, \ldots, r
$$

and that the coefficient of $s^{n+q}$ in all the $r$ return difference polynomials (2.3) has been normalized to 1.

Thus a sufficient condition for generic pole assignment is that $X^{\prime}$ is onto. Here the mapping

$$
\begin{equation*}
X^{\prime}: \mathbb{R}^{(q+1)(m+p)-1} \rightarrow \mathbb{R}^{(n+q)} \tag{2.9}
\end{equation*}
$$

is given by

$$
x\left(A_{0}, \ldots, A_{q-1} A_{q}^{\prime}\right)=\left(A_{0}, \ldots, A_{q-1} A_{q}^{\prime}\right)\left[\begin{array}{cccc}
p_{0} & \cdots & p_{n} &  \tag{2.10}\\
P_{0} \cdots \cdots & p_{n} \\
\ddots & p_{0} & \cdots & \cdots \\
& p_{n} \\
& P_{0}^{\prime} & \cdots & \cdots
\end{array}\right]
$$

where

$$
A_{q}^{\prime}=\left(a_{1 q} a_{2 q}, \ldots, a_{m+p-1 q}\right)
$$

and $P_{i}^{\prime}$ is obtained from $P_{i}$ by deleting its ( $m+p$ ) th row.

By Lemma 2.1 the matrix in the right-hand side of (2.10) is of full rank for a generic r-tuple of plants, and has the order $(q+1)(m+p-1) \times r(n+q)$. Therefoce, a sufficient condition for generic pole placement is given by

$$
\begin{equation*}
(q+1)(m+p)-1 \geqslant r(n+q) \tag{2.11}
\end{equation*}
$$

which is same as (2.8) for $n_{1}=n \forall 1=1, \ldots, r$.

The proof of Theorem 1.2 now proceeds by a reduction to the case $\min (m, p)=1$, which has been treated in Lemmas 2.1-2.2. This procedure, which is called "vectoring down", is adopted from the case $r=1$, studied in P.K. Stevens thesis [18].

Lemma 2.3. Given an r-tuple of $p \times m$ plants $G_{i}(s)$ of degrees $n_{i}$, each with distinct simple poles, there is an open dense set of $1 \times p$ vectors $v \in \mathbb{R}^{P}$ such that $v G_{1}(s)$ has degree $n_{1}$.

Proof: If $r=1$, then we may expand $G(s)$

$$
G(s)=\sum_{i=1}^{n} \frac{R_{i}}{s-\lambda_{i}}
$$

In a partial fraction expansion, where $\lambda_{i} \in \mathbb{d}$ and each $R_{i}$ has rank 1. Now, the set $U_{1}$ of real vectors $v$ such that $v R_{1} \neq 0$ is clearly open and dense in $\mathbb{R}^{p}$. Defining $U_{2}, \ldots, U_{n}$ similarly, set
$v=\bigcap_{i=1}^{n} U_{i}$. Thus, $V$ is an open dense set of vectors with the required property.

If $r>1$, one obtains, as above, sets $V_{1}, \ldots, V_{r}$ in $\mathbb{R}^{p}$ having
an open dense intersection $\bigcap_{i=1}^{n} v_{i}$.
Q.E.D.

Leman 2.4. Given an r-tuple of $p \times m$ plants $G_{i}(s)$ there exists a constant gain output feedback $k$ such that the closed loop systems $G_{i}(s)\left(I+k G_{i}(s)\right)^{-1}$ have distinct simple poles.

Proof: For $i=1$, the set $W_{1}$ of $K$ such that the closed loop system has simple poles is the complement in $\mathbb{R}^{\mathbb{m p}}$ of an algebraic set. It is well known [2] that this set is nonempty; therefore, $W_{1}$ is open and dense. Taling any $K$ in the open dense set $\bigcap_{i=1}^{r} W_{i}$ gives the desired conclusion.
Q.E.D.

Thus, choosing any $(v, K) \in \mathbb{R}^{P} \times \mathbb{R}^{m p}$ we have a mapping from an an open dense set

$$
\begin{aligned}
& \Phi_{(v, k)}: \sum_{m, p}^{n} \times \ldots \times \sum_{m, p}^{n}-\sum_{m, i}^{n} \times \ldots \times \sum_{m, 1}^{n} \\
& \Phi_{(v, k)}\left(G_{i}(s)\right)_{i=1}^{r}=\left(v G_{i}(s)\left(\Phi+k G_{i}(s)\right)^{-1}\right)_{i=1}^{r}
\end{aligned}
$$

which is rational in the Hankel parameters $\left(H_{i j}\right)$ of $\left(G_{i}\right)$. Applying Lemmas 2.1-2.2 to the case $\min (m, p)=1$, i.e. $\quad \sum_{m, 1}^{n} \times \ldots \times \sum_{m, 1}^{n}$, gives - via composition with $\Phi$ - an open dense set of $\sum_{m, p}^{n} \times \ldots \times \sum_{m, p}^{n}$ which can be simultaneously pole-assigned.
3. GENERIC STABILIZABILITY CONDITION OF AN r-TUPLE OF PROPER PLANTS

In this section we proceed to prove Theorem 1.1 independent of Theorem 1.2. We first show that the following three statements are equivalent.
I. A generic r-tuple of proper plants is stabilizable with respect to the open left half plane by a proper compensator of degree $\leqslant q$.
II. A generic r-tuple of proper plants is stabilizable with respect to the interior of the unit disc, by a proper compensator of degree $\leqslant q$.
III. A generic r-tuple of proper plants is pole assignable at the origin by a proper compensator of degree $\leqslant q$.

Lemma 3.1. $I \Leftrightarrow I I$

Proof: Consider the conformal transformation

$$
\begin{equation*}
\phi(s)=(s+1) /(s-1) \tag{3.1}
\end{equation*}
$$

which maps the $r$-tuple of proper plants $g_{1}, g_{2}, \ldots, g_{r}$ onto the r-tuple of proper plants $g_{1}^{\prime}, \ldots, g_{r}^{\prime}$ where $g_{i}^{\prime}(s)=g_{i}(\phi(s))$ except for the algebraic set of plants satisfying - " $g_{i}(s)$ has a pole at $s=1$ for some $1=1, \ldots, r^{\prime \prime}$. The proof now follows from the two facts.

1. $\phi(s)$ maps the open left half plane onto the interior of the unit disc.
2. The mapping

$$
\left(g_{1}, \ldots, g_{r}\right) \longmapsto\left(g_{1}^{\prime}, \ldots, g_{r}^{\prime}\right)
$$

and its inverse, map the generic r-tuple of proper plants to the generic r-tuple of proper plants.
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Lemma 3.2. II $\Leftrightarrow$ III

Proof: Sufficiency is clear and follows by an analagous argument of Lemma 3.1 with $\phi(s)=s+a, a>0, a \in \mathbb{R}$.

To prove necessity, we have the following: For each $r=1,2, \ldots$ (shown easily by assuming statement II and considering $\phi(s)=a s, a>0$, $a \in \mathbb{R}$ ). $\exists$ an open dense set of $U_{r}$ of $r$-tuple of plants for which there exist a compensator of degree $\leqslant q$ which places the poles in the interior of the disc $D_{r}$ of radius $i / r$ centered at the origin. Consider the set

$$
U=\bigcap_{r=1}^{\infty} U_{r}
$$

Clearly, $U$ is a dense set by the Baire Category Theorem [13]. Since the mapping $X$ given by ( 2.4 is linear, it has a closed image. Moreover, every r-tuple of plants in $U$ admits a sequence of compensators which places the poles arbitrary close to the origin. Since image of $X$ is closed, $U$ is contained in a set $V$ of all r-tuple of plants for which there exists a compensator which places the poles at the origin. By the Tarski [19]-Seidenberg [16] theory of elimination over $\mathbb{R}, V$ is indeed defined by union and/or intersection of sets given by polynomial equations or inequations $f_{\alpha}>0, f_{\beta}=0$. Finally, since $U$ is dense in $V, f_{\beta}(U)=0 \Rightarrow f_{\beta} \equiv 0$ so that $V$ is defined by strict polynomial Inequalities. Hence $V$ is open. Moreover, since $U$ is dense, $V$ is also dense.

Lema 3.3. For a generic r-tuple $(r \leqslant m+p)$ of $\min (m, p)=1$ plants

$$
I I I \Leftrightarrow(q+1(m+p-r) \geqslant r(n-1)+1
$$

Proof: The only nontrivial part is to prove sufficiency for the case

$$
r(n+q)<(q+1)(m+p)<r(n+q+1)
$$

(The other cases follow easily from the fact that the associated Sylvestor's matrix is of full rank for a gene\%ic r-tuple.)

To prove sufficiency, for the above case we want to show that the vector

$$
\begin{aligned}
& \left(0,0, \ldots \ldots \ldots, 0, s_{1}, s_{2}, \ldots \ldots \ldots s_{r}\right) \\
& \longleftarrow r(n+q) \longrightarrow \quad \longrightarrow
\end{aligned}
$$

indeed belongs to the image of $X$ (defined by (2.5)) for some $s_{1} \neq 0, i=1, \ldots, r$.

Partition the Sylvestor's matrix in (2.5 as $\left[S_{1} S_{2}\right]$ where $S_{1}$ is of order $(q+1)(m+p) \times r(n+q)$. Clearly we are solving the pair of equations

$$
\begin{align*}
& {\left[A_{0}, \ldots, A_{q}\right] s_{1}=[0, \ldots, 0]}  \tag{3.2}\\
& {\left[A_{0}, \ldots, A_{q}\right] s_{2}=\left[s_{1}, \ldots, s_{r}\right]} \tag{3.3}
\end{align*}
$$

We claim that for a generic r-tuple of plants (3.2) has a solution for a nonzero vector $A_{q}$ for otherwise if $A_{q}=0$ we have

$$
\begin{equation*}
\left[A_{0}, \ldots, A_{q-1}\right] S_{1}^{\prime}=(0, \ldots, 0) \tag{3.4}
\end{equation*}
$$

where $S_{1}^{\prime}$ is of order $q(m+P) \times r(n+q)$ obtained by deleting the last $m+p$ rows of $S_{1}$. From (3.4) $\left(A_{0}, \ldots, A_{q-1}\right)=0$ since $S_{1}^{\prime}$ is of full rank generically. Thus the only solution of (3.2) is the zero vector which is a contradiction since the kernel of $S_{1}$ is at least of dimension 1. On the other hand, for $A_{q} \neq 0$, for a generic r-tuple of plants the right-hand side of (3.3) is a vector none of whose entries are zero.

Theorem 1.1 then follows from Lemme 3.1, 3.2, 3.3 and the vectoring down technique used in the proof of Theorem 1.2 in Section 2.
4. PROOF OF THEOREM 1.5

To say there exists $q \in N$ satisfying (1.2) is to $\max (m, p) \geqslant$ Thus, (ii) follows from (1) by Theorem 1.1.
(ii) $\Rightarrow$ (iii) since (iii) is weaker chan (ii).

By Lemma 3.1, in order to prove (iii) $m$ (i) it suffices to assume that $G_{1}(s), \ldots, G_{r}(s)$ are simultaneously stabilizable in continuoustime.

Proposition 4.1. The generic (m+1)-tuple of $1 \times m$ proper continuous time plants of degree $n$ is not simultaneously stabilizable by a proper compensator of finite (but not a priori bounded) degree.

Proof: Consider the domain of (simultaneous) stability

$$
D=\left\{\left(c_{i 1}, \cdots, c_{1 n}, \cdots, c_{r, n_{r}}\right): \sum_{j=0}^{n_{i}+q} c_{i, j} s^{j} \text { has ail roots in } D_{1}\right\}
$$

and its convex hull $\Omega(\Omega) \subset \mathbb{R}^{n_{1}+q} \times \ldots \times \mathbb{R}^{n_{r}+q}$. Clearly, a necessary condition for generic simultaneous stabilizability is

$$
\text { image }\left(x_{n}\right) \cap \Omega(\Omega) \neq
$$

for an open dense set of $n$. Since

$$
\Omega(\mathscr{X}) \subset\left\{\left(c_{i j}\right): c_{i j}>0\right\}
$$

1t will suffice to prove:

Lemma 4.2. If $r=m+p$, then there exists an open set of r-tuples $\eta$ such that image $\left(X_{\eta}\right)$ contains no vector with only positive entries.

We fix the value of $q$ and construct the associated Sylvestor matrix S. We claim that the open set $E$ of plants defined by
$E \triangleq\left\{\left(P_{0}, P_{1}, \ldots, P_{n}\right) \mid P_{0}^{-1} P_{j} \forall j=1, \ldots, n\right.$ has all the entries negative $\}$
cannot be stabilized by a proper compensator of degree $\leqslant q$.
Suppose the above is not true, then there exist $\eta \in E$, such that

$$
\text { image }\left(x_{\eta}\right) \cap \Omega(\mathscr{D}) \neq \emptyset
$$

or in other words $\exists \underline{\alpha} \mid \alpha_{i}>0 \forall i=1, r(n+q+1)$ and

$$
\begin{equation*}
\underline{a} S=\underline{\alpha} \tag{4.1}
\end{equation*}
$$

has a solution. Writing $S$ as

$$
s \triangleq\left[S^{\prime} \quad s^{\prime \prime}\right]
$$

where

$$
\begin{align*}
& \left.S^{\prime}=\left[\begin{array}{cccc}
P_{0} & P_{1} & \cdots \cdots & P_{q} \\
0 & P_{0} & \cdots & \cdots \\
\cdots & P_{q-1} \\
\cdots & 0 & \cdots & \cdots
\end{array}\right] \cdot \cdots \cdot\right\}  \tag{4.2}\\
& \text { and } P_{j}=0 \text { for all } j>n
\end{align*}
$$
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Equation (4.1) can be written as

$$
\begin{equation*}
\underline{a}^{\prime}\left[I \mid s^{-1} s^{\prime \prime}\right]=\underline{\alpha} \tag{4.3}
\end{equation*}
$$

where $s^{0^{-1}}$ is given as follows

$$
s^{-1}=\left[\begin{array}{cccc}
x_{0} & x_{1} & \cdots \cdots & x_{q} \\
& x_{0} & \cdots \cdots & x_{q-1} \\
\cdots & \cdots & \cdots & \cdots \\
\cdots & & x_{q} \\
& & & x_{0}
\end{array}\right]
$$

where $X_{0}=P_{0}^{-1}$

$$
\begin{gathered}
-\left(P_{1}, P_{2}, \ldots, P_{r+1}\right)\left[\begin{array}{l}
x_{r} \\
x_{r-1} \\
\vdots \\
x_{1}
\end{array}\right]=x_{r+1} \forall r=0, \ldots, q-1 \\
P_{j}=P_{0}^{-1} P_{j} ; j=1, \ldots, q
\end{gathered}
$$

The identity matrix of order $(q+1)(m+p)$ in (4.3) forces $a^{\prime}$ to have all the entries positive. Moreover, since $\eta \in E, S^{-1} \mathrm{~S}^{\prime \prime}$ has all its entries negative so that $\underline{a}^{\prime}\left(S^{\prime^{-1}} S^{\prime \prime}\right)$ has all the entries negative which is a contradiction since $\underline{\alpha}$ is a positive vector.

Finally it is shown that $E$ is not an empty set. For a fixed $P_{0}=P_{0}^{*}$ choose the vector $\delta$ to be so that $P_{0}^{*-1} \delta$ has all its entries negative. Let

$$
\begin{aligned}
P_{j}^{*}= & (\delta, \delta, \ldots, \delta) \quad j=1, \ldots, n \\
& \leftarrow m+p \longrightarrow
\end{aligned}
$$
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so that

$$
\left(P_{0}^{\star}, P_{1}^{\star}, \ldots, P_{n}^{*}\right) \in E
$$

Remark: If image $\left(X_{\eta}\right)$ is affine hyperplane, then the necessary condition

$$
\text { image }\left(x_{n}\right) \cap \Omega(\Omega) \neq \emptyset
$$

of course is sufficient, i.e. implies

$$
\text { image }\left(x_{\eta}\right) \cap \mathscr{D} \neq \varnothing
$$

This fact was used by Chen, together with

Lemma 4.3. (Chen [6]) If $r=1, \Omega(\mathscr{D})=\left\{\left(c_{1}, \ldots, c_{n}\right): c_{1}>0\right\}$
to give precise conditions for stabilizability in the case $r=1, q=0, \min (m, p)=1$, and $\max (m, p)=n-1$. This technique can be adapted in the cases $r \geqslant 1$ to give explicit conditions - in certain cases - defining the open set of simultaneously stabilizatle plants when $r>\max (m, p)$, see [11].

Note that Corollary 1.6 now follows from our previous results on the generic rank of the generalized Sylvestor matrix, while Corollary 1.7 follows either from Theorem 1.5 or Proposition 4.1.
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APPENDIX I: PROOF OF LEMMA 2.1

The generalized Sylvestor matrix is co-ordinatized by $r(n+1)(m+p)$ parameters, and it is sufficient to show the existence of one principal minor with nonvanishing determinant.

By reordering the rows and columns, the generalized Sylvestor matrix can be written as

$$
\begin{equation*}
\bar{S}=\left[Q_{1}, Q_{2}, \ldots, Q_{m+p}\right]^{T} \tag{1}
\end{equation*}
$$

where

$$
\begin{align*}
& Q_{i}=\left[P_{i 1}, P_{i 2}, \ldots, P_{i r}\right] \tag{2}
\end{align*}
$$

In the notation of (2.7). Moreover, each $p_{j k}$ is referred to as a 'block' of $S$.

Define a set $M$ of matrices as follows: "m belongs to $M$ provided $m$ is obtainable from one of the matrices $p_{j k}$ in (3) either by deleting the first $\alpha_{1}$ columns or the last $\alpha_{2}$ rows $\alpha_{1}, \alpha_{2} \geqslant 0$."

Proposition A.1. Every element $m$ of $M$ has the property that there exists a principal minor $m_{p} \in M$ of $m$, a coordinate $p_{m}^{*}$ and an integer $f_{m}^{*}$ such that $P_{m}^{* f_{m}^{*}}$ is a summand in get $m_{p}$ where $f_{m}$ is the order of the minor.

## Proof: Clear from the structure of $\mathrm{P}_{\mathrm{jk}}$.

The following is an algorithm to construct a principal minor with nonidentically-vanishing determinant.

Algorithm:

$$
\text { Set } S=\bar{S}, \text { Initialize } \xi=0
$$

1. Set $\xi=\xi+1$.
2. Look at ${ }^{P}{ }_{11}$. Obtain the principal minor $m$ of $P_{11}$, satisfying Proposition 1. If there is more than one possible choice, choose the one containing the first column. Define $\alpha_{\xi}=p_{m}^{*}$ and $j_{\xi}=j_{m}^{*}$.
3. Delete the rows and columns corresponding to the coordinate $P_{m}^{*}$ from S. Renumber the blocks of the resulting matrix and call it $S$. (Every block of $S$ is to be identified as a minor of the corresponding block in $\bar{s}$ obtained by row or column deletion.)
4. Do the same "delete" operation as in step 3 in $\overline{\mathrm{s}}$.
5. If $S$ is empty, terminate. Otherwise go to 6.
6. Set $k=\xi$.

Construct the principal minor $\bar{m}_{p}$ of $\bar{s}$ by choosing those elements of $\overline{\mathbf{S}}$ whose corresponding row and column has been deleted in Step 6.

Proposition A.2. During the execution of the above algorithm, $S$ can always be decomposed into blocks belonging to $M$.

Proof: Clearly $\overline{\mathrm{S}}$ satisfies the above proposition, since each block $P_{j k}$ belongs to $M$. Each iteration of the algorithm deletes either the
first $\alpha_{1}$ columns of the first block column of $S$ or the last $\alpha_{2}$ rows of the first block row of $S$. The proposition thus follows from the definition of $M$.

Proposition A. 3. $\bar{m}_{p}$ constructed in Step 6 of the algorithm has a nonidentically-vanishing determinant.

Proof: We prove the proposition by showing that $\operatorname{det} \bar{m}_{p}$ has a summand given by $\prod_{i=1}^{k} \alpha_{i}^{j}$, in the notation of the algorithm. This is clear, however, by observing that in the $\xi^{\text {th }}$ iteration the matrix $S$ has a principal minor, the determinant of which has the summand $\underset{i=\xi}{k} \alpha_{i}^{j}$. where $k$ is defined in Step 6 of the algorithm.

## ORIGINAL PAGE IS <br> OF POOR QUALITY

## BIBLIOGRAPHY

[1] R.R. Bitmead, S.Y. Kung, B.D.O. Anderson and T. Kailath, "Greatest Common Divisors via Generalized Sylvestor and Bezout Matrices," IEEE Trans. Aut. Contr. AC-23 (1978) 1043-1047.
[2] F.M. Brasch and J.B. Pearson, "Pole Placement Using Dynamic Compensator," IEEE Trans. Aut. Contr. AC-15 (1970) 34-43.
[3] R.W. Brockett, "Some Geometric Questions in the Theory of Linear Systems," IEEE Trans. on Aut. Contr. AC-21 (1976) 449-455.
[4] C.I. Byrnes and B.D.O. Anderson, "Output Feedback and Generic Stabilizability," submitted to SIAM J. of Control.
[5] C.I. Byrnes and N.E. Hurt, "On the Moduli of Linear Dynamical Systems," Adv. in Math, Suppl. Series Vol. 4 (1978) 83-122; also in Modern Mathematical System Theory, MIR Press, Moscow, 1978 (in Russian),
[6] R. Chen, Ph.D. Dissertation, University of Florida, 1979.
[7] J.M.C. Clark, "The Consistent Selection of Local Coordinates in Linear System Identification, Proc. JACC, Purdue, 1976, 576-580.
[8] C.A. Desoer, R.W. Liu, J.J. Murray and R. Saeks, "Feedback System Design: The Fractional Representation Approach to Analysis and Synthesis," IEEE Trans. Aut. Contr. AC-25 (1980) 401-412.
[9] T.E. Djaferis, "Generic Pole Assignment Using Dynamic Output Feedback," preprint.
[10] B.K. Ghosh, "Simultaneous Stabilization and Its Connection with the Problem of Interpolation by Rational Functions," submitted for publication.
[11] B.K. Ghosh, Ph.D. Dissertation (under preparation).
[12] M. Hazewinkel and R.E. Kalman, "On Invariants, Canonical Forms and Moduli for Linear Constant Finite-Dimensional Dynamical Systems," in Lecture Notes in Econo. - Math. System Theory Vol. 131, SpringerVerlag, Berlin, 1976, 48-60.
[13] H.L. Royden, Real Analysis, MicMillan Company, N.Y., 1968.
[14] R. Saeks and J.J. Murray, "Fractional Representation, Algebraic Geometry, and the Simultaneous Stabilization Problem," IEEE Trans. Aut. Contr. AC-27 (1982) 895-903.
[15] R. Saeks, J.J. Murray, O Chua and C. Rarmokolias, "Feedback System Design: The Single Variate Case," unpublished notes, Texas Tech Univ. 1980.
[16] A. Seidenberg, "A New Decision Method for Elementary Algebra," Ann. Math 60 (1954) 365-374.
[17] H. Seraji, "Design of Pole Placement Compensators for Multivariable Systems," Automatica 16 (1980) 335-338.
[18] P.K. Stevens, Algebro-Geometric Methods for Linear Multivariable Feedback Sys'tems, Ph.D. Dissertation, Harvard University, 1982.
[19] A. Tarski, "A Decision Method for Elementary Algebra and Geometry," Berkeley note, 1951.
[20] M. Vidyasagar and N. Viswanadham, "Algebraic Design Techniques for Reliable Stabilization," to appear.
[21] D. Youla, J. Bongiomno and C. Lu, "Single Loop Feedback Stabilization of Linear Multivariable Dynamic Plant," Automatica 10 (1974) 155-173.

## ORIGINAL PAGE IS OF POOR QUALITY

CONTROL THEORY, INVERSE SPECTRAL PROBLEMS, AND REAL ALGEBRAIC GEOMETRY* Christopher I. Byrnes
Department of Mathematics and Division of Applied Sciences

Harvard University
Cambridge, MA 02138
0. Tuning Natural Frequencies by Feedback

Consider a linear control system

$$
\begin{equation*}
\frac{d x}{d t}=A x(t)+B u(t) \quad, \quad y=C x \tag{0.1}
\end{equation*}
$$

defined for $x \in \mathbb{R}^{n}$, with control $u(t) \in \mathbb{R}^{m}$ for each $t$, and output or observation vector $y \in \mathbb{R}^{P}$. $A, B$, and $C$ are real matrices of the appropriate sizes. The oldest problem in mathematical control theory ([1], [2], [21]) is to understand the extent to which linear feedback, i.e. a linear function

$$
\begin{equation*}
u=-K y, \tag{0.2}
\end{equation*}
$$

can alter the dynamical characteristics of (0.1); specifically, the location of the eigenvalues of the perturbed system

$$
\begin{equation*}
\frac{d x}{d t}=(A-B K C) x(t) \tag{0.1}
\end{equation*}
$$

For example, a very important problem arising in applications is whether or not a real matrix $K$ can be found which stabilizes (0.3). This condition is necessary and sufficient for the existence of asymptotically constant output solutions to the "closed-loop" system

$$
\begin{equation*}
\frac{d x}{d t}=(A-B K C) x(t)+B u(t) \quad, \quad y=C x \tag{0.1}
\end{equation*}
$$

and is for this reason part of the analysis and design of engineering systems which generate constant motion [21]. It is also an important problem to produce, via feedback, periodic motions of prescribed frequency or to eliminate such motions ([1], [2]).

These considerations, as well as many others, motivate the following additive inverse spectral problem:

Question 0.1 Given ( $A, B, C$ ) can one find, for any self-conjugate set $\left\{s_{1}, \ldots, s_{n}\right\} \subset \mathbb{C}$, a real $m \times p$ matrix such that

$$
\operatorname{spec}(A-B K C)=\left\{s_{1}, \ldots, s_{n}\right\}
$$

Since the eigenvalues of $A$ arise as the poles of the function

$$
\begin{equation*}
G(s)=C(s I-A)^{-1} B \tag{0.3}
\end{equation*}
$$

for an open, dense set of ( $A, B, C$ ), see [7], this problem is often referred to as "pole-placement". It corresponds to the physical problem of tuning the natural frequencies of the system (0.1) by feedback (0.2).

Evidently, for $A, B, C$ fixed,

$$
\operatorname{det}(s I-A+B K C)=s^{n}+c_{1}(K) s^{n-1}+\ldots+c_{n}(K)
$$

is a system of real algebraic (in fact, polynomial) equations

$$
c_{1}(K)=c_{1}, \ldots, c_{n}(K)=c_{n}
$$

in $K$, and Question 0.1 asks if these can be solved for all c. Alternatively, define the function (for $A, B, C$ fixed)

$$
X: \mathbb{R}^{m p} \rightarrow \mathbb{R}^{n}
$$
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$$
\begin{equation*}
x(K)=\left(c_{1}(K), \ldots, c_{n}(K)\right) \tag{0.4b}
\end{equation*}
$$

Question 0.1 then asks whether, for fixed ( $A, B, C$ ), $X$ is a surjection. In this paper, I will present some new results in real algebraic
geometry as well as their application to this problem. These results extend many of the existing results on this problem, some of which I shall now review.

First, note that $m p \geqslant n$ is clearly necessary. Using an elementary argument, viz. the dominant morphism theorem, R. Hermann and C.F. Martin proved

Proposition 0.1 [15] If $m p \geqslant n$, then for generic ( $A, B, C$ ) the complexified map

$$
\begin{array}{ll}
x_{\mathbb{t}}: \mathbb{d}^{m p} \rightarrow \mathbb{4}^{n} & \text { ORIGINAL PAGE IS } \\
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\end{array}
$$

has an open dense image.

Using the "high-gain" techniques introduced in [10], one can improve this result to

Proposition 0.2 [12] If $m p \geqslant n$, the complexified map $X_{\mathbb{C}}$ is surjective.

As it turns out, over $\mathbb{4}$ it is sufficient to prove Proposition 0.2 in the case $m p=n$ and in this case it is known [10] that $X_{\mathbb{C}}$ is proper for generic $A, B, C$. Indeed, Brockett and Byrnes showed that its degree is given by a formula well known in several areas of mathematics. The Cauchy-Riemann equations imply that deg $X_{屯}$ actually counts the honest number (with multiplicity) of solutions to (0.4) over ©. Thus, this formula has the advantage of giving sufficient conditions for $X_{\mathbb{R}}$ to be surjective, viz. Whenever $\operatorname{deg} X_{\mathbb{C}}$ is odd (see Corollary 0.5).

Theorem 0.3 [8] If $m p=n$, then for generic $A, B, C$ (explicitly, for nondegenerate $A, B, C$ in the sense of ( 8$]$, (10]) one has

$$
\begin{equation*}
\operatorname{deg} X_{t}=\frac{1!\ldots(p-1)!(m p)!}{m!\ldots(m+p-1)!} \tag{0.5}
\end{equation*}
$$

In general, the real difficulties, so to speak, emerge when one asks that $K$ be real. In Section 2, I present sufficient conditions for a system of real algebraic equations to have a solution. In the case at hand, this criterion produces constants $c_{m, p}$ - as well as effectively computable lower bounds $c_{m, p}^{\prime}$ - yielding for generic $A, B, C$ :

Theorem 0.4 $c_{m, p}^{\prime} \geqslant 2\left[\frac{n-1}{2}\right]+1$ implies $X$ is surjective.
Here we define $k \in \mathbb{N}$ by $2^{k}<m+p \leqslant 2^{k+1}$ and then set

$$
c_{m, p}^{\prime}=\begin{array}{ll}
2^{k+1}-1 & \text { if } \min (m, p)=2, \max (m, p) \neq 2^{k}-1 \\
2^{k+1}-2 & \text { if } \min (m, p)=2, \max (m, p)=2^{k}-1  \tag{0.6}\\
2^{k+1}-1 & \text { if } \min (m, p)=3, m+p=2^{k}+1
\end{array}
$$

This theorem has several corollaries. For example, over the complex field the analogous inequalities assert that $m p \geqslant n$ is necessary and sufficient that $X_{\mathbb{C}}$ be surjective for generic ( $A, B, C$ ). Over the real field, the crude lower bounds $c_{m, p}^{\prime}$ yield

Corollary 0.5 (Brockert-Byrnes [8]) If $m p=n$, then the conditions

$$
\begin{equation*}
\min (m, p)=1 \text { or } \min (m, p)=2 \text { and } \max (m, p)=2^{r}-1 \tag{0.7}
\end{equation*}
$$

are sufficient that $X$ be surjective for generic ( $A, B, C$ ).

Remark: This, however, is only one of the results obtained in [8] on stabilizability and pole-assignment. For example, an explicit characterization of the open dense set of ( $A, B, C$ ) for which Corollary 0.5 is valid is given as well.

I also obtain a stronger version (viz. surjectivity) of

Corollary 0.6 (Kimura [19]) If $m+p-1 \geqslant n$, then image $X$ contains an open dense set in $\mathbb{R}^{n}$, for generic ( $A, B, C$ ).

## 1. Systems of Real Algebraic Equations

Our interest is in the following basic problem. Consider the system of equations

$$
\begin{equation*}
f_{i}(x)=y_{i} \quad x \in \mathbb{R}^{N}, \quad i=1, \ldots, n \tag{1.1}
\end{equation*}
$$

which is to be solved for all $y \in \mathbb{R}^{n}$ subject to the constraint $x \in X \in \mathbb{R}^{N}$,
where $X$ is the real algebraic set defined (not necessarily as a complete incersection) by equations

$$
\mathrm{g}_{\mathrm{i}}(\mathrm{x})=0 \quad 1=1, \ldots, r \quad \begin{array}{ll}
\text { ORIGINAL PAGE iS }  \tag{1.2}\\
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$$

That is, we ask whether $f: X \rightarrow \mathbb{R}^{n}$ is surjective. In what follows we shall assume

$$
\begin{equation*}
d_{i}=\operatorname{deg}\left(f_{i}\right) \text { is odd, for } i=1, \ldots, n \tag{H1}
\end{equation*}
$$

We note that ( H 1 ) is not a restriction on the class of problems considered, only on the form of the equations. For, by the introduction of "slack variables", we can render any set of equations in a form satisfying (H1).

Example 1.1 To solve $y=p(x), x \in \mathbb{R}$, is to solve the "slack equations"

$$
\begin{equation*}
f\left(x_{1}, x_{2}\right)=y \quad, \quad g\left(x_{1}, x_{2}\right)=0 \tag{1.3}
\end{equation*}
$$

where

$$
\begin{equation*}
f\left(x_{1}, x_{2}\right)=x_{2} \quad, \quad g\left(x_{1}, x_{2}\right)=x_{2}-p\left(x_{1}\right) \tag{1.3}
\end{equation*}
$$

Thus, we ask for surjectivity of
$f: X \rightarrow \mathbb{R}$
where $X \subset \mathbb{R}^{2}$ is a curve, viz. the graph of $p$.
We shall also need another hypothesis. One can express any polynomial $F$ on $\mathbb{R}^{N}$ as

$$
F=F^{h}+F^{r}
$$

where $F^{h}$ is homogeneous, and $\operatorname{deg}\left(F^{r}\right)<\operatorname{deg}\left(F^{h}\right)$. Consider the algebraic sets

$$
\begin{equation*}
z_{f}^{h}=\bigcap_{i=1}^{n}\left(f_{i}^{h}\right)^{-1}(0) \quad, \quad x^{h}=\bigcap_{i=1}^{n}\left(g_{i}^{h}\right)^{-1}(0) \tag{1.4}
\end{equation*}
$$

We ask that the "base locus" condition
be satisfied, where throughout this note we mean geometric dimension.

Remark: (H2) implies the (obvious) necessary condition for surjectivity of $f$ :
$\operatorname{dim} x \geqslant n$

On the other hand, if (1.5) is satisfied, then the generic $f$ (with $d_{i}$ fixed) satisfies (H2). For example, fin (1.3)' always satisfies (H2).

Example 1.2 (no constraints) If $X=\mathbb{R}^{N}$, then Bezout's Theorem on $\mathbb{C} \mathbb{P}^{\mathbb{N}}$ implies the existence of real solutions (possibly at infinity) to (1.1) for any fatisfying (H1). If $N=n$, then (H2) is the condition that the base locus of the rational map $f$ be empty and therefore, for finite $y$, a finite solution always exists.

Example 1.3 (compact constraints) If X is a compact real algebraic set, no fan be surjective.

Example 1.3 of course cannot occur over $\mathbb{4}$, since complex varieties admit unbounded holomorphic functions. The main theme which we suggest is that the topology of the real algebraic set (1.2) influences quite strongly the solubility of equations (1.1) defined on these sets. And, the topology of complex algebraic varieties is so remarkably wellbehaved that this issue does not arise over $\mathbb{C}$.

## 2. The Main Theorems on Real Algebraic Geometry

The key to distinguishing, for example, the real algebraic sets arising in Example 1.2 and 1.3 is to study their behaviour at infinity. To this end, we consider the inclusion of the closure

$$
\begin{equation*}
i: \bar{x} \hookrightarrow \mathbb{R} \mathbb{P}^{N} \tag{2.1}
\end{equation*}
$$

of $X$ in $\mathbb{R} \mathbb{P}^{N}$, where $\mathbb{R}^{N} \in \mathbb{R} \mathbb{P}^{N}$ via the standard construction

$$
\left(x_{1}, \ldots, x_{N}\right) \rightarrow\left[x_{1}, \ldots, x_{N}, 1\right]
$$

Berstein and Ganea [6] introduced a homotopy invariant of maps, the category of a map, defined in our setting as
cat $(i)=$ min.card. $\left(U_{\alpha}\right):\left(U_{\alpha}\right)$ an open cover of $\bar{X}$ such that
ORIGINAL PAGE IS OF POOR QUALITY ${ }^{\left.1\right|_{U_{\alpha}}}: U_{\alpha} \rightarrow \mathbb{R} \mathbb{P}^{N}$ is null homotopic

Note that in Examples 2 and 3, cat (i) is $\mathrm{N}+1$ and 1 respectively. We can now state our basic existence theorem:

Theorem 2.1 If cat (i) $>n$, then (1.1)-(1:2) is solvable for any $f$ satisfying (H1) and (H2). Indeed, for any $y \in \mathbb{R}^{n}$

$$
\begin{equation*}
\operatorname{dim} f^{-1}(y) \geqslant \operatorname{cat}(1)-n-1 \tag{2.2}
\end{equation*}
$$

If $\operatorname{dim} X=n$, then $f$ is in fact proper in light of ( $H 2$ ), and (2.2) asserts that $f$ is a finite-tome surjection. If $X$ is smooth, then $f$ has a well-defined degree, $\operatorname{deg}_{\mathbb{R}}{ }^{f}$. Using characteristic classes, one sees that (2.2) works at least as well as mod(2) methods:

Proposition 2.2 If $\operatorname{deg}_{\mathbb{R}} f$ is odd and $\bar{X}$ is smooth, cat $(i)=n+1$. In particular, if $\operatorname{deg}_{\mathbb{R}} f$ is odd, $\pi_{1}(\bar{X})$ contains a subgroup of index 2 (and therefore $\bar{X}$ is not simply-connected) and the $\bmod (2)$ Betty numbers $B_{i}(\bar{X})$ are nonzero for $i=0, \ldots, n$.

Remark: This last topological conclusion is of course reminiscent of the kähler condftions. We denote by $X_{\mathbb{C}}$, ${ }^{i}$, etc. the objects one obtains by complexifying. If $\bar{X}_{\mathbb{C}}$ is smooth, then the Kähler conditions together with a theorem. of Eilenberg [13] imply

$$
\operatorname{cat}\left(i_{\mathbb{C}}\right) \geqslant \operatorname{dim}_{\mathbb{C}} \bar{x}_{\mathbb{C}}^{+i}
$$

with equality if $\bar{X}_{\mathbb{C}}$ is simply connected [18], [25]. In particular, cat $\left(i_{\mathbb{C}}\right)>n$ is implied by ( H 2 ) and is thus superfluous over C , illustrating our philosophy. In this sense, cat $\left(i_{\mathbb{C}}\right)$ seems to play the role of $\operatorname{dim}_{C}$ for real algebraic sets. Moreover, cat $\left(\mathcal{I}_{\mathbb{C}}\right)>n$ is implied by the condition
$\operatorname{rank} \mathrm{Jf}\left(\mathrm{x}_{\mathrm{o}}\right)=\mathrm{n}$, for some $\mathrm{x}_{\mathrm{o}} \in \mathrm{X}$

In this case, the dominant morphism theorem asserts that (1.1) is solvable for almost all $y \in \phi^{n}$. (H2) is a stronger hypothesis, but strengthens this theorem. Thus, Theorem 2.1 may be thought of as a "dominant morphism theorem" over $\mathbb{R}$.

Further connections between $\operatorname{deg}_{\mathbb{R}}(f)$ and the topology of $\bar{X}$ can be derived in several cases.

Theorem 2.3 Suppose $\bar{X}$ is a smooth orientable $n$-manifold.
(i) If n is odd, then

$$
\operatorname{deg}_{\mathbb{R}}(f) \text { is odd } \Leftrightarrow \operatorname{cat}(i)=n+1
$$
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(ii) If $n$ is even, $\operatorname{deg}_{\mathbb{R}}(f)=0$.

Remark: In Example 1.1, we have 2 cases. If $\operatorname{deg}(p)$ is odd, then $\operatorname{deg}_{R} f= \pm 1$, $\operatorname{cat}(i)=2$ and $\operatorname{ker}\left(i_{\star}\right)=2 \mathbb{Z} \subset \mathbb{Z} \simeq \Pi_{1}(\bar{X})$. If $\operatorname{deg}(p)$ is even, $\operatorname{deg}(f)=0$, cat $(i)=1$ and of course $\Pi_{1}(X)=\{0\}$. Nontrivial applications will be indicated in Sections 3 and 4.

Assertion (ii) has a corollary which seems tindependent interest.
Corollary 2.4 Suppose $\bar{X}_{\mathbb{C}}$ is smooth and has odd degree in $\mathbb{C T}$. If $\operatorname{dim}_{\mathbb{C}}\left(\bar{X}_{\mathbb{C}}\right)$ is even, then $\bar{X}_{\mathbb{R}}$ is not orientable.

I now consider the simplest case compatible with the conclusion of Proposition 2.2. The following result can be obtained from Theorem 2.1 using an analogue of the Hopf Degree Theorem, for maps to $\mathbb{R} \mathbb{P}^{n}$ (see [24] and also [5], [25]).

Proposition 2.5 Suppose $\bar{x}$ is smooth, nonorientable, dimX is even, and $\Pi_{1}(\bar{x}) \simeq \mathbb{Z}_{2}$. Then

$$
\operatorname{deg}_{\mathbb{R}}(f) \text { is odd } \Leftrightarrow \operatorname{cat}(i)=n+1
$$

Theorem 2.1 applies however in the non-equidimensional cases, and even when $\bar{X}$ has singularities - in particular it applies in the absence of $\bmod (2)$ orientability of $\bar{X}$.

In fact, in Section 4 I give an example, with $\bar{X}$ singular, where Theorem 2.1 gives a better result than the mod(2) theory. This example
arises in an analysis of Question 0.1.

## 3. Applications to Inverse Eigenvalue Problems

As has been indicated above, any system of real algebraic equations can be put in the form (1.1)-(1.2), where f satisfies (H1), but major technical problems remain in the application of Theorem 2.1especially the calculation of cat (i) or even explicit knowledge of the embedding $\bar{X} \in \mathbb{R} \mathbb{P}^{N}$. One class of problems for which there is a quite natural transformation of the basic equations into the desired form arise in the study of inverse spectral problems.

If $A_{0}$ is a fixed $n \times n$ real matrix, consider the effect on spec $\left(A_{0}\right)$ of an additive perturbation $A_{0}+A$, where $A \in X-a n$ algebraic set of matrices, such as the diagonal or the rank one matrices. The inverse spectral problem asks, in part, whether the resulting map

$$
\begin{equation*}
x_{A_{0}}: A \rightarrow \mathbb{R}^{n}, X_{A_{0}}(A)=\text { characteristic coeff's of } A_{0}+A \tag{3.1}
\end{equation*}
$$

is surjective. Quantitatively, one has the Weinstein-Aronszajn formula

$$
\begin{equation*}
\operatorname{det}\left(I+A\left(s I-A_{0}\right)^{-1}\right)=\phi(s) \tag{3.2}
\end{equation*}
$$

where $\$(s)$ is rational, vanishing on $\operatorname{spec}\left(A+A_{0}\right)$, having poles on $\operatorname{spec}\left(\Lambda_{0}\right)$, and satisfying $\$(\infty)=1$. In particular, $\psi\left(s_{0}\right)=0$ whenever $s_{0}\left(\operatorname{spec}\left(A_{0}\right)\right.$ and $s_{0} \in \operatorname{spec}\left(A+A_{0}\right)$. The vanishing of (3.2) also has a geometric interpretation in Grass $\mathbb{R}_{\mathbb{R}}(n, 2 n)$, where we, think of $A$ as a point (and $X$ as a subset) via the correspondence

$$
\begin{equation*}
A \rightarrow \operatorname{graph}(A) \tag{3.3}
\end{equation*}
$$

For $s_{0}$ fixed, we can consider dually, the hypersurface $\sigma\left(s_{o}\right)=G r a s s_{R}(n, 2 n)$ defined by

$$
\begin{equation*}
\sigma\left(s_{0}\right)=\left(W: d i m\left(W \cap \operatorname{graph}\left(s_{0} I-\Lambda_{0}\right)^{-1}\right) \nexists 1\right\} \tag{3.4}
\end{equation*}
$$

Then, vanishing of (3.2) is the equation of incidence

$$
\begin{equation*}
\operatorname{graph}(\mathrm{A}) \in \sigma(\mathrm{s}) \tag{3.5}
\end{equation*}
$$

and, since $\sigma\left(s_{0}\right)$ is a hyperplane section for the Plücker imbedding

$$
\begin{equation*}
\mathscr{S}_{n, n}: \operatorname{Grass}_{\mathbb{R}}(n, 2 n) \quad \mathbb{R} \mathbb{P}^{N} \tag{3.6}
\end{equation*}
$$
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$$
\begin{equation*}
\Phi\left(s_{1}\right)=0, \ldots, \phi\left(s_{n}\right)=0 \tag{3.6}
\end{equation*}
$$

become linear in the Plücker coordinates of $\operatorname{graph}(A)$, which are to be solved in $\mathbb{R} \mathbb{P}^{N}$ subject to the constraints

$$
\operatorname{graph}\left(A_{0}\right) \in \bar{x} \subset \operatorname{Grass}_{\mathbb{R}}(n, 2 n)
$$

Theorem 3.1 The mapping (3.1) is the restriction of a central projection
$\Pi: \mathbb{R} P^{N}-B_{M} \rightarrow \mathbb{R} P^{n}$
to $X \subset \bar{X} \subset G r a s s(n, 2 n)$. Thus, on an affine open $\mathbb{R}^{N}$ containing $X$ the equations (3.1) take the farm (1.1)-(1.2) and the inclusion (2.1) is the composition of $\bar{X} \in \operatorname{Grass}(n, 2 n)$ with the Plücker imbedding $\boldsymbol{P}_{n, n}$.

Corollary 3.2 If $\operatorname{dimX}=\mathrm{n}$ is even and if the base locus condition is satisfied, then $\operatorname{deg}_{\mathbb{R}}(X)=0$ if $\bar{X}$ is orientable.

In the next two examples, Theorem 3.1 is illustrated in well-known inverse eigenvalue problems. Although less sophisticated arguments suffice in each case, these are given in the way of illustra:ions of a unified viewpoint and also as a preliminary to Section 4.

Example 3.3 (rank 1 perturbations) Let $A_{0}$ be a $2 \times 2$ matrix and consider the algebraic set

$$
x=\left\{A: \operatorname{rank} A \leq 1 \subset \mathscr{M}_{2}(\mathbb{R})\right.
$$

As above, $\bar{X} \subset \operatorname{Grass}_{\mathbb{R}}(2,4)$ via the correspondence

$$
\mathrm{A} \mapsto \operatorname{graph}(\mathrm{~A}) \subset \mathbb{R}^{2} \oplus \mathbb{R}^{2}
$$

Indeed, if $V$ denotes 2 -plane in $\mathbb{R}^{2} \oplus \mathbb{R}^{2}$ then

$$
\begin{equation*}
\bar{x}=\left\{v: \operatorname{dim} v \cap\left(\mathbb{R}^{2} \oplus\{0\}\right) \geqslant 1\right\} \tag{3.7}
\end{equation*}
$$

since to say A has rank \& 1 is to say
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$$
\text { ker } A=\operatorname{graph}(A) \cap \mathbb{R}^{2} \oplus\{0\}
$$

has dimension 31 . In particular, $\bar{X}$ is a singuias Schubert hypersurface in Grass $_{\mathbb{R}}(2,4)$. In order to compute cat(i) note that Grass $_{\mathbb{R}}(2,4)-\overline{\mathrm{X}}$ is a chart on Grass $\mathbb{R}_{\mathbb{R}}(2,4)$; that is,

$$
\begin{equation*}
\operatorname{Grass}_{\mathbb{R}}(2,4)-\bar{x} \simeq \mathbb{R}^{4} \tag{3.8}
\end{equation*}
$$

By Lefschetz Duality, the inclusion

$$
\overline{\mathrm{X}} \hookrightarrow \operatorname{Grass}_{\mathbb{R}}(2,4)
$$

induces an isomorphism

$$
H^{i}\left(\operatorname{Grass}_{\mathbb{R}}(2,4) ; \mathbb{Z}_{2}\right) \rightarrow H^{i}\left(x ; \mathbb{Z}_{2}\right) \quad, \quad i=0, \ldots, 3
$$

In particular, the $\bmod (2)$ Betti numbers of $\bar{X}$ are

$$
B_{0}=1, B_{1}=1, B_{2}=2, \text { and } B_{3}=2
$$

By Eilenberg [13], cat $\left(\mathcal{P}_{2,2}{ }^{\circ}\right)$ is bounded below by the height ht $\left(w_{i}\right)$, in the ring $H^{\star}\left(\bar{X} ; \mathbb{Z}_{2}\right)$, of the nonzero element $w_{1}$ of $H^{1}\left(\bar{X} ; \mathbb{Z}_{2}\right)$. From the Schubert calculus (|20], [22]) one knows that $w_{1}^{2} \neq 0$ and therefore

$$
\operatorname{cat}\left(\mathscr{P}_{2,2}{ }^{\circ} \mathrm{i}\right)=3
$$

Finally, from (3.2) one sees that, fur generic $A_{0}$, the base locus condition is satisfied.

A similar calculation for arbitrary $n$ gives a proof of the wellknown

Corollary 3.3 For generic real $A_{0}$ and any self-conjugate subset $\left\{s_{1}, \ldots, s_{n}\right\} \in \mathbb{C}$ there exists an $A$ of rank $\leqslant 1$ such that

$$
\operatorname{spec}\left\{A_{0}+A\right\}=\left\{s_{1}, \ldots, s_{n}\right\}
$$

Example 3.4 (diagonal perturbations) Let $A_{0}$ be a $2 \times 2$ real metrix and consider the algebraic set of diagonal matrices

$$
X=\left\{A: A=\operatorname{diag}\left(a_{1}, a_{2}\right), \quad a_{i} \in \mathbb{R}\right\}
$$

Again, the correspondence $A \longmapsto$ graph (A) induces an inclusion $X \subset$ Grass ( 2,4 ). Moreover, $\bar{X}$ is the intersection of 2 Schubert hypersurfaces

$$
\begin{aligned}
& \sigma_{1}=\left\{V: \operatorname{dim}\left(V \cap \operatorname{span}\left\{e_{1}, e_{3}\right\}\right) \geq 1\right\}, \text { and } \\
& \sigma_{2}=\left\{V: \operatorname{dim}\left(V \cap \operatorname{span}\left\{e_{2}, e_{4}\right\}\right) \geqslant 1\right\}
\end{aligned}
$$

where $e_{1}, e_{2}, e_{3}, e_{4}$ are the standard basis vectors in $\mathbb{R}^{4}$. Elementary geometry shows

$$
\overline{\mathrm{x}}=\sigma_{1} \cap \sigma_{2} \simeq \mathbb{R} \mathbb{P}^{1} \times \mathbb{R} \mathbb{P}^{1}
$$

so that $\bar{X}$ is a 2-torus. The base locus condition is satisfied for all $A_{0}$ and therefore

$$
\operatorname{deg}_{\mathbb{R}}\left(X_{A_{0}}\right)=0
$$

for all $A_{o}$, according to orollary 3.2. This is in harmony with the fact that, e.g., $X_{0}$ fails to be surjective.

More generally, for any $n \bar{X}$ is an $n$-torus. Over $\mathbb{d}$, $\bar{X}_{\mathbb{C}} \simeq \mathbb{C} \mathbb{P}^{1} \times \ldots \times \mathbb{C} \mathbb{P}^{1}$ and one has

$$
\operatorname{cat}\left(i_{\mathbb{C}}\right)=n+1
$$

from which one deduces the well-known result:

Corollary 3.4 ([14], [3]) For an arbitrary $n \times n$ real or complex matrix $A_{0}$ and an arbitrary subset $\left\{s_{1}, \ldots, s_{n}\right\} \subset \mathbb{d}$, there exists a diagonal matrix $A=\operatorname{diag}\left(a_{1}, \ldots, a_{n}\right)$, with $a_{i} \in \mathbb{C}$, such that

$$
\operatorname{spec}\left(A_{0}+A\right)=\left\{s_{1}, \ldots, s_{n}\right\}
$$

I now turn to the problem of arbitrarily tuning the natural frequencies of a control system ( $A_{0}, B_{0}, C_{0}$ ) by use of output feedback $F$ (Section 0). In this setting $X$ is given as

$$
X=\left\{B_{0} K C_{0}: B_{0} n \times m_{2} C_{0} p \times n \text { are fixed }\right\}
$$
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For generic $B_{0}, C_{0}, \bar{X}$ is itself a Grassmannian

$$
\bar{x}=\operatorname{Grass}_{\mathbb{R}}(p, m+p) \subset \operatorname{Grass}_{\mathbb{R}}(n, 2 n)
$$

1 is the Plücker imbedding, and the base locus condition is satisfied for generic ( $A_{0}, B_{0}, C_{0}$ ). (See [11].)

In this setting. Theorems 2.1-3.1 assert that $c_{m, p}=\operatorname{cat}\left(s_{m, p}\right)>n$ implies arbitrary eigenvalue placement (Theorem 0.4). Ellenberg's Theorem asserts that cat $\left(\sigma_{m, p}\right)$ is bounded from below by the height of the first Stiefel-Whitney class

$$
\begin{equation*}
\operatorname{cat}\left(\Phi_{m, p}\right) \geqslant h t\left(w_{1}\right) \text { in } H *\left(\operatorname{Grass}(p, m+p) ; \mathbb{Z}_{2}\right) \tag{4,1}
\end{equation*}
$$

This height has recently been calculated by Hiller [17] and by Stong [26], but the sufficient conditions which these estimates yield also follow, by poincaré duality, from $\bmod (2)$ intersection theory. Indeed, starting with the interpretation of the vanishing of (3.2) as an equation in the Schubert calculus, we can obtain these same results by constraining the perturbation variety $A \in X$ to be a Schubert variety $z \subset$ Grass ( $p, m+p$ ) and applying Pieri's formula [9].

These calculations can be refined using Lefschetz Duality and Theorem 2.1 as in Example 3.3. In the above notation, the inclusion of the Schubert hypersurface (for s real)

$$
\sigma(s) \hookrightarrow \operatorname{Grass}(p, p+m)
$$

Induces an isomorphism in cohomology except of course for degree pm. Although Poincaré duality fails to hold for $\sigma(s)$, Theorem 2.1 applies to $X$ restricted to $\sigma(s)$ and one can therefore improve the estimate in (3.7) by one, in all cases except $\min (m, p)=2$, $\max (m, p)=2^{r}-1$ where $h t\left(w_{1}\right)=m p[5\}$, by first "placing a pole at $s$ " and then considering
the remaining $n-1$ constraints. Combining the calculations made in [17], [26] with this observation leads to the definition of $c_{m, p}^{\prime}$ in (0.6). Combining this computation with Theorem 2.1, we obtain a proof of Theorem 0.4 .

The first case not treated by Theorem 0.4 (or by Corollary 0.5) is the case $m=p=2, n=4$. This had already been stujfed by Willems and Hesselink in [27], where they showed that for generic ( $A, B, C$ ), image ( $X$ ) misses an open set of infinite Lebesque measure in $\mathbb{R}^{4}$. This has since been checked in various ways [8], [23] but it is interesting to note that one can see this result, within the present framework, by either part (ii) of Theorem 2.3 or by the real algebraic methods presented in [4]. Explicitly, take $s_{1}, s_{2}, s_{3}$ and $s_{4} \in \mathbb{C}$ so that $s_{i}=\bar{s}_{i+2} \mathbb{R}$ and consider the submanifold of real points

$$
\begin{equation*}
\operatorname{Grass}_{\mathbb{R}}(2,4) \operatorname{corass}_{\mathbb{C}}(2,4) \tag{4.2}
\end{equation*}
$$

Following the technique in [4], note first that
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$$
\left.0 \neq\left[\operatorname{Grass}_{\mathbb{R}}(2,4)\right] \in{H_{4}}^{\left(\operatorname{Grass}_{\mathbb{H}}\right.}(2,4) ; \mathbb{Z}\right)
$$

This can be seen from the fact that multiplication by $\sqrt{-1}$ maps the tangent bundle $T$ (Grass $\mathbb{R}^{(2,4))}$ to the normal bundle of (4.2). Since Grass $_{\mathbb{R}}(2,4)$ is orientable, the self-intersection number of $\left[\operatorname{Grass}_{\mathbb{R}}(2,4)\right]$ in $H_{\star}\left(\operatorname{Grass}_{\mathbb{C}}(2,4) ; \mathbb{Z}\right)$ can be calculated as the Euler characteristic of Grass $_{\mathbb{R}}(2,4)$; i.e. as 2. For generic ( $A, B, C$ ) there exists a real $k$ placing the eigenvalues $s_{1}, \ldots, s_{4}$ if, and only if, there is a point in

$$
\sigma\left(s_{1}\right) \cap \sigma\left(s_{2}\right) \cap \operatorname{Grass}_{\mathbb{R}}(2,4) \subset \operatorname{Grass}_{\mathbb{C}}(2,4)
$$

Moreover, we have the formula

$$
\operatorname{deg}_{\mathbb{R}}(X)=\#\left(\sigma\left(s_{1}\right) \cap \sigma\left(s_{2}\right) \cap \operatorname{Grass}_{\mathbb{R}}(2,4)\right) \in \mathbb{Z}
$$

for $\operatorname{deg}_{\mathbb{R}}(X)$ in the integers. An elementary calculation in $H_{*}\left(\operatorname{Grass}_{\mathbb{C}}(2,4) ; \mathbb{Z}\right)$ shows that

$$
\operatorname{deg}_{\mathbb{R}}(x)=0
$$

Remark: From the classification of smooth functions in this dimension range, one can then see that $X$ is not surjective, but this requires more elaborate argument.

This technique will apply whenever $\operatorname{Grass}_{\mathbb{R}}(p, m+p)$ is orientable and has a nonzero Euler characteristic, viz. whenever $m$ and $p$ are even, reducing the calculation of $\operatorname{deg}_{\mathbb{R}}(X)$ to a problem in the Schubert calculus. In the present setting, this calculation may be avoided by appealing to Theorem 2.3-part (ii); i.e.

Corollary 4.1 If $m, p \in 2 Z$ and $m p=n$, then for generic $(A, B, C)$,

$$
\operatorname{deg}_{\mathbb{R}}(X)=0
$$

ORIGINAL PAOE 13 OF POOR QUALITY

## 5. Acknowledgements

In an innovative paper [16] Hermann and Martin introduced Grassmannians into "frequency domain" control theory, interpreting the transfer function (0.3) as a holomorphic curve
$G: \mathbb{C} \mathbb{P}^{1} \rightarrow \operatorname{Grass}_{\mathbb{C}}(m, m+p)$
defined via the correspondence $s \longmapsto g r a p h G(s)$. This had an influence on some earlier work on the main problem considered here, see [8] and [10], although subsequently it was realized that the Weinstein-Aronszejn formula - which was known and discovered independently by electrical engineers under the name "return-difference determinant" - provided a much easier starting point. Also, the dual point of view, viz. that $G(s)$ induces a hypersurface in the dual Grassmannian Grass $_{\mathbb{C}}(p, m+p)$, and the introduction of nonzero feedback laws as points in Grass $_{\mathbb{C}}(p, m+p)$ enable one to go further than $[16]$ in the study of feedback systems by incorporating output rather than state feedback.

This dual point of view was introduced in [10] and developed much further in [8] where the Schubert calculus was used as an essential t.ool in studying feedback systems. In the time since the lectures [10] have appeared, $I$ have profited from conversation and correspondence with many people - particularly M.F. Atiyah, I. Berstein, R.W. Brockett, J. Harris and D. Mumford whom I gratefully acknowledge.

I would also like to acknowledge support from the National Science

Foundation under Grant No. ECS-81-21428, Air Force Office of Scientific Research under Grant No. AFOSR-81-0054, and the National Aeronautics and Space Administration, under Grant No. NSG-2265.

## 6. Bibliography

[1] G.B. Airy, "On the regulator of the clock-work for effecting uniform movement of equatoreals," Memoirs of the Royal Astronomical Society 11 (1840) 249-267.
[2] G.B. Airy, "Supplement to the paper 'On the regulator of the clock-work for effecting uniform movement of equatoreals'," Memoirs of the Royal Astronomical Society 20 (1851) 115-119.
[3] J.C. Alexander, "Matrices, eigenvalues, and complex projective space," Amer. Math. Monthly 85 (1978) 727-733.
[4] M.F. Atiyah, R. Bott and L. Garding, "Lacunas for hyperbolic differential operators with constant coefficients, I," Acta Math. 124 (1970) 109-189.
[5] I. Berstein, "On the Ljusternik-Schnirel'mann category of Grassmannians," Math. Proc. Camb. Phil. Soc. 79 (1976) 129-134.
[6] I. Berstein and T. Ganea, "The category of a map and of a cohomology class," Fund. Math. 50 (1961/62) 265-279.
[7] R.W. Brockett, Finite Dimensional Linear Systems, J. Wiley and Sons, N.Y. 1970.
[8] R.W. Brockett and C.I. Byrnes, "Multivariable Nyquist criteria, Root Loci, and Pole-placement: A geonetric viewpoint,". IEEE Trans. Aut. Control 26 (1981) 271-284.
[9] R.W. Brockett, C.I. Byrnes and S. Peck, "Pole placement with constrained output feedback," in preparation.
[10] C.I. Byrnes, "Algebraic and geometric aspects of the analysis of feedback systems," in Geometric Methods in Linear Systems Theory (C.I. Byrnes and C.F. Martin, eds.), D. Reidel, Dordrecht 1980.
[11] C.I. Byrnes, "Stabilizability of multivariable linear systems and the Ljusternik-Snirel'mann category of real Grassmannians," submitted to Systems and Control Letters.
[12] C.I. Byrnes and P.K. Stevens, "Global properties of the Rootlocus map," in Feedback Control of Linear and Nonlinear Svstems (D. Hinrichsen and A. Isidori, eds.), Springer-Verlag Lecture Notes in Control and Information Sciences Vol. 39, Berlin, 1982.
[13] S. Eilenberg, "Sur un théoremè topologique de M.L. Schnirelmann Mat. Sb 1 (1936) 557-559.
[14] S. Friedland, "Matrices with prescribed off-diagonal elements," Israel J. Math 11 (1972) 184-189.
[15] R. Hermann and C.F. Martin, "Applications of algebraic geometry to linear system theory," IEEE Trans. Aut. Control 22 (1977) 19-25.
[16] R. Hermann and C.F. Martin, "Applications of algebraic geometry to system theory: The McMillan degree and Kronecker indices as topological and holomorphic invariants," SIAM J. Control 16 (1978) 743-755.
[17] H.I. Hiller, "On the height of the first Stiefel-Whitney class," Proc. Amer. Math. Soc. 79 (1980) 495-498.
[18] I.M. James, "On category in the sense of Lusternik-Schnirelmann," Topology 17 (1978) 331-348.
[19] H. Kimura, "Pole assignment by gain output feedback," IEEE Trans. Aut. Control 20 (1975) 509-516.
[20] S.L. Kleiman, "Problem 15, rigorous foundations of Schubert's enumerative calculus," in Proc. Symposia Pure Math. (Mathematical Developments Arising from Hilbert Problems) Vol. 28, Amer. Math. Soc., Providence, R.I., 1976.
[21] J.C: Maxwell, "On governors," Proc. Royal Society London 16 (1868) 270-283.
[22] J.W. Milnor and J.D. Stasheff, Characteristic Classes, Annals of Math Studies, No. 76, Princeton, NJ, 1974.
[23] A.S. Morse, W.A. Wolovich and B.D.O. Anderson, "Generic pole assignment: Preliminary results," Proc. 20th IEEE Conf. Dec. and Control, San Diego, 1981.
[24] P. Olum, "Mappings of manifolds and the notion of degree," Annals of Math. 58 (1953) 458-480.
[25] A.S. Svarc, "The genus of a fibre space," Amer. Math. Soc. Trans. 55 (1966) 49-140.
[26] R.E. Stong, "Cup products in Grassmannians," Topology and Its Applications 13 (1982) 103-113.
[27] J.C. Willems and W.H. Hesselink, "Generic properties of the pole placement problem," in Proc. 1978 IFAC Congress, Helsinki, Finland.

$$
\begin{aligned}
& \text { ORIGINAL PFLE } \\
& \text { OF POOR QUALTH, }
\end{aligned}
$$

## fote placement by static and dynamic outtut fezdback

## Christopher I. Byrnes*

## Division of Applied Sciences and

 Departeint of MathemeticsHarvard Univeratity
Canbridge, MA 02138

> Peter $X$. Stevens**
> Scientific Systems, Inc.
> 54 Endge Avenue Extenaion
> Cariridge, MA 02140

## Abstract

In this paper, we give new results concerning pole-assignability by static and dynamic output feedback, based on the interpretation of cransfer functhons, feedback laws, poles and zeroes ([3]. [5], [12], [19]) in terms of the incidence geometry of -planes and p-planes in ( $n+p$ )-space. As an illustration of the most basic ideas, we give a short proof of the Brasch-Pearson Theorem. A wore careful analysis of this proof yields a significant extension of this theoren, which we then considerably sharpen in the case of pole-assignment by constant gain output feedback. As a final appifation we introduce a rootlocus design technique for non-square systems: zeroplacement by pre- or post-coupensation. This zesoplacement problem is then analyzed by methods efmilar to those developed for pole placement by outpur feedback.

## 1. Exact Pole-Assignability: "Vectoring Down"

The first problem we consider is: Given a real $p \times 0$ transfer function $G(s)$ with McMillan degree $\delta(G)$ en, what is the minimal $q$ such that for any self-conjugate subset $\left\{\varepsilon_{1}, \ldots, s_{n+q}\right\} \subset t$, there exist a reril compensator $K(s)$ of order $q$ which places the pries of the closed loop syotem at $y_{1}, \ldots, s_{n+q}$ ? We consider slso those poles which have been cancelled In the closed loop tranger function
$C(s)(I+K(s) G(s))^{-1}$ by expressing the closed-100p system in atate space form. We shall illustrate our techniques by giving a new, elementary proof of the vell-known Brasch-pearsin Theorem [ 2 ], before giving wore delicace improvements on this theorem and on the existing results on pole placement by constant gain output feedback.

Given ve $\mathbb{R}^{\text {m }}$, as in [19], we can "vector down" $G(0)$ by passing the input channels through $v$, i.e. we can form the new $p \times 1$ transfer function $G(s) v$. A partial fraction decomposition shows that the poles of $G(s) v$ are among the poles of $G(s)$; moreover.
. Lema 1.1: For fixed $G(s)$, there is an open dense set $V \in \mathbb{R}^{m}$ of $v$ such that $\delta(G)=\delta(G \cdot v)=n$.

Remark: This follows from our results in ection 2, we see Lemin 2.2 below. if $G(s)=(s I-A)^{-1} B$,

[^7]with ( $A, B$ ) controliable, then Leman 1.1 is vellknown consequence of Heymann's Lema, viz. that (A,Bv) is controliable for almost any input channel Iv.

Nou suppose a self-conjugate subset $\left\{s_{1} \ldots \ldots, s_{n+q}\right.$ \} et is given. Choosing $v$ as in lemma 1.1, we seek a $1 \times p$ compensator $K(s)$ such that if

$$
G(s) v=N(s) D(s)^{-1} \text { and } K(s)=Q(s)^{-1} P(s)
$$

are coprime factorizations, then

$$
\begin{equation*}
Q(s) D\left(s i+P(s) N(s)=0\langle a\rangle s \in\left\{s_{1}, \ldots, s_{n+q}\right\}\right. \tag{1.1}
\end{equation*}
$$

By equating coefficients on the left-hand side of (1.1), we obtain a innear map - the generalized Sylvestor resulrant [1]:

$$
\begin{equation*}
S_{q}: \mathbb{R}^{(q+1)(p+1)} \rightarrow \mathbb{R}^{(n+q+1)} \tag{1.2}
\end{equation*}
$$

Pole-assignability by a compensator of the form $\mathrm{uK}(\mathrm{s})$ is therefore equivalent to surjectivity of $\mathrm{S}_{\mathrm{q}}$, whose rank is given in a simple, beautiful formula [1]:

$$
\begin{equation*}
\operatorname{rank} S_{q}=(p+1)(q+1)-\sum_{v_{1}<q+1}\left(q+1-v_{1}\right) \tag{1.3}
\end{equation*}
$$

where $\left(v_{1}\right)$ are the observability indices of $G(s) v-$ or, what is the same, of $G(s)$ for $v$ as in Lem=a 1.1. we then easily have:

Theorem 1.2: Suppose $G(s)$ has observability indices ( $V$ ). Then $G(s)$ can be arbitrarily poleassigned with a compensator of order $q$ where $q$ satisfies

$$
\begin{equation*}
(q+1) p-\sum_{v_{1}<q+1}\left(q+1-v_{1}\right) \geq n \tag{1.4}
\end{equation*}
$$

By duality, the same result holds, mutatis mutands, for controliability indices ( $k_{i}$ )

Choosing, for example, $q=v_{\text {max }}{ }^{-1}$ ve obtain

$$
\begin{equation*}
\sum_{v_{1}<q+1}\left(q+1-v_{1}\right)=\sum_{v_{1} \leqslant q+1}\left(q+1-v_{1}\right)=p(q+1)-n \tag{1.5}
\end{equation*}
$$

Combining (1.4)-(1.5), we have
Cnrollary 1.3 (Brasch-Pearzon (2)): Choose $q=m i n\left(\kappa_{\text {max }}, \prime_{\text {max }}\right)-1$. Then $G(s)$ can be arbitrarlly pole-assigned using a compensator of order $q$.

Since the left-hand side of (1.4) is an increasing function of $q$, achicving its moximum at $\eta=\operatorname{lax}^{-1}$,

Theores 1.2 is in fact equivalent to Corollary 1.3.

## 2. Generic Pole Ansignability by Output Compensation

In this section ve examine the "vectoring downew, p " process more closely, investigating the effect of preprocesaing by vector $v$ which is not in general position in the sense of Lema 2.1 . We illurirate this in the "generic" case. Our min reaule is then - etrengthening of the srasch-pearson resule for generic ( $A, B, C$ ). More precisely, property $P$ of triples ( $A, B, C$ ) is generic provided it is satisfied by all ( $A, B, C$ ) except.perhaps those which ile in a proper al-ebraic subsec of $\mathbb{R I}^{n^{2}+n(m+p)}$; that is, e aubset $X$ definec by real polyniomial equations

$$
z=\left\{(A, B, C): p_{r}\left(a_{1 g}, b_{k \ell} \cdot c_{z \Omega}\right)=0, x=0,1, \ldots . .\right\}
$$

Our mand theorem ( 19 ] and also [18]) is then:
Theorem 2.1: The seneric triple ( $A, \mathrm{D}, \mathrm{C}$ ) is output pole-assignability at the generic set of poles (e.g... distinct) by a compensator of order q eatisfying

$$
\begin{equation*}
(q+1)(\max (m, p))+\min (m, p)-1 \geqslant 2\left[\frac{n-1}{2}\right]+1 \tag{2.1}
\end{equation*}
$$

Here, as is cuscomary [16]. [ $\left.\frac{a}{b}\right]$ for $a, b \in \mathbb{Z}$ devolien the greatest integer less than or squal to $\mathrm{e} / \mathrm{b}$.

The proof reposes on more sareful analysis'of the effect of "vectoring down" on the poles of $G(s)$. Suppose first that $G(s)$ has distinct simple poles ${ }_{A}$. and consider the partial fraction expansion

$$
\begin{equation*}
G(s)=\sum_{1=1}^{n} \frac{R_{1}}{s-\lambda_{1}} \tag{2.2}
\end{equation*}
$$

Then, $G(s) v$ (or $w^{t} G(s)$ ) will have a pole at $\lambda_{i}$ if, and oniy if, $R_{i} v$ (or $\psi^{t} R_{1}$ ) does not vanish. More
generally, suppose, without loss of generality, that $p \notin=$ and consider the coprime factorization

$$
\begin{equation*}
G(s)=N(s) D(s)^{-1} \tag{2.3}
\end{equation*}
$$

'she.
compare [12] and also [9]. The rizht-hand side
pracralizes in the case of non-siaple poles to:

oniy 1F, w 1s not orthogonal to col.span $\underset{\sim}{C}(\mathrm{~s}) \cap \mathbb{t}^{p}$, for - ctpole of $G(B)$.

Since $G(s)$ can have only iinitely many polea, yein 1.1 follows by induction, Horeover, it foliows eagily from leman 1.2 (for example) that given a $p \times=$ Equafer function $G(B)$, with $p \in z_{\text {, }}$ one can place
 tor of order 0 , 1.e. a constant gein output feedback form. The proof of Theorem 2.1 now proceeds as follows:
(1) EIven $]_{1}, \ldots, n_{n+q}$ place the eelf-conjugate subset (after reordering) $s_{1}, \ldots, s_{2}\left[\frac{p-1}{2}\right]+1$.

$$
\begin{aligned}
& \text { choose } v \in \mathbb{R}^{p} \text { orthogonal to the planes } \\
& \text { col.apan } \underset{\left(s_{1}\right), \ldots, c o l . \operatorname{cang}\left(s_{2}\left[\frac{p-1}{2}\right]+1\right) .}{ } .
\end{aligned}
$$

Thàd, wt $\mathrm{w}(\mathrm{s})$ is of Mcmilan degree $\mathrm{n}-2\left[\frac{\mathrm{p}-1}{2}\right]-1$. By
Letea 1.2, if $\mathrm{u}^{\mathrm{c}} \mathrm{C}(\mathrm{s})$ has the generic set of controllability indices, ve can place the remaining poles by a ..en: coppensater of order $q$, where $q$ sacisfies - मु: !ecurs

$$
\begin{equation*}
(q+1) \geq n-2\left[\frac{p-1}{2}\right]-1 \tag{2.6}
\end{equation*}
$$

 IqPies Theorem 2.1.
herarach-Pearson Theorem - is the best bound possible

- prit the necessary order of complexity of the pole-
leading to the matrix

$$
\tilde{G}(s)=\left[\begin{array}{l}
N(s) \\
D(s)
\end{array}\right]
$$

If $\mathrm{C}(\mathrm{s})$ has a simple pole at a as in (2.1), theñ: $w^{t} R_{1}=0$ 1f, and only 1f, $v^{t} \in \mathbb{R}^{P} \subset C^{P}$ is orthogonal to the row apan of $R_{1}$ in $C^{P}$. Equivalently, ihinking of column span $\underset{\sim}{G}(\mathrm{~s})$ as an m-dimensional subspacerof $c^{p}+C^{m}$, we have

$$
\begin{equation*}
v^{t} R_{1}=0<->w \perp \text { column span } \underset{\sim}{G}(s) \cap C^{p} \tag{4}
\end{equation*}
$$

Such incidence conditions ari familiar from the earlier work of Kjmura (14) on pole placement, and the algebraic geometric results of Hermann-Martin lizl? and have came te play a sizahle role in the genmetric theory of pole-snsignability ( ( 3 ), (4), (5), (19)). Note, in particular, that
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Theores 3.1: $c_{\text {e,p }} \geq 2\left[\frac{n-1}{2}\right]+1$ ieplias arbierary pelo assignablity for the generic criple (A,B,C).
tose that, in any case.

$$
\begin{equation*}
m+p-1 \leqslant f_{m, p} \leqslant p \tag{3.1}
\end{equation*}
$$

The left-hand Inequality ieplies a ecrengehened form of:

Corollary 3.2 (Kimura): $\quad+p-1 \geqslant$ n implies generic pole-assignability for the generic system $(A, B, C)$

The risht-hand inequality reflects the necessary condition [22] mp $\geqslant \mathrm{n}$ for pole-asismability, and one
 Ppin is ufficient for pole-assignability of the senerle syste. On the other hand, up an is not cufficient if $m i n(m, p)=\max (m, p)-2$. The case $C_{\text {e,p }}$ - occure precisely in the cases discovered in [3]:

Corollary 3.3 (Drockert-Byrnes): The seneric $p x$ bysem of degree $n$ is pole-assignable provided $\rightarrow \geqslant n$ and
$\min (m, p)=1$ or $\min (m, p)=2$ and $\max (m, p)=2^{x}-1$
In [3] one can find an explicit charactarization of the generic property alluded to above; see also [15] in the cases $\min (m, p)=2, \max (m, p)=2.3$.

For example, consider a $3 \times 3$ system $G(s)$. The cechnique of "vectoining down" yields, as does Corollary 3.2, that generic pole-assigriability holds provided the HAMM1Lan degree of $G(s)$ does not exceed 5 . On the other hand, if $M$ is $2 \times 2$ matrix chosen generically, $\operatorname{MG}(s)$ is a $3 \times 2$ transfer function satisfying

$$
\delta(G(s))-\delta(M G(s))
$$

Applying Corollary 3.3, we see that arbitrary poleassignability is possible provided $\delta(G(s)) \subset 6$. Theorea 3.1 asserts, however, chat arbitrary pole-
 can also be deduced from Corollary 3.3 in the sane way that Theorem 2.1 follows from Leuma 1.2. Indeed, this example 111 ustrates the spirit of the proof of Theores 3.1, which we shall now sketch.

Fist, note that to say $s_{1}$ is pole of the closed-1oop eystem $G(s)(I+K G(s))^{-1}$ is to say

$$
\begin{equation*}
\operatorname{det}\left(D\left(s_{1}\right)+K N\left(s_{1}\right)\right)=0 \tag{3.2}
\end{equation*}
$$

or. equivalentiy [3].

$$
\operatorname{det}\left(\begin{array}{cc}
1 & N\left(s_{1}\right)  \tag{3.2}\\
K & D\left(s_{1}\right)
\end{array}\right)=0
$$

## 81mes she enerices

$$
\binom{1}{-K},\binom{N(s)}{D(a)}
$$

ere of full rank (at each e ( ) , (3.2)' implies thet

$$
\begin{equation*}
\text { ds col.epan }\binom{1}{-\pi} \cap \cos \cdot \operatorname{span}\binom{\mu\left(\varepsilon_{2}\right)}{D\left(e_{2}\right)} \geqslant 1 \tag{3.3}
\end{equation*}
$$

Thus, to sey x places the poles of $G(\mathrm{e})$ at $\mathrm{s}_{2} \ldots \ldots$..... Is to say that the p-plane

$$
\begin{equation*}
\operatorname{col} \cdot \operatorname{span}\binom{1}{-\alpha}=c^{p}-c^{2} \tag{3.6}
\end{equation*}
$$

interaecteach stiveplanes

$$
\begin{equation*}
\operatorname{col} \cdot \operatorname{span}\binom{N\left(s_{X}\right)}{D\left(s_{1}\right)}=t^{P} \theta t^{\text {E }}, 1=1, \ldots, n \tag{3.5}
\end{equation*}
$$

nontrivially. This ine of ressoning was the basis of the orisinal proof of Corollary 3.3 , noring especially that if $m=n$, then the number of complex $p-p l a n e s(3.4)$ satisfying $(3.3)$ for $1=1, \ldots, 8$ is finite. In fact this number.

$$
\begin{equation*}
d_{=, p}=\frac{1!\cdots(p-1)!(m)!}{(m!= \pm:-1)!} \tag{3.6}
\end{equation*}
$$

vas derived by Schubert in his study of the enumerative seometry of planes ( $[3$ ]). The Brocketr-ayrnes Theorem follous from decermining then (3.6) is odd.

The second ingredient in the proof of Theorem 3.1 is new development [13], [20] in the Schubert calculus, enabiling us to relax the condition mp=n while acill retaining quantitative analogues of (3.6) see also [4] for an independent derivarion using the classical methods of enumerative seometry. Those resules yield sufficient condition invoiving either $c_{\text {c,p }}$ or $c_{\text {, }}-1$.

Finally, the condition $c_{m, p}$ in an be derived by developing a modified enumeritive geometry for p-planes which saeisfy (3.3) for a single, fixed real pole (see (6)].

## 4. Resules

There is a geometric interpretation of multivariable zeroes [19] which is quite analogous to the geotecric interpretacion (2.5) of poles. The ifterature on multivariable zeroes is too extensive to be surveyed here; following Verghese [21], we wil] think. intuitively, of a zero as an "absorbed motion." Suppose $p \times \mathrm{m}_{\mathrm{m}}$ chen a pair $(\mathrm{s}, \mathrm{u}) \in \mathrm{C}_{*} \times\left(\mathrm{t}^{\mathrm{m}}-(0)\right)$ is a zero provided there exists a p-planc $V \mathbb{C l}^{m}$ such that

$$
u \in \cos \cdot \operatorname{span}\left[\begin{array}{l}
N(s)  \tag{4.1}\\
D(s)
\end{array}\right] \cap v
$$

7.roes, then, are Alno characterized by an incidence relation. As an applicasion, suppose $G(s)$ is a $p^{*}$ non-square trantifer function. In order to analyze the fecdhack properties of $C(s)$, it is often ustiful t" "squirre-down" $G(N)$ by cither pre- or past-militifllation, ohtaining s nquire nystem Mi(s), or G(s)M.

In chis etting, one my enploy multivarlable rootlocus methade - auch as [17] - to analyze the stablisty of retuleing closed-loop systens. Since, in the square case, the root-loci move from the open-loop poles to the open-loop zeroes (under full rank feedbeck, provided der $(M G(s)) \$ 0$ or $\operatorname{det}(G(s) M) \& 0$, it is of conadiderable incerest to choose H oo that the "squared-domi" system has as many zeroes as possible In the left half-plane. Thus, we consider the zerom plecement problem:

Can one place $c(G(a))$ zeroes of $G(B)$ arbitrarily by output feedback?

Here, $e(G(s))$ denotes the "content" of $G(s)$. which equals the tocal number of poles of $G(8)$ adnus the cotal number of zeroes ([21]). Due to the geometric characterization (4.1) of zeroplacement as a probles in enumerative geometry, we can apply the previous results with appropriate chances [19]:

$$
\begin{aligned}
& \text { Theorem 4.1: If } c_{1 j} \text { is defined as in section } 3 \text {, } \\
& c_{\operatorname{man}(m, p)-m i n}(m, p), \min (m, p) \geqslant c(G(s))
\end{aligned}
$$

Iuplies reroplacement for the generic $G(s)$.
We reank that if $n-m$ is large, then poleplacement is impossible, while in this range zeroplacesent can be affectively incorporated into a root-locus design technique.

Remark: Similar zechniques apparentily can be appiled to quite general feedback problems. For example, the results of section 2 have recently been applied to the problems of simultaneous pole-assignability and simultaneous acabilizability of a set of rpxeplants $G_{i}(s), \ldots, G_{r}(s)$ yielding, for example, the result that the generic r-tuple of plants may be aimultaneously stabilized provided ramax (m,p) (see [20]. [12]).
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#### Abstract

The problems of determining the minimal order of a stabilizing compensator for a fixed linear, multivariable system and for the generic $p \times m$ system of fixed degree are considered. An elementary geometric argument gives sufricient conditions for the generic stabilizability by a compensator of order $\leqslant q$. A more delicate geometric argument, involving pole-placement in the high gain limit, is then used to derive necessary conditions, obtained jointly with B.D.O. Anderson, for the lower bound $q \geqslant 1$. Taken together, these results determine the minimal order in certain low dimensional cases. The general upper bound, however, is not always tight and in many cases can be improved upon by more powerfui techniques. For example, based on a geometric model for finite and infinite gains, sufficient conditions for $q=0$ are derived in this paper in terms of a topological invariant (of the "gain space") introduced by Ljusternick and Snirel'mann in the calculus of variations. Using the Schubert calculus, an estimate of the LjusternickSnirel'mann category is obtained, yielding a stabilizability criterion which, to my knowledge, contains the previous results in the literature on stabilizability by constant gain output feedback, as special cases.


## 0. INTRODUCTION

The purposes of feedback in system theory are manifold, including (for example) stabilization, decoupling, optimization, and increased insensitivity to perturbations. Indeed, the study of the possible effects of feedbacks on the dynamical characteristics of a control system engaged the interests of the earlifist quantitative research efforts in mathematical control theory ([1], [2], [31]). Recently, the study of "high gain feedback" has been formalized in several ways leading to a robust extension ([36], [37]) of the elegant (A,B)-invariant subspace theory, which is capable of answering questions such as "aluost iisturbance decoupling", and to new results in the classical problem of pole-

[^8]assignability by output feedback ([7], [8]). In this paper, I would like to illustrate the algebraic-geometric aspects of the analysis of high-gain feedback in the less understood context of stabilization by static and dynamic output
feedback. ilore precisely, I would like to begin by focusing on a specific problem, whicil is representative of a genre of classical linear system theory.

Question 0.1 . Given a $p \times m$ rational transfer function $G(s)$, strictly proper with McMillan degree

$$
\delta(G)=n,
$$

what is the minimum degree, $q=\delta(K)$, of a proper compensator $K(s)$ which (internally, in the sense of [38]) stabilizes $G(s)$ in closed-loop:


Equivalently, we ask that the ( $n+q$ )-poles (i.e., including the cancelled poles) of $G(s)(I-K(s) G(s))^{-1}$ lie in the left-half plane.

There are several reasons to ask for an upper bound for $q$, not the least of which is the desire to stabilize $G(s)$ with a compensator having at most a certain degree of complexity. Second, the set of $m \times p$ compensators of order $\leqslant q$ is naturally an algebraic set of finite dimension, viz. $q(m+p)+m p$. Indeed, the set $\Sigma(\mathrm{n}, \mathrm{p}, \mathrm{m})$ * of compensators of order q can be parameterized as a smooth finitedimensional manifold ([13], [25]). Thus, the techniques of calculus on finitedimensional manifolds can be used on $\sum *(n, m, p)$ in developing algorithms for finding a stabilizing compensator.

I will also consider the question of whether a given $G(s)$ can be arbitrarily closely approximated (say, uniformly in $s \in \mathbb{C P}^{l}$ ) by a transfer function of the same degree which is stabilizable by a compensator of degree $q$. Since stabilizable systems form an open set, this is then equivalent to the question:

Question 0.2. Is the set $U_{q}$ of $p \times m$ systems $G(s)$ of degree $n$, which are (internally) stabilizable by a compensator of degree $q$, open and dense in the space $\Sigma(n, m, p)$ of all $p \times m$ systems of degree $n$ ?

To make this precise, one need only know how to regard $\Sigma *(n, m, p)$ as a topological space. Develop $G(s)$ in its Laurent expansion $G(s)=\sum_{i=1}^{\infty} L_{i} s^{-1}$,
$L_{i} p \times m$ real matrices. Since $\delta(G)=n, G(s)$ determines and is determined by the entries of

$$
\begin{equation*}
h_{G}=\left(L_{1}, \ldots, L_{2 n}\right) \in \mathbb{R}^{2 n m p} \tag{0.1}
\end{equation*}
$$

where $h_{G}$ must satisfy the constraint

$$
\left.\operatorname{rank}\left[\begin{array}{cccc}
L_{1} & L_{2} & \cdots & L_{n}  \tag{0.2}\\
L_{2} & \cdots & \cdots & \cdots \\
\vdots & & & \\
L_{n} & & & L_{2 n-1}
\end{array}\right]=n \quad \begin{array}{l}
\text { ORIGINAL PAGE IS }
\end{array}\right] \quad \begin{aligned}
& \text { OF POOR QUALITY }
\end{aligned}
$$

Thus, $\sum(n, m, p)$ is in bijection, via (0.1), with the subset Hank ( $\left.n, m, p\right) \subset \mathbb{R}^{2 n m p}$ of points satisfying (0.2). In this way, $\Sigma(n, m, p)$ is regarded as a subspace of $\mathbb{R}^{2 n m p}$, so that

$$
G_{i}(s) \rightarrow G(s)
$$

if, and only if, Hankel (or Markov) parameters

$$
\left(L_{1}^{(i)}, \ldots, L_{2 n}^{(i)}\right) \rightarrow\left(L_{1}, \ldots, L_{2 n}\right)
$$

converge. Thus, the meaning of the question, is $U_{q} \subset \Sigma(n, m, p)$ open and dense, is clear.

I will refer to Questions 0.1 and 0.2 as stabilizability and generic stabilizability, respectively, by a compensator of degree $q$. I should remark that the question of the simultaneous stabilizability of an r-tuple of plants, which arises in problems of reliability and fault tolerance, has recently been quite successfully studied by B.K. Ghosh using extensions of these methods, see ([16], [18]).

It is a pleasure to acknowledge the influence of my friends and coauthors Brian Anderson, Rofer Brockett, Bijoy Chosh, and Peter Stevens on my thinking about this problem. Indeed a great deal of this paper (cf. references) is based on or surveys joint work with these authors. In addition, I would also like to acknowledge interesting conversations and correspondence on this topic with Ted Djaferis, Sanjoy Mitter, Steve Morse, and Jans Willems.

## 1. STABILIZABILITY WITH DYNAMIC COMPENSATION

Let $G(s)$ be a $p \times m$ transfer function of degree, $\delta(G), n$ and consider $v \in \mathbb{R}^{m}$ as an input channel, leading to the new $p \times 1$ transfer function $G(s) v$. According to Brasch-Pearson [6], there exists $v$ such that

$$
\begin{equation*}
\delta(G(s) v)=\delta(G(s)) \tag{1.1}
\end{equation*}
$$

Actually ([12], [34]), the set of input channels $v$ such that (1.1) holds is open
and dense in $\mathbb{R}^{\mathrm{m}}$, with the same statement holding for output channels $w^{t} \in\left(\mathbb{R}^{\mathrm{p}}\right)$ *.
This is easily seen in the case where $G(s)$ has $h_{\text {a }}$ le poles, for then $G(s)$ admits a partial fraction decomposition

$$
\begin{equation*}
G(s)=\sum_{i=1}^{n} \frac{R_{i}}{s-\lambda_{i}} \quad, \quad \text { rank } R_{i}=1 \tag{1.2}
\end{equation*}
$$

Then, $G(s) v$ (or $w^{t} G(s)$ ) will have a pole at $\lambda_{i}$ if, and only if, $R_{i} v$ (or $w^{t} R_{i}$ ) does not vanish. Since the poles of $G(s) v$ are among those of $G(s)$, and since $G(s)$ has finite degree, the set of such $v$ (or $w^{t}$ ) is open and dense.

More generally, consider a coprime factorization $G(s)=N(s) D(s)^{-1}$ leading to the martix

$$
\widetilde{G}(\mathrm{~s})=\left[\begin{array}{l}
\mathrm{N}(\mathrm{~s})  \tag{1.3}\\
\mathrm{D}(\mathrm{~s})
\end{array}\right]
$$

If $G(s)$ has a simple pole of $s_{1}$, then $w^{t} R_{1}=0$, if, and oniy if, $w \in \mathbb{R}^{p} \subset \mathbb{C}^{p}$ is orthogonal to the column span of $R_{1}$ in $\left(\mathbb{C}^{\mathbb{P}}\right)$ *. Alternatively, regarding column span $\tilde{G}(s)$ as an m-dimensional subspace of $\mathbb{C}^{p} \oplus \mathbb{C}^{m}$ and $\mathbb{C}^{p}$ as a p-dimensional subspace,

$$
\begin{equation*}
w^{t} R_{1}=\{0\} \Leftrightarrow w \perp\left(\text { column span } \widetilde{G}(s) \cap \mathbb{C}^{p}\right) \tag{1.4}
\end{equation*}
$$

Thus [34], if $G(s)$ has poles at $s_{1}, \ldots, s_{r}$ and if $w \in \mathbb{R}^{P}$ is chosen so that $w$ is not orthogonal to the subspaces col.sp. $\widetilde{G}\left(s_{1}\right) \cap \mathbb{C}^{\mathbb{P}}, \ldots, \operatorname{col} . s p . \widetilde{G}\left(s_{\mathbf{r}}\right) \cap \mathbb{C}^{p}$ of $\mathbb{C}^{\mathbb{P}} \subset \mathbb{C}^{\mathbb{P}} \oplus \mathbb{C}^{\mathbb{m}}$, then

$$
\begin{equation*}
\delta\left(w^{t} G(s)\right)=\delta(G(s) \tag{1.5}
\end{equation*}
$$

Lemma 1. ]. ([34]) $\delta(G(s))=\delta\left(w^{t} G(s)\right)$ if, and only if, w is not orthogonal to (col.sp. $\widetilde{G}(s) \cap \mathbb{C}^{\mathrm{P}}$ ), for $s$ a pole of $\mathbb{C}^{\mathrm{P}}$. Thus, the set of $w$ satisfying (1.5) is open and dense in $\mathbb{R}^{\mathrm{P}}$.

The same result of course holds for $v \in \mathbb{R}^{m}$, mutatis mutandis. Incidence conditions such as (1.4) are familiar from the earlier work of Hautus [22] and Kimura [26] on pole-placement and from the seminal algebraic geometric interpretation of transfer functions due to Hermann-Martin [30], and have come to play a sizable role in the geometric theory of pole-assignability ([7]-[10], [12], [34]). Note especially that

$$
\begin{equation*}
\text { col.sp. } \widetilde{G}\left(s_{i}\right) \cap \mathbb{C}^{p} \neq\{0\} \Leftrightarrow s_{i} \text { is a pole of } G(s) \tag{1.6}
\end{equation*}
$$

Compare [26] and [30].
These concepts can be illustrated in the following:
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Theorem 1.2. The generic $G(s)$ can be stabilized by a compensator of order q satisfying

$$
\begin{equation*}
(q+1) \max (m, p)+\min (m, p)-1 \geqslant n . \tag{1.7}
\end{equation*}
$$

(1.7) improves, by $\min (m, p)-1$, the generic stablizability result which one obtains from the generic form of the Brasch-Pearson Theorem (see [6], [14]). If $q=0$, i.e. If one asks for stabilization by constant gain output feedback, (1.7) agrees with the condition one obtains from Kimura's Theorem [26].

Proof, Let $v \in \mathbb{R}^{m}$. If $K(s)$ is 1 Y compensator, consider coprime factorizations

$$
G(s) v=N(s) D(s)^{-1} \quad \text { and } \quad K(s)=Q(s)^{-1} P(s)
$$

Then, the return-difference determinent, as a function of ( $P, Q$ ), is a linear function

$$
\begin{align*}
& S_{q}: \mathbb{R}^{(q+1)(p+1)} \rightarrow \mathbb{R}^{n+q+m+2}  \tag{1,8}\\
& S_{q}(p, Q)=Q(s) D(s)+P(s) N(s)
\end{align*}
$$

In the coefficients of $P(s), Q(s)$, and $Q D+P N$. According to $[5]$, the rank of "the generalized Sylvestor resultant" is given by the beautiful formula

$$
\begin{equation*}
\operatorname{rank} S_{q}=(q+1)(p+1)-\sum_{v_{i}<q+1}\left(q+1-v_{i}\right) \tag{1.9}
\end{equation*}
$$

where the $v_{i}$ are the observability indices of $G(s) v$. Therefore, for generic $G(s)$, $S_{q}$ is surjective provided

$$
\begin{equation*}
q(p+1)+p \geqslant i(G(s) v)+q \tag{1,10}
\end{equation*}
$$

The proof now proceeds as follows, we assume without loss of generality that $p \leqslant m$ :
(i) Choose $s_{1}, \ldots, s_{m-1} \in \mathbb{R}^{-}$and an $m p K_{0}$ placing the poles $s_{1}$;
(ii) Choose $w^{t}$, as in Lemma 1.1, orthogonal to $\widetilde{G}\left(s_{i}\right) \cap \mathbb{C}^{p}$;
(i,ii) Since $\left(w^{t} G(s)\right)=n-m+1$, provided $q$ satisfies (1.7) for generic $G(s)$ one can find $K(s)$ with $\delta(K)=q$ placing any self-conjugate set $\left\{s_{m}, \ldots, s_{n+q}\right\}$ of poles in $\mathbb{R}^{-}$.

Remark 1.3. (Concerning Question 0.1 ) One can also obtain results on minimum order compensation for a fixed, not necessarily generic, $p \times m G(s)$ by using the formula (1.9) for the rank of the generalized Sylvestor resultant.

Remark 1.4. (Concerning the Brasch-Pearson Theorem) A more elementary argument [12] gives a proof of the Brasch-Pearson Theorem [6]. Explicitly,
simply choose $v \in \mathbb{R}^{m}$ to satisfy (1.1) and use the identity (1.9) to obtain the criterion

$$
\begin{equation*}
(q+1) p-\sum_{v_{i}<q+1}\left(q+1-v_{i}\right) \geqslant n \tag{1.11}
\end{equation*}
$$

for arbitrary pole-assignability, with a dual criterion in terms of the controllability indices $\left(K_{i}\right)$. Choosing $q=\max \left(\nu_{i}\right)-1$ in (1.11), one has the assertion that if $G(s)$ is a $p \times m$ transfer function having controllability indices $\left(\nu_{i}\right)$, then $G(s)$ can be arbitrarily pole-assigned using a compensator of order $q$. The proof of Theorem 1.2 is based on the argument given by Stevens ([12], [34]) which proves, by choosing $v$ more carefully as above, that for generic $G(s) q$ may be taken to satisfy

$$
\begin{equation*}
(q+1) \max (m, p)+2\left[\frac{\min (m, p)-1}{2}\right] \geqslant n \tag{1.12}
\end{equation*}
$$

A form of (1.12) seems to be implicit in the algorithm described by Seraji [33].

Remark 1.5. (Concerning Related Work) I should also comment on the interesting results obtained by Hammer (esp. [20]), based on an algebraic study of the interplay between feedback and precompensation (see also [19], [21]) which also has application to the stability of systems. Using this theory one can prove, for example, that if

$$
G(s)=\frac{(s+1)}{(s+2)(s+3)}
$$

and $p(s)=s^{2}+a s+b$, with $a, b,>0$, then there exists a compensator $K(s)$ such that the (uncancelled) poles of $G(s)(I+K(s) G(s))^{-1}$ are the roots of $p(s)$, while the cancelled poles are all stable. Although this seems to provide a better result than the Brasch-Pearson Theorem, which would yield the assertion that an arbitrary cubic can be assigned using a compensator of degree 1 , these two results cannot be compared since tley give solutions to different problems. For example, a dimension count shows that, also in Hammer's result, $\delta(K) \geqslant 1$ for an open dense set of such quadratic $p(s)$. Moreover, and more crucial for the solution of Questions 0.1 and 0.2 , no upper bound on $\delta(K)$ is given in [20].

## 2. NECESSARY CONDITIONS FOR STABILIZABILITY

In this section, I will sketch a proof of a theorem, obtained jointly with B.D.O. Anderson [11], asserting that $\mathrm{mp} \geqslant \mathrm{n}$ is a necessary condition for generic stabilizability by constant gain feedback. Together with Theorem 1.2 this yields, for example, that the minimum order of a stabilizing compensator for the generic $2 \times p$ system of degree $2 p+1$ is 1 . Before proceeding to the theorem, I will give some low-dimensional examples illustrating the tightness of the estimate (1.7).

For example, it follows from [18] that (1.7) gives the minimum order of stabilizing compensator if $\min (m, p)=1$.

Example 2.1. Suppose $\min (m, p)=2$. By the above remarks, (1.7) provides the generic minimum order of a stabilizing compensator provided either m+p-1引n or $m p+1=n$ holds. The case $m p=n$ is rather interesting. If $m=p=2$, one deduces that the minimum order compensator satisfying $\delta(\mathrm{K})=\mathrm{q} \leqslant 1$ from (1.7). On the other hand, in [11] a proof is give- of an unpublished result, attributed to P. Molander, which is equivalent to $\delta(\mathrm{K})=\mathrm{q} \geqslant 1$. Thus, in this case (1.7) is tight provided $n \leqslant 5$. If $m=2, p=2^{r}-1$, then (1.7) again yields $\delta(K) \leqslant 1$, while the pole-placement results obtained in [7] implies $\delta(K)=0$ whener $\min (m, p)=2$, $\max (m, p)=2^{r}-1$.

Theorem 2.2. ([11]) $m p \geqslant n$ is necessary for generic stabilizability by constant gain output feedback.

Proof. All compensators are assumed to have degree 0 . First of all, it is intuitive - from the algebraic system theoretic perspective - that generic stabilizability in continuous time is equivalent to generic stabilizability. Indeed [11], the generic system is stabilizable with respect to $\operatorname{Re}[z]<0$ if, and only if, the generic $p \times m$ system of degree $n$ is stabilizable with respect to the disc $\mathbb{D}(0 ; \rho)=\{|z|<\rho\}$.

Assuming that stabilizability is generic, the set

$$
U_{r}=\left\{(A, B, C): C(S I-A)^{-1} B \text { is stabilizable with respect to } \mathbb{D}(0 ; 1 / r)\right\}
$$

is open and dense in $\mathbb{R}^{N}, N=n^{2}+n(m+p)$. By the Baire Category Theorem, $U=\bigcap_{r=1}^{\infty} U_{r}$ is dense in $\mathbb{R}^{\mathbb{N}}$. Now consider the algebraic subset of $\mathbb{R}^{N} \times \mathbb{R}^{m p}$,

$$
\begin{equation*}
\widetilde{v}=\{(A, B, C ; K): \operatorname{spec}(A-B K C)=\{0 \vdots\} \tag{2.2}
\end{equation*}
$$

If $p_{1}: \mathbb{R}^{N} \times \mathbb{R}^{m p} \rightarrow \mathbb{R}^{N}$ is the projection, $p_{1}(x, y)=x$, on the first factor, then $V=p_{1}(\widetilde{V})$ is a semialgebraic set by the Tarski-Seidenberg Theorem. That is, $V$ is described by the conditions,

$$
\begin{equation*}
f_{i}(A, B, C)=0 \quad, \quad g_{j}(A, B, C)>0 \tag{2.3}
\end{equation*}
$$

for $f_{i}, g_{j}$ polynomials in the entries of ( $A, B, C$ ). I claim that $U \subset V$. Explicitly, this follows from

Lemma 2.3. ([ 8 ]) If $m p \leqslant n$ then the polynomial function for $\sigma=(A, B, C)$
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$$
\begin{aligned}
& X_{\sigma}: \mathbb{R}^{m P} \rightarrow \mathbb{R}^{n}, \text { defined by } \\
& X_{\sigma}(K)=\text { characteristic coeff's of }(A-B K C)
\end{aligned}
$$

has a closed image for an open dense subset of $\sigma \in \mathbb{R}^{N}$.
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Indeed, $\sigma \in U$ if, and only if, for every $\varepsilon>0 \quad \exists K_{\varepsilon}$ such that $\operatorname{spec}\left(A-B K_{\varepsilon} C\right) \subset \mathbb{D}(0 ; \varepsilon)$. Taking $\varepsilon=1 / k$, for $\sigma \in U$ there exists $K_{k} \in \mathbb{R}^{m p}$ such that $\chi_{\sigma}\left(K_{K}\right) \rightarrow$ coeff's of $\left\{s^{n}\right\}$. By Lemma 2.2 , there exists $K \in \mathbb{R}^{\text {mp }}$ such that $X_{\sigma}(K)=$ coeff's of $s^{n}$, for generic $\sigma \in \mathbb{R}^{N}$.

Nota Bene 2.4. If $m=p=1$, then image $X_{\sigma}$ is a straight line in $\mathbb{R}^{n}$, so that Lemma 2.2 is valid for all $\sigma \in \mathbb{R}^{N}$. Kimura [26] contains an example, pp. 514-515: Example 3 , of a $2 \times 2$ system $\sigma$ of degree 3 for which image $X_{\sigma}$ is not a closed set.

Since it suffices to prove the theorem if $m p \leqslant n$ we can assume, without loss of generality, that $U \subset V$. In particular, any $f_{i}$ in (2.2) must vanish identically, since $U$ is dense. Thus, $V$ is open and dense in $\mathbb{R}^{N}$.

Now consider the algebraic subset of $n \times n$ real matrices

$$
\mathscr{N}_{\mathrm{n}}=\{\mathrm{N}: \mathrm{N} \text { is nilpotent }\}
$$

It is known [28] that $\mathscr{N}_{n}$ is an irreducible algebraic subset of dimension $n^{2}-n$. Matters being so, generic stabilizability (for $m p \leqslant n$ ) implies that the function

$$
\phi: \mathscr{N}_{\mathrm{n}} \times \mathbb{R}^{\mathrm{nm}} \times \mathbb{R}^{\mathrm{np}} \times \mathbb{R}^{m p} \rightarrow \mathbb{R}^{\mathrm{n}^{2}} \times \mathbb{R}^{\mathrm{nm}} \times \mathbb{R}^{n \mathrm{p}}
$$

defined via

$$
\Phi(N, B, C, K)=(N+B K C, B, C)
$$

has an image containing an open, dense subset. In this case, then

$$
\left(n^{2}-n\right)+n m+n p+m p \geqslant n^{2}+n m+n p
$$

Equivalently,

$$
m p \geqslant n
$$

Q.E.D.

Corollary 2.5. If $\min (m, p)=2$ and $n=m p+1$, then the minimal order of a stabilizing compensator for the generic system is $q=1$.

## 3. A GEOMETRIC MODEL FOR HIGH GAIN FEEDBACK

As has been remarked (Nota Bene 2.4 ), Lemma 2.3 fails to hold if the genericity hypothesis is violated. The major point involved here is the dichotomy: Suppose for $\sigma=(A, B, C)$ fixed one has gain $K_{r}$ such that the roots of $A-B K C$ lie in $\mathbb{D}(0 ; 1 / r)$. As $r \rightarrow \infty$, either
(i) $K_{r} \rightarrow K$ as $r \rightarrow \infty$, in which case $X_{\sigma}\left(K_{r}\right) \rightarrow X_{\sigma}(K)$; or
(ii) $K_{r} \rightarrow \infty$.

Only in the latter case can $s^{n}$ fail to lie in image $X_{\sigma}$. To analyze this case, I would like to make the statement, $\mathrm{K}_{\mathrm{r}} \rightarrow \infty$, explicit in terms of feedback. Now. feedback, $u=K y$, is just a bilinear relation between inputs $u$ and outputs $y$, with a special property, viz, that $u$ is a function, $K y$, of $y$. If $k_{\lambda}$ is a 1-parameter family of feedback laws, say

$$
\begin{array}{ll}
u_{1}=\lambda y_{1} & \text { ORIGINAL PACE : }  \tag{3.1}\\
u_{2}=\lambda y_{2} & \text { OF POOR QUALITY }
\end{array}
$$

then passing to the limit, $\lambda \rightarrow \infty$, also defines a bilinear relation between inputs and outputs, viz.

$$
\begin{align*}
& 0=y_{1}  \tag{3.1}\\
& 0=y_{2}
\end{align*}
$$

Note that the equations (3.1) and (3.1)' both define 2-dimensional subspaces of $\mathbb{R}^{4}=Y \oplus U$ : (3.1) corresponds to the subspace graph ( $K_{\lambda}$ ), where $u=K_{\lambda} y=\lambda y$, while (3.1)' corresponds to the graph of a bilinear relation which is not a function $\mathrm{u}=\mathrm{Ky}$ for any $\mathrm{K}: \mathrm{Y}+\mathrm{U}$. In this spirit, I shall consider a feedback law, including "high gain limits", as the graph of bilinear relation $R$ on $Y \times U$ of rank $p$, i.e. as a p-plane, viz. $\operatorname{graph}(R)$, in $Y \oplus U$.

Of course, not every $p-p l a n e ~ V$ is of the form graph( $K$ ), for such a $V$ must be complementary to che subspace $\mathbb{R}^{m} \subset \mathbb{R}^{p} \oplus \mathbb{R}^{m}$. In this sense, the space of all $p-p l a n e s$ in $\mathbb{R}^{m+p}$ Grass ( $p, m+p$ ) contains the space of feedback laws $K$, qua graph (K), as an open dense subspace and one can interpret those p-planes $V$ such that

$$
\begin{equation*}
\operatorname{dim}\left(V \cap \mathbb{R}^{m}\right) \geqslant 1 \tag{3.2}
\end{equation*}
$$

as infinite gains or as high gain limits.
Following [7], [8], I shall describe how one might assign a set of "closedloop" poles to the p-plane graph(R)

Modulo-zero cancellations, the poles of $G^{K}(s)$ are given by the return difference equation

$$
0=\operatorname{det}\left(I-K G(s) \Leftrightarrow \operatorname{det}\left[\begin{array}{cc}
I & G(s)  \tag{3.3}\\
K & I
\end{array}\right]=0\right.
$$

Thus, to say $s$ is a pole of $G^{K}(s)$ is to say

$$
\operatorname{dim}\left(\operatorname{col} . \operatorname{span}\left[\begin{array}{l}
I  \tag{3.3}\\
K
\end{array}\right] \cap \operatorname{col} . \operatorname{span}\left[\begin{array}{c}
G(s) \\
I
\end{array}\right]\right) \geqslant 1
$$

$$
\text { col.span }\left[\begin{array}{l}
I \\
K
\end{array}\right]=\operatorname{graph}(K) \subset \mathbb{R}^{p}+\mathbb{R}^{m}
$$

is a $p$-plane in $\mathbb{R}^{\mathbb{m}+p}$. Note, if $K=0$ then (3.3)' reduces to the Hermann-Martin identity (1.6).

By definition p-planes $V$ satisfying (3.2) are called infinite gains, those not satisfying (3.2) are finite gains, in the ordinary sense. In this language, Lemma 2.3 follows from the complex analogue of
3.1. The High Gain Lemma. For generic $G(s)$, if $s_{1}, \ldots, s_{n} \in \mathbb{R}$ are such that

$$
\bigcap_{i=1}^{n} \sigma\left(s_{i}\right) \neq \emptyset \quad \text { in } \operatorname{Grass}(p, m+p)
$$

then this intersection contains a finite gain.

Thus, the High Gain Lemma asserts intuitively that if $s_{1}, \ldots, s_{n}$ can be placed in the high gain limit, then $s_{1}, \ldots, s_{n}$ can be placed by a finite gain. If the root-locus map $X_{\sigma}$ were continuous at infinity, stabilizability in the high gain limit would imply stabilizability by finite gain. However, if mp $>n, X_{\sigma}$ is never continuous at $\infty$ [ 9 ] and therefore, cf. Theorem 2.2, in most cases of interest one requires a more subtle argument - such as 3.1. Details will appear in a future paper.

## 4. STABILIZABILITY BY STATIS OUTPUT FEEDBACK

Using (3.3) one can interpret the vanishing of the return-difference determinant geometrically; in terms of the compact manifold Grass ( $p, m+p$ ). There is a classical topological invariant of any space $X$, discovered by Ljusternick and Snirel'mann [29] in the calculus of variations, which will play a sizable role in the present analysis. Explicitly, consider any covering ( $U_{\alpha}$ ) of $X$ by open sets $\mathrm{U}_{\alpha}$ which are contractible in X and define $\mathrm{L}-\mathrm{S}$ cat $(X)$ to be the minimum cardinality of such a cover. Set

$$
\begin{equation*}
k(m, p)=L-S \operatorname{cat}(\operatorname{Grass}(p, m+p))-1 \tag{4.1}
\end{equation*}
$$

Theorem 4.1. $k(m, p) \geqslant n$ implies generic stabilizability.

Pf. If one defines $\sigma\left(s_{i}\right) \subset G r a s s(p, m+p)$, for $s_{i} \in \mathbb{R} \cup\left\{\infty_{i}\right.$ and for $G(s)$ fixed, via

$$
\sigma\left(s_{i}\right)=\left\{v: \operatorname{dim}\left(v \cap \operatorname{graph}\left(G\left(s_{i}\right)\right) \geqslant 1\right\}\right.
$$

then $\sigma\left(s_{i}\right)$ is a hypersurface in Grass $(p, m+p)$. Clearly

Lemma 4.2. Grass $(p, m+p)-\sigma\left(s_{i}\right) \simeq \mathbb{R}^{m p}$.
Now, to say $K$ places the poles of $G^{K}(s)$ at the distinct real numbers $s_{1}, \ldots, s_{n}$ is to ${ }_{n}$ say (3.3), or equivalently (3.3)', holds for each $s=s_{i}$. That is, $\operatorname{graph}(k) \in \bigcap_{i=1}^{n} \sigma\left(s_{i}\right) \subset \operatorname{Grass}(p, m+p)$, and in particular,

$$
\begin{equation*}
\bigcap_{i=1}^{n} \sigma\left(s_{i}\right) \neq \emptyset \quad \text { ORIGINAL PRGE } 19 \tag{4.2}
\end{equation*}
$$

Lemma 4.3. Suppose $s_{1}, \ldots, s_{n} \in \mathbb{R}$. Then $k(m, p)$ ò $n$ implies (4.2) for any G(s).

Proof. If $\prod_{i=1}^{n} \sigma\left(s_{i}\right) \neq \emptyset$, then $\left(u_{i}\right)_{i=1}^{n}$ covers Grass $(p, m+p)$ where $U_{i}=\operatorname{Grass}(p, m+p)-\sigma\left(s_{i}\right)$. Since $U_{i} \simeq \mathbb{R}^{m p}$, one has L-S cat (Grass $\left.(p, m+p)\right) \leqslant n$ and therefore, by definition (4.1), one obtains the contradiction $k(m, p)<n$.

This tautology does not imply, by choosing $s_{i}<0$, stabilizability by finite gains, for none of the points $V$ of $\bigcap_{i=1} \sigma\left(s_{i}\right)$ might be of the form graph(K).

For generic $G(s)$, however, there exists a finite gain by the High Gain Lemma. In the next section, I will give some applications of Theorem 4.1 .

## 5. APPLICATIONS TO GENERIC STABILIZABILITY BY CONSTANT GAIN FEEDBACK

First, define the integer s by

$$
\begin{equation*}
2^{s}<m+p \leqslant 2^{s+1} \tag{5.1}
\end{equation*}
$$

Corollary 6.1. If min $(m, p)=2$, then

$$
\max (m, p)+2^{s}-1 \geqslant n
$$

implies generic stabilizability.

For $\max (m, p) \leqslant 5$, the bound in Corollary 5.1 coincides with the pole-placement bounds which one can derive, in various cases, from the literature ([7], [10], [26], [27]). However, for $\max (m, p)=6$, Corollary 5.1 asserts that generic stabilizability holds provided $n \leqslant 9$ in contrast to the best known value, viz. 8 , for pole-placement [27].

Corollary 5.2. If $\min (m, p)=3$, then the following equalities imply generic stabilizability:
(i) $2^{s+2}-3\left(2^{\mathrm{r}-1}\right)-42 \mathrm{n}$, if $m+p=2^{s+1}-2^{\mathrm{r}}+1$;

$$
\begin{equation*}
2^{s+2}-3\left(2^{r-1}\right)-2+t \geqslant n, \text { if } m+p=2^{s+1}-2^{r}+2+t, \quad 0 \leqslant t \leqslant 2^{r-1}-2 \tag{ii}
\end{equation*}
$$

(iii) $2^{s+2}-5 \geq n \quad$ if $m+p=2^{s+1}$.

Corollary 5.3. If $m i n(m, p)=4$, then the following inequalities imply generic stabilizability:
(i) $2^{s+1}+2^{s}-7 \geqslant n \quad$, if $m+p=2^{s}+1$
(ii) $2^{s+1}+2^{s}+2^{r+1}+j-7$, if $m+p=2^{s}+2^{r}+j+1$, where $s>r \geq 0$ and $0 \leqslant j \leqslant 2^{r}-1$.

In fact, one can always assert that

$$
\begin{equation*}
m+p-1 \leqslant k(m, p) \leqslant m p \tag{5.2}
\end{equation*}
$$

The left-hand side of (5.2) implies that Theorem 4.1 will do at least as well as any stabilizability result derived from Kimura's Theorem [26] while the righthand side apparently reflects Theorem 2.2.

Proofs. Eilenberg's Theorem [15] asserts, in the case at hand, that

$$
\begin{equation*}
k(m, p) \geqslant n i l \quad\left(H *\left(\operatorname{Grass}(p, m+p) ; \mathbb{Z}_{2}\right)\right) \tag{5.3}
\end{equation*}
$$

The cohomology ring $H^{*}\left(\operatorname{Grass}(p, m+p) ; Z_{2}\right)$ is given in terms of generators and relations as

$$
\begin{equation*}
R=\mathbb{Z}_{2}\left[w_{1}, \ldots, w_{m}, v_{1}, \ldots, v_{m}\right] / I \quad I=\left(\sum_{i+j=r} w_{i} v_{j}\right) \tag{5.4}
\end{equation*}
$$

and nil (R) is the maximum number of nontrivial terms in a nonzero produce in $R$. It follows from the Schubert calculus ([4], p. 130) that one can always find a nontrivial product of $m+p-1$ Schubert generators in (5.4), thereby proving the left-hand side of (5.2). The right-hand side follows from the general fact [24] cat $(X) \leqslant \operatorname{dim} X+1$ for any path connected, paracompact space $X$.

The corollaries now follow from calculations [3], [23], [35] of the order of nilpotency for the rings in (5.4), in the range $2 \mathrm{~min}(\mathrm{~m}, \mathrm{p}) \leqslant 4$.

It should be remarked that the calculation of the order of nilpotency of the rings (5.4) is entirely 4 gorithmic for fixed $m$ and $p$ and in this way a table, giving values of $n-a s$ a function of $m$ and $p$ - for which generic stabilizability will hold, can be constructed. Taken together, Corollaries 5.1-5.3 yield such a table for $m+p \leqslant 9$.
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[^1]:    *Semiaigebraic sets are defined in Section 3 , equation (3.4).

[^2]:    *Based on our techniques and those in [12], the authors of [6] have confirmed our conjecture in the case $m=2, p=3$ by showing that the Galois group of the output feedback problem is the full symmetric group, $\mathrm{S}_{5}$.

[^3]:    *Argument along these lines has been developed independently by J.C. Willems.

[^4]:    Lemma A.1: Consider an equation/inequation set $S(x, y, z)$. Then there exists a set $T(y)$ such that $T(\hat{y})$ holds if and only if for all $\hat{z}$, there exists $\hat{x}$ depending on $\hat{y}, \hat{z}$ with $S(\hat{x}, \hat{\mathrm{y}}, \hat{z})$ holding.
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