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INVESTIGATION OF CONTINUOUSLY TRAVERSING MICROPHONE SYSTEM
FOR MODE MEASUREMENT

by
D.tE. Cicon, T.G. Sofrin and D.C. Mathews

United Technologies Corporation
Pratt & Whitney Aircraft Group
Commercial Engineering

1.0 SUMMARY

The continuously Traversing Microphone System consists of a novel data
acquisition, data processing method for obtaining the modal coefficients of
the discrete, coherent acoustic field in a fan inlet duct. ine system is
intended for use in fan rigs or full-scale engine installations where present
measurement methods involving impractical numbers of microphones and long test
times are not feasible.

The purpose of the investigation reporied here was to develop a method for
defining modal structure by means of a continuously traversing microphone
system and to perform an evaluation of the method, based upon analytical
studies and computer-simulated tests. A further requirement of the
investigation was to prepare a plan for further development of the method that
would lead to a practical operational method for full-scale engine use.

In the course of this program, a variety of system parameters were examined,
and the effects of deviations from ideal operating conditions were explored by
analytical methods and by running simulated tests using computer-generated
data in place of actual test microphone data. Effects of traverse speed,
digitizing rate, run time, roundoff error, calibration errors, and random
noise background level were determined.

It was found that for constant fan operating speed, the sensitivity of the
method to normal errors and deviations was acceptable. Good recovery of mode
coefficients was attainable without imposing unrealistic requirements on the
system operating characteristics.

The subject of operation under fluctuating fan speed conditions received
special atteniion, since speed variations have long been recognized as a
source of inaccuracy in all mode measurement systems. It was found that when
highly propagating modes are measured close to their source, the effects of
fan speed variation are negligible. For modes closer to cutoff and/or measured
farther from their source, fan speed variations can seriously affect
measurement of their strengths.

T




However, a relatively simple modification of the basic Traversing Microphone
System was cevised to counter the adverse effects of speed fluctuation. This
modification involves using a time delay in the data processing phase of the
svstem to match the acoustic time delay between the time when the rotor speed
changes and when it is received at the microphone. Even though the acoustic
delay time varies among the propagating modes, use of a single compensating
average delay in the data processing results in marked improvement.

Based on results of these speed variation studies, it was concluded that the
Traversing Microphone Method, employing suitable time delay procedures, can

obtain satisfactory information on mode coefficients under realistic
full-scale engine operating conditions.

In view of the favorable evaluation of the Traversing Microphone Method, based

on results of these analytical and computer-simulated studies, an appropriate
plan for further development was evolved. This plan includes refinement of the

compensating time delay modification and details for ?uiding the selection of
a fan rig and test program so that the system can be fabricated and checked

out under actual test conditions.
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2.0 INTRODUCTION
2.1 BACKGROUND

Knowledge of the modal structure of fan noise plays an important part in the
development of quiet powerplants. For cxample, identification of the precise
source of fan discrete tones in a new engine under development (which points
the way to the appropriate design) is greatly enhanced if the associated mode-
can be defined. In another illustration, where engine modifications are
tested, the effects of these modifications may be obscured unless changes in
the appronriate modes are isolated. In the area of sound-absorbing fan duct
liners, design of the liner is facilitated by knowledge of both frequency
distribution and mode structure of the noise field to be attenuated.

Despite the importance of mode measurement capability and the duration of this
requirement for over twenty years, no practical method for obtaining suitable
mode measurements on full-scale engines has been demonstrated. On small,
experimental fan rigs, on the other hand, where the number of propagating
modes is limited, successful mode measurements have been made since the
earliest fan noise investigations. Comparable success with full scale engines
and large rigs nas not been attained,

Many methods have been explored in pursuit of this goal, a sample of which may
be found in ref. 1 through 10, The primary reason that these methods have been
unsuccessful in full-scale applications is the very large number of
microphones or microphone locations required to measure the corresponding high
number of propagating modes. If only a limited number of such modes were of
interest, the microphone requirement would still be excessive because of the
need to isolate the limited modes from the total number present. To overcome
this problem of impractically large quantity of microphones, procedures have
heen examined where a smaller number have been successively positioned in the
duct at the larger number of required locations. Such procedures are
prohibitively time-consuming for full-scale tests. Further problems arise when
microphone-holding rakes penetrate the duct and generate wakes that interact
with the rotor, creating spurious interaction noise.

The Traversing Microphone System was conceived as a method t> overcome these
problems. It consists, basically of a single radial rake, mounting a small
number of microphones, which is rotated continuously at relatively slow speed
during the data acquisition run. Tape recorded microphone data together with
fan shaft and traverse shaft position data are then processed to give c¢s many
modal coefficients as are required. By this method, the number of microphones
is reduced to a practical value and the test time is kept within feasible
Timits.

This report is an acccunt of the development of the Traversing Microphone
System and an analytical and computer-aided evaluation of the system.
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2.2 PROGRAM DESCRIPTION

An account of the basic features of the Traversing Microphone System is given
in Section 3. The section also presents an analysis of the extraneous noise
generated when the wake of the microphone rake is cut by the fan and shows how
this noise is isolated by the system sc as to not contamirate the desired
modal coefficients.

Section 4 gives the computing algorithms used in data reduction to generate
the required mode coefficients. This program did not involve actual tests on a
fan rig. Instead, data that would be generated by test were simulated for
processing by the traverse system. The data to be analyzed were generated in a
simulation program, which is also described in Section 4. This
computer-siinulated test procedure allows very close comparisons to be made
between known modes that are used to make up the synthesized acoustic field
and the corresponding values that result from application of the Traversing
Microphone Method.

Sections 5 and 6 present a detailed account of the system characteristics, as
determined by analytical studies and the computer-simulated tests. Section 5
deals with selection of design parameters and the effects of deviations from
ideal operating conditions, such as measurement errors and random noise. These
effects are examined under constant fan speed operatirig conditions. Tne
effects of small variations in fan speed, a major problem in all fan noise
measurements, are treated in Section 6.

The results reported and summarized in Sections 5 and 6, comprise an
evaluation of the Traversing Microphone System. A plan for further development
of the system is presented in Section 7.

The conduct of the work performed in this investigation was divided into
contractual tasks as a logical means of describing and monitoring the course
of the program, The format of this report, outiined above, was chosen to
present as clear a picture as possible of the principles and features of the
Traversing Microphone Method. In order to provide a bridge between the
contract Statement of Work (S.0.W) task designation and the section in this
report where the corresponding work is described, the following
cross-reference listing is provided for convenience:

Contract (S.0.W.)
Task Designation Task Description Report Section

Task 1, Part 1  Development of Mode Coefficient Algorithm 4.1, 4.2, 4.3
Part 2 Analytical Studies of System Characteristics 5, 6

Part 3 Develop Computer Program for Mode Coefficients 4.1, 4.2 4.3,

Task 2, Part 1  Develop Computer Program to Simulate Test Data 4.4, B

~

Part Computer Simulated Test and Method Evaluation 5, 6

Part 3 Plan for Further Development 7
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3.0 PRINC.r'FS OF THE CIRCUMFERENTIALLY TRAVERSING
MICROPHONE METHOD

3.1 BASIS OF THE METHOD

There are several closely related ways of describing or interpreting the
continuous circumferential traversing method for mode extraction. The
viewpoint adopted here ig, first, to recall the procedure used to obtain the
amplitude spectrum of a particular class of coherent time signals and, second,
to demonstrate that the time signal of a circumferentially traversing
microphone is a function of the circumferential mode structure at the axial
and radial location of the microphone in the fan duct. A final step, not
unique to the traverse method, is needed to resolve the circumferential mode
structure at each microphone radius into its radial mode constituents.

3.1.1 Analysis of a Class of Time Signals

Consider a general rotating machine naving a drive shaft turning at speed QL
(rad/sec). Depending on details, a variety of vibration or acoustic signals
can be generated at angular frequencies w1, w2 . . . Wg. Tnese

components are constant, not necessarily integer, multiples of the single
basic shaft frequency:wy = g1fL,w2 = goL . . . Wi = ggfu, where

the gy are called "orders".

For such a machine, the vibratory or acoustic time signal at some location may
be written

C C*
. z . _Z k . z k :
p(t) = Re Ck expi -ukt = —- expi “’kt + —5— expi wkt (3-1)
k k k

(The negative argument of the exponential is used here in anticipation of the
conventional description of forward waves in an acoustic field.)

From a 'ecording of p(t) it is required to determine the complex (amplituae
and phase) coefficients, Cx. Suppose that, in addition to p(t), there is
available on another channel a corresponding recording of drive shaft angle
¥ =Aat, and suppose we wish to first extract from p(t) the specific “target"
coefficient Cy corresponding to k = K.

This may be done by computing from the shaft angle signal, at, a complex
target signal Vg(t) = expiwyt = expi(gkt), multiplying this by p(t),

and averaging over a time interval, T. The result will be a transform of p(t)
defined as

T
Tr{p(t)} = —]f— p(t) expi(gknt)dt (3-2)
0
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On substituting the series representation for p(t)
% (T .
mlaw} =) 4~ + i (g, - glatlit » (3-3)
K

O (T
- T 0e><p1 "(9)( + gk).at]dt
k

For the single component of p(t) corresponding to k = K, the target signal,
the intesrand in the first series is unity and the resulting time average is
Ck/2. A11 other terms in both serics haie oscillatory integrands. The
resulting integrals will vanish if the integration time ¢ ._rrespunds to an
integer number of cycles, but this feature is not essential. Because of the
time-averaging feature, the contributions from such terms may be reduced to
acceptably small levels by use of a suitably long averaging time, T. These
extraneous contributions to the transform of p(t), called residual terms, are
discussed in some detail later.

The result of this processing of the pressure signal is thus

T
Tr(p(t)} = —}-—Iop(t) expi(gKnt)dt (3-4)

C
= —25— + residual terms

With the understanding that the residual terms can be made as sinall as we
plesse by taking T large enough, there follows the expressions for computing a
typical target coefficient

¢ = 2tr {p(t)} (3-5)

By repeating this process for values of K corresponding to frequencies or
orders of interest, the components of p(t) may be determined.

An important feature of this type of transform is that small variations in
drive shaft speed,fl, are accommodated since they are reflected in
proportionil changes of the p(t) components as well as the target signai. The
integrand, expi [(gx-gy lat] remains unity for k = K whether n is constant

or not. For variable speed, At is replaced by the measured shaft ungle

t
¥(t) = f.n.(t)dt
0
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To conform with the fact that the target signal, V, is formed from direct
measurement of shaft angle, ¥, rather than measurement of shaft speed, 2, and
since this distinction is an important, advantageous feature of the method,
the transform, eq. (3-2), is better expressed in the more general form

T
Tr{p(t)} S —}r—fop(t) expi [gK‘d(t)]dt (3-0)

ffor speed variations normally encountered in practice, as with the constant
speed case, it is shown later that the "residual terms" can be reduced to
satisfactory levels so that the coefficient, Cx is still given by eq. (3-5).

It will be recognized that the process defined by eq. (3-6) is analogous to a
tracking filter where the tracking signal frequency is a selected multiple,
gk, of the shaft frequency. Because the process gives the coefficient
corresponding to a selected multiple of shaft frequency rather than a specific
fixed frequency, it may be called an "order" transform.

The foregoing gives the essentials of the procedure for analyzing a class of
coherent time sigrnals in general. It will now be shown how the acoustic mode
structure of fan noise can be made to correspond to a time signal having
properties that allow the order transform to be employed effectively.

3.1.2 Time Signai of Traversing Microphone

Tiie expressions for the behavior of the coherent fan noise field in a duct are
well known, However, for the purpose of introducing the basic features of the
circumferentially traversing microphone system it is best to restrict
attention to the acoustic pressure at a fixed radial location in a fixed
transverse plane (perpendicular to the duct axis), and to describe the
acoustic pressure there in terms of tv variables: angular location, &, and
time, t. The resulting expression is simply

p(g,t) = P’.Z z C:‘ expi (m@ - nat) (3-7)
m n

Yere m is the circumferential wave number (with positive integer values
corresponding to forward spinning modes and negative numbers indicating
reverse spin). .. is shaft speed {assumed constant initially), and n is an
integer giving the harmonic or order with respect to shaFt speed. n is
restricted here to positive integer values, the most important by far
corresponding to fan blade-passage harmonics: n = 8, n = 2B, etc., where B is
the number of fan blades.

The complex circumferential mode coefficient, C", gives amplitude and phase at
order n of the m-mode pattern at the radial locTtion and transverse plane of
the microphone,
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The tiraversing microphone system that will be used to measure the pressure
field is shown schematically in Figure 3-1. Several microphones are disposed
radially along a rake assenbly that rotates in a circumferential direction at
angular speed T'. The expression for the pressure, eq. (3-7), applies to any
one typical microphone radius.

ROTOR ANGLE
RECORDED it}

MICROFPHONE RAKE pit)
RECORDED

MICROPHONE TRAVERSE
RAKE ANGLE
RECORDED

rit) = Qt FOR CONSTANT ROTOR SPEED

8ty = 't FOR CONSTANT MICROPHONE

/ TRAVERSE SPEED

Figure 3-1 Schematic of Traversing Microphone System

The signal sensed by a typical microphone is obtained by replacing @ in
eq. (3-7) by Tt to give
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p(t) = p(6=Tt, t) = ReZ z Cn expi (mT'- nalt (3-8)
m n
or plt) = Rez z C; expi -w:‘t (3-9)
m n
where w; = (na- mT) (3-10)

is the circular frequency, sensed by the rotating microphone, of the m-mode
spinning pattern associated with the nth order fan shaft harmonic.

Thus, for each mode, m, associated with a shaft harmonic, n, there is a
corresponding freguency,w%, in the time signal of the rotating microphone.
This relation is illustrated in Figure 3-2, where a frequency component

Wy, = nain fixed coordinates splits into a tone cluster with constituents
spaced T" radians/sec apart in the rotating microphone coordinate system.
Reverse spinning modes (m negative) sweep past the moving microphone at higher
relative speeds than corresponding forward modes (m positive) and generate
slightly higher frequency signals in a way that transforms higher relative
velocities into higher frequencies.

MODE ROTATION
(+m) FORWARD  REVERSE (-m) wga nQ ~mn
n n n n+1 n+1 n+1
MOVING “3 “0 w_3 @3 wg w_3

- | MICROPHONE ? 0

O | SPECTRUM

w

w

Q.

w

w

w

[+

[¥T]

>

<

[+

-

FAXED MICROPHONE SPECTRUM
nQ in+1) Q W —
CIRCULAR FREQUENCY, w
Figure 3-2 Frequency Separation Effect of Traverse Speed

If the microphone rotational speed is not too high the tone clusters from
neighboring n-harmonics will not overlap, and there will be a one-to-one
reciprocal mapping between the (m, n@) points in the modal-frequency spectrum

————— -
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of the ncise field and the frequency components,a);, in tne traversing
microphone time signal.

This relationship, illustrated in Fiqure 3-2, may also be interpreted in terms
of the modal-frequency spectrum of the acoustic field, as shown in Figure 3-3.
To simplifv presentation, it is assumed that the only significant frequencies,
@, in the tixed-coordinate specification of the fan noise field, correspond to
multiples of blade-passage harmonics: w = B, 2BR, etc., For each such

harmonic, the circumferential_modal structure can be represented by a set of
delta functions of strength IC I located at the appropriate modal coordinate, m.
Thus tne sound field in fixéd"¢oordinates can be represented by a two-
dimensional spectrum in variables m and w. The effect of microphone rotation,
as given by eq. (3-10) isnto transform each (m,«w ) point in fixed coordinates
into the frequency ' = @_ = (na- mT in the rotating microohone ccordinate
system. This transformation is shown in Figure 3-3 by connecting each (m,w)
point in the modal-frequency spectrum with a point o' = w M on the vertical
freguency axis by means of a line with slope T'. m

FREQUENCY, w, w

w' = w:‘ =(nQ — ml
2 BPF CONTAMINATED BY
3 BPF IN THIS RANGE

3BQ

UNCONTAMINATED SIGNALS
FROM BPF MODES

L | | 1 J
-38 -?8 -8 0 B 28 3B
CIRCUMFERENTIAL MODE NUMBER, m
Figure 3-3 Modal Frequency S;~ctrum and Its Equivalent in Rotating

Microphone Signal

Recoverv of the modal coefficients C; comprising the microphone time signal,

10
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p(t), in eq. (3-8) is patterned after the procedure described previously for
analysis of a time signal. In this case two parameters, m and n, are involved.
By measuring both fan shaft angle, ¥ =at, and microphone angle, @ =T't, a
reference signal is formed for target mode m = M and order n = N

expi - (MT'- NA)t (3-11)

N
VM(t)
expi - [MO(t) - N¥(t)]

or

where, generally, 6(t) = !T‘(t)dt and ¥(t) = f-ﬂ-(t)dt.

Multiplying this target signal by the microphone signal and time-averaging
gives the transform

T n
C
Tr{p(t)-} = ']T" [Rez Z ,zmexpi (m6 - nﬂ ’ V:f,‘ (t)dt (3-12)
0 m 0
T ch
T = m : - _ _
r{p(t)} T z Z—-z— expi [(m - M)8(t) - (n -N)¥(t)]dt (3-13)
Om n

*
+ cnnjugate terms 1rvolving Cr:

For the single component of p(t) corresponding to the target signal, that is,
m=Mand n = N, the integrand is the constant, (1/2)C,. All other integrands
are oscillatory, including those for the conjugate terMs. Therefore, their
time-averages either vanish exactly or can be made as small as desired by use
of a suitably long averaging time, T. Neglecting such residual terms, the
transform reduces to

N
C
T {p(t)} = - (3-14)
from which the modal coefficient is given by
N _
Cy = 2Tr {p(t)} (3-15)

For a harmonic, N, ,of fan shaft frequency (usually B, 2B, etc.) a succession
of target signals Vo (t), with M = 0, +1, +2, are used in the transfom, eq.
(3-12), to give all the coefficiencs of the propagating modes, in turn, In
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this manner, all the C: or, alternatively, only those of special interest may
be computed.

Details of the process will be developed later, especially the reduction of
residual terms. At this point i’ is worth noting that for the targetN(m =M,

n = N) mode the integrand in .. (3-12) is just the constant (1/2)C,),, whether
or not the fan shaﬁt and microphone speeds are constant, so that rec@very of
the coefficients C,, by eq. (3-15) would not seem to depend upon maintaining an
ideally constant fgn speed during the data-acquisition time. Further analysis
of this question, which turns out to be more complicated, was a major subject
of the investigation and is reported later.

3.1.3 Determination of Circumferential - Radial Mode Coefficients

The final step in the traversing microphone method utilizes the values of the

circumferential modal coefficients, C", that have been calculated, as
described above, at ﬁach microphone ridial location, to determine the radial
mode constituents, C_ , of the pressure field corresponding to each (m,n) pair.
This radial mode dec@ﬁposition is not unique to the continuously traversing
microphone method, but common to all mode measurement systems where the
acoustic pressure is measured at a plurality of angular locations and radii in
a common transverse plane of the fan duct.

For each microphone radius, r=rj, the continuous microphone traverse method
has generated, as previously described, a set of circumferential coefficients
that depend on the microphone radius and can now be designated by ¢ (r.)
instead of just C" to indicate their radial dependence. From the wﬁ]l-ﬂnown
properties of the Qcoustic field in a cylindrical duct each such Cn (ri) (the
complex pressure at r=r; due to mode m, order n) can be expanded in a series
of radial mode eigenfunctions, E@‘

-l
)

- n an
) -/"=0 mM Er.}«\kmﬂri

where Egﬁ(kﬂﬁri) = Jm(kg,fi) +Q

n . -16)
cm(ri ) (1 1,2, . . .1) (3-16)

D‘Ym(kgﬂri) (3-17)

Computer programs exist for calculating the eigenvalues kpn,and Qnu and

the resulting eigenfunctions Ep, for circular or annular ducts in termms of
the apnropriate inner and outer radii. Therefere, eq. (3-16) is a set of
1inear equations in the unknown modal coefficients, Caﬂ, with known constant
coefficients, (kmaTi). There are U unknown quantities, CP,, where U

is the highest radial mode, corresponding to m, that can prdpagate at
frequency na. These linear equations can therefore be solved for the Caﬂ
provided that the number of equations, I, or radial locations at which "the
circumferential traverses have been made to give the Cﬁ(rj), is at least
equal to the greatest number, U, of radial modes that can propagate to the

12



plane of the microphones. Details of the method of solution are given in a
later section of this report.

This concludes the basic description of the principles of the traversing
microphone method. Detailed features of the method, and the effects of design
parameters and departures from ideal operating conditions are the subjects of
the remainder of this report.

3.2 SEPARATION OF TRAVERSE WAKE INTERACTION NOISE

The general concept of measuring fan noise modal structure by means of a
plurality of microphones distributed across a section of the inlet duct has
always been subject to criticism due to concern with the fact that the wakes
from the microphone rakes or support structure are cut by the fan to create
extraneous interaction noise modes. This extraneous noise makes it impossible
to obtain accurate measurements of the primary noise mode structure present
under normal operating conditions. Exceptions to this problem of noise
contamination have existed under certain laboratory test conditions where the
microphone wake interaction- were ignorable due to extremely low inlet air
velocities and/or small wake size. But, in practical, large scale fan rig or
engine configurations, many microphones are needed to measure the large number
of propagating modes, and since the inlet air velocity is substantial, wakes
from the required microphones and their support structure are bound to produce
significant levels of contaminating interaction noise. In fact, circumvention
of this problem led to the concept of arrays of microphones confined to the
wall surface of the inlet, as described in ref. 1 and 2. One probiem with such
wall-mounted microphone arrays is that an undesirably large number of
microphones and/or long test times are usually required.

Because of the importance and prominence of this extraneous interaction noise
problem, the continuously traversing microphone method was carefully examined
from this standpoint before initiation of the detailed program of study which
is the subject of this report.

In the first place, it is obvious that any radiaily oriented rake, bearing a
set of microphones and spanning tne inlet duct, will produce extraneous
interaction modes of essentially all circumferential orders, m, at each
harmonic of blade frequency. Minimizing dimensions of rake and microphones and
streamlining may help, but due to the substantial inlet airspeeds present in
practice, such measures may not be adequate. However, the modal structure of
the wake interaction noise from the circumterential traversing microphone,
differs in a crucial way from the mode structure that would be generated by
the wake of a fixed radial rake. This distinction between the extraneous noise
fields of a fixed radial rake and a circumferentially traversing radial rake
allows the extraneous and primary interaction noise fields to be separated,
and thus permits accurate measurements of the primary, uncontaminated noise
field to be made by the traversing microphone system.

The general nature of this distinction is equally obvious: the wake of the
fixed rake is fixed in space and time, whereas the wake of the traversing rake
rotates slowly about the duct axis. It is this apparently small difference
that matters, as is shown in the following analysis,

13



ORIGINAL PAGE IS
OF POOR QUALITY,

Consider the wake of a fixed radial obstruction in the inlet, and especially
the £th circumferential spatial hammoric of this wake. When this distortion is
cut by the rotor, the interaction noise field will be a superposition of
frequency harmonics of the form

py(8.t) = Re{Ciexpi [(n 7£)6 - natl} (3-18)

(For B evenly spaced fan blades, n = B, 2B, etc.)

If, now, the radial obstruction turns slowly at T rad/sec the relative air
velocity will not change magnitude, so that the wake defect and the modal

coefficient amplitudes are unaffected. However, due to the wake rotation the
frequency of wake cutting is changed. It can be shown, ref. 11, that the
resulting pressure pattern becomes

pp(6,t) = RefCiexpi [(n | £)8 - (na £7)t]) (3-19)

This states that two mode-frequency pairs are produced:

mode number, m frequency, w
(n -2) (na-£T)
and (n+2) (na + ¢7)

Because of wake rotation, the m = n-£mode is now present at frequency

(noL- 27) instead of just nain the fixed wake interaction, and the other mode
with m = n+£ has a higher frequency, na+LT. (If the wake rotation is counter
to thet of the rotor a negative value of T is used.)

To obtain the corresponding time signal sensed by a microphone that also
rotates at T, © is replaced by 6 =Tt in eq. (3-19) just as was done for any
fixed wake interaction in obtaining eq. (3-8). The result is extremely simple

pglt) = p (8=Tt, t) = Re[c;‘expi - n(.a—T‘)t} (3-20)

As a result of the cancellation of the £Tt terms in eq. (3-19) when the & =Tt
replacement is made, it is seen that the rotating microphone signal is
completely free of any spectral component involving the wake harmonic, £.

The actual wake will be i superposition of spatial harmonics, £, so that the

complete microphone signal associated with the nth frequency harmonic of rotor
shaft speed is
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pn(t) = Z pz(t) = Re[ ( Z CE ) expi - nla --T‘)t] (3-21)
Y

V]

or p(t) = Re{pn expi - n(Il-T‘)t} (3-22)

The extraord1nary feature of this rotating microphone signal, as evident from
eq. (3-22), is that for each hamonic of rotor shaft speed, n, there is but a
sin 1e component in the rotating microphone spectrum instead of a cluster of
tores.” Regardless of the rake wake structure, the rotating microphone signal
has a frequency of n(fL-T) despite the existence of the plurality of mode
pairs (n + £) for £=1, 2, etc. present in the duct acoustic field.

By comparison of this signal, eq. (3-22), with the more complicated signal
sensed by the rotating microphone that corresponds to the unperturbed modal
field, eq. (3-8) and (3-10), the extraneous wake-cutting signal frequency
co1nc1des with that of the s1ngle component of the unperturbed field mode
having m = n.

Instead of the microphone wake noise contaminating all of the spectral
components, the contamination is restricted to spectral lines corresponding
only to those of the direct rotor field (m = n) rather than the general
interaction field having components corresponding tom = 0, +1, +2, etc. for
each n. -7

For a rotor operating at subsonic tip speeds only those interaction noise
modes having |m| less than r can propagate. Thus, the presence of components
in the rotating microphone signal at frequencies corresponding to the direct
rotor field where m = n are readily identified as due to the extraneous
microphone wake cutting noisa and are ignored. A1l other spectral components
correspond to the primary interaction field to be measured and are
uncontaminated by the wake of the traversing microphone system.

This ready separability of the "true" and "spurious" spectral components is
illustrated in Figure 3-4, for a symmetric B-blade rotor operating at subsonic
tip speeds. (At supersonic rotor speeds, where modes with m greater than B can
propagate, the spurious wake cutting signal will contaminate only the m = B
mode. )

> B edm < -0 ONLY PROPAGATE AT SUPEREONIC NOTOR SAEEDS
™) < B AT SUSSONC TP SPEEDS

/ N
M

CIRCUMFERENTIAL MODE NUMBER. m

{
|
.
|
.

.

Figure 3-4 Spurious Signals Caused by Traverse Microphone
Wake-Rotor Interaction
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4.0 COMPUTING ALGORITHMS AND SIMULATED TEST PROCEDURES
4.1 INTRODUCTION

During this investigation a computer program was developed to extract the
circumferential mode coefficients, CR( by transforms of the micropnhone
signals as given in eq. (3-12) and (9 %) Resolution of these circumferential
modes into radial mode constituents, Ch,, by solution of the simultaneous
equations, eq. (3-16), comprised the ngﬂt part of the computer program. These
two subprograms form what is called the Analysis Program.

Computer-simulated tests were conducted to check out this program and study
the overall operating characteristics of the traversing microphone system.
These tests required writing a program to simulate the pressure signal that
would be measured by the traversing microphone during the course of an actual
test run on an engine or fan rig. This computer program is called the
Synthesis Program. The Synthesis Program, obviously, would not be involved in
processing of any actual fan noise test data.

This section discusses the aigoritnms used to perform the required
calculations. The notation used here is consistent with that employed in the
previous sections. The actual computer programs involve somewhat different
notation to conform with standard practice. Consequently, to avoid problems

with translation of notation and because programming details are of secondary
interest, detailed descriptions of the computer notation, programming, and
inmput-output format are relegated o Appendix B.

4.2 ALGORITHM FOR CIRCUMFERENTIAL MODE COEFFICIENTS: C;

For purposes of digital computation, the inuegralntransform eq. (3-12), used
to obtain the ci cumferential mode coefficients, C_, from the microphone

signals, must be replaced by a finite, discrete *r@nsform The basic integral
transform of eq. (3-12) can be expressed as

Tr{p(t)} "]r J o(t) v (t)dt

T
= JI' j p(t) expi - [MO(t) - NY¥(t)ldt (4-1)
)

The specific circumferential modal coefficient F: is then given by eq. (3-15),
i.e.

¢l - ooty {>v))

(For simplicity, the radial location dependence of p(t) and M,N indices for
the operator symbol Tr{ } are suppressed.)
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Because the orthogonal properties of the sine and cosine functicns apply for
finite summation as well as for integration, an effective discrete transform
corresponding to eq. (4-1) is

-1

] N

Tr{p(tq)} = Tt p(tq)VM(tq)At

G=0
Q-1

_1 - .

= TZO p(tq) expi [Me(tq) Na’(tq)]At

q=

For Q equal time increments, at = T/Q, this becomes

Q-1
= ] i - - % -
m{plt) “7-_3 pltg) expi - [MO(z,) - N¥(t )] (4-2)
q=

Values of p(t), @(t) and y(t) at the instants t, are supplied to the
computer by digitizing the pressure and angle aﬁalog signals generated by
microphones and shaft angle transducers. The pressure signals must bhe
prefiltered by low-pass analog filters and the digitizing rate (or sampling
frequency) must be selected by Nyquist criterion to prevent aliasing. The
normal calculation procedure is to select an order N (usually B or 2B) of
interest, and to then execute eq. (4-2) for M = 0, +1, +2 . ., ., up to the
maximum M that can propagate. This is done for each radially located
microphone gengrating p(tq). (The corresponding circumferential mode
coefficients CM are just twice the transform, by eq. (3-15).)

This procedure under ideﬂ] operating conditions is sufficient to obtain
accurate values of the C,,. In practice, however, a number of factors may lead
to contamination of the vesult. These factors include the presence of
broadband random noise in the p(t) signals, and a combination of fan speed
variations and source-to-microphone acoustic propagation time delays. These
effects are treated in some detail in Sections 5 and 6. For the moment, it is
sufficient to state that these contaminating effects can be reduced by
modifying the transforms with a weighting function factor, W(t) or W(t,), in
the integrand. This is a standard signal analysis procedure, called weighting,
tapering or windowing, employed to reduce the contamination ("leakage") from
of f-target frequency components in the signal.

Several standard weighting functions, W(ty), are in use. For the current
traversing micropnone study, two options were used:

Rectangular weighting: N(tq) Bl (4-3)

(as implied by eq. (4-2))
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2wt
Hanming weighting: W(t() = ooz [0.54 - 0.46c0s(—-3)] (4-4)

The generalized, weighted form of the transform eq. (4-2) is

Q-1
o - ) .
m { p(tq)} GZO pleg Mt} expi - WAt ) - Nt )] (4-5)
q=

N

This is the algorithm used in this study for computation of the coefficients CW
i

employing either eq. (4-3) or (4-4) for the w(tq) weighting function cptions.
4.3 ALGORITHM FOR CIRCUMFERENTIAL-RADIAL MODE COEFFICIENTS, C;‘

After the circumferential mode coefficients, Cg (rj) have been obtained at
each of the microphone radii, rj, a screening procedure unould be used to
eliminate circumferential m-modes judged to contribute comparatively
neg]i?ible v (ri) at all rj locations. This screening may be done

manually by examination of a CP (r;) printout table or by writing a

computer screening program to gridqe the circumferential and radial mode
subprograms. If the number of propagating modes is sufficiently small, it will
be simpler to compute all Ca without screening. (No such screening

procedures were needec or used in the computer-simulated tests run in tnis
program. )

Then, corresponding to each CR(ri), a resolution into constituent
circumferential-radial mode coef}icients, CR,, may be performed by soiution
of the previously given simultaneous equati?:s that express each Ca (ri)

in terms of the unknown coefficients, Cﬁ,, and the known eigenfunctions,

Egﬂ(km‘nﬂ, eq. (3-16), i.e.

U-1
n - n P
chr.) -/;O o i) (712 D)

The known constants Emﬂ(kmﬂrf) are computed from eq. (3-17).

U denotes the number of propagating radial («) modes associated with the
circumferential mode index, m. The largest number of radial modes will exist
for m=0, with progressively smaller numbers as m increases. Evidently the
number of microphone locations, I, must be at least equal to U. This means
that there will be more readings and equations available for obtaining the
comparatively few Cﬁ“ when m is large than when m is small,

Procedures for solving eq. (3-16) have been examined in some detail and
reported in ref. 12. The procedure selected for use in this investigation was
adopted on the basis of the ref. 12 study and for two other reasons that will
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be now developed. It is worth remarking that the prime objective of this
program was to study the properties and to refine the procedures of the
circumferentially traversing micropnone system. It is oniy after the
circumferential mode coefficients CP (rj) have been obtained by the
traversing microphone method or any other fixed-microphone array method that
procedures for extracting the radial constituents, C%”' need be considered.
A detailed study of radial mode extraction procedures, such as reported in

ref. 12, is beyond the objectives of the program reported here.

For background purposes it is helpful to consider the hypothetical case where
the circumferential mode coefficient, CR, has been determined as a
continuous function of r, so that eq. (3-16) becomes

U-1
c;m Z c;/ Em/(kny‘r) (4-6)

=0

In this case, the cn may be recovered by ap iying the bessel transform as
follows e

U-1
b b
n e - n
L Cplr) reE, (kr)dr = E Cny« L rEn K rEp (Ko r)dr, (4-7)
/:0

where the range of integration is from r = a at the hubd or inner radius of the
annular duct to r = b at the tip or outer radius.

Because of the (r-weighted) orthogcnality of the eigenfunctions

b A, for M=V
rE_ (% rE (kK r)dr = (4-8)
Ja e - mvom 0 for N Y
b 2
where j\mv = . rEg (kp rdr,

only the diagonal terms on the right hand side of eq. (4-7) survive, thus
giving the C;v coefficient explicitly

b
n 1 n e
Cmv =A——-mv L Cm (r)°r Emv(kmvr)dr (4-9)

This procedure and its result are closely analogous to the Fourier type
integral transform used previously for circumferential mode analysis. However,
unlike the Fourier integral transform, it does not translate exactly into a
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discrete form because the orthogonality property, eq. (4-8) holds only for
integration and not also for finite summation.

Since in practice the Ch) (rj) are available at only a finite number of

radial locations, a discrete finite form for CA my » corresponding to

eq. (4-9), is not obtainable. There will a]ways remain off-diagonal terms in
the equivalent of eq. (4-7). It may be expected that these oft-diagonal terms
may be made small compared with the diagonal elements by employing small
r-increments (more microphones), by judicious selection of the rj locations
in the annulus, by use of some h1gher order numerical 1ntegrat1on (such as

Simpson, ~tc.), or by employing some combination of these measures,
The procedure selected in this study was as follows:

i. [t was assumed that I equispaced microphones were employed to measure
the U radial modes, with 13 U.

ii.  Then, each of the I equations of eq. (3-16) is multiplied
by riEmy(kmyri) and the results are summed over i to give a new
set of equations

I
n
:Z: Cnmi By Ky = [: r; W‘ mﬂr1)Emv(kmvr1):] (4-10)
i=1

,«=o

iii. The above set of equations, eq. (4-10), is U simultaneous linear
equations in the U unknowns, Cf,. The first equation is obtained by
using the index v = 0, the second by v =1, etc., ending with ¥ = U-],
As described, there will be non-zero off-diagonal terms on the right
hand side. However, these terms will be small compared with tine diagonal
elements if the number of microphones, I, is reasonable and will
approach zero as I increases, because the finite summations are
approximations to the integrals having properties of eq. (4-8).

iv. Eq. (4-10) is now in standard simultaneous equation form and can be
solved by any appropriate subroutine available in the user's computer

library.

Execution of this part of the analysis program completes the determination of
the circumferential -radial mode coefficients. It may be shown that the
procedure described above corresponds precisely to obtaining a be-t fit, in
the least sqguares sense, of the U eigenfunctions to the I data points,
Calry). A further dxscuss1on of tne procedure is presented in Section 5.

4.4 SIMULATION OF PRESSURE FIELD

As described in Section 4.1 a computer program was written to generate
computer-simulated pressures that would be sensed by the traversing
microphones in an actual test. The simulation program starts with a sel<ctable
number of modal coefficients having known, . ssumed values. .t then computes
the microphone pressure p(tq) at eacn instant of time as a superposition of
the modal contributions,
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At this point, a provision is made to modify the resulting pressure in a
variety of ways. These modifications may involve rounding or truncating the
pressure or may involve the addition of random broadband noise. If no
modifications are made, the computed pressures when used as input to the
previously described analysis program will obviously result in computed modal
coefficients that agree with the initial input selections. (Insufficiently
close agreement indicates progjramming error or computer roundoff error, either
of which requires immediate correction.) Depending on the nature of the
modification aprlied, tnis simulation-analysis loop provides an instructive
means for ctudying the effects of deviations from ideal operating conditions
upon the performance of the traversing microphone method.

For constant speed operation, the algorithms used for synthesizing the
pressure at a typical microphone location are

- LIS - 11
p(tq) = Rez Z Ch _xp1[m9(tq) nl(tq)] (4-11)
m n
wnere microphone angle 9(tq) =T~tq (4-12)
fan shaft angle X(tq) =at, (4-13)

The pressure, p{tqy), thus simulated by eq. (4-11) serves as input to the
analysis algorithﬁ, eq. (4-5). The values of @(t,) and T(t,) obtained from
(4-12) and (4-13) are also used to formulate the target signals,

—

(ad

~
"

expi - [MO(tq) - NY(tq)]. (4-14)

employed in the analysis tronsform, eq. (4-5).

In eq. (4-11), each Cff is a circumferential mode coefficient at the typical
microphone radius. The phase of this coefficient is defined as zero when the
microphone is at 6 = 0 and the shaft angle is at ¥ = 0 or any integral
multiple of 27 This convention conforms with standard mode measurement
practice.

In the simulated tests performed here the number of modes employed to make up
the pressure was kept small to make the program more easily manageable and its
results clearer than if very many modes were used. Most "tests" employed only
1 or 2 shaft harmonics, n = B and/or n = 2B. For each such n, frequently a
single m mode was used, and rarely were more than three modes present,

In the analysis part of the program, values of the target parameters, M and N,
included the m and n input values, together with other m and n for which there
was no input (C° = 0). An ideal, perfect result of a "test" was to obtain

all the input mode C; accurately and to obtain essentially zero output when
targeting other modes.
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As mentioned at the beginning of this section, the ideal pressure signal,
simulated by eq. (4-71), couid be modified when desired in order to reflect
rounding or truncating or to include the addition of a computer-generated
random noise signai to simulate broadband noise. These options are discussed
in Section 5,

It should be repeated that eq. (4-11), eq. (4-12), and eq. (4-13) apply only
to constant rotor and traverse speeds. Variable speed operation requires
different expressions and is discussed in Section 6.

Simulated tests for determination of the circumferential-radial mode
coefficients, Cﬁ,, in temms of the circumferential coefficients, CR(r;),
epa

were performed rately from the circumferential traverse program for
reasons given in Section 4.3,

e algorithin used to simulate the circumferential mode coefficient,
Lp(ri) at a plurality of radii, rj, is given by eq. (3-16), i.e.

u-1

E )

kor
Mo “nper i

¢r.) = "
m i Mt
A =0

For a fixed m and n, a set of Cf, would be selected corresponding to

AM=0,1, ... (U-1) and the Ch(rj) would be computed for each micropinone
radius. These simulated CR(r;) cou]d then be modified to incorporate
truncation errors, for example, or other options. The modified CR(r;) then
served as input to the analysis algorithm, eq. (4-10). Comparison of input and

output values of the q&aled to an evaluation of the radial mode
decomposition process.
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5.0 SYSTEM CHARACTERISTICS - CONSTANT SPEED OPERATION

At this point a nrospective user of the traversing microphone method probably
has two types of gquestions to be resolved:

1. How should design parameters of the system - traverse speed, traverse
time, etc. - be selected to make measurements on a specific engine or rig?

2. How significant will deviations from ideal operating conditions, such as
rig speed fluctuations, broadband fan noise, etc. be in affecting the
accuracy of the results?

Both classes of questions are addressed in this Section 5 and in Section 6.
Variabie speed operation is discussed in Section § rather than in 5, Although
it is but one form of deviation from ideal operation, its scope and impact on
all mode measurements warrants special attention.

There is not always a clear boundary between the type 1 (design paramete:rs)
and type 2 (deviation) matters, but this categorization may nevertheless be
helpful,

A listing of some topics in these categories follows:

Design Parameters to Be Selected

Travarse speed T
Traverse time T
Traverse turns R (= (i/727)PT)

Q/T

rs

I

1

Digitizing rate
Microphone radii
Number of microphones

Deviations and Errors

Error in pressure measurement

Error in rotor angle measurement
Error in microphone angle

Residual term errors in algorithm
Extraneous spectral components
Broadband noise contamination

Rotor speed deviations (Section 6)
Traverse speed deviations (Section 6)

Section 5.1 discusses the frequency response function of the system, which is
basic to further study. Section 5.2 addresses questions that deal primarily
with selection of design parameters, and Section 5.3 focuses on the effect of
errors such as listed above. Recause these matters are often related, there
will be frequent cross-references between 5.2 and 5.3,
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The characteristics discussed in Sections 5 and 6 were determined by means of
analytical studies or computer-simulated tests, or by a compination of these
methods,

Selection of design parameters and estimation of the effects of deviations
from ideal operating conditions is based on the frequency response function of
the system, which will now be examined.

5.1 SYSTEM FREQUENCY RESPONSE FUNCTIONS

A frequency response function of the traversing microphone system will be
defined as the result of transforming a unit amplitude, complex pressure

signal at arbitrary frequency,w, by transforms of the type given in Section 3
for the continuous case and in Section 4 for the discrete analysis.

A urit weighting function, W(t) ® 1 is considered first. For the integral
transforms of Section 3, the frequency response function, denoted by y, has
the generic form

ta + T

y =-} expi (-wt) " expi (aht)dt (5-1a)
ta
ta + T

v expi (@) -w)t dt (5-1b)
ta
ta + T

y = } expi (awt)dt (5-1¢)
ta

The factor expi (-wt) represents any pure haruanic component in the signal
p(t). The target signal, under constant fan and traverse speeds, is given by
expi (wyt), and sw is the difference frequency. As is seen, y is a function
of sw and also of the averaging time, T, and the initial time, t,.

The inte?ration in eq. (5-1c, is immediate, and after a little manipulation,
the result can be expressed in 1 standard form

- S—‘Z’l:;,;.%ﬁ expi an(t_ + T/2) (5-2a)
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or, with aw= 27af,

_ sinafTa .
: y = g expil2af(t, + 7/2)73 (5-2b)

The amplitude of v indicates how well a signal is measured and is the well
known "diffraction function”

. - sin(afTm) -
It is occasionally more convenient to denote this same quantity by the
notation
~ . _ sinafTar _ sinawl/2 _ .

This function is unity for af = 0 and has zeros where Af is a multiple of
1/T. 1t is sketched in Figure 5-1. The height of the nearest side lobe is
about -13.5 dB relative to the main lobe, and subsequent maxima vary inversely
with af. Note that if the time origin is defined at the midpoint of the run,
so that ty = -T/2, the phase shift implied by the exponential factor in

eq. (5-2b) vanishes for all af.

lyl=|DIFAM |
¢ 5 -4 =3 -2 -1 o 1 2 3 & 5 &
T T T T T T T T T T T T
At
Fiqure 5-1 System Frequency Response Function Ampl1itude

lyl = dif(afT) = sin(afTr)/(afTr)
(Uniform Weighting, W = 1)

25



ORIGINAL PAGL i3
OF POOR QUALITY

Before applying the properties of the response function to the traversing
micronhone system, the response functions for the discrete form of the
transform and for the weighted transforms will be described.

The discrete analog of the response function, eg. (5-1c), corresponding
to the response function for the discrete transform, eq. (4-2), is

Q-1
vy " }5 expi au(t, +at) (5-5)

q=0

This is a geometric series of Q terms, with ratio = expia« At and sums to

sin ( A&wT/2) . Q-1T
y, = expiow(t, + ) (5-6a)
d g sin(%owT/Z) a Tz
vy = sin(afTm)  oyp; (afowt +<gﬁil-AfTV) (2-5b)

Q sin(éAfTwﬁ

When the number of samp:e points, Q, is large and when the time origin is
chosen at the midpoint of the run, this reduces to

sin(AfTr)

F (5-6¢)
d Q sin(ﬁafﬁr)

This differs from the continuous case because of the periodicity of the
denominator. When &fT/Q approaches unity, both denominator and numerator
approach zero in such a way that the result approaches unity, as is also the
case for zero Af. This behavior is illustrated in Figure 5-2, The full
response at af = Q/T, the sampling frequency, means that tha signal to be
analyzed must be analog prefiltered to prevent this false response, called
aliasing. For large values of Q and for Af less than half the sampling
frequency, a good approximation to eq. (5-6¢c) is provided by the continuous
form, eq. (5-3).

The minor lobes of the response function, either eq. (5-3) or eq. (5-6), are
undesirable since they contaminate the transform of p(t) over a wide range of
frequencies different from the target frequency. Side lobe suppression can be
achieved through use of weighting functions, as described in Section 4.2. In
this program only the Hamming weighting, eq. (4-4), has been used (in addition
to rectangul-r or W(t) ® 1 weighting).
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Figure 5-2 Discrete Analog of System Response Function

With a weighting function, W(t), defined by eq. (4-4) the response function,
taking t3 = 0 for simplicity, is

T
y = } W{t) expi awt dt (5-7a)
0
Q-1
or vy = %Z W(atq) expi (awtq) (5-7b)
q=U

With algebra similar to that used for the W(t) = 1 cases, it can be shown,
ref. 1, that the resulting frequency function amplitudes are

lv| = vio) + 0.9259260y(0+ 1) + y(a- 1) (5-8a)
where

. sinfs7) .
IVW, —;,—9,;‘——- (5-8b)

is used for the continuous case, eq. {(5-7a)
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and ly(ﬂ)‘ - _sinlan) (5-8¢)
Q s1n(6/sz)

applies to the discrete case, eq. (5-7b)

and also where A =afT (5-8d)

It would be convenient for later use to employ a notation for the amplitude of
the transform, |yyl, which is the frequency response function for Hamming
weighting, that parallels the functions dif( ) and diff( )used for uniform
weighting.

For ¥W(t) = Hamming weighting, eq. (4-4), the transform is

-
y =} W(t) expiawt dt (5-9a)

with amplitude denoted by

_sinawl/2 sin(awT/2 +m) , sin(owT/2 -7)
Hamm( awT/2) = 377 * 0.425926[ ATt Tan 7T =7 ] (5-9b)

= diffl awT/2) + 0.425926[difflowT/2 +7) + difflawT/2 -7)]  (5-9¢)

or by
Ham(afT) = SIRaTTT 0.425926[5‘(2;?1;)/‘7)7 + 5‘;‘;‘;7”_‘1‘)7’,""] (5-94)
< Gif(afT) + 0,425926(diF(AfT + 1) + dif(afT - 1)] (5-9e)

In these expressions, the functions dif( ) and diff( ), defined ir eq. (5-3)
and eq. (5-4) are the frequency response function amplitudes for the uniformly
weighted transform, with Wit) = 1.

The Hamming weighted system response function is represented in . igure 5-3.
Two important changes from the unweighted case, Figure 5-2, should be noted:

The greatest side lobe is now about 44 dB below the main lobe, a reduction of
about 30 dB. However, the main lobe is twice as wide as 1n the unweighted case.
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Figure 5-3 Hamming Weighted System Response Function

The extended main lobe or bandwidth can be compensated for bv doubling the
integration time, thus giving a frequency response that is as sharp as that of
the unweighted transform but substantially without tihe side lobe contamination.

Under ideal operating conditions, as will be shown, the only components of
p(t) in the rotating microphone signal occur for Af = 0 and at zeros of the
basic response function of eq. (5-3) and eq. (5-6); therefore, there is no
contamination and no need for weighting the transform. However, it will be
shown that under real conditions signals are not restricted to these
lTocations, and Hamming weignting is needed to reduce their contamination of
the indicated target signal.

These frequency response functions will now be applied to the specific time
signals generated in the traversing microphone system. Some simplifications
are made for convenience:

1. The time arigin will be taken at the midpoint of the run so that the
phase shift factors in eq. (5-2) will De unity (amplitude of the result
remains the same).

2. Since the number of points, Q, is large, the simpler continuous forms,
eq. (5-2), can be used in place of the discrete expressions, eq. (5-0).

3. Many properties of both Haiming-weighted transforms and the upiform
weighting, W(t) 1, are common. The simpler, uniform, case will be
emphasized, and the pertinent distinctions detween this case and the

Hamming procedure will be pointed out.
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Accordingly, eq. (5-2) and its representation, Figure 5-1 will be employed,
with appropriate reference in the case of Hamming tc eq. (3-8) and Figure 5-3,
The procedure involves simply replacing Af in the generic frequency response
function with its specific values in terms of the traversing microphone
system, m, M, n, N, T, qa, and T.

Eq. (5-3), repeated here for convenience

y = diflafT) = S0AOT)

is applied for the appropriate values of af arising in the transform of the
pressure siqnal given by eq. (3-13), also repeated in slightly modified form,
for the constant speed case.

ch 1/2
= 1 ]
e {pit)} E E St | et {tm - T (- Mt} e (313)
m n

T/2

) .
m 1 ,
+§ } -7 -Tc/.a;m {[-(m +MT+ (n + N)Jﬂt) dt

{The conjugate terms invelving (CR*)/2 arise from the representation of p(t)
as the real part of C? expi (m@ -wt)). It will now be shown that the
contributions to the Transfonn from conjugate terms and from off-target modes
and orders can be made negligible, resulting in the correct target
coefficient, Cﬁ.

There are four combinations:

a. Target mode and order m =M, n = N

b. Off-target mode, target order m#$ M, n =N

c. Target mode, off-target order m =M, ne N

d

of f-target mode, off-target order m ¢ M, ng N

30



Lt W e

ORIGINAL PAG. |3
OF POOR QUALITY
For each case, the aw = 27af (the arguments of the above expi functions) for

the direct terms and for the conjugate terms (C*/2) must be evaluated. The
results are:

Hw AHaw
Case Direct Terms Conjugate Terms
a. (Target m and n) 0 -MT +2NA
b. m¢ M, n=N (m-M)T ~(m + M)T" + 2N
c. m=M, n#N -(n - N)a -2MT + (n+N)n
d. m¥ M, ng N (m-M)T - (n - N)a -im+ MT"+ (n+ N

By estimating the above values of aw and evaluating the response function
eq. (5-2), the properties of the system may be found.

Case a: Target m and n

The direct tem Aw = 0 so it always contributes the correct result, Cﬁ/Z,
independently of all system parameters.

Hnwever, there is an unwanted contribution from the conjugate term of amount
CM/2 diff[(-2MT + 2NA)T/2]. The worst circumstance is whenaf is small, and
the smallest Af will Ye for N =1 and 1 = 1 (M can not exceed N for
propagation). The lowest frequency is thendw = 2(n-"", "1 Section 5.2.1 it
is shown that to prevent overlapping of adjacent . e clusters from orders n
and n+1, T must be restricted to sufficiently low speeds, in particular,I /A&
1/(2n+1) where n is the maximum order of interest. For 2BPF as the highest
frequency of interest in the 32 blade P&WA fan rig, T/a.¢ 1/65, soT' can be

ignored in (L -T). The lowest frequency present in the conjugate term then is
2a. (This is for tracking shaft order, not BPF)

We thus have the worst possible case giving

. 1 ]
dif(afT) = =
?é?rw- al™
7

As an extreme example, suppose T is as short as one second. Tnen

dif(aft) = 1/2007 for a rig speed of 100 rps, and the conjugate term
contribution is only 20 loqyg diffaf or -60 dB. Tnis is an iqgnorable error.
But even so, it is much larger than will occur in practice, for three reasons.
First, an integration time of at least 10 seconds is more realistic, as will
be discussed later. This duration would give another 20 dB reduction.
Secondly, the frequency is unlikely to coincide with a minor peak in the
response function. And, thirdly, the lowest order n of interest will most
likely be blade order, rather than shaft order. For n = B = 32 in the P&UWA
10-inch fan rig, still a further reduction of 30 dB results. Thus, a more
realistic estimate is that the conjugate term contamination is less than -100
dB, truly ignorable.
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It will be clear b, this type of estimation that the effects of conjugate
terms 'n the other cases b, ¢, and d are also ignorable since their associated

Aware roughly the same order (Na or 2Na) as in the case "a" jus. considered,
Continuing now with a discussion of the remaining direct terms, there results:

Cases ¢ and d: (n ¢ N)

In these cases the direct term aw contains a term (n-N) wnhicn will have a
least value of a. when (n-N) = 1. By the arguments presented above, the
resulting aw will always be sufficiently high so that dif(afT) is ignorable
compared with unity.

Case b: m# M, n = N

This ¢ > the only situation where there is a possibility of contaminating
the di: :ct term with an off-target signal. This case involves a common n = N
order but an off-target mode, m # M. If aw = (m-M)T is substituted there
results

sin(awT/2) _ sinl(m - M) T/2]

dif(afl) = =177 = ~Tn - MIF 772 (5-10)

Unlike the cases considered previously, the aw is not a function of shaft
speed, 1, but rather involves the much smaller traverse speed T". Consequently,
the denominator in dif(AfT) will not make the result ignorable as it did

previously.

Instead, dif(AfT) must te made small -- so that there is negligible
contamination -- by arranging for the numerator to be small, Tnis is easily
done: LetTT = Ly, the total angular travel of the microphone during the
traverse time, T. Then

Sin[(m - M) L‘/Z]
CERIRYL:

dif(afT) = (5-11)

If Ly is made an integral number, R, of full turns, then Lg/2 = R¥ and the
numerator vanishes for all m # M. Thus, there will be no contamination of the
target mode siqgnal by any modes in the n = N tone cluster.

The basic operation of the traversingj microphone system is represented in
Figure 5-4. This shows the system targeted to mode M, and represents
frequencies of neighboring modes located r' apart (7' = [1/2%T™ at the zeros
of the response function. In Figure %-4a one complete microphone turn (R = 1)
is employed, and the use of 2 turns ‘s shown in Figure 5-4b, The traverse
speed, ' = R/T rps is common in both cases, so in Figure 5-4b the time T
doubles, narrowing the bandwidth of the frequency response. As will be shown
later, a narrow bandwidth is desiratle since it reduces the effect of broad-
band random noise upon the target mode coefficient measurement.
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If the traverse speed were reduced, the time required t» execute R turns would
increase and the bandwidth would be reduced. The frequencies of modes m«¢ M
would also contract, maintaining zero contaminztion from nontarget modes.

The case of a Hamming weighted transform is shown 1n Figure 5-5. Because of
the larger main beam width, use of a single turn, illustrated in Figure 5-0a
results in an extremely large contamination, -7.4 dB, from modes immediately
bordering the target. This contamination is removed by employing two complete
traverse turns, as shown in Figure 5-5b.

Using these properties of the response function of the transform, it is now
possible to select the design parameters of the system and to study the
effects of departures from ideal operating conditions.

5.2 DESIGN PARAMETER SELECTION
5.2.1 Traverse Speed, T

An upper bcund to tne microphone traverse speed, ', may be determined from
examination of eq. (3-10), which gives the frequency «p sensed by the

microphone due to the mth circumferential mode of the nth rotor shaft order,

n_ -
a)m—n.n, mT

It may be seen from this expression, and from Figures 3-2 and 3-3 tnat if T is
made too large, the tone clusters associated with neighboring orders, n, will
overlap, thus making identification difficult if not impossible.

It is necessary in order to prevent such overlap tnat the highest wg in the
tone cluster associated with the largest order, n, of interust is less tnan

the lowest wp generated by the (r+1)st harmonic. For subsonic fan tip speed
ooeration, it is conservative to take the greatest |m| that can prupagate as
equal to n.

Then the hichest frequency at which Chj must be measured will be
Wmlmax = nat(m|? = n(a+P). This corresponds to the reverse spin mode,
m= -n,

The closest frequency to this will be generated by a forward spinning pattern
of m=n+ 1 1in the tone cluster associated with the (n + 1) harmonic. This
frequency is wd* imin = (n + Na- (n+ 1T
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Separation of the n and (n + 1) urder tone clusters requires

m max

orfeor
min
or na+1r) <(n+1)(a-T)

This requires

Some illustrations will be of interest. Consider measurements on the 10-inch
fan rig at 100 rps (6000 rpm) and in the JTID engine at 40 rps (2400 rpm). And
suppose mode measurements are required for harmonics up through n = 2B in one
illustration and up to n = 3B as another illustrative case. With B = 32 and 46
in rig and engine, respectively, the greatest allowable traverse speeds are
given in Table 5-1 below.

TABLE 5-1
MAXIMUM ALLOWABLE TRAVERSE SPEEDS

Highest Shaft Harmonic 1C-Inch Fan Rig JT9D Engine
to Be Analyzed (100 rps rotor) (40 rps rotor)
n=28 0.775 rps 0.216 rps
n =38 0.518 J.144

These traverse rates seem reasonable from a test standpoint. They do not

appear too fast for standard operation, and the lowest figure implies about
seven seconds for one turn, which is not excessively long. Selection of a

traverse speed would probably be based on as large a value as possible, under
the above limitation, in order to reduce data acquisition time, and would also
be governed by mechanical speed limitations of the specific drive system to be
used.

5.2.2 Digitizing rate, Q/T

Because of the periodic nature of the discrete frequency response function,
when the transform is targeted to a specific frequency, f, there will be
additional full response to all signals at frequencies f + Q/T, f + 2 Q/T etc.
These are called the aliases r€ f and will contaminate the target signal at f.
To orevent this contamination 1t is necessary to select a sufficiently high
digitizing rate or sampling frequency, Q/T, and also to remove from the signal
to be digitized tnose frequency components that are much higher than the
highest frequencies of interest. A simple guide for this procedure is to
provide a low-pass analog filter that will attenuate the microphone signai by
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about 45 dB--in this application--between the maximum frequency of interest,
fmax, and twice this frequency, 2fpax. Then the resulting signal to be
digitized will have no significant components higher than 2fmax. The
digitizing rate is then selected as 2 x 2 fpa, Or 4 fpa,. If, for example,
interest is restricted to frequencies below SBPF, a fT?ter attenuating at
least 45 dB at 4BPF must be provided. This filtered signal is then digitized
at 2 rate of about 8BPF to ensure against aliasing. This is a conservative
procedure: actually 6 BPF sampling rate is sufficient and with a sharper

filter something slightly ...ce than 4 BPF could be tolerated. Unless
significantly higher frequencies need be analyzed, this procedure, which
requires only simpie filters on each microphone, is probably satisfactory.

Tne characteristics of the P&WA 10-inch fan rig were used for the majority of
the computer-simuiated tests of this program. Twice blade passage frequency,
2 BPF, was selected as the highest frequency of interest. With 32 blades and
operating at 100 rps, twice blade passage frequency is 2 BPF = 2 x 32 x 100 =
6400 Hz. The digitizing rate of 4 fpax is then Q/T = 4 x 6400 = 25,600 Hz.
(Note: Because the microphone signaTs were simulated in digital form by the
synthesis computer program rather than obtained from a real test, analog
filtering was not a part of the program.)

5.2.3 Traverse Time, T, and Turns, R

Traverse time, speed, and angular extent, Les are related by Ly =TT. In
Section 5.1 it was shown that L4 must be an integer number, R, of complete
turns. Denoting traverse speed in rps by T' =71/2%, there follows

R=p'T
so that the traverse time follows from
T = R/T, (5-13)

where R is an integer (1 or more for uniform weighting and 2 or more for
Hamming).

It has now been shown (Section 5.2.1) that T" must not exceed a calculable
upper bound. T should be selected as large as can be conveniently produced,
subject to this restriction. Then when R is selected, T follows from

eq. (5-13). The design question comes down to: How many turns, R, are
required? This question is not easily answered either in principle or in a
specific test because it depends upon conditions that have not yet been
considered in the discussion of the traversing microphone system, namely, the
presence of broadband random noise in the microphone signal and the effects of
variations in fan operating speed.

It will be shown later that both R and T will need to be larger than implied
by eq. (5-13} for one or two turns. This implies selecting T as large as
convenient (subject to the upper bound condition) and selecting R (and the
associated time) in accordance with procedures to be described later on.
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(At this point it may be appreciated that with broadband noise in the
microphone signal, increasing T sharpens the frequency response of the
transform and reduces broadband contamination. But it is not obvious that T
should be increased by increasing R rather than by reducing T.)

Furtner discussion of these design parameters is given in Sections 5.3.5 and
6. A treatment of the number [ and disposition, rj, of the microphanes
across the duct annulus is found in Section 5,3.6,

5.3 EFFECTS OF DEVIATIONS FROM IDEAL OPERATING CONDITIONS

The results of computer-simulated tests and analysis, provided in Section 5.3,
demonstrate the effects of reasonable deviations from ideal operating
conditions. The algorithm for simulating the pressure~time history of a
circunferentially traversing microphone and the algorithm for processing this
data to retrieve the known input mode amplitudes, Cﬁ, were programmed and
checked out without deliberately simulating any errors., This checkout is
described in Section 5.3.1.

The synthesized pressure values were rounded off prior to running tnhe analysis
program in order to simulate the effects of dygitizing data and, to some
degree, to simulate the effects of broadband random noise contamination. These
results are presented in Section 5.3.2. £ffects of microphone-angle and
rotor-angle errors are discussed, respectively, in Sections 5.3.3 and 5.3.4,
followed by a discussion in Section 5.3.5 of moderately large amplitude
broadband random ncise contamination., Section 5.3.6 discusses the errors in
circumferential -radial mode coefficients, Cp . a complete simulation-
reduction case is presented, including radial modes.

The approach taken for the computer simulation was to input a set of modes at
known complex amplitudes, usually (1+i0) or (O + i0) and attempt to determine
the amplitudes of a target set of modes, usually larger in number than the
input set. Deviations from ideal operating conditions were accomplished by
minor modifications to the computer code. Output from the simulation-reduction
sequence was then compared with the known input value to evaluate the desired
effect. The results were generally satisfactory in that the modes input with
amplitudes different from zero were recovered practically unchanged while
those input with zero amplitude were recovered with negligible amnlitudes.

Since the quantities of interest were the differences between assumed and
computed mode amplitudes and since these differences were usually small, the
data are presented in table form rather than as plots. Where possible, the
tables include output in both physical units and as decibels referenced to 1,
i.e., 20 log (C/1). Double precision computation yielding approimately lb
decimal digits was used for the circumferential mode simulation-reduction
program, but the result was rounded to eight significant digits for 8r1nting.
A value of 5 in the 9th decimal place corresponds to 20 log (5 x 1077) =

-166 dB, so that a mode amplitude, printed as zero to eight decimal places, is
at least 166 dB below the usual input value of 1. This is considered
sufficiently accurate relative to errors expected from deliberate changes.
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5.3.1 Basic Computer System Checkout

Two separate but related computer programs were used to evaluate the
circumferentially traversing microphone method of mode measurement. The first,
or Radial Mode Proqram, computes a set of circumferential mode coefficients
Cm {rj) from an assumed set Cp,, which includes radial modes.

Optionally, the deck can transform a set of Cq (rj) to Cp,. As discussed

in Appendix B, this program was formed from subroutines ggveIOped and
documented elsewhere, its checkout consisting simply in running a case for
which hand calculations were available in order to ensure the parts were

assembled correctly.

The second, or Circumferential Mode Program, synthesizes the nressure field
and rotor and traverse microphone angles as functions of time and allows for
incerporation of deliberate errors of various sorts. It then performs the
discrete Fourier transform required to recover the original mode amplitudes
CR. This second program incorporates all the novel features of the
circumferentially traversing microphone method and, therefore, required a more
thorough checkout. This was done by comparing output mode ampiitu es with the
known input values with no deliberate additional errors introduced. Agreement
indicated proper functioning of the program.

A preliminary checkout of the results of the study of residual levels reported
in Section 5.1 was made by evaluating various sums of exponentials for a large
number of samples. The simulation produced levels much higher than had been
expected, but investigation revealed this result to be associated with
accumulated round-off error from the summing of a large number, typically
256,000, of single precision addends. Changing all operations from single to
double precision eliminated this source of error, and the theoretical Tow
residual levels of Section 5.1 were achieved. Since the cost of increasing
precision was not very significant on the available computer, it was decided
to do all precgramming for the Circumferential Mode Program in double precision.

Checkout cases were then run for this program. The first consisted of a single
input mode, C3*, with a complex input level of 1 + i0 = 1/00. Targets

included the input mode and several others covering a range thought to be
typical and likely to uncover any problems. The rotor speed was selected as
100 rps, which is a convenient number near the range of the Pratt & Whitney
Aircraft 10-inch rig. The traverse speed was 0.1 rps. The number of samples
was selected as 256,000 and the time between samples was t = 0.0000390625
seconds for a total run of 10 seconds. Contamination was not deliberately

included.

The results are shown in Table 5-2. The input mode is seen to have been
recovered correctly to eight decimal digits, corresponding to a loss of O aB
relative to the input value 1. Contamination from the input mode generally did
not affect the remaining modes, which have computed amp'itudes of zero to
eight decimals, corresponding to levels more tinan 166 dB below that of the
input mode. The one exception to this statement is the M=0 N=288 target mode
which is seen to be equal to the input mode. This frequency, Na= 28,800 Hz,
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is one of the aliases of the input frequency 32 x 100 = 3,200 Hz, as discussed
in Section 5.1 and in ref. 13, and, therefore, is as expected. If mode
information were required at this higher frequency in an actual application,
the sampling rate would be increased to eliminate the aliasing.

TABLE 5-2
RESULTS OF BASIC SYSTEM CHECKOUT WITH SINGLE INPUT MODE
Toput

m=0n-=32 Cé} = 1/00

Rotor Speed = 100 rev./sec

Traverse Speed = 0.1 rev./sec

Number of Time Increments = 256,000

Time Increment Between Sampies = 0,0000390625 sec
Total Run Time = 10 sec

Qutput
Target Target N N
M N ICMl - Pressure Units [Cwl - dB re 1
Input Mode -+ 0 32 1.00000000 0
1 l .00000000 *
32 .00000000 *
0 33 .00000000 *
32 ¢ .00000000 *
0 256 .00000000 *
1 ‘ .00000000 *
2 .00000000 *
0 288 1.00000000 0

* Greater than 166 dB below 1

Additional cases were run in which the number of input modes was increased to
nine. The remaining input details were the same as in the previous case.
Targets included some of the input modes as well as some assumed to be zero. A
typical sample of the results is presented in Table 5-3. As can be seen, input
modes were reproduced accurately and those not input produced zero output. It
was,therefore, concluded that the program was operating correctly and ready to
be used.

5.3.2 Effect of Pressure Rounding Error

In an actual application of the Traversing Microphone System, the pressure
signal, p(t), is derived from a probe-mounted microphone and its associated
electronics. Systematic errors such as harmonic distortion due to
nonlinearities were assumed to have negligible effect on p(t). However, an
attempt was made to quantify errors arising out of the digitizing process by

rounding the simulated pressure values to various degrees and determining the
resulting contamination for a large number of targets.
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TABLE 5-3
RESULTS OF BASIC SYSTEM CHECKOUT WITH MULTIPLE MODE INPUT

Input
m n <
-16 32 1/00
-8
-4
-2
0
2
4
8
16 { r
Qutput
M N IQEJ - Pressure Units  [Cfil - dB re I
Input Mode —= 0 32 1.00000000 0
Inout Mode — 16 1.00000000 0
1 .00000000 *
9 .00000000 *

*Greater than 166 dB below 1

For *he first case run, the input traverse speed was 0.1 rev./sec, all values
of n oeing set equal to 32. Total run time was 10 seconds. Time between
successive samples was 0.0000390625, and the total number of samples was
25€,000. To increase the number of distinct angular values used in the
analysis transform (MO - N¥) in eq. (4-2), rotor spee”s were selected with
values that were not small integer mulitiples of other parameters of the input.
For this case, the value 100 + 200/9 was evaluated to the accuracy available
in the double precision computer calculation, yielding a rotor speed of
122.222 . . . rev./sec. This procedure greatly increased the number of
distinct angles used in the computer run.

Simulated pressures were computed at each instant of time for each input mode,
m, and summed. The results were rounded to two decimal places, designated .xx,
and then reduced. Te effects of pressure rounding are shown in Table 5-4.
Input modes were recovered quite well while noninput modes have levels
aporoximately 85 a8 below the reference input value of one pressure unit.

In order to determine the importance of the degree of rounding, a second
series was run using cnly one inout mode with the remaining s.mulation
parameters as before. Results are presented in Table 5-5 for no rounding,
rounding to two decimal places, .xx, and rounding to one decimal place, .x.

4
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10
12
14
16
18

60
62
64
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TABLE 5-4

EFFECT OF ROUNDING SIMULATED PRESSURES - SEVERAL INPUT MODES

Pressure Rounded to 2 Decimal Places (.XX)
Rotor Speed = 100 + 200/9 = 122.222... rev./sec
Traverse Speed = 0.1 rev./sec

Run Time = 10 sec

Input Amplitudes A1l = 1/00 Pressure Units

All n=N =32
Target M Igﬁl - Pressure Units ICSJ - dB re,
0 1.00006765 .00059
1 .00006150 -84
2 1.00005894 .00051
3 .000071 21 -83
4 1.00005992 .00052
5 .00004746 -86
6 1.00006335 .00055
7 .00006109 -84
8 1.00005514 .00048
9 .00006994 -83
27 .00006242 -84
28 .00006561 -84
29 .000054M -85
3N .00007549 -82
3 .00004471 -87
32 .00006487 -84
33 .00005479 -85
34 .00005446 -85
35 .00006006 -84
36 .00005776 -85
55 .00007029 -83
56 1.00006154 .00083
57 .00006601 -84
58 1.00005765 .00050
59 .00007357 -83
60 1.000057238 . 00050
61 .00006440 -84
62 1.00004586 .00040
63 .00006396 -84
64 1.00006642 . 00058



EFFECT OF ROUNDING SIMULATED PRESSURE TO VARIOUS DEGREES - ONE INPUT MODE

Ingut

m=1 n=32
Rotor Speed = 100 + 200/9 = 122.222...

ORIGINAL 7+
OF PCUR QuaLmry

TABLE -5

&f = 1/00 Pressure Units

Traverse Speed = 0.1 rev./sec

Run Time
Output

Rounding

None

10 sec

|1=

—
NN~ O

256

Nd
(34
ARN—O oo BN —O

|=

32

32

rev./sec

IC;I - Pressure Units ICﬁl - dB re 1
.00000307 -110
1.00000296 .0000257
.00090307 -110
.00000307 -110
.00000307 -110
.00000307 -110
.00000218 -113
1.00011299 .000981
. 00000365 -109
.00000336 -109
.00000355 -109
.00000323 -110
.00000795 -102
.00000647 -104
.00000671 -103
.0000071 2 -103
.00000643 -104
.00000653 -104
.00000533 -105
1.00344668 .029000
.00000646 -104
.00000227 -113
. 00000532 -105
.00000322 -110
.00000873 -101
.00000840 -102
.00000783 -102
.00000867 -101
.00000780 -102
.00000753 -102
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For each amount of rounding. The input mode was recovered to approximately the
same degree of accuracy. These simulations indicate that the effects of
digitizing error are not significant contributors to errors in computed mode
amplitudes.

5.3.3 Effect of Microphone Angle Error

A Tikely method for angle measurement with the Traversing Microphone System is
as follows. A multitooth gear is attached to a shaft having a known mechanical
speec ratio with respect to the traversing microphone axis. And a proximity
transducer provides a series of electrical pulses as the gear teeth pass. The
output of the transducer is digitized and the results processed to provide the
required series of angle values. With this sort of device, two types of errors
are probable and were studied by computer simulation for a variety of inputs.
The first type is a systematic error; the second, a round-off 2rror due to the
digitizing process.

A systematic error could occur if, for example, the microphone accelerated as
it traveled downward from top dead center and decelerated as it returned.

The equation selected to represent this type of behavior was

8 = 8rrye * Cp STn p Brrye

where p = 1 for the example described,

The computer program was changed so as to modify the true value of @, which
was produced during the simulation portion of the program, by the above
equation before being used in the analysis part of the program. Computer
simulations were then made for a various numbers of error cycles, p, and error
amplitudes, C,. The remaining input values are shown in Table 5-6 together
with the resu?ts of the computer simulation. Contamination of the noninput
modes is in generai low. The poorest results were for high M and for values of
M near the input m, but even these would probably be acceptable for most
applications. The figure of 0.1 degree (or six minutes) was judgec to be
attainable in practice, using state-of-the-art traverse angle measurement
procedures.

Microphone traverse angles were then rounded to simulate digitizing error.
Traverse speed was set to 0.1222... rev./sec to increase the number of
distinct angular values used in the transform. Since the traverse speed was
increased from 0.1 rev./sec, a compensating decrease in total run time was
made to 8.181% sec, so that the total traverse would be comprised of only

one complete revolution. Results of rounding are shown in Table 5-7 where the
Vargest amplitude for a mode not included in the input is -88 dB, which is
considered excellent.
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TABLE 5-6

A
LITY

COMPUTED MODE AMPLITUDES WITH SYSTEMATIC ERRCRS IN MICROPHONE AWGLE

Input

Input Mode Amplitude 1/Q° Pressure Units
Rotor Speed = 100 rev./sec

Avg. Traverse Speed = 0.1 rev./sec
Run Time

Qutput

No of Error Amplitude

Cycles

= 10 sec

Error

(Degrees)

1

7

.

Input Target
m n M N
1 32 1 3

2
3
5
1
133
2
3
5
N
1 64
2
3
5
1
1 32
2
3
5
S B
128 32 128 32
129
130
132
| 1 138
132 1 32
2
3
5
o

|C:l Pressure Units |Cu’ - dB rel

.99999924
.00174533
.00000343

*
*

* % x % %

* % A A %

. 99999999

.00017453

.00000003
*

*

.98756174

.11186193

.00640748

.00000732
*

.99999924
*

*

.00436323
*

* Magnitude Less than 5 x 10-9 Physical Units and

Greater than 156 dB Below 1.

.000007
-55
-109

*
*

* o+ o A X

* % k * %

0

-75

-150
*

*

-0.1
-19
-44

-103

*

.000007
*

*

-47

*
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TABLE 5-7
COMPUTED MODE AMPLITUDES WITH ROUNDED MICROPHONE ANGLES

Input

Angles Rounded to 0.1 Degree (.X)

Rotor Speed = 100 rev./sec

Traverse Speed = 0,1 + 2/90 = 0.1222... rev./sec
Run Time = 8.181% ¢ ¢ = 1 Microphone Revolution
m=16 n =32 Cjg = 1/Q0 Pressure Units

Output
M N |CHI - Pressure Units  ICMI - dB re 1
16 32 .99676576 -.028
17 .00003265 -90
18 .00000709 -103
20 .00000376 -108
24 .00000293 -110
16 64 .00003893 -88
17 .00001551 -96
18 .00000713 -103
20 .00000897 -101
24 .00001090 -99

5.3.4 Effect of Rotor Angle Error

Measurement of rotor angle is expected to be similar to traverse.an?le.
measurement and result in the same sort of errors. A computer simulation
similar to that in the previous section was made to evaluate the systematic
and round off errors for this parameter. The computer program was modified to
adjust the rotor angle, ¥, according to the following

Y = ¥ +D sinqyY True

True q

which is the same form as for the traverse-angle study.

Inout parameters and results of the systematic error studv are shown in Table
5-8 anrd can be seen to be quite favorable. The effects of rounding to 0.1
degree are shown in Table 5-9 and are also excellent. Comparisons of these
results with those of the traverse angles study of Tables 5-6 and 5-7 show
that the systematic error with amplitude of 0.1 degree resulted in a larger
contamination when the error was in the rotor angle rather than the traverse
angle. For the rounding study, errors in the traverse angle resulted in larger
contaminations. It is expected that a more detailed analysis would show how
these results are related to the particular values of input variables
selected. The main conclusion from these two studies, however, is that since
results are acceptable for a large variety of inputs, a detailed analysis is
not needed.
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COMPUTED MODE AMPLITUDES WITH SYSTEMATIC ERRORS IN ROTOR ANGLE

Ingut

A1l Input C; = 1/0° Pressure Units
Avg. Rotor Speed = 100 rev./sec
Traverse Speed = 0.1 rev./sec
Total Run Time 10 sec

Error

No of Error Amplitude  Input  Target ‘C:' Pressure Units ‘le - dB rel

Cycles  (Degrees) m n

1 . 1 32 1 32
33
34
48
64
65

01 32

33
34

48
r 64
i | 65

. 16 32
33
34
48
64
| ’ | 65

64 R 1 32
33
34
48
64
] l | 65

.99922033

.02878599

. 00044004
*

*
*

. 99999260

.00287878

.00000440
*

«
*

* % % % * %

. 99922038

*

* * % *

* Magnitude Less than 5 x 10-9 Physical Units and

Greater than 166 dB Below 1.

L e e

.006775
-3
-67

*
*
*x

.000065
-51
-107

*
*
*

* % * o+ * R

.00677¢

*

*
*
*
*

47



et P

ORIGINAL PACT 13
OF POGR Qi'ALITY

TABLE 5-v
COMPUTED MODE AMPLITUDES WITH ROUMDED ROTOR ANGLES

InEut

Angles Rounded to 0.1 Degree (.X)

Rotor Speed = 100 + 200/9 = 122.22...rev./sec
Traverse Speed = 0.1 rev./sec

Run Time = 10 sec 3

m=16 n =32 (g = 1/0% Pressure Units

Qutput
N

M N |ICM| - Pressure Units ICHI - dB re 1
16 32 .98706775 -0.113
17 .00000172 -115

18 .00000172

20 .000001/2

24 ! .00000172

16 64 .00001441 -97/

17 .0030144C

18 .00001440

20 .00001439

24 ! .00001437

5.3.5 Effects of Random Noise in Pressure Signal

The presence of broadband random noise has always been a source of difficulty
when measuring the coherent, discrete frequency components of fan noise.
Consider first a fixed microphone in the inlet duct, which may be either one
of an array of microphones, or a fixed position of a step-traverse. [n the
absence of random noise, a very short time sample of the microphone sigjnal,
corresponding to one rotor revoluticn, is sufficient to determine amp!itude
and phase values of every harmonic of shaft frequency. The process can be
implemented by digital samnling of the signal, so that sampling is initially
triggered by a rotor position pulse. Subsequent samples of the wave are
obtained a. intervals at anart, where At is small enough to prevent aliasing.
The resiiting wave form (continuous or sampled as just described) can be
Four'. 'nalyzed by a computer to give amplitude and phase values of all

har. - 5 or orders of fan shaft frequency, BPF and its multiples being of
principal interest.

For determination of the circumferential mode structure associated with a

specific order, such as BPF, such measurements are replicated at a plurality
of circumferential locations. The number of such locations must at least equal
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twice the highest order circumferential mode that can propagate at the
specitic order, which leads to a large number of microphones in large scale
fans. In the absence of random noise, the large number of micrcphones can be
replaced by a plurality of measurements taken by a single microphone that is
step-traversed circumferentially. Consistent phase information is preserved
arong these readings, taken at different times during the run, by means of the
rotor shaft trigger feature that initiates the time sweep. {There are problems
here if the rotor speed varies during the total run and if also there are
significant time delays involved in the propagation of modes from their source
to the microphone plane ) Since, ideally, the total recording time required at
each microphone location is only a fraction of a second (one fan shaft
revolution) the total running time for the test is not long, and is governed
by how quickly the traverse can be stepped accurately from one circumferential
location to the next.

The presence of random noise changes these features significantly. At a
particular microphone location, the pressure signature recorded over one shaft
revoiution now differs from that obtaine’ over another revolution. The extent
of tne difference depends on the relative levels of the broadband noise and
the coherent discrete frequency components. In practical fans the broadband
signature contaminates the periodic component of the waveform.

Siqnal processing tech.niques have been available for some time to recover the
periodic waveform ( and/or its Fourier componentc) from the noise-dominated
total signal. Such phrases as "signal enhancement," "waveform eduction,”
"synchronous detection," "periodic sampling," have been used for various
processes that are basically similar, although possibly differing in some
details. In essence, all methods for recovering the coherent signal from its
noisy background employ time-averaging.

For the example used above to introduce the subject, suppose now that random
noise is present in the signal. Values of the pressure, triggered at
successive rotations of the fwn, are no longer identical. The periodic
component does repeat at each shaft impulse but the random contribution will
generally differ with each sampie. If digitization is initiated at a shaft
impulse and proceeds at intervals aAt, the resulting waveform will be "hashy,"
1ike the continuous, pre-digitized wave. Now, to "enhance" the periodic
component of the signa., let there be a set of data registers, each
corresponding tc some multiple cf at, with the first register corresponding to
the instant that the shaft impulse triggers the digitizing. Samples from
several shatt rotations are accumulated in the registers, the first register
receiving samples that all correspond to the shaft impulses, the next register
storing samples taken At after the impulses, and so forth. After many such
samples are stored, the accumulated readings are each divided by the sample
number, The sum due to the periodic component, being the sum of identical
readings will 3row, and upon division, will give the value that would have
been obtained during any single rotatio: in the absence of noise. On the other
hand, th2 sum in each register due to the random noise will not grow in this
manner, If the random signal has zero mean value the positive and negative
contributions to each register tend to cancel out. It is clear that the time
average of the random component in each renister can de made as small as we
please by taking a sufficiently large number of samples.
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After a sufficiently larce number of samples nave been taken and averaged in
this manne-, the enhanced waveform will approach the pattern that would exist
in the absence of random noise. The process is usually stopped wien this
waveform is considered to be "sufficiently smooth" in the judgment of the
data-processing analyst. At that point, the enhanced waveform is Fourier
analyzed for the harmonic coefficients that give amplitude and phase of the
coherent, discrete frequency components of the sound field at that microphone
location. This process is repeated at the number of microphone locations
required for modal analysis. Since the time spent at each Tocation to enhance
the signal is comparatively long if the random component is large, ihe total
running time for the test can easily become prohibitive.

Now it will be recognized that, since the operations of signal averaging and
Fourier analysis, described above, are linear, their order of execution can be
interchanged. This wouid serve no purpose in the foregoing mode analysis
method, but it would be possible, if desired, to Fourier anralyze the hashy
signa! over one revolution for the BPF component, to repeat this Fourier
analysis for many successive revolutions, and to then average the resulting
coefficients. This would give the BPF componeni ampli: ide and phase with tne
same accuracy as obtained originally.

This is essentially what is done in the Traversing Microphone System. During
the entire run, consisting of perhaps several thousands of rotor revolutions,
the traversing microphone signal is Fourier-analyzed (in parallel during the
computation process) for one or two rotor harmonics (BPF and 2BPF usually) and
for a plurality of corresponding modal frequencies, wy = Na-MT. During such

a run, many thousands of samples are taken. For each target mode, in the
absence of random noise, the product of the target mode component in the
signal and the rotor gencrated signa],:aﬁ, will be identica] and the average
of the process will be the desired mode coefficient, Cq. (It has been shown
that the components of off-target modes, néN, méM, will vanish). When random
noise is added to the microphone signal, its contributions at the sampling
instants will tend to zero average, as with the fixed microphone, since the
Fourier and averaging operations are interchangeable.

It is thus seen that the traversing microphone metnod automatically provides
"signal averaging" or "enhancement" of coherent versus broadband noise, and
that no additional steps are needed specifically to obtain ennancement. While
it is clear that any degree of enhancement or broadband noise reduction can be
achieved with sufficiently long run time, a quantification of this enhancement
is needed.

For this purpose it is helpful to examine the nature of the broadband noise
present at the traversing microphone and displayad in its signal. The modal
power spectral density function of fan broadband noise is useful here, and is
represented in Figure (5-6). This function correspcnds to the (amplitude)
modal -frequency spectrum of coherent discrete frequency fan noise, described
earlier and shown in Figure 3-3. Since the frequency distribution of random
noise is continuous the delta functions or spikes, located at (m, na), in the
coherent modal spectrum, are now represented as "ridge lines" over which the
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Figure 5-6 Modal Power Spectral Density Function for Random Ncise
S{m,o) and Resulting Microphone Signal S(w')

power spectral density, S(m,w ) varies continuously with frequency. These
1ines exist only for + integer values of circumferential mode, m, as in the
coherent case.

It can be shown, (ref. 2), that in a so-called homogeneous fan duct field,
where the statistical properties of the random signal are independent of
B-position, that the total power spectral density at any 8-location, S{w) is
the sum over m of the modal psd: S(w) = & S(m,w). This is just the sum of the
modal power spectral densities of all of the modal components.

Now it has been seen that, for the traversing microphone system to be able to
separate the modes corresponding to discrete harmonics, n, of fan speed, the
signals from neighboring hammonics, (n+1) nust not have frequencies in
rotating coordinates, o', that overlap those corresponding to harmonic n. This
requirement led to an upper bound for traverse speed T'. Figure 5-3 showed how
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modes at discrete frequencies in stationary coordinates transform to tone
clusters in the rotating microphone coordinate system. A similar relation
exists for the modal power spectral density function. However, due to the
continuous frequency distribution, all propagating modes now contribute to the
psd of the traversing microphone signal at any frequency, w'. This relation is
indicated in Figure 5-6 and makes it quite clear that the traversing
microphone system is incapable of separating the random signal into its modal
constituents. (For this purpose the methods described in ref. 2 and 8 may be

used. )

The power spectral density of the traversing microphone signal can be
expressed in terms of the modal psd, S(m,w) and the traverse speed, T', as:

Sw') =D S(mw' + aT) (5-14)
m

If T'= 0 the result is, of course, the psd of the signal from a stationary
microphone at any 8-location in a homogeneous field. Since traverse speed is
low (< 1 Hz) the broadband spectra of the traversing microphone is almost

identical with that of a stationary microphone signal.

Al though the traversing microphone system cannot be used to determine random
modal psd, random noise seriously affects the results of applying the method
to measure coherent, discrete frequency noise. To evaluate this effect we
consider processing a random signal with the transforms previously employed,
initially using the uniformly weighted transform.

In digital form the transform of the zero mean rardom signal, r(t), is

Q-1
_ 1 .1 N
Yi*q E . r(ti+tq) exp100M tq) (5-15)
qQ=

Hereﬁiﬁ = NA-MT' is the target frequency. It is taken that the signal present
is only r(t), with no coherent modes present (or no mode corresponding to
m=M, n=N). The initial time, tj enters into the process, as it does in
extracting coherent modes, where it will affect phase of the output, y, and
this dependence is indicated by use of the i subscript.

Since r is a random variable, so also will be the result, y;. Because y;

is a complex random variable, the most meaningful measure o} its behavior
concerns its amplitude, phase having little meaning, if any, in the random
case. The easiest quantity to obtain is the square of its amplitude,

YiYi*, and since y; is random, we require the mean or expected value of

Yi ¥Yi¥*s E{v; y;*). It will be appreciated in advance that the actual

value of the magnitude of y; determined for a specific run will depend on
the initial time, t;, and the target frequency,azﬁ, in any particular
measurement, and wi]1 therefore deviate from the mean value. This mean value
will now be found from:
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Q-1 Q-1
E( *) -1 E r(t,+t Jexpiw,, t_° r(t.+t,)expi -wN t (5-16)
Yi Yy QZZiqp quLp M e :
q:O =

where the dummy index q is changed in the second sum to £.

T Z

The expected value of a typical temm in the expansion will be

E{riepreg) rlttylexpiop(t )] (5-17)

On substituting £-g=k and t, -tq=k4?: , this becomes

. N
E r(ti+tq)-r(ti+tq+kAt) expi -wy kA‘t:} (5-18)

The expected value of r(t)-r(t+®) is the autocorrelation function, R(?Z;, of
the signal, r(t), so that the typical term of eq. (5-18) can be written as

R(kaT) expi -w: KAz (5-19)

In eq. (5-16) there are Q terms of the form of eq. (5-19) with k = 0, (Q-1)
terms with k = + 1, etc., and finally one term with k = + (Q-1). Thus eq.
(5-16) may be reduced to

-1
E (Yi y:) =T15 i (1 - J—‘((J—I-)-R(km:) expi(-da ka?) (5-20)

k=-(Q-1)

Now the autocorrelation function can be replaced by the following Fourier
transform of the power spectral density

R(kaT) = [ S{w') expi (w'kat)dw' (5-21)

Substituting in eq. (5-21) and interchanging the order of integration and
summation 1 xsults in
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oo -1
E(Vi y:) = /_;S(w'){% = (1 - lé_‘) expi (w' -un)kAt‘ do' (5-22)
k=-(Q-1

It can be verified that with AZ =At = T/Q, the expression in {} brackets
equals the square of the magnitude of the sum

-1
‘1 %[_' N |2
T e expi (w -wM)qat. (5-23)

Since this sum is the system frequency response function

Q-1 2

. N
sin(e' -w,)T/2
\%Z expi (w'-w:)qat 2 M
q=0

(5-24)

(@' -d:)T/Z

1}

diffil’ -whT/2

The expected value of the square of the amplitude of the transform is simply

* ” 1 s 2 ] N B ] B
E(yi Vi) = f S{w') diff (e -wM) T/2 dw (5-25)

o0

For a constant power spectrai density in the geighborhood of the target
frequency, wM, the expected value is just S{wy) times the area under the
square of the transform frequency response function, diff (w' -wﬁ)T/Z.

Since the widths of the main lobe and sidelobes of diff() are inversely
proportional to T, the response to random noise, as measured by E(y; yi*)
can be reduced to any desired level by use of a sufficientiy long averaging
time, T. Hamming weighting combined with double averaging time will be
additionally effective in essentially eliminating the side lobes of the 4iff
function. The appropriate expression for E(y; y;*) for this case is

obtained by replacing diff() in eq. (5-25) by the Hamming response function,
Hamm( ), given by eq. (5-9).

Computer simulated tests were run to illustrate the performance of the

traversing microphona system in measuring coherent blade passage frequency
modes in the presence of broadband random noise. The random signal was

simulated by a random sequence generated with a computer subroutine, whose
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values were added at each instant, tq, to the computer-simulated pressure
due to selected coherent input modes. With input modes of unit peak amplitude,

a root-mean-square random sequence of 12.8 units was used, giving a signal to
(total) noise ratio of about -25 dB.

The first run employed 256,000 data points over,a 10 second interval, In
addition to the two unit input modes,(#f and C32, other null input modes
were targeted. Results are shown in Table 5-10.

TABLE 5-10
EFFECT OF BROADBAND NOISE ON COMPUTED MODE STRUCTURE

Input

12 32
Co = C32 = 1/Q° ?ressure Units

a'no'i se = ]2.82

Rotor Speed = 100 rev./sec.

Traverse Speed = 0.1 rev./sec

Number of Time Increments = 256000

Time Increment Between Samples = 0.0000390625 sec¢
Total Run Time = 10 sec

OQutput
M N ’C;l - Pressure Units ‘C;| - dB rel
0 32 .977429 - .13 i
1 32 .017377 -35,
16 32 .054900 -25.
3 32 .043502 -27.
32 32 .913269 - .79

At targets corresponding to the null input modes the indicated results are
relatively low, on the order of 30 dB below the unit coherent inputs. The
input mode (0, 32) result is substantially unity (0.98 vs. 1). However, the
(32, 32) mode reading at 0.913 has been seriously affected by the presence of
random noise. If the random noise in this band di been at a Tevel oi about
that measured in the other target bands, this C3% modal coefficient would
have been obtained with accuracy comparable to the CH‘ mode. This specific
result is not an anomaly, but rather reflects a property of applying a Fourier
transform to a random function (ref. 13). This property is that repeated
transforms of the random function, with a particular "target" frequency,
display considerable scatter about their expected value, and also, that
neighboring target values of the transform during any one run display
significant variance. This scatter, which is on the order of the mean value
itself, can account for some readings of coherent modes being satisfactory,
while other modes are more seriously contaminated.
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As eq. (5-25) shows, and consistent with other methods of enhancement, the
contaminating effects of the random signal can be reduced by increasing run
time. This corrective effect was next demonstrated by computer simulation.

For illustrative purposes, instead of increasing the run time beyond the
previous 256,000 point run, a shorter run of 64,000 points was made to
establish a new baseline, in order to save computiation time.

The results of this new baseline are shown in Table 5-11, column 1. In this
run the input unit coherent mode was (m=1, n=16). Next, Hamming weighting was
applied, together with twice as long a run, to restore the original bandwidth
and eliminate side lobes of the response function.

TABLE 5-11

EFFECT OF INCREASING RUN TIME ON RANDOM NOISE REJECTION
WITH HAMMING WEIGHTED SYSTEM

Input
C? = 1/CO Pressure Units
Rotor Speed = 100 rev./sec
Traverse Speed = 0.1 rev./sec
Time Increment Between Samples = 0.00015625 sec
Output
Time Increments 64000 128000 384000
Baseline With Hamming Hamming
Target No Hamming 2 Turns ‘ 6 Turns
N | N. ' N'
M N LM' - dB re 1 tCM - dB re 1 CM - dB rel
i 16 - .38 .08 - .02
2 16 =15 - 27 -24
3 16 -i9 - 28 -22
4 16 -18 - 20 -25
8 16 -27 - 20 -29
16 16 =23 - 29 -27
32 16 -18 - 25 =27
1 17 -20 - 32 -40
1 18 -21 -19 -28
1 32 -20 -18 =27
Average
Contamination -20 -24 -28

Results of this case are given in column 2 and show a general reduction of 24
d8 for null input targets. Column 3 corresponds to a 6-turn run, three times
as long. An average reduction of about 4 more dB was achieved (vs 4.7
theoretically).
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It is not possible to determine in advance, on the basis of such computer
simulated tests, the specific run time required to conduct actual fan noise
tests on a particular rig. For this purpose, the spectrum in the immediate
neighborhood of the blade nasage frequency must be estimated. dore elaborate
computer simulation of the noise than that employed here would be necessary.

However, in an actual fan test it will be possible to determine whin
sufficient averaging time has been achieved. A conservatively long run of data
should first be recorded, based on spectral estimates and further experience.
Then, a reasonable segment of the total run should be processed. With a slight
refinement of the basic traversing microphone method, it is possible to tar?et
frequencies where there will be no coherent modal signals. Several such nul
targets will yield an estimate of the very local power spectral density, and
from this estimate, the probability that the neighboring mode coefficients
have been affected by noise to an unacceptable degree can also be estimated.
If this process indicates that a longer run should be made to further reduce
the effects of broadband noise contamination, further data from the original
recording can then be processed. By such a procedure, the accuracy required
for a specific application can be achieved. This area of application of the
traversing microphone method should be explored in more detail,

5.3.6 Errors in Circumferential-Radial Mode Coefficients, C;

The error investigation up to this point has focused on the circumferential
mode coefficients Cj. When an actual measurement is made on a rig or engine,
these Cp with their associated errors will be determined at a set of
different radii resulting in a set of circumferential mode coefficents

Calri). The algoritkm of Section 4.3 will then be used to determine a set
of circumferential-radial coefficients, Ch,, for each m, n pair of interest.

In this section, the impact of the errors in Ch (ri) on the final mode
coefficients, TR, , are studied with computer simulation and results of a
comnlete test simulation are shown (i.e., one involving both simulation ard
both reduction algorithms).

The check of the effects of errors in the Cq (r;j) was accomplished by a
series of computer simulations using the Radial Mode Program discussed in
Section 5.3.1 and Appendix B. After a set of CQ (ri) was formed by the
simulation portion of the program from an assumed set of Ch, , the set was
rounded and used as input to the reduction portion of the program, which
recomputed the Cﬁu with the included effects of the rounding errors.

Parameters for the first series of simulations were based on the Pratt &
Whitney Aircraft 10-inch rig. For a hub-tip ratio of 0.437 and a normalized
outer wall radius of one, the annulus was divided into five equal parts, and a
microphone was assumed to be located at the center of each. From this, the
normalized microphone radii used for this run were 0.4933, 0.6059, 0.7185,
0.8311, and 0.9437. A single input mode was given an amplitude 1/Q%, and
various ltarger sets that included the input were targeted. Results have
meaning up to a target set size of 5 (the number of microphones), beyond which
the matrices involved in the algorithm become singular. Inputs were selected
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from various high and low m values for various cases, and it was found that
the largest contamination occurred when the target sot size equaled the number
of microphones.

A typical example is shown in Table 5-12 for an input m=1,«=0 mode. The table
includes the effects of no rounding, rounding inputs to 3 decimal places, and
rounding to 2 decimal places. In all cases contamination of non-input modes by
the round off noise is negligible. Based on previous work, ref, 1, this was
not surprising since the condition number, CN, for this case was a low 9.07.
As described in the reference, the condition number is the ratio of the
extreme eigenvalues of a matrix and provides a measure of the magnification of
relative zrrors in solving the matrix equation Ax=y. With one as a lowest
possible value, values below 10 gave excellent solutions. Values in the
hundreds gave good solutions. Values above 10,000, however, were

unsatisfactory.

TABLE 5-12

CALCULATED MODE STRUCTURE
(0= 0.437, 5 Microphones, CN = 9.07)

Input
m=1 «=0 Cyg=1/0 Pressure Units
Qutput
Input Rounded to .XXX Input Rounded to .XX
No Rounding (3 Decimal Places! (2 Decimal Places)
m u  |Cpul - dBrel |Cpal - dB re 1 |Cpul - dB re 1
1 0 - .00001 .00287 - .03568
1 ] - 110 -72 - 52
1 2 - 109 - 170 - 55
1 3 - 119 - 96 - 80
1 4 - 13 - 85 - 49

A larger size input array was then selected, and a 10 microphone array was
used. The annulus between r' = r/h = 0,437 (b is the outer wall radius) and

r' = 1 was divided into ten equal parts, and the microphone was located in the

center of each section, similar tr the ?revious set of runs. Input Cﬁ”?
or the

values and results of the computer simulation are shown in Table 5-1

cases of no rounding and rounding to 2 decimal places. For this case the
condition number was 138 and, accordingly, the results were seen to be good.

Modes input were recovered to within 0.1 dB and those not input were at least
40 dB below the input levels.

58



ORIGINAL PAGE i3
OF POOR QUALITY.

TABLE 5-13

CALCULATED MODE STRUCTURLC
(0= 0.437, 10 Microphones, 10 Modes Targeted, CN = i38)

No Input Rounding Input Rounded to 2
Decimal Places

mo Input Cmu  Output ICp,l - dB re ] Output |Cpul - dB re 1
12 0 0 - 97. - 43
1 1 /09 .00009 - .085
2 1 /450 - .00007 - .084
3 -1 .00002 .036
4 0 - 104 - 54
5 1 /1350 .00001 .075
6 0 - 122 - 56
7 0 - 103 - 42
8 0 - 110 - 56
9 1 /27090 .00004 .052

To simulate measurement in a full-scale engine at moderate distances 7rom the
fan face, a case was run with 10 microphones, for a hub-tip ratio uf zero. The
normalized radius r' =1 was divided into 10 equal parts and the microphone
was assumed to be located at the center of each segment. Five modes were
input with levels 1£Q00, as shown in Table 5-14. Even without rounding, the
results were seen §° be very poor, as might be expected when the condition
number of 5.1 x 10? is noted. In an attempt to overcome this problem, it was
recalled that the radial mode algorithm provides for least square curve
fitting, utilizing more microphones tnan the number of target modes. A
simulation case was therefore tried which targeted 7 modes using the same 10
microphone locations discussed in the oreceeding paragraph. The results are
shown in Table 5-15. This procedure can be seen to have reduced the condition
number to 2.25 and the results became satisfactory (contamination at least 3V
dB below input) even with rounding to 2 decimal places.

TABLE 5-14

CALCULATED MODE STRUCTURE
("= 0, 10 Microphones, 10 Modes Targeted, CN = 5.1 X 105)

No Rounding

m A Input Crpue Output |Cpul - dB re 1
8 0 19 -
8 1 0 - 40.2
8 2 1£9° - .1
8 3 0 - 27.1
8 4 10° - 1.9
8 5 0 - 4.
8 6 190 - 15.0
8 7 0 + 2.1
8 8 19° - 10.9
8 9 0 - 15.7
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TABLE 5-15

CALCULATED MODE STRUCTURE
(0= 0, 10 Microphones, 7 Modes Targeted, CN = 2.25)

Output |Cpel - dB re
With input Rounded

m M Input Cpu To 2 Decimal Places
8 0 0 -39

8 1 0 - 47

8 2 0 -102

8 3 0 - 47

8 4 0 - 48

8 5 0 - 16

8 6 1/0° + 0.1

Since the higher order modes tend to concentrate their energies away from the
central axis of the duct, it might be expected that the determination of mode
coefficients is very sensitive ° minute measurement errors near r'=0, It
might aiso be expected that a microphone distribution which concentrated the
microphones toward the outer duct wall could be found which would make the
calculation less sensitive to errors and allow fewer microphones to be used.
Since work on the radial portion of the algorithm was not the primary task in
this contract, no additional work was done to optimize microphone location.
However, this topic should be pursued as considerable data reduction time and
expense can be saved by reducing the required number of test radii.

The final case run with constant rotor and traverse speed was a checkout of
the complete system to determine the combined effects of errors i the
Traversing Microphone System and in the Radial Mode computation. A set of ch
was selected using as a partial guide results o1 mode measuremerts with flusn
mounted microphones in the Pratt & Whitney Aircraft 10-inch rig, as reported
in reference 2. The synthesis portion of the Radial Mode Program was then used
to determine a set of circumferential mode amplitudes, C"(ri). Tnis set of
amplitudes was used as input for the synthesis portion o? the Circumferential
Mode Program. Synthesized pressures were rounded and a new set of
circumferential amplitudes was determined by the reduction portion of the
Circumferential Program, using these rounded pressures. The output CRlr;)
containing the effect of the pressure rounding was then used with the
reduction portion of the Radial Mode Program to produce a set of Ca‘,
containing the effects of the pressure rounding, whicn were compared with the
original Caﬂ set to evaluate the entire system.

A mode measurement test was described in Case 4 of reference 2, which utilized
a 32 bladed rotor with a stator of 34 rods in a duct with hub-tip ratio

= 0.437. At twice blade passage frequency (n=64) and a rotor speed of 5813
rpm, 53 modes were supported by the duct geometry; however, the rotor-stator
interaction produced a strong m = -4 lobe patterr. With this information as
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background, seven of the possible propagating modes were selected and given
assumed input values. Four were jiven values of 1+i0=1/Q9 for convenience.
Amplitudes for the m = -4 modes were obtained by using values from the
reference normalized so that the largest value had a magnitude of 1. This was
done to give some reasonable variation to the input values. The duct annulus
was divided into five equal radial segments, and four microphones were assumed
to be located where the segments touch. The input was then processed using the
procedure outlined in the previous paragraphs and the final results were
tabulated. The results can be compared with the input in Table 5-16. Modes
input were reproduced with accuracy to about 3 cignificant figures. Modes with
no input amplitudes suffered some contamination, but the worst mode amplitude
was about 54 dB below the typical input of 1.

TABLE 5-16

INPUT AND OUTPUT CIRCUMFERENTIAL-RADIAL MODE AMPLITUDES
FOR COMPLETE SYSTEM CHECKOUT

(Input Assumed Mode Amplitudes - CHL - Pressure Units)

=0 et Az
Real Imag Real Imag Real Imag
m=3 1 0 1 0 - -
m= -4 -.9259 .3778 .4244 -.2983 L1505 -.2231
m=7 - - 1 0 - -
m=12 1 0 - - - -
(Output Computed Mode Amplitudes - C;L - Pressure Units)
20 A = M =2
Real Imag Real Tmag Real Tmag
m=3 1.0003 .0000 1.0007 .0000 . 0007 -.0001
m= -4 -.9267 L3779 424 -.299 .1508 -.2229
m=7 . 0005 -.0002 1.0005 .0000 -.00Nn -. 0004
m=11 .0005 L0019 -.000 -.0007 .0007 L0013
m=12 .9997 -.0001 .0012 -.0007 -.0006 .0002

Table 5-17 shows tha intermediate input and output to the circumferential
program portion of the test. Good agreement between input and output here
indicates pressure rcunding does not produce serious errors, a result which
was seen previously in Section 5.7.2. Small errors here produced small crrors
ia the Radial Mode deck ‘eading to overall excellent performance ur the

system.
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TABLE 5-17

INPUT AND OUTPUT CIRCUMFERENTIAL MODE AMPLITUDES FOR COMPLETE SYSTEM CHECKOUT

3
>
¢3!
22

64

C3
64

C4

64
Cy

64
C

3
G2

5.4

(Input Mode Amplitudes, C#f(ri), computed From Assumed C%*)
(Pressure Units)

ry = 2.7666 in. r, = 3.3333 in. ry = 3.9002 in. r, = 4.4670 in,

Real Imag Real Imag Real imag Real Imag
73112 .60519 - .39358 - .19725 =
.09723 -.13312 -.08466 .01846 -.28919  .14831 -.42652 .19259
.29568 - .35275 - .20836 - -.08737 -
.00621 - .03265 - .10530 - 21356 -

(Output(g4 (ri) ~ From Circumferential Mode Program - Pressure Units)
.713165 005 .60539 -.00030 .34339 .00033 .19729 -, Q00N

.09698 -.13324 -.084y> ."™M774 -,28958 .14858 -.42673 .19266
.29554 -,00043 ,35292 .00048 .20891 -,00026 .08727  .00004

.00011  ,00023 .00021 .0.024 -.00013 -,00020 .00006 .00U33
.00631  .00027 .03266 -.00029 .10572 -.00014  .21857 -.0000v

SUMMARY OF SYSTEM CHARACTERISTICS - CONSTANT SPEED

Analytical and computer-aided studies were conducted to determine the effects
of system parameters upon operation of the traversing microphone system.
Effects upon accuracy of deviations from ideal operating conditions, such as
input measurement errors and random noise were also evaluated. The principal
results are listed below.
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There are three input quantities tH the system that are measured and,
consequently, subject to error: instantineous micropnhone pressure, fan
shaft angle, and microphone traverse angle. Due to the digitized nature of
the input, these quantities are all subject to truncation or roundoff
error. Further, both angle reu.dings are subject to systematic or
calibration error due to possible imperfections in laying out a digitized
angle scale. It is assumed that the microphones will be sufficiently free
from harmonic distortion so that systematic pressure errors may be ignored.

A variety of forms of systematic angle error together with several
magnitudes were used in computer-simulated tests to determine the effects
of rotor and traverse angle input errors., With input errors that might
reasonably be expected from angle measurement devices, the errors in
circumferential mode coefficients were acceptable.



e Similarly, rounding errors due to digitizing fan and traverse angle
readings to the nearest 0.1 degree were found to have acceptably small
effect upon the accuracy of the circumferential mode coefficents.

e The system was extremely tolerant of large rounding errors introduced by
the digitization or the microphone pressure signals. Rounding to the
nearest 0.1 unit of pressure with maximum input mode strengta o7 1
pressure unit had negligible effect on the computed mode cuefficients.

On the basis of these results it is concluded that the effects of errors in
angle and pressure measurement that range from reasonable to large have
acceptably small impact upon the azcuracy of the computed circumferential mode
coefficients.

In real fans broadvand noise is present in addition to the coherent discrete
frequency blade-passage harmonics. The traversing microphone system, like
other, conventional methods for discrete mode measurement, must enhance the
coherent signals with respect to the random noise. This enhancement is
accomplished in the svstem by means of time-averaging, which is also the basis
for other enhancement procedures.

o To evaluate the performance of the traversing microphone system in
recovering coherent modes in the presence of broadband noise,
computer-simulated tests were conducted using known input modes and a
computer-generated random signal. The rms level of the random noise was
about 25 dB above the levels of the modal signals. In this first run the
results were mixed: some modal coefficients were recovered with
acceptable accuracy, hut others were excessively affected by the random
noise. These results are typical for processing a random signal by a
Fourier transform.

o Two steps were taken to demonstrate how these results can be improved.
First, Hamming weighting was incorporated in the transform process to
reduce the frequency response to randcm noise components tihat are more
distant from the target mode. When the run time was doudbled to compensate
for increased main lobe width, the results were improved.

e Secondly, the run time was further increased in steps. With each doubling
of time, the mean level of the system output due to broadband noise
decreased by about 3 dB.

o [nese results show that the effects of boadband noise can be reduced to
any desired level by use of sufficiently long averaging, a property common

to other erhancement methods. The vaiue of time required in practice will
dapend on une broadband noise characteristics of the specific fan.

e Since details of the broadband noise of a specific fan can only be
estimated roughly prior to actual test, the travere - microphone method
should employ a procedure that allows successively . nger portions of the
entire data acquisition run to be processed. By observing the effects of
stccessively longer runs upon the results it should be possible to decide
whe ) sufficient enhancement has been completed.
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e It is consi‘~red advisable to develop in more detail the process for
deciding when sufficient averaging time has been achieved, in order to
avoid either excessive test and processing time on one hand, or
insufficient data on the other.

The Traversing Microphone System computing procedure is organized to first
compute the circumferential mode coefficients at each of the microphone radial
locations. Corresponding to a specific circumferential mode, the set of these
circumferential coefricients is then used ac input to obtain the corresponding
radial-circumferential mode coefficients, the final output of the entire
process. The next phase of the error investigation concerned the accuracy of
the final radial-circumferential mode coefficients, when errors were
introduced into the input circumferential modes. Two fan geometries were used.
One, the Pratt & Whitney Aircraft 10-inch fan rig (having a hub-tip ratio of
0.437) and the other, the JTID engine, was taken as zero hub-tip ratio to
represent the full cylindrical inlet section. The following results were
obtained:

e A variety of combinations of input modes were simulated for the 0.437
hub-tip ratio fan, including a case where 10 radial modes could propagate.
In all ~ases, using no more microphone locations than the number of
propagating radial modes, excellent results were obtained for the output
mode coefficients when inputs were rounded to 2 decimal places. Input
target modes were in error by at most 0.1 dB and modes with null input
strength were indicated as below -40dB. Much greater errors would still be
acceptable in practice for the final radial-circumferential mode
coefficients.

e When similar tests were simulated for the JT9D, zero hub-tip ratio
geometry, the results differed drastically. With the number of microphones
set equal to the number of propagating modes, the computed coefficients
were seriously in error as a consequence of the poor condition number of
the system of equations.

e The unsatisfactory state of the zero hub-tip ratio geometry was found to
be correctable by emplrying 3 or 4 microphones more than the number of
propagating radial r . With this arrangement, comparchtlc accuracy to
that of the 0.437 hu .ip ratio cases was obtained. The system condition
number returned to its previous low value, presumably due to the least
squares fitting of the data that is implied by the computing algorithm.

o These results indicate that in cases where the traversing microphone
method is to be used in actual tests on a low hub-tip ratio engine or rig,
further studies should be made to determine the optimum radial placement
of the microphones in order to minimize their number and the corresponding
number of data channels. Because of the typical radial mode pattern,
microphones will probably be concentrated near the outer wall.

Successful use of the Traversing Microphone System depends upon selecting its
design and operating parameters to comply with certain requirements which are
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summarized below. Generally, these requirements depend upon both the extent
and accuracy of the modal information being sought, and also upon certain
characteristics of the specific fan to be tested.

There are five principal parameters that must be selected in order to run a
traverse test and process the data:

Traverse speed, T

Traverse turns, R

Run time, T

Digitizing rate, Q/T

Number of radial microphone positions, I

Rules that govern selection of these parameters are listed:

e Traverse speed, T . An upper bound to the allowable traverse speed depends
upon the highest harmonic, n, of fan shaft speed for which modal
coefficiants are to be determined. This bound is given in terms of the fan
speed, o, by

T/a.< 1/(2n +1)

Unless this restriction is followed, modes of the nth fan shaft harmonic
will be subject to contamination from noise associated with the (n+1)st
harmonic. For measuring up to and including twice blade passage frequency,
(n=2B) on the P&WA 10-inch fan at 6000 rpm, the highest allowable traverse
speed is about 0.8 rps. On the JTID engine at 2400 rpm the traverse speed
should not exceed 0.2 rps.

There is no comparable, clear-cut lower bound for the traverse speed.
Huwever, to minimize the undesirable effects of fan speed variations, and
a'en to expedite signal enhancement in the presence of broadband noise,
tiue troverse speed should be selected as high as is convenient, consistent
with the above upper bound.

e Traverse turns, R. Data for processing must correspond to an integer
number of complete traverse revolutions. Under ideal, constant fan speed,
zero random noise conditions, one turn is sufficient. With Hamming
weighting, 2 turns are the required minimum. However, due to fan speed
variations and to random noise, several complete turns may be needed. The
specific number cannot be established in advance. For a particular fan
test, speed variation effects must be analyzed and broadband noise
estimates must be made. These will provide a basis for estimating the R
rquirement.

9 Traverse time, T. Time, speed, and traverse turns are, naturally, related.
[t will be most convenient to select speed as high as is conveniently
possible, as described previously. Then, provided only that R is integer
greater than 2, R will follow from the approximate run time, T, required.
This run time, T, will be determined by the level of fan broadband noise
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in the neighborhood of the fan harmonics; more specifically the signal-to-
noise ratio. As run time increases, the broadband noise effect is reduced as a
result of signal enhancement, The extent of enhancement required to produce
modal coefficients with a prescribed accuracy cannot be determined accurately
in advance of the test. Consequently, a conservatively long run time must be
allowed for in the data acquisition. How much of the data need to be processed
for prescribed accuracy can be established during the data-processing phase.
Details of the procedure will be clarified with further study and will lead to
sharper specification of the required run time.

e Digitizing rate, Q/T, for microphone signal., For the information recorded
during a test run to be processed, 1t must be supplied to the computer in
digital form. It will be most accurate, and probably most convenient, to
empioy digital trarsducers directly for measurement of fan shaft angle and
microphone traverse angle. Since pressure measuring microphones deliver an
analog signal, these signals must be digitized for subsequent processing.
The digitizing rate, or sampling frequency, is set by the well-known
(Nyquist) criterion: Digitizing rate must exceed twice the highest
frequency contained (at a significant level) in the analog signal to be
digitized. This requirement dictates that the microphone signals be
lTow-pass filtered by analogue filters prior to digitizing. I¥ for example,
a top frequency of twice blade passage (2BPF) will be analyzed for mode
structure, an analog filter that is essentially flat to 2BPF and then
falls to -40 dB at 4BPF could be used for pre-filtering. The resulting
filtered signal would then be sampied at a rate of 2 x 4BPF or a frequency
of 8BPF.

e Number of radial microphones, I. The number of microphones must at least
equal the highest number of pronagating radial modes present at the
highest fan frequency of interest. This number will be associated with the
m=0 circumferential mcde and should be determined before test. For fans
with hub-tip ratios greater than about 0.5, a number of microphones equal
to the number of propagating modes was found to be sufficient. For lower
hub-tip ratio fans, 3 or 4 more microphones were found to be essential for
acceptable accuracy. For twice blade passage frequency, the 10-inch P&WA
fan rig at 6000 rpm required 5 microphones for determinin? 5 radial modes.
The zero hub-tip ratio JT9D fan inlet at 2400 rpm needed 10 radial
microphone locations to evaluate 7 radial modes. These requirements,
including possible variation of microphone placement from equi-spaced
locations, may be modified to optimize the procedure as a result of
further study.
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6.0 SYSTEM CHARACTERISTICS - VARIABLE SPEED
6.1 BACKGROUND

Rotor speed variations during mode measurement tests on engines and fan rigs
have long been recognized as a source of inaccuracy. As fan speed changes
slightly, the phase of each mode, as measured at a microphone distance x from
the source, will shift according to the change in kypmu X. If two or more

modes contribute to the microphone pressure, the resulting signal will change
in amplitude as well as phase. Even i¥ only a single mode is present, the
standard use of a time-averaging procedure to ennhance the coherent signal with
respect to broadband noise will lead to a false value for the modal amplitude.

In order to understand how this problem affects the traversing microphone
svstem {and all mode measurement methods as well) an analysis of the
propagation of modes under conditions of smal! variations in frequency or
speed has been made. Before describing this unsteady analysis, a simple, quasi
steady-state interpretation is given first,

6.2 SIMPLE INTERPRETATICN OF EFFECT OF SPEED VARIATIONS

The essential results of the effects of speed variation on mode measurement
are most easily determined by considering the pressure at a fixed microphone
location due to but a single (m, « ) mode. If the rotor plane is considered to
be the source 'ncation, then at a distance x forward in the duct, at some
fixed angle and radius, the pressure can be written as

p(x,t)

Re{cm/ expi (kxny‘ X - w t)} (6-1)

where w nJs

and k = sz - k2 for ignoradble axial Mach number
Xm mec

k

w/c

i

e

Under constant speed conditions, if the circular frequency is designated by
W, the modal pressure can be represented in the compiex plane in the
conventional manner shown in Figure 6.1a. The pnhase angle of the modal signal,
[ KyoX, s measured with respect to a rotor-generated reference signal of

frequency w, = nfl,.

eigenvalue for (m, « ) mode,

Now let the speed change slightly by af . There will evertually be a change
in phase at the microphone given by ag@g = O(kyx), as shown in Figure 6.1b.

The magnitude of the phase shift can be obtained in terms of the frequency
change, acw (correspondirg to the speed change afl), from
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COMPLEX COEFFICIENT

AT SPEED wg OF (mu) MODE )

¢= Ky o (PHASE OF MODE)

UMIT ROTOR REFERENCE SIGNAL

Ay= Ak x
CHANGE IN PHASE

AT SPEED (wg +Aw)

UNIT ROTOR REFERENCE SIGNAL

Figure 6-1 Effects of Speed Change on Modal Phase
dkx
AP = Bk x) ® = | dwX (6-2)
w W

The quantity dw/dky is called the group velocity, Vg, for the (m, « )
mode at w = wgq. Then

A? = AW %; , and if —;;; is called the delay time, T , the phase shift

can be expressed as (6-3)
Lp = DT

Suppose that a measurement run is made in which the frequency is wg + Aw
for half the time, and drops to @,-aAw for the remainder. Figure 6-2a

shows this speed variation and the corresponding two values of the complex
pressure, phase shifted + A¢ =+ a0? from the orientation that would
correspond to the mean frequency, wo. Because time averaging is used to
suppress random noise, the measured signal is the average of the two extreme
complex pressures showd, This average signal has an amplitude which is reduced
by the factor cos (Aw® ). It is clear that if the speed variations take the
form of a "square wave" of any frequency, the same result ob.ains, This
attenuation of modal signal amplitude is here called "Loss of Signal."
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TIME AVERAGED SIGNAL = Clw)t

SPEED MODAL COEFFICIENT RESULTING
VARIATION VARIATION SIGNAL
C(m0 + Aw)
SIGNAL = C;czsw
LOS
(a)
wp + 4w +A@T COMPLETE LOS
FOR Awr =m/2
wg -t o C(wo ~Aw)

wg —dw

SIGNAL = C e JsldwT)
LOS
{b) COMPLETE LOS
wg +Aw /\ FOR Awr = 765n
@n g

wp ~Aw \/

SIGNAL = C e SIN(bwT)
Awt
(c) LOS
wg + Aw
COMPLETE LOS
FOR Awtr=n
i {

“o

- \/

Figqure 6-2 Effects of Three Types o Speed Variation on Resultant Mode
Coefficient

— - — - o —— % e e



ORIGINAL PAGE I8
OF POOR QUALITY

Figures 6-2b and 6-2c illustrate the effect of two other types of speed
variation - sinusoidal and sawtooth. The expressions for the corresponding
Toss of signal (L.0S) will be developed presently. The foregoing analysis for a
one cycle square wave is obviously applicable, except possibly for transient
effects in the neighborhood of the 2Aw frequency jump. It is not obvious,
however, that the other forms of speed variation shown in Figures 6-2b and
6-2c, can also be analyzed on the same quasi steady-state basis. For this
reason, and because the microphone pressure must be related to the rotor
reference signal in the traversing microphone method, it is necessary to
develop a more fundamental approach to the speed variation process.

6.3 PROPAGATION OF MODES DURING SPEED VARIATIONS
Corresponding to a single (m, « ) mode, the pressure distribution in a
reference plane, x = 0, which may be considered the source location, under
constant frequency (w = wgq), operation may be expressed as

p (0, t, r, 8 =efp (0, t, r, 8))

where P (0, t, r, 8) = C (r, 8) expi - “’ot

i Vi
If the eiqgenfunction, ¢’qg (r, 0) is suppressed for simplicity this ovecomes

P (O, t) = Cnu expi - wot, (6-4)
which gives the temporal behavior of the mode at x = 0 for constant frequencv.
If this mode is "switched on" at t = 0, the pressure at location x will be

p (x, t) = Re{gwa expi [kx@,‘ (wo) x - a)ot]}

+ transient

For times sufficiently long for the transient to decay, the solution is simplv

p (x, t) = RefP (x, tl} (5-5)

where P (x, t) - ‘muc €XP1 [erry‘ (wy) x - wyt]
Consider now the behavior when the frequency varies (see ref. 14),
Specification of the time dependence at x = 0 requires the replacement of the

angle wyt, for constant frequency, by the integral

!: w (t)dt, giving

P (0, 1) = ¢y, expi [- [; w (t) dt] (5-6)
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Suppose that the frequency varies by a small amount, + Aw , about a mean
value, wg, and let this variation be harmonic, with Frequency, v , that is

small compared to w,

wit) = w *+ swcos(vt+g) (6-7)
Tien, [0 w(t)dt= wyt+ 8L sin (veeg) o (6-8)

where b is the constant of integration, - %“i sin? .

The source pressure is then

- : aw .
P (0, t) = Cm/ expi [""ot - 5 sin (vt +¢)-b] (6-9)

= 1 : ~AW ;

= Cm/« expi - (@ t + b) expi ["T sin (vt +¢ )]

Tne second exponential is a familiar expression in the analysis of
frequency-modulated sianals and can be expanded (ref. 14) according to the
generic form

o0
expi (x sin « ) = Z Jq(x) expi qe (6-10)

Q=-e

There results

o

- AL | ) X
D(O,t)-cn}“z Jq( v)exp1-[(uo+qv)t+q¢ +h]  (n-11)

= o

The source pressure is thus expressed as a linear combination of harmonic
motions involving the mean frequency, @ ,, and the sidebards, w,, ty,
wy 2V, etc.

Consequently, the pressure at x may be found as the superposition of the
P{x,t) appropriate to each of the modulated frequencies, implied by

eq. (6-11). If the source is "switched on" at t=J, with a pehavior given by
eq. (5-11), then after the transients have decayad, tne pressure at x will
accordingly be given dy

P(x,t) = Cny« ;_‘.Jq (f—‘vf—) expi {“xm/u (wyrav)Ix-(w *qv)t-q¢ -b} (6-12)

n
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where k, (wy + qVv) is the axial wavenumber evaluated at frequencies
(wg + q%.

For small frequency variations about & mean, w g, that are not too close to
cutoff, the wavenumber can be approximated by

)

k (wo"'qV)

X k (wo) +d ko (6-13)

X 2
dk

xm
kxm/( (wo) +—1—-£—-“,

q Vv
W

dk

The expression _al‘l“éi
(7S]

the mode.

is the reciprocal of the group velocity, V

, for
w, gy

Then the quantity [kxm,a (wotqv)] x in eq. "6-12) can be written as

k (ew +qV)x =Kk (e )X + qy &
xm 0 xm 0 '
’“ "‘ grym
The factor x/Vqm, 15 the time delay for the changes in frequency in the
wave to arrive at station x, and will be called 'C'm/,

dk
T = XXMM . X (5-14)
mu ' dw W,

So

kXI“/l (UO+ QV)X=kxm/” (“)o) X+ qv tm/“

and eq. (6-12) becomes

+q¢ +b]

O
= ; bW i - -
P(x,t) Cm,u Lexpi kxm/“ (wo)x] (FZ“ Jq( ) expi [(w0+q\))t q Vv tm,u

qu/“ (expi kxm(wo)x][exm-uo‘r_,]‘qgwdq( ~ )exm-[(a°+qv)(t-t‘”y‘)+q¢+b] (6-15)

Comparing eq. (6-15) and (6-11) it is seen that the g-sum in (6-15) can be
obtained from that in (6-11) by replacing t with (t-"Cm},.). Accordingly, the
pressure at x can be obtained from the pressure at 0 by
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P(x,t) = PLO,(t -ZTp,)] expi [kxmﬂ(“o) X - Wo¥,] (6-16)

This result shows that a variable freguency wave at one location is replicated

at a more distant location after a characteristic time delay, T .. While
eq. (6-16) was derived on the basis of a single frequency harmonic modulation

it is clear that the same result holds for more general frequency variations,
provided that the total excursion about the mean frequency is sufficiently
small to allow the approximation for the change in wavenumber used in eq.
(6-13).

The exponential factor in eq. (6~16) is of interest. It is a phase shift of
the signal that may be interpreted readily by applying eq. (6-16) to the
special case of constant frequency, w = & . In this case the result is

P(x,t)=[Cm/“ expi- wo(t -‘z'm,“)] expi[kxm’a(wo)x- “’o?'m/u]}

Here the quantity in square brackets is P[0,(t - 'l'm/ )], the pressure at x=0
for & =w,, time delayed by tm,« . Combining exponentials

P(x,t) = Cmu expi[kxm/. (wg) x-eapt]

which is the obvious constant frequency result, exhibiting the phase shift
ergu(‘*’o)x with respect to the wave at x=0.

Another form of the phase shift factor in eq. (6-lo) may be obtained. Replace:
T BY X/ Vgmer, aNd Kypue DYy (Kxmu /@) Wo = wo/Vp, Where
a)o/kxny, is the phase velocity, Vpnyf- Tnen

1 1
kK _(w) X -wT =wxle—- 57—
XM 0 0'mse 0 (Vp ngf‘)

For highly propagating modes the phase and group velocities are approximately
equal, so this phase shift vanishes and the relation becomes

P(x,t) —=P(0,(t-Tpu))
&Jo-boa A

The phase shift between x = 0 and x = x in this case is given entirely by
P(x,[t - 2, 1) - P(O,[t - Ty )], which amounts to woZmu = wex/c
= kx in the case of negligible flow velocity,

Another case of interest is the one discussed in Section 6.2 to introduce the
subject: Let the frequency be constant at w, for a time, and then let it
suddenly change tow, +4w and remain tnere. By inserting these two steady
state values in eq. (6-16) it is verified that the phase of P(x,t) and also
the phase of P(0,(t - T )] changes by w‘z'ny,, as was obtained by the

quasi steady-state analysis of Section 6.2.

These results, which govern the propagation of variaple frequency waves in
general, will now be applied specifically to determine the benavior of tr.:
traversing microphone system under variable speed cperating conditions.
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6.4 EFFECTS OF SPEED VARIATIONS ON TRAVERSING MICROPHOME SYSTZM

6.4.1 FEffect of Traverse Speed Variation

Before considering the effects of rotor speed, g2, variation, described avove,
upon the traversing microphone system, the results of deviations from constant
traverse speed, T, will be examined, in crder to clear the way for discussion
of the more significant topic of variable rotor speed.

Under constant rotor speed, _n., and allowing for traverse speed variations by
writing 8 = 8(t) in place of Tt, the transform of the pressure for the mth
circumferential mode of target order n = N is, neglecting previously discussed
conjugate terms:

{0} =}

t]+T
M N d
P (t) VM (t) dt

4

expi [mB({t)-Nat] expi-[M8(t)-Natldc
]

3 &
-—‘_.4

t

t]+T
1 N 1 .
o expi{(m-M)8(t)]dt (6-17)
m T ¢
.

In the important case of the target m = M mode, the integrand is unity so the
result is perfect:

N 1 .
Tr{pM (t)}- ol (6-18)

For the off-target, m = M, modes, it has been seen in Section 5.1 that when @
is a linear function of time ( T = constant), the integral vanishes if the
length of run, T, corresponds to one or more complete revolutions of & .

If traverse speed T (t) departs from constant value, Ty, by a small
variation, g(t), we can write

T (t) Ty * g(t) (9-19)

ft
S0 8(t) ) T(t)dt = Tt + G(t) (5-20)
0
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where G(t) = }{g(t)dt will be small compared witn TB t and, of course, is
0

nonlinear.

Then, eq. (6-17) becomes

Tr{c;“}

t]+T
LA }t expi [(m-M) T o+ (m-M) G(t)] dt
1

2z

t]*T

expi ~'m-M) T,tl expi [(m-M)G(t)]dt (6-21)
t
)]

]
M.—a
(e}
—.‘.—a

If G(t) is small in tyet<(t) + T) the second factor will be approximately
constant over the integration, so that the resul¢ will be aopruximately zero
instead of vanishing exactly.

To estimate this effect of traverse speed variation, computer simulated runs
were made for both linear and sinusoidal types of speed variations. For the
examnle of linear speed variation, g(t) was chosan as U.001t. With Ty equal

to 0.1 and a run time of (0 sec, this corresponded to a 10% speed cnange at
the end of the run, This unrealistically large speed variation was selected in
order to demonstrate the departures from constant speed more clearly.

Results of the simulation are shown in Tahle b6-1. Contamination cf modes not

input is seen to fill off as the difference between input and target m number
becomes large. Even with this ratiner unrealistic s~eed variation results are

acceptable.

Sinusoidal speed variation was simulated by the relation
- . 24
glt) = AT'sin 2 ET—t

where aTis the amplitude of the variation and £ is the number :f compiete
cycles of variation in the run time, T, Results of tnis simuiacion are shown
in Table 6-2 for a AT = 0.001 and both one and four cycles of speed
variaticn. Contamination in *ais case is clearly insignificant.

5.4.2 General Formulation for Rotor Speed Variation

For analytical investigation of the effect o7 speed variations, the integral
form of the order transforms of Sections 3 and 4 will be used

t,+T
. N
rr{o(ti} =y p(t) W(t) V,(t) dt (0-22)
1
where V:(t) = expi - (MO(t)-NY(t)] {5-23)

t




TABLE 6-1

EFFECT OF LINEAR ACCELERATION OF TRAVERSE MICROPHONE
0N COMPUTED MODE AMPLITUDES

Input

C%z = 1/Q0 Pressure Units

Rotor Speed = 100 rev./sec

Traverse Speed = 0,1 + 0.001 t rev./sec

Number of Time Increments = 244349

Time Increment Between Samples = 0,0000390625 sec

Total Run Time = 9.54% sec

Qutput
m 'szl Pressure Units |C;2| - dB rel
9] ~1.00000409 — " 0.000036
| .01449415 - 37
2 .00725714 - 43
4 .00362829 - 49
8 .00181279 - 55
15 .00090537 - 9l
32 .00045265 - 67
TABLE o0-2
EFFECT OF SINUSOI{DAL SPEED VARIATION OF TRAYERSE MICROPHONE
vd COMPUTED MODE AMPLITUDES
"nput

ng = 1J00 Pressure Units

Rotor Speed = 100 rev./sec

Traverse Speed = .1 + .001 sin (2#ft/T) rev./sec
Number of Time lacrements = 256000

Time Increment Between Samples = ,0U003390025 sec
Total Run Time = 10 sec

Qutput
£=1 2= 4 -
[y ]

m 'Ci‘* - Pressure Units .ng’ - dB re .Cizl - °ressure Units .Cizl - dB8 re 1
0 T. 0000uU00 0 1. 00000009 V)

i .00050000 - bu .00000924 - 132

16 .00000024 - 132 .09000024 - 132

K} . 00000024 - 132 .000004J24 - 132
32 .00000024 - 132 .00000024 - 132
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is the target signal for the Mth circumferential mode of order N. 8(t) is
microphone angl~, ¥(t) is rotor shaft angle, W(t) is identically one for
uniform weighting and, for Hamming weighting, is given by eq. (4-4),

Based on the oreceeding analysis of the propagation of variable frequency
waves, the expression for the pressure of the (m,/) mode will be taken as

n _ .. f.n ) n )
p'n/u(t) = Re 1Cm,u expi [m8(t)-n ”t-zmu )]} (6-24)

This expression is used in place of the full expression for p, which involves
m and x« summation, to simplify the resulting forms so that the effects of
nonlinear shaft angle variation:z and delay time will stand out wcre cleariy.
Further, the phase shift factor of e&q. (6-16) is suppressed for similar
reasons; it may be considered to be lumped with the mode coefficient, Cf‘/‘ .
The delay time, %'y, , is the time for a speed change in the tan rotor ?o be
sensed by the microphone respunding to the (m, ) mode. It is generaily
different for all modes and also includes any ~-» namic delay for modes
excited by -he interaction of the rotor wakes with downstream stators.

With eq. (6-24) for pressure. the transf. m of eq. (6-22), using uniform
weighting becomes

)=t ] nr i [.m8(t) - n¥(t -2" )] expi -[M8(t) - N¥(t)ldt
'k/m .}--2' ﬁle t] expil I - N - mpm exp1 - -

T'.e conjugate terms arc omitted <‘n.e ey are small, as nas been describcd ir
Section 3. This expressiun be ome

n P10 n o
w0 s e, b [ eitmmann (2] ) s Ny (0] dr (5:29)

mu I, 4

We can make the approximati~n

.l - n dy(t) .
J(u- t.il/l) - Y(t)" tm/‘ T (0-25)
- n
= y(t)- t‘m/( alt)
Su that
t]+T
n R S I . . , n
Tr{pm’,, (t)} =z Cm/“ = . expi [(m=-M)B(L)+(M-n) Y (%)+n 'C‘m/‘_o.(t)l dt (6-27)
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Now, unless n = N, the factor expi {N-n) ¥(t) ensures tnat the integrand will
oscillate rapidly so that the time average can be made sufficiently small to
be ignored. The important cases, therefore, are for the target n=N order, for
wnich the transform becomes

t,+T
1

1 GG ‘TL expt [in-mio(e) + Nz alt)] ot (5-28)
1

It will be observed that if the time delay is zero, the variable speed f(t)
presents no complicatiun: for an integral number of microphone turns the
inteqral vanishes unless m = M, in which case the transform equals 1/2 C"U“’
as in the constant speed cas-e.

The speed variation can now be ritten in terms of its mean value, f2, and a
small time variaticn, §(t)

Qt) =, + Fo (0-29)
This gives
t]+T
N 1N N er N -
Tr{pmﬂ (t)} = 5 C expi N_Q.o'l'ny‘ TL1 exnif (m-M)O(t)+N *F(t)'cm“]dt (5-30)

When the microphone angle 8(t} is replaced by 8(t) =Tt, we get

t]+T

Tr{p:/(t)‘} = c:/ expi Nnoz:r';“-.‘,.gt expil(m-M) Tt +NF(t) 'z;:‘w Jdt  (6-31)
1

If the integrand in eq. (6-31) is compared with the constant speed case for
the target n = N frequency, eq. (3-13), it is seen that the term (m-M)T't for
constant speed is now sugplemented by tne term Nth) Zfﬁg which depends on

. This

the speed variation, f(t), and the delay time, Tiu - modification will
alter the previously obtained constant speed results.

6.4.3 Linear Speed Variations

In order to interpret eq. (6-31) and to ob%ain illustrative numerical results,
specific forms for the speed variation, f(t), will be taken. The simplest case
js a linear speed variation, fcr which f(t) = at, so that
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For clarity of illustration, tne limits of integration in eq. (6-31) will be
taken from ~T/2 to T/2 so that the mean speed, 42, is attained at t = 0. In
addition, the constant phase shift factor, expi Ny T, , will be
suppressed. (Note: if the phase shift factor of eq. (GTf%) had been retained
in eq. (6-24) it would have combined with expi a,f, above to give
kgh/‘x, which simply transfers the phase of Cﬁ“' fromx = 0 to x = x under

constant speed conditions.)

Under these conditions we have

™ot () =1 M) T/ expi [(m-M)T +NaZ" It dt (6-33)
pm/l 7 “mwe T 1/2 P mu

It can be seen that the frequency differences between the target mode, MT',
and other modes, mT, which under constant speed are integer multiples of
microphone speed are now shifted by Na'Zﬁ@“.

The process is easi.y understood intuitively on the basis of an analog
tracking filter. As speed changes, the frequency of th~ rotor reference signal
or tracking signal changes in a precise mat:-h. But, due to the time delays for
the modes to propagate to the microphone, tne microphone pressure signal lags
oehind the tracking signal, creating a frequency mismatch,

The inteqral in eq. {6-33) can be readily evalvated to give

N
el 1N sip LmMIT AT, 1172 )
r{om ()} = 5 c y (5-34a)
M M [(m-M)T‘+NaZ’mﬂ] T/2
or, more briefly,
Tr{p::,/(t)} -3 C:/ dif [(m-M)T +Na ?::y‘] T/2 (6-345)

For interpretive purposes it will be a little more convenient to switch signs
in the argument of the diff function, which is allowable since it is an even
function, giving

N 1N ) N )
Tr{pm/“(t)} =y Cm,u diff [(M m)T+Naz‘m/“] T/2 (6-34c)
[n the constant speed case, where a = O, for the m = M target mode the

function diff [ ] is unity, and for all ot.er modes it vanishes. The effect of

Tinear speed variation is seen to introduce a shift in frequency from these
values, producing two types of error: 1) The resporse for the target mode is
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reduced by the factor diff _Na 2ﬁ¥ 17/2; this is called here "loss of
signal," L0S. And 2) the non zero’?esponse for neighboring off-target (m = M)

modes due to shifting from the zeros of the function is called contamination.
Both effects can be readily calculated from eq. (6-34). Taese effects are
illustrated in Figure 6-3.

As a check of these results, and to bring out some important design features,
a six-part computer simulated test series was run, the results of which are
plotted in Fiqure 6-4.

A set of computer simulated tests was run, using the following parameters for
the 10-inch P&WA fan rig.

Mean rotor speed 100 rps

Rotor acceleration 1 rps/sec

Run time 10 secs

Order n = N 32 (blade order)

A delav time, ZTQL“ of 9.375 x 1074 seconds was selected for illustrative
purposes to give ‘a frequency shift of 0.3/T, and was used for modes m =

0, + 1, + 2. The extent to which this delay corresponds to actual operating
conditions is treated extensivelvy in Section 6.5.

The results of Run 1, a 1-turn traverse in 10 seconds, using uniform weighting
(WIt)s1) are shown in Fiqure 6-4. The target signal has fallen 1.4dB and there
is contamination from the bordering mode of -8.7dB. {Under constant speed
conditions this contamination would be zero or "-«"dB). Taese L0OS and
contamination figures are certairly not ignorable,

With these Run 1 results as reference, a sequence of modified data acquisition
and processing procedures was applied to the same rig operating conditions, in
order to show how these results can be improved.

In Run 2, Figure 6-4 the microphone traverse speed is doubled to produce 2
turns in the 10 second run. This spreads the modal frequencies farther apart
and prevents the immediate bordering frequency from encroaching into the main
lobe of the response function. The contamination from this bordering mode has
now dropped from -8.7dB to -16.4dB. (The LOS is unchanged.)

Further reduction of contamination may be had by additional microphone speed
increases, but this would only shift the bordering mode frequency to
successive minor lobes, which fall slowly. A more effective procedure is to
introduc Hamming weighting in the transform. These results are giver in Run
3, Figure 6-4. The nearest mode contamination has dropped to -26.7d3, and the
LOS is now -0.6dB instead of -1.4,

The greatest contaminaticn is now resulting from intrusion of the neighboring
mode into the main lobe of the response function, which has been broadened as
a result of Hamming. This can be corrected by further moderate microphone
speed increases to move the bordering mode frequency farther away from the
target.
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CONSTANT SPEED
REFERENCE

MODAL FREQUENCIES

RESPONSE

FREQUENCY
TARGET
FREQUENCY
v v v v v v
LOSS OF SIGNAL RELATIVE FREQUENCY SHIFT
DUE TO MODAL FREQUENCIES
EFFECTS OF LAGGING BEHIND SPEED
SPEED INCREASE INCREASE
M
W CONTAMINATION
9
CONTAMINATION @
- 4
FREQUENCY
Figure 6-3 Loss of Signal and Contamination Resulting From Linear Speed

Increase
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MODAL FREQUENCIES

A/
M2
M+1 -45d8
| Sarm |

v M v v
RUN 4 ~0648 r
M-1
m+1 - 5848
M
RUN 5 -0 wﬂ'ﬂ v
M-1
-45d8B
¥ | Fuu sespoNsE v
RUN 6
—_— M
ZERQ CONTAMINATION
/ ALL MODto>
Figure 6-4 Effect of Linear Speed Variations
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REFERENCE SHOWS LOSS OF
SIGNAL AND CONTAMINATION
RECTANGULAR WINDOW
R = 1 TURN
r=01rps

DOUBLE MICROPHONE SPEED
RECTANGULAR WINDOW

R =2 TURNS

Fr=02rms

ADD HAMMING WINDOW
HAMMING WINDOW
R = 2 TURNS
M =02rps

INCREASE MICROPHONE SPEED
HAMMING WINDOW
R = 3 TURNS
r =03rps

INCREASE MICROPHONE SPEED
HAMMING WINDOW
R = 4 TURNS
M= 0.4 rps

INCORPORATE TIME DELAY
IN TARGET SIGNAL
HAMMING WINDOW
R = 4 TURNS
f =04rps
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Figure 6-4, Runs 4 and 5 represent speed incieases giving 3 traverse turns and
4 turns. The contamination is now less than -40d2 in both cases.

It is clear from these results that Hamming is extremely beneficial when used
with a moderate number of traverse turns,

There is still another procedural modification that will improve not only the
contaminration (which has now peen reduced to levels that are probably
acceptable), but will also improve the loss of target mode signal, which now
stands at -0.6dB. The reasoning that leads to this modification is quite
simple: Both LOS and contamination problems arise because the modal
frequencies are shifted with respect to rotor-generated target signal
frequency. This frequency shift is, in turn, a consequence of the time delay,
T for the mode to arrive at the microphone during a speed change. If the
traﬁéform equation were modified by introducing a matching time delay,
T=Tha in the rotor signal, Vy, both the modal signal and the delayed
rotor target signal would be frequency-locked as rig speed varied.

This delayed reference signal is computed from a2q. (6-23) simply by replacing
Y(t) by ¥(t-7) to aive

VR(t-2) = expi - (HB(t) - N ¥(t-7)] (6-35)
(Note that t-Z replaces t only in the rotor angle funcction, ¥, and aot in the
microphone angle, §.)

The transform of the modal pressure, eq. (6-05), now becomes

oo 1o (BT n
r pm/“r (t)} = 7 Cm/“ T . expi ({m-M)B(t)-n ¥(t- 2'"}” )+N ¥ (t-7)ldt
1

For the important n = N order case, this is

t,+T
N _1 N 1 1 . N -
Tr{pnyl (t)} =3 Cm/: Tft] expi {(m-M)B(t)+N[ Yit-7)- ¥(t-T )]} dt (6-30)

If the computer;}aop’lied delay, T, in the rotor signal is made equal to the
modal delay, Tmu ., the factor of N vanishes giving

N 1N ERAI
Tr pm/u(t)} =3 Cny: T . expi [(m-M)T tldt
1

for traverse speed T.
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A1l time delays and speed variations have disappeared and the result is the
same as in the constant speed case; there is neither loss of signal nor
contamination if an integer number of turns is used.

This result is shown as Run 6 in Figure o-4, where a delay time equal to the
modal delay has been incorporated in the rotor reference signal of a computer
simulation. The common frequency shift of the modal signals and the delayed
target signal may be noted, together with full target signal recovery and the
complete absence of contamination.

It will be equally clear that the use of this simple procedure in an actual
engine or rig test will not produc2 such dramatic improvement. For one thing,
all modes do not have common delay times, ¥ qmu , because they generally have
different wavenumbers, Kym, , and different sources in the engine or rig,
Another consideration is that the source locations are either unknown or are
known with limited accuracy. The aerodynamic delay t me for rotor wake
impingement on downstream sources contributes a further uncertainty to
selecting the rotor signal delay, T . Extension of this procedure to handie
these complications is considered feasible but was beyond the scope of the
current investigation.

6.4.4 Sawtooth Speed Variations

The foreqoing analysis for linear speed variation has been presented in
considerable detail since this form of variation gives a constant frequency
shift that is easy to visualize and produces effects that are readily
interpretable in terms of the frequency response function.

However, examination of recorded time histories of rotor speed variation in
several engines and rigs shows that the typical variation present is a
somewhat irreqular hunting about a mean speed, rather than a linear, long time
speed drift. This is fortunate, both for the operation of the machine, and
also for use of the traversing microphone system. In the previous 6-part
illustrative sequence all simulated runs were of 10 second duration for
illustration. Now, it has been shown in Section 5.3.5 that the run time, T,
may have to be extended to reduce contamination due to broadband noise. In the
examples of Figure 6-4, if T is increased beyond 10 seconds the main lobe
bandwidth of the response will be narrowed. This narrowing will attenuate the
target mode signal, even with Hamming, and even with a rotor signal time delay
that differs somewhat from the modal delay t,?{ﬂ )

It is therefore important to examine more realistic, hunting type speed
variations. This subsection treats sawtooth variations and in the next section
sinusoidal variations are examined.

Consider an irreqular sawtooth speed flucuation, shown in Fiqure 6-5.

For the qth segment of constant acceleration, a,, beginning at time, t,,
of duration T,, the basic transform for the target mode, m = M and n =N

will be, from eq. (6-28)
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Figure 6-5 Sample Irregular Sawtooth Speed Fluctuation

t +T
Tr{pNM/,(t)} =JZCNW‘ - fq qexp!(N‘t‘N/“ﬂ (t))dt (6-37)
q

Since Q. (t) = o at the midpoint, tog, of the interval Tq, we have

.Qq(t) = fL0+aq(t-toq), (5-38)
_ 1 .
Where toq = tq + Vi Tq (9-39)
Then
N 1N -

Tr{ow‘ (t)} =y Cl‘y expi [N’L"‘l (.n.0 q oq)] (0-40)

t +T

X | T i (NEN at)dt
T—; xp ) W‘( q
tq

Using the aeneric form

a+
+ f 2xilpe)ae = L2 expi 8 +L/2) (5-41)
[ S

= diff(4L/2) expi M (a+L/2),

the transform becomes
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Tr{oM/(t)} = ’]Z Cs/ expi [NTM/(RO q oq ]d1ff[N?,'W(a T /2] (6-42)

X expi LN'C‘ J

Mﬂqoq

a /2] expi (neN

N
C Mue o)

1
Z o %q

But the product agT4/2 is simply the speed excursion, A, which is
common .. all segments of the time history. Hence

diff [NZ’

N N . " y
Tr{pMﬂ } cM/ G (Naa Ty ) el (NQ T, (6-43)

It is seen that this result does not depend on the individual acceleration,
ags of the qth segment, nor upon its duration, Tq, ror upon the time,
tq, that the acceleration began.

The transform for the general sawtooth speed variation, Figure 6-5 follows
readily: We write for the pressure transform, following eq. (6-37)

t,+T
Tr{pN (t)}= TN ] f ] glt)ut (5-44)
Mu Z WJT t]
where t1 is the beginning of the complete run, L1 s the total time, T = Ty
+ T+ . .. +Tq, and g(t) = gqlt) = expi [N't'w, qlt)] for
appropriate subintervals.
Then
WIES) S rVT, (t)d ak (t)d R (t)dt$ (6-45)
rdp, (t)}-= g, (t)dt+ g,(t)dt +, . . gn(t)dth (o-
{ Mu ].ZCWT o ! t, ° t,
- 2 Q
C
Now the qth integral in the above, Iq, can be written as
tq+Tq
. 1 (5-45)
=T t)dt
T e T ), %'t
q

. N :
Tq diff (NAQ.'Z'M/) expi (N 'CM/
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where, as has been noted, the diff and expi functions are common to all
segments. So

N 1N N . N
Tr{PMﬂ(t)} = CW‘ diff(NafL Z'W“ )exp1(N_Q°T'M/, )T {T]+T2+. . .+TQ}

The T-sums add to T, clearing the expression of run time. Also the factor expi

(N, Mﬁ‘) is just a ohase shift, constant over the run and will be
discarded here as it was for the linear variation. The result is then, simply

N TN N
Tr {DM/«(”} =5 CM/u diff (NaL tM,«) (6-47)
. N
sin (Na22 T, )
or = ; cN Mu

M (NALQL 'cﬁﬂ)

This result corresponds to that obtained by the quasi steady state approach in
Section 6.2.

This result should be compared with eq. (6-34b) for the case of unlimited
linear speed drift, which becomes for the target mode case m = M

N 1N N
Tr{PM/(t)} =5 CM/u diff (Na tW‘ T/2) {6-43)

In this case, under constant acceleration, as T increases, the loss of signal
increases. In the sawtooth case, eq. (6-4/), which can be obtained’Ex
replacing a-T/2 by a5 in eq. (6-48), it is the combination Naf Ty

which governs loss of signal. To minimize LOS .ne magnitude of speed
fluctuations, &fl, and the delay times, should be iow. No variation of
operating parameters such as run time, T, and traverse speed, T°, will affect

the L0S. The delay times, TR, are beyond control; however, as was seen in
the set of runs in the previ@ﬁg section, introduction of a compensating time

delay in the rotor reference signal is an effective count :rmeasure for speed

variation.

6.4.5 Sinusoidal Speed Yariations

A still more realistic form of fan speed variation is a sinusoid fluctuation

or a combination of such fluctuations. The sinusoidal speed variation of

amplitude + o, circular frequency, v , about a mean speed £2, is given by
(L) =Ly + aLsin (ytrep), (6-49)

where ¢ is an arbitrary ~hase angle.
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From eq. (6-28) for the basic transform under general small speed variation,
fcr the target order n = N, use of eq. (6-49) gives

t]+T

N AN e vim N . . )
Tr{pry (t)}'Zcm/« T {H expi [(m-M)T" t+N t'm (n,0+4_n_s1n(yt+4),Jdt (5-50)

t+T
1
JZC:'/‘ ‘]I' }(t] expi (AMTt) expi [NZ’;‘V‘A_{L sin( yt+ ¢)]dt

Here, A = (m-M), and thz ccnstant phase shift factor, expi Nt‘ﬁ",.ﬂo,
has been dropped, as before, for simplicity.

The exponential with sinusoidal argument in the integrand is replaced by its
Bessel function expansion, eq. (6-10), to give

l t+T] oo
N 1 N S raa . , .
Tr'{pm/‘(t)j =y Cny« s L exp1(A.4T‘t)ZJq(Nm‘C#‘ﬂ) expi q(vt + ¢ )dt (6-51)
1 G= -0
= £y+T
- 7 c:,'y,z Iy NaaT) ) eni (ag) ¢ | Texpi (aMT+qu)t dt (5-52)
s q:-“ /“ t]

This result can be used to evaluate loss of signal and contamination., These
are best handled separately. For loss of signal of the target mode A = 0 and

o0
N (a1 M N AN I A b
pM/u(t)j- 5 C’jﬂ Jq (NafL ZM/) expi (g¢"' - expi (qvt)dt (6-33)
4 =-0f
t
1
=y Ch 3, (Nan 'E:ﬁ) (5-54)

1 N N . . . .
+x C J (Naft T,, ) expi(q@)difflqvT/2iexpi qv(t,+T/<)

This general result simplifies drastically if there are an iritegral number of
cycles of speed variation in T. In this case the time integral in eq. (6-53),
(and the diff function in eq. (6-54)) vanishes, giving as the sole surviving
term:
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Tr{o:ﬂ(t)} <) cg/ J, (Naf z',’f,ﬂ) (6-55)

The argument of J, is the same quantity, NaqQ Z'ﬁ,. , that governed the
attenuation of the target signal in the case of sawtooth speed variation, eq. ‘
(6-47), i.e.: e—

N .1 N . N
(sawtooth) Tr {pMﬂ(t)} 5 Cwy diff (Nand ‘C’M/“) )
Since the first zero of Jdo(x) is at x = 0,767 and the first zero of diff(x)
is at x =7 , there will be a complete loss of signal in the sinusoidal speed
variation case when NASLT = 0.76#, compared with Nan T = 7 for the
square wave variation. This result may be appreciated from examination of
Figure 6-2, which represents the time-varying phase shift of a mode at a fixed :
microphone location, analyzed on a quasi steady-sta.e basis. The time average :
of the vector iy least (most LUS) for a square wave variation, where the
vector jumps between extreme positions. In the sawtooth or drift case the
vector positicn is uniformly distributed between extremes. The sinusoidal case
is intermediate; proportionally more time is spent near the extremes of the
excursion than in the linear case, but obviously not as much as for tne square
wave,

The result eq. (6-55) is independent of the frequency of the speed variation,
vV, just as the sawtooth wave case result eq. (6-47) did not depend on cetails
of the wave shape. However, both results were based on an integer numper of
taq speed excursions during the run. This will not generally occur in
practice, {(neither will pure sinusoidal or sawtooth waves). However it is
pnssible to verify that eq. (6-35) is a good approximation to eq. (6-54):
Since Jgq(x) for small x decreases rapidly with q, and since

Ji(x) € Jg(x), even ignoring the attenuation provided by diff (qvT/2) in
eq. (6-55), the contribution of the gq-sum will be small compared with the J,
term. If a more conservative estimate should be desired for the loss of
signal, the square wave case, cos (Nan Tﬁﬂ) ma, ve used.

Realistic estimates of the loss of signal that may be encountered in practice
are qiven in Section 6.5.

Contamination of the signal by ngi?nbori ng off-target modes will next be
examined with the use of eq. (6-32) which agplies to the AM # 0, orm # M

case. The time average may be given immediately in terms of tne diff ( ) )
function, where (AMI+qv ) is the frequency difference. Discarding unessential
pnase shift factors, the result is

Tr{D:ﬂ (t)} . ‘2 c;‘y JoNes t;“ﬂ) diff (AMT+qy)T/2 (5-56)
0=-oe
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The contribdtion of Jo will be zero since, witn q = G, the dif function
will he diff AMT T/2 which vanishes for an integral number of turns, T'T.

0f the remaining q # 0 terms, J} for q = +1 dominates for small argument.
Unless diff (AMT + )T/2 can be made small, the transform may be
significantly contamnated. If AMT =+ y , diff ( ) =1 and the worst
contamination results. We cannot depend on peing at a zero of diff ( ), since
Y 1is an arbitrary frequency. The bordering modes, AM = +1, are ihe most
critical since they give diff (T'- V) as the most dangerous case in the sense
of making a small argument of the function and a large value of diff (T -y},
Neither wiil it do to require 'hat T be made very much larger than ¥, for
this could result in an iryractically high traverse spced or a speed that
would violate the constraint for time cluster separation, eq. (5-12).

The solution to this contamination problem is to employ Hamming weighting in
the transform of the pressure signal. It can easily _e sean that if this W(t)

is inserted in the integrand of eq. (6-50) it will carry through anc appear in
the time .ntegral of eq. (6-52) to give

t]+T

N . 1 .
f Jq(N“tmﬂ Jexpi(q ¢ )y . Wit)expi(aMT+qv)t dt (6-57)

q=-a0 1

”
N 1N
™p (t)} :
WEI RS 9
Now, the time average can be obtained simpiy as the function

t+T
11. I Wit)expi(AMT+q )t dt = Hamm{(AMT +qy)T7/2] (6-58)
t

where Hamm () is defined 'y eq. (3-9) and is illustrated in Figure (5-3).

Consequently, the solution of eq. (6-57) that correcponds to the solution
eq. (6-56) ror uniform weighting is

o0

Tr{p:/ (t)} -ch;, > Jy(Nan Ty, Hamm (AMT+qy)1/2 (5-52)
Q=-oe

As for uniform weighting, the worst contamination will be from J; for q=+)
«ad for bordering modes, AM = + 1. Here, the argument of the Hamm function
is, again, (T-y )T/2, for the most serious situation,

Now if we put T z2» ', V =27y ', where T' and ' are in Hz, the
arqument of Hamm ( ) is

(3= 0T, (5-60)
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Since the major lobe of the Hamming response ends at Af = 2/T, contamination
can be reduced to trivial levels (-40dB) bv selecting the craverse speed, 7',
such that (p'- v') > 2/T. (Without Hamminy a comparable reduction would
require, approximately that (T '- y') > 100/T.)

This requirement may be conveniently expressed in terms of number of
microohone turns, R = T'T, and number of cycles of speed variation cycles =
v 'T during the run of length T
R - (no. of ;peed cycles) » 2. (0~61)
or R » (no of speed cycles) + 2

Since the number of speed variation cycles generally increases with time it
may be more instructive to express T as R/ T' in the requirement

2
(T -w') 77

T
obtaining (p' -y') 2 2 7

or T R-2 V (0-02)

With R = 3 turns, T' must be > 3v', for R=4, 7' » 2y, R = 5 gives
™>»1.67y', R =10 gives ' > 1.25w.

This shows that to avoid contamination the traverse speed must exceed the
frequency of speed variation, and also to prevent having to use a traverse
speed that is inconveniently high or violates the top speed constraint, the
use of a moderately large numiLur of turns is required.

In the application of the traversing microphone method to engine or fan rig
tests, it is clear that the specific speed characteristics of the fan must be
examined in order to select the best traverse speed and number of turns.

Some computer simulated runs were conducted in this program to illustrate
samnle loss of signal and contamination resulting from sinusoidal speed
variations, Tne first case consisted of a sinusoidal variatioi of rotor speed

-2
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with no time delay to verify that it is the time delay that is the important
source of error. Tae form of the speed variation was the same as used for the
sinusoidal speed variation in traverse angle, namely

Mt)=4asﬂ£$£t

Results are shown in Table 6-3 for &L= 10 and £ equal to one and four.
Recovery of the input mode was seen to be perfect to the accuracy displayed,
verifying that “or a microphone traverse near the source of a mode,

i.e.,Tn = 0, rotor speed variation is unimportant.

TABLE 6-3

EFFECT OF SINUSOIDAL SPEED VARIATION OF ROTOR ON COMPUTED MODF AMPLITUDES
NQO TIME DELAY
(Mcasurement at Source)

Input

(%" = 1£/Q0 Pressure Units

Rotor Speed = 100 + 10 sin (2m£t/T) rev./sec
Traverse Speed = .1 rev./sec

Number of Time Increments = 256000

Time Increment Between Samples = .0000390625 sec
Total Run Time = 10 sec

Output
£=1 L= 4

m ‘C:‘ZI-Pressure Units ‘ngl-dB re 1 'C;Z'-Presswe Units ]Cg‘{'-ds re 1

0 1.00000000 0 1.00000000 0

1 .00000000 <.166 .0000000QC < -166
16 .00000000 <-166 .00000000 < -166

K} .00000000 <-166 .00000000 < -166
32 .00000000 < -166 .00000000 < -166

Time delay was then introduced for a series of runs where changes in A&/,
Th and the number of cycles of speed variation, £, were studied. Results
are shown in Table 6-4. Output mode amplitudes were rounded to 4 significant
decimal places in tris table to make comparisons easier,

Cginparison of cases 1, 2 and 3 shows rather large 1%5 of signal for the input
Co mode and large contaminatior for the adjacent C7” mode. It also shows

that it is the product Zf af/a which controls the magnitudes of the loss of
signal and contamination. Cases 2, 12 and 13 show the effect of changing %7,
and it can be seen that increasing Zp increases hoth loss of signal and
contamination., Similarly, increasing aAf/a increases both loss of signal and

contamination as seen in cases 2, 9, 10 and 11,
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TABLE 6-4

EFFECT OF SINUSOIDAL SPEED VARIATION OF ROTGR OM COMPUTED MODE AMPLITUDES
WITH TIME DELAY

Co = 1/£Q0 Pressure Units

Avg. Rotor Speed = 100 rev./sec

Rotor Angle = 100 (t- 2';'1) + 100 A—n-&??]lﬁ {1 -cos [(2m2 (t- z‘;)/T]}
Traverse Speed = .1 rev./sec

Number of Time Increments = 256000

Time Increment Between Samples = ,0000390625 sec

Total Run Time = 10 sec

Qutput

c ] OQutput Mode Amplitudes-Pressure Units
ase A n No. o
No. B T sec Cycles-£ |c82| |c]32| ‘c?z lc32' Ic

1 .05  .00062500 1 .9037 .2989

2 B .00031250 l .9037 .2989 * * *

3 .2 .00015625 .9037 .2989 * * *

4 A .00031250 .5 .9814 1319 .0004 L0001, 0U01
5 1.5 L9127 . 2291 L0012  ,0003 .0003
6 2 .9037 * * * *

7 l 4 .9037 * .0004 * *

8 8 .9037 * .0477 * .0004
9 .05 1 L9755 .155] * * *
10 .2 ‘ .6425 L5122 * * *
n .4 . 0550 .4938 * * *
12 R .00062500 l .6425  .5122 * * *
13 R .00015625 L9755 L1551 * * *

0-9
NO*E°S §ee texé ect1on 6.4.5 for discussion of this table.

Changes discussed to this point affected only the input mode amplitude and
that of the adjacent mode. Changing the number of cycles of variation,
however, results in contamination being spread to different modes. This can be
seen by comparing cases 2, 4, 5, 6, 7 and 8. A noninteger number of cycles,
as would be the usual result of an actual test, introduces contamination into
all modes (cases 4 and 5). This contamination appears to increase with
increasing proximity to the input mode.

6.5 PRACTICAL SIGNIFICANCE OF SPEED VARIATIONS
[t has been seen that the dominant factor in producing loss of target signal

and contamination from off—target modes is the total phase shift excursion in
the microphone plane, ag = (NAn:h ). In preparing for an engine or fan rig
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test, there will presumably be available sufficient fan speed data to
determine the probable fluctuations, A, and some information about the
frequency of these fluctuations, (which, together with a¢, affects
contamination). It then remains to estimate representative values of the delay
time, TH,. With Th, estimated, ag can be found, and then the LOS can be
estimated using diffag , Jy (ag), or cos(ap), as is summarized in Figure
6-2. The potential user of the traversing microphone method can then decide
whether these estimated losses are acceptable for the accuracy required. If
the estimated losses turn out to be excessive, then a modified procedure,
outlined in Section 6.6, must be developed and employed. It cannot be
overemphasized that excessive loss of signal is nct in any way a consequence
of using the traversing microphone system; it occurs in any conventional fixed
microphone metnod that uses time-averaging to enhance the ccherent fan
harmonic signals with respect to broadband noise.

In this section estimates of LOS will be given for three configurations: the
10-inch P&WA rig, the JT9D engine, and the NASA LeRC 21-inch fan rig.
Contamination estimates were not made since it was shown in Section 6.4 tnat
use of Hamming with multiple traverse turns can reduce contamination to
acceptable levels. (Loss of signal is not improved by this procedure.)

The modal delay time, 1TGL,, generally involves an aerodynamic delay and a
propaqation delay. The propagation deiay is the time for changes in frequency
at the source to propagate to the microphone plane, and was given by

eq. (6-14). For stator sources downstream of the rotor, an aerodynamic delay
between rotor speed changes and their corresponding wake interaction effects
at the stator is involved. For illustrative purposes here, it was assumed that
the rotor was the source of interaction modes, so that aerodynamic delays were
not involved.

In the following work, the N or n superscripts on Kxme , T, etc., are
dropped for simplicity. The frequency at which such quantities are evaluated

is taken to be, Ny = wq, the mean frequency of the target order modes
in stationary coordinaces.

It has been shown that the modal delay time, by eq. (3-14), is

z};u v ® dw W, X

Since axial wavenumber, kym. , depends on cutoff ratio, 2'm/, will vary

widely at any given frequency, wg. To describe this situation requires that
we determine how the propagating modes are distributed with respect to delay
time. With such information we can find what fraction of the modes exceed a
specified delay time, and consequently, what fraction of the propagating modes
will suffer a loss of signal greater than a preselected amount. In short, we
will determine for a sequence of acceptable LOS of 0.5d8, 1dB8, 2dB, 3dB and
6dB, what percent of the propagating modes have loss of signal greater than
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these values. It will be seen that this procedure provides a convenient,
easily understood way of deciding whether the basic traversing microphone
system can provide sufficient accuracy or whether modified | ocedures are
necessary.

Starting with eq. (6-14) we can write

dk dk

Ty - e S g
This can be expressed as

T * zz'l‘;" Te, (5-54)
where Tc = x/c (6-65)

is the time for a free-space wave (no flow) to travel distance x
dk
- xmﬂ by g
and Z'm/l / Z’C = T (0-60)

is the delay time magnification, relative to free space, for changes in
fregquency to arrive at x.

Now the wavenumber, kyp,, is taken in the form

- _k 2 2
o = g D+ -1 2) 52, (6-67)
X
where Cm = kmﬂ /k (6-68)

is called "cut-on ratio."

(This is the reciprocal of the more commonly used "cutoff ratio,"
£ = K/knu).

Eq. (6-67) applies for waves traveling forward from rotor toward inlet, and
My, the axial flow Mach number, is a positive quantity.
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As fan speed changes w, k, & , and My all change. The derivative required
for obtaining Ty / T can then be expressed as

Tmx . K _akxM Qkxm,a d¢M akxm/ M, (6-69)
—?f—‘-m:i— ok +34m/ & " IM &

The rate of change of Mach number can be obtained from engine data given in
the form:

My = aly + b, (6-70)

where Ny is shaft speed, rps, and the constants a and b apply to the
specific fan rig or engine.

N1 and k are related by

ZerN

S (6-71)

>~
"
nl&

A numerical procedure was used to obtain from eq. (6-67) through eq. (€-71) a
tabulation of Tp ./ % versus &p, . Figure 6-6 shows this relation for

the second hamow’ﬁ: of blade passage frequency in the JT9D engine at 3400 rpm.
The large magnification of delay for high & (near cutoff) is noteworthy. Even
highly propagating modes ( & near zero) have delay times of about 7 times
their T. = x/c values. These magnifications are significantly larger than
the My = 0 case due not only to flow but also due to the rate of change of
flow with respect to fan speed,

With T/ T, determined as a function of & , the phase shift,
69 = AW Ve Tpu/ T, can be found, and the loss of signal can be

calculated using Jy (a@).

With loss of signal obtained as a function of cuton ratio, 4 , it remains only
to determine the percentage of propagating modes that exceed # and that,
consequently, exceed that lToss of signal. For this purpose, the cumulative
distribution of propagating modes is required as a function of ¢ . This will
be obtained by means of modal density functions.

Pice has shown (ref. 15) that the modal density function with respect to
cutoff ratio, £ , in the case of My = 0 is given by

De N = 2/8 3 (6-72)
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Figure 6-6 Variation of Delay Time With Cuton Ratio
(My = 0.555)

The density function, Dg N is the derivative, dN/d€ , and can be interpreted
readily from the relation

62
Fraction of propagating modes _ -
between € =§,, and €& = E, . (DgN)d€ (6-73)
1

The cumulative distribution function N‘ is the fraction of modes having
cutoff ratios less than €, or

5
)1

These density and distribution functions are shown in Figure 6-7.
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Figure 6-7 Rice's Modal Density and pistribution Functions

For the purposes of this section the density and distribution functions are

required wi th respect to the variable % , the reciprocal of € used above. Th

conversion is made hy the change of variable rule for density functions:
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This results in

(0-75)

(6-76)

This density function, which is simpler than the one for cutoff ratio, is

shown in Figure 6-8a, for the zero Mach number case.

Because of its linearity the density function, Dg N, is easily modified to
account for flow at axial Mach number M,. From the wavenumber function, eq.

(6-67) the cutoff point, when the radical becomes imaginary, occurs when

(1-Mx2) 4;!, = |. The range of § for propagation thus extends from zero

to l'l/(l-sz). This extension is shown in Figure 6-8b, together with the
reduced slope of the density function, required to maintain unit area under

the curve.

The cumulative distribution function, or fraction of modes with cuton ratio

less than & 1is
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Fiqure 6-8 Modal Density’ as a Function of Cuton Ratio
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v - [ o mag = am? 22 (5-77)
e T Jo g Ndg = (1-M g -
Now from the above relation, (Ng vs &), and from (Tmu/%c Vs ) of

Figure 6-6, the relation ( ag vs & ) is found, using af = aw T

T/ Tc. Finally, the relations (N vs 4 ) and ( a@ vs £ ) give the
relation ( A¢ vs Ng ).

This relation, ( &@ vs N¢ ) is shown in Figure 6-9. It shows the fraction of
modes having phase shifts less than or greater than selected values of ag
The Teft hand entry is the minimum possible phase shift - all modes will
exceed this value. Moving to the right side of the figure indicates the
fraction of modes that will exceed successively larger phase shifts., The
associated loss of signal, corresponding to LOS = 20 logig Jo ( A&¢) is

shown on the vertical scale to the right of the figure. Values plotted in
Fiqure 6-9 are for the JT9D engine, and correspond to the distribution of
modal delay time ratio, 1rm,,/ %c, which has been presented in Figure 6-6.

Using this distribution a table can be constructed to show what fraction of
modes will undergo a loss of signal greater than a sequence of pre-selected
values.

It is found, for example, that all modes have LOS greater than 0.6dB, 22% have
LOS > 1dB, 7.5% have LOS > 2dB, etc. As an indication of the serious
implication of such figures, suppose that a LOS of 6dB could be tolerated in a
very crude test, It turns out that 2.8% of the propagating modes would have
even greater loss of signai. This amounts to about 80 possible modes of twice
blade passage order in the JT9D.

These distributions were determined for three fan configurations, the 10-inch
P&WA fan rig, the JTID engine, and the 21-inch NASA LeRC fan rig. (Actually,
expanded logarithmic graphs were used to obtain better accuracy than the
linear scales of Figure 6-9 can provide.) The following tabulation gives
percent modes exceeding selected LOS for these fans (see Table 6-5). Relevant
data used in the calculations is also tabulated.

A glance at the table shows two things quickly: The 10-inch rig figures seen
quite satisfactory, and the 21-inch rig figures are obviously unacceptable
since all modes have at least 9.6dB 1oss of signal. The results for the JT9D
are not as black or white, but they are certainly cause for concern - if
results are required within 1dB LOS, 22% of the modes will fail to meet this
standard.

Some explanation of the large differences among the three rigs is helpful.
From the tabulation of data it is noted that the observed speed variations of
both the 10 inch rig and JT9D engine are less than + 2 rpm, whereas the
21-inch rig has a figure of + 60 rpm. The cause of this comparatively large
speed variation is a result of the speed control system. Despite closely
equal speed variations in the 10-inch rig and JT9D engine, the LOS results are
clearly worse for the full-scale engine. This turns out to result from larger
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Figure 6-9 Distribution of Phase Shift and Loss of Signal

full-scale distances between fan and assumed microphone locations, hut more
importantly, it is due also to the difference in delay time ratio,

’CW,/'Z , in the two fans. In the JT90, T,/ % is much higher than

in the 18-inch rig because both the axial MQGB number and the rate of change
of My with speed are higher.

It is concluded from this exercise that the basic traversing microphone system
is likely to be satisfactory for use on the 10-inch rig, but on other rigs and
engines may produce marginal or pnor results, due to the effects of speed
variations. (In some applications, where the dominant modes are known, and are
known to have small delay times, the effects of speed variations will not he
as severe.)

There is. however, a modification that can be easily incorporated in the data

processing part of the traversing microphone system that will improve the
results significantly. Inis modification is described next in Section 6.6.
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TABLE 6-5
EFFECT OF SPEED VARIATIONS ON LOSS OF SIGNAL - (LOS)
CHARACTERISTICS OF THREE RIGS

BASIC TRAVERSE SYSTEM

Percent of Modes Exceeding LOS

LoS 10-inch rig JT9D (T.0.) NASA Fan

0.5 dB 0.4% 100% 100%

1 0.2 22 100

2 < 0.1 7.5 100

3 < 0.1 4.5 100

h < 0.1 2.8 100

(Minimum LOS) 0.002 dB 0.6 dB 9.6 dB
DATA

Speed Variation Observed + 1.5 rpm +1.25 rpm +60 rpm

Speed VYariation Used 1.5x1.5 1.25x1.5 60x1

Distance 0.61m (2 ft) 1.52m (5 ft) 0.759m (2.6 ft)

My 0.1 0.56 0.3

rpn 6000 3400 12,000

order (2BPF) 64E 92E 56E

6.6 COMPENSATION FOR SPEED VARIATIONS

A simple mndified procedure for reducing the effects of speed variation will
now be described.

Unuer a general type of speed variation, from eq. (6-22), eq. (6-23), and eq.

(6-24), and using uniform weighting, the modal pressure of target n = N order
has the transforu:

t,+T
]
N _1 N 1 . N N
Tr‘{pmﬂ(t)} =3 Cm/‘ T ‘ expi [mB(t)-N Y(t-'C'm/ )] VM(t) dt (6-78)
3

where the target reference signal is

V:(t) = expi - [MB(t)-Nv(t)]
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For the target, m = M mode, this becomes simply

t.+T
1
Tr{p:ﬂ(t)} = ]? C:L % . espi-N U(t-'Z’::/a) *expi N Y(t) dt (6-79)

or

{DM/(t)} 2 :/u } . expi N[ ¢ (t)- Y(t-t:ﬂ)] dt (6-80)
1

If, hypathetically, the modal delay, were ignorably small, (as for a
h1gh1y propagating mode measured very cMe to its source), then the factor
[¥(t) - ¥(t - T, would be essentially zero, the integrand would be
constant = 1, and the transform would give 172 ¢C with no loss of signal.
This would apply to completely arbitrary histories of small speed variations.
(It was confirmed by computer simulation, as reported in Section 6.4, that
with zero time delay the result was unaffected by speed variations.)

It has heen shcwn, however, that ¥, is not always sufficiently small in
practice and that serious loss of signal is obtained. But there is another way
of making the quantity [ ¥ (t)- ¥(t- TMu )] essentially zero: If the rotor
reference signai ¥{t) were to be delayed by a time. T~ , closely equal to the
mndal delay, the quantity in brackets would become

N
(¥ (t-7)- r(t-'Cm,“)]

and for T=T this would also become essentially zero, resulting in the
full transform, 1/2 C@,.
Accordingly, let a new target reference signal be formed to replace Vﬁ'(t).
The required signal to produce the effect described above may be denoted by
VM(t,?) and is defined by

V: (t,T) = expi - [(MB(t)-N¥(t-2)] (6-81)

Note th .t t is replaced by (t - %) only in the rotor angle signal ¥(t), and
not in the microphone angle signal, 0(t). The delayed rotor angle signal
¥(t-7) is obtained from the digitized, direct rotor signal by time-shifting
in the -omputer program that executes the transform.
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With the modified target signal, eq. (6-81), the transform becomes
t,+T

. 1
Tr{p;/(t)}h]r [t p:,“ (t) - V: (t,?) dt
1

t+T

1

1N . - N

* 7 O T[t expi N [ ¥(t-7)-¥(t-T ) ]dt (6-82)
1

If it were possible to know the value of ?qﬂ then 2 could be assigned an
equal value and the result of performing the transfo m eq. (6-82) would be

exactly the desired quantity, 1/2 C“ﬂ . In practice, the ?ﬁ, can at best
be estimated approximately due to uncertainty of source location, unknown
aerodynamic delays, and o;her factors. It is therefore necessary to evaluate
eq. (5-82) when T and ‘EW. differ by some amount, & Ty, .

Replacing ¥ (t-T) and Y(t- ‘L’”M) in eq. (6-82) by their expansions in
terms of speed, eq. (6-26), gives

t,+T
1

Tr‘{p\qﬂ(t)} = iy }L expi N {[¥(t) -Zalt)] - [¥(t) -2}y a(t)]] dt
1

£ +T
1N ] ] expi [Na(t)(2) -2)ldt
2T ), Mas
or
, t+T
N 1N , N ‘
Tr'lpM/‘(t)} =5 CM/‘ T It] expi [Na(t) az'W,] dt (6-83)
N N (6-84)
ar = -
where Mae Z'M/ 7
Then, if eq. (6-29), i.e., q(t) = + £t
t 4T
Tr{p:/(t)} < 3 Oy, el (o 8Ty ) | el (N oy )it (6-85)
1

This is the same result as given by eq. (6-31) except that ng, has now

veen replaced by the (presumably) smaller quantity A‘t‘,v = @, -7.

Consequently, the results of the previous section, 6.5, apply directly g,o the
modified transform, except that smaller At‘“ﬂ replace the original 'C‘M/“

delays, and result in less severe loss of signal.
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For all types of speed variations treated analytically (drift, sawtooth wave,
sinusoidal) the appropriate expression from which LOS can be o%tained, (the
transform for m=M, n=N) is now evaluated with A%y, replacing the original
T . Specifically, for sinusoidal speed variations which were used to
estimate performance of 3 fan configurations, the loss of signal is given hy

Jg ag) = J, (Nap 8Ty ) (6-86)

N
M
To determine the improvement that incorporatinn of a compensating time delay
makes in the LOS for the 3 fan configurations of Table 6-5, it is unnecessary
to repeat the detailed calculations that were involved. A simple procedure
will give the result, as is now illustrated for the case of the JT90.

Referring to Fiaure 6-9, giving the phase shift and LOS distribution function
for the JT9D, it is seen that at the left hand side there is a minimum phase
shift of 0.50 radians. Highly propagating modes sustain this shift, and for
modes nearer cutoff the shift and LOS are larger, as shown. If now a
comper=ating time delay were inserted in the rotor reference signal that would
produce this same 0.50 shift, then the resulting minimum shift would be
reduced to zero. Highly propagating modes would sustain essentially no loss of
signal. However, modes nearer cutoff would still be attenuated at reduced
amounts.

This procedure can be improved tp benefit a larger number of modes if a
desired limit of LOS is established by overcompensating the time delay. For
example, suppose it is required that the loss of signal not exceed 1dB. {(Table
6-5 shows that without compensation 22% of the modes fail this requirement).
One decibel corresponds to Jy(ad) = 0.890, which corresponds to ag = +0.67.

If a delay of T 1s selectcd such that o = Naa(?, - %) = -0.57 for the
highest propagating modes, then these modes are shifted -0.67 radians, giving
LOS = 1dB. Now, however, for modes approaching cutoff, the phase shift
increases toward zero, reducing LOS. At some fraction of propagating modes the
LOS hecomes zero. For modes still closer to cutoff the phase shift turns
positive, until, when ap = +0,67 the 1dB 1imit is reached. This point
determines the new, much larger range of modes satisfying the 1dB LOS
requirement.

Figure 6-10 illustrates this modification and shows that now only 1.4% of the
modes will have LOS greater than 1dB, versus 22% with no compensation. This
procedure can be repeated to determine the fraction of modes exceeding other
values of loss of signal.

Table 5-6 shows the result of incorporating such time delays in the reference
rotor signal for the three fan rigs. The uncompensated figures, taken from

Table 6-5 are included to make comparison more convenient. (Compensation for
the 10-inch rig was considered unnecessary. )
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Figure 6-10 Effect of Compensating Time Delay in Reference Signal on Phase
Shift and LOS

TABLE 6-6

EFFECT OF SPEED VARIATIONS ON LOSS OF SIGNAL (LO0S)
WITH AND WITHOUT TIME DELAY

BASIC TRAVERSE SYSTEM

Percent of modes exceeding LOS

Los 10-inch rig. JT90 (T7.0.) NASA Fan
0.5 d8 0.4% 100% 100%
1 0.2 22 100
2 0.1 7.5 100
3 0.1 4.5 100
6 0.1 2.8 100
(Minimum LOS) 0.002 d8 0.6 d8 9.6 dB

SYSTEM WITH TIME -~ DELAYED ROTOR SIGNAL

0.5 48 2.5% 26%
1 1.4 18.5
2 0.7 12.5
3 0.5 9.5
6 0.3 6
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While the potential user of the traversing microphone system must decide
whether his fan results are completely catisfactory, it is clear from Table
6-6 that use of a compensating time delay in the rotor reference signal
results in a marked improvement of the results. The table also illustrates the
large differences possible among fan rigs and engines.

Further development of the use of compensating time delays is beyond the scope
of the current program. However, it is easy to appreciate, in the light of the
large improvement produced by use of a single, common, time delay applied to
all target modes, that a more elaborate compensation procedure that employs
several compensating delays in sequence is worth further study. The results
given above suggest that such a modification could probably be developed to
give further significant improvement.

6.7 SUMMARY OF SYSTEM CHARACTERISTICS - VARIABLE SPEED

Analytical and computer-aided studies have been conducted to determine the
effects of departures from normal, constant rotor and traverse speed
operation. Major findings are summarized below.

e Significant variations in microphone traverse speed were found to have
negligible effect upon the accuracy of the traversing microphone system
outputs.

e For highly propagating modes, measured close to the source, so that
prcpagation time delays are negligible, the effects of significant rotor
speed variations are negligible,

e On the other hand, for modes nearer cutoff and/or measured farther from
the source, rotor speed variations produce two effects that seriously
affect measurement accuracy: (1) Attenuation of the target mode measured
amplitude, called "loss of signal", (LCS), (2) "Contamination" of the
target mode signal reading by neighboring, off-target modes.

o These two adverse effects were studied for a variety of types of speed
variation, including linear drift, sawtooth wave variation, square wave
and sinusoidal variations. The precise loss of signal and con amination
depend on details of the variation, but in all cases are func .jons of the
magnitude of the deviations from constant speed durirg the run and the
modal time delay.

e It was found that contamination of the target signal by neighboring modes
could be reduced to satisfactory levels by employing two procedures in the
system: (1) Hamming weightin, should be used in data processing to reduce
system response to neighboring modes, (2) traverse speeds that are as high
as convenient (without exceeding an upper bound discussed earlier) should
be used to separate the modal frequencies so that frequency shifts due to
varying speed do not intrude on the response function for the target mode.
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The above measures do not improve the loss of signal, however. In order
to evaluate the severity of this LOS problem in practice, an analysis o~
how the loss of signal affects the different modes (from those near cutoff
to highly propagating modes) was nerformed. The analysis centered on the
modal time delay ~ the time between initiation of a speed change and its
reception at the traversing microphone plane, and how the number of modes
is distributed with respect to time delay.

Knowing the modal distribution with respect to delay time, and how LOS is
related to delay, the fraction of modes that will be subject to varying
LOS was computed for three test vehicles: (1) the P&WA 10-inch fan rig,
(2) the JTID engire, (3) the 21-inch NASA-LeRC fan rig. Using information
about speed variations for each of these machines, the fraction of modes
that would undergo LOS greater than 0.5, 1, 2, 3, and 6dB was determined.
Results range from satisfactory on the 10-inch rig to clearly
unsatisfactory on the 21-inch rig, with the JT9D results being open to
judgmert depending on the use to which they would be put.

It was found that a simple modification of the basic traversing microphone
system could improve the results significantly. The modification consists
of inserting a compensating time delay in the rotor reference signal
during the data processing. It was found that if the reference delay is
set equal to the time delay for a specific mode that the mode can be
recovered with no lToss of signal. In addition, all modes will have
improved recovery if some compensating delay is employed. Further, by
selecting several appropriate time delays, the fraction of modes exceeding
allowable loss of signal can be reduced significantly, thus increasing the
chances of obtaining satisfactory results on all three test vehicles.

On the basis of these results it is reasonable to expect that a more
elaborate modified method, using more than a single compensating delay,
can be developed with further effort, so that accurate modal measurements
can be made on rigs and engines having large speed fluctuations.

ORIGINAL PAGE 1S
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7.0 PLAN FOR FURTHER DEVELOPMENT

Development of the traversing microphone concept into a workable system for
mode measurement on a variety of engines and rigs was initially visualized as
a three-phase program. The firs‘ -hase, which is the subject of the current
program, reported here, was intended to determine the feasibility of the basic
method, and to uncover problems that were not known at the initiation of this
phase of the program. It was known initially that speed variations could be a
serious probiem, but it was decided to defer development of suitable
corrective modifications until the second phase of the overall program. Phase
two was intended to develop, by analytical and computer-aided studies, the
required system modifications to handle speed variation effects, and also to
resolve other problems that were disclosed in the phase one program.

It was initially visualized that if the current phase one program turned up an
unanticipated major problem with the basic traversing microphone method, for
which no solution seemed forthcoming, the method would be judged unfeasible
and the program would be terminated at that point. The initial plan
contemplated proceeding with the second phase if the basic method was deemed
feasible. If the results of the phase two study were satisfactory - that is,
if a satisfactory modified procedure for handling reasonably large speed
variations were to be developed, then phase three would be initiated. Phase
three would cover extensive mode measurement tests on a suitable fan rig and
would lead to operable instrumentation, traverse hardware, and detailed
operating experience with this new system. At the conclusion of this
three-phase program a complete, operational, checked-out, system would be
available for use on a variety of full-scale engines and fan rigs.

In accordance with this three-phase program structure, it was made a part of
the current first phase effort, reported here, to establish a plan for further
development if the basic method was evaluated as feasible. Since current
studies have failed to disclose any unresolvable, unforseen problems, and the
results of analytical and computer-simulated studies have heen satisfactory,
further development of the traversing microphone system is clearly warranted.

Elements of the required further development effort are describe below. In
formulating a specific program plan, a selection from these items will be
influenced by additional considerations, such as time and cost schedules and
the availabilty of suitable fan test rigs.

1. Compensation For Speed Variations

The effect of fan speed variation on mode measurement was recognized as a
potentially serious problem before the current program began, and this was
confirmed by results obtained and reported here. It was also found that
use of a compensating time delay in the data processing reduced the impact
of this problem significantly, thus suggesting that the problem could be
satisfactorily overcome with further development. The extent of the
problem varies among different fan configurations, and a modified method
would allow mode measurements to be attempted with confidence on a range
of engines and rigs.
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The basic concept for modifying the current method is to use a plurality
of compensating time delays in the data reduction. Some of these delays
will optimize recovery of certain groups of modes; other delays will
handle modes with other ranges of modal delay time. It remains to develop
this concepv into a working procedure, and this is by far the largest
analvtical task required for further development of the traversing
microphone method. Some questions ihat this task will address are: How
many such delays are needed? What values of delay time should be used? How
will the best result be recognized? Will contamination from neighboring
modes with different delay times obscure the result? What quantitative
effect does the actual time history of speed variation during the data
acquisition of the run have upon the results, and how does this affect the
details of the optimum data processing procedure? These questions can be
addressed and the modified method can be developed and checked by
analytical and computer-simulation methods. At that point a complete,
efficient computer program can be written, incorporating the experience
gained in the studies.

2. Broadband Nois Suppression

Depending on signal-to-background ratio, broadband noise can affect the
accuracy of the modal coefficient determinations. This is a well-known
matter in the field of fan noise measurement and is handled by "signal
enhancement" methods. The traversing microphone method provides such
enhancement by use of time-averaging, which is the common basis of all
enhancement procedures., As was shown here, enhancement is increased by use
of longer time averages, but the manner of determining the time required
for obtaining mode coefficients to prescribed accuracy needs further
examinaticn, It is expected that a satisfactory procedure can be developed
by analytical studies and computer-simulated tests. There is also the
possibility of using a modification of the traversing microphone method to
obtain estimates of the detailed spectral structure of fan broadband
noise. In addition to computer-simulated tests, refinement of the method
for suppressing broadband noise (and possibly estimating its spectral
structure) would benefit greatly from actual test experience on a fan rig
with real broadband noise. For this purpose, a vehicle having closely
constant fan speed characteristics, such as the P&WA 10-inch fan rig, is
highly desirable, since the complications due to speed variation would be
absent and would not affect the broadband noise investigation.

3. Radial Mode Determination

It was found here that fewer radial microphone locations are required for
a Jgiven accuracy when the rig annulus in which the traverse is made has a
comparatively high hub-tip ratio. For low hub-tip ratios, such as with no
spinner or inner body, a 1arger number of radial microphone locations is
needed. It may be possible to reduce this required number by optimizing
their distribution across the duct radius, and to thus make easier the
task not only of maintaining microphones, but also to reduce the digitizer
and recorder channel capacity requirements. Further investigation of
optimum radial microphone locations and algorithms for extracting the
radial mode components corresponding to the circumferential modes should
be a part of further program development effort.
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It should be a part of the next phase of the development program to evolve
detailed plans for test and evaluation of the modified method on a fan
rig. Further, if a suitable fan rig and measurement equipment are
available, it would be advisable to proceed with initial, exploratory
tests before awaiting completion of the analytical and computer-simulated
studies of items 1, 2, and 3, above are completed. The following items
address this aspect of the development plan.

4, Selection of Fan Rig For Evaluation of the Method

While the objective of the overall program is to develop a mode
measurement system for use in a variety of rigs and full-scale engines
(including, ultimately, flight test operation) there are obvious
advantages to using a convenient, versatile, accurately controlable fan
rig for the development phase of the traversing microphone system. Some
important features of the test rig are listed below.

. In normal operation, the speed characteristic should be sufficiently
constant so that the effects on mode measurement of its small
variations can be confidently predicted by calculation to be
negligible.

) The rig must also be suitable for obtainira modc measurements using
conventional, fixed microphone methods, to provide a basis for
comparing the traversing system results.

° There should be a means for deliberately varying rig speed to
simulate larger speed variations that will be encountered in some
other rig and engine applications. This controlled speed variation
capability is desirable to evaluate the modified delay-compensated
method that will be developed.

° If the selected fan test rig normally operates with significant speed
variation, means for controlling operation to reduce speed
fluctuation should be explored. Further, a procedure should be
developed that will provide a check of the Traversing Microphone
System results under these conditions.

° .ne r’1 should have the operational flexibility to accommodate
change. in mode-generating stator hardware in a convenient and
inexpensive way, so that a variety of acoustic mode structures can be
generated for measurement.

() It should be possible to vary ccherent mode signal level by cnanging

axial location of the stators. The rig should have comparatively low
levels of fan broadband noise in its basic configuration, and it

should be possible to raise these levels by iniet turbulence
generators. Thesc features are helpful in developing operating

procedures for use of the traversing system that will ensure adequate
signal enhancement over the broadband noise levels that will be

encountered in practice.
° It would also be desirable to conduct some tests with the rig

configured to both high and low hub-tip ratio annuli, to check out
development of coptimum microphone distributions across the annuius.
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5. Test and Measurement Equipment

During the next phase of the development program, and after the fan rig
has been selected, suitable traverse hardware and measurement system
equipment must be provided. This phase will involve analytical design, to
establish parameter requirements, followed by detailed design and
procurement of traverse and rig hardware and selection of instrumentation
items, such as microphones, shaft angle transducers, digitizers, and tape
reccrder. The characteristics of the selected rig and the availability of
instrumentation should be important considerations in design and selection
of this equipment and instrumentation, since the program objective is to
arrive at an experimental evaluation of the traversing system as
expediently as possible.

6. Test Program

The last part of the Traversing Microphone System development program
consists of evaluation of the method, and will be conducted after the fan
rig equipment, the traverse system equipment, and the required measurement
instrumentation have been installed and checked out. The test program
should provide, if possible, for evaluation of the traversing system under
both constant speed operation and with controlled speed variations. Mode
measurement of some acoustic fields should be made by conventional fixed
microphone methods to provide a check of the traverse system results.
Several mode structures should be measured, some using two hub-tip ratio
annuli to check optimum radial locations of the microphones. Broadband
noise with several signal to noise ratios should be provided to allow
evaluation of signal enhancement procedures.

It is believed that the Traversing Microphone System will he found to be
an effective means for mode measurement, as a result of these tests. It is
also considered essential that an experimental program of the general form
described above be conducted prior to attempting measurements on a
full-scale engine on which data are needed for specific application.
Inevitably, during the course of the experimental evaluation, operating
problems will come to 1ight that were not predicted by analytical or
computer-simulated studies. The purpose of the experimental evaluation is
to disclose such problems, and solve them, before the system is needed for
important engine test results.

above description of items requiring further development is as complete as

is possible to formulate at this time. It is clear that several combinations
of thise items may be used to formulate specific programs that are consistent
with time, cost, and fan rig schedules that prevail when further work is
initiated.
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Development and «n evaluation of the feasibility of the Traversing Microphone
System has been made, using analytical methods and computer-simulated studies.
Detailed conclusions about the system performance under constant speed
operation are given at the end of Section 5. The effects of fan speed
variation on the system, an important problem in all mode measurement methods,
are summarized in detail at the end of Section 6. These detailed conclusions
can be condensed as follows:

1. Under constant fan speed operation the Traversing Microphone System
will perform satisfactorily. Mode coefficients can be obtained
accurately and will not be affected by extraneous noise resulting
from cutting of the traversing microphone wakes by the fan. The
system also inherently provides for coherent signal enhancement to
veduce the effects of broadband noise.

2. With variations of fan speed that could be encountered in some
engines and fan rigs, the performance of the system could become
unsatisfactory. Of three fan configurations evaluated one application
of the method was satisfactory, one was completely unsatisfactory,
and the other was marginally acceptable.

3. A simple modification of the basic Traversing Microphone System
produced significant improvement in results when fan speed
fluctuates. This modification involves using a time delay during the
data processing of the microphone signal in order to match the
average propagation delay time of the modes.

4, Bv further modifying the procedure to use a plurality of time deiays
it should be possible to approach the accuracy obtained under
constant speed operation.

The overall conclusion of this analytical and computer-aided evaluation is
that the Traversing Microphone System in its present form is suitable for use
in some fan rig tests for the complete measurement of fan noise mode
structure. Relatively minor refinements in the details of data processing
should make the method satisfactory for use in essentially all full-scals
engine and fan rig noise test programs. A plan for the required further
development of the method has been prepared for guidance.
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9.0 RECOMMENDATION

In view of the satisfactory results obtained in the evaluation of the
traversing microphone system, using analtyical and computer-simulated studies,
it is recommended that the system be developed for operational use in engine
and fan rig noise measurements. A plan for persuing development of the system
into a practical, experimentally verified procedure has been prepared for
guidance and is included in Section 7 of this report.
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English Symbols

BPF
b
Ck

€2
Ch
n n
Cm, Cm(ri)

n

c

D¢ N
D‘ N
dif(z)
diff(z)
E(z)

Emac s Emv
expi(z)

f

f(t)

af

APPENDIX A - NOTATION

acceleration of fan (radians/sec?) constant
inner radius of annular duct

coefficients of Mach number variation
number of fan blades

signal coefficient of microphone wake-rotor interaction
noise

fan blade passage frequency

outer radius of annular duct

complex amplitude coefficient

coefficient of microphone wake-rotor interaction pressure

coefficient of target mode, order N
coefficient of m-mode, order n

coefficient of (m,,a) circumferential-radia! mode, order n
speed of sound

density function with respect to cuton ratio
density function with respect to cutoff ratio
function defined by eq. (5-3)

function defined by eq. (5-4)

expected value of 2

radial mode eigenfunction

complex exponential function, el

frequency (Hz)

variable part of fan speed

frequency difference
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Enqlish Symbols

G(t)

q
g(t)
Ham(z)

Hamm( z)

= <
b3

>
=z
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7t ¢
I gl{t) dt

o
arbitrary multiple of fan speed
variable past of microphore speed
function defined by eq. (5-9d)
function defined by eq. (5-9b)
number of microphone radial locations
‘)
Besse! function of first kind, order m or q
wave number w/c
index
eigenvaiue for (m./a ) mode
axial wave number for (m, & ) mode
extent of microphone traverse
loss of target mode signal
number nf cycles of speed variation/revolution
spatial harmonic of microphone wake
targat circumferential mode index
axial Mach number of flow 1n duct
mcde difference (m-M)
circumferential mode index
target order
fraction of propagating modes
fan speed (rps)

distribution function with respect to cuton ratio



English Symbols

Ng

n

P(t), P(x,t)
p(t)

pn(t)

pp(t)

pN(t)

pgh(t)

Q

Oy

R

Re
R(Z)
r, T
r(t), r(tq)
S(m, w)
S(w')

T

™}
t, tq
At

at

u

v, Vg, Vi

U a—sa—— o o

APPENDIX A - NOTATION (Cont'd)

distribution function with respect to cutoff ratio
order or multiple of fan speed

complex pressure

acoustic pressure = Re{P(t)}

pressure of the nth harmonic

pressure due to interaction of microphone wake with rotor
pressure of mth circumferential mode, order N

pressure of (m, &« ) mode, order n

number of digitized points in run

eigenvalue for (m,. ) mode

number of revolutions of traversing microphone

real part of

autocorrelation function

microphone radial coordinate

random noise function

modal power spectral density function of random noise field
power spectral density of traversing microphone signal
run or anralysis time

transform of quantity { }

time

tq+1 - tq time increment

T/Q

number of propagating radial modes

target signal
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English Symbols

Vi)

Vgs Vg
Vps Vpmu
W, W(t)
X

Ys Ybs YdsY:

Ym

Greek Symbols

4
T,Tit),
T

To

¥, ¥(t)
14

e, 6(t)
A

M

v

Y

v

¢

T

z.(‘.
‘F,:/,,’t‘m/
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APPENDIX A - NOTATION (Cont'd)

target signal

group velocity for (m, «) mode

phase velocity for (m, «) mode

transform weightirg function

axial distance from rotor to microphone plane
alternative designations for transform

Bessel function of the second kind, order m

parameter = A fT

microphone rotatinn speed (rad/sec)
microphone rotation speed (revs/sec)
mean microphone speed

fan shaft angle

cuton ratio kp . /k

microphone angle

normalizing factor, defined by eq. (4-8)
radial mode index

target mode index

circular frequency of fan speed variation
frequency of fan speed variation

cutoff ratio k/kme

time delay

time delay at sound speed

time delay for (m, «) mode

phase angle



P

Greek Symbols

s

Wi
2, a(t)

o
ASL

Aw

n
W
Indices
i

k

<

Symbols

*

APPENDIX A - NOTATION (Cont'd)

phase shift

eigenfunction

fan shaft speed

mean fan shaft speed

amplitude of fan speed variation
circular frequency = 27f

mean frequency

frequency in rotating coordinate system
frequency difference

frequency of m mode, nth order, in rotating coordinates

complex conjugate
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COMPUTER PROGRAM DESCRIPTION

While the development of computer programs was required to compiete the
objectives of this contract, delivery of these computer programs and
associated user's manuals was not specifically requi.ad by the contract. For
this reason no detailed Fortran listings or flow charts are provided in this
report. This appendix was included, however, to describe the programs
developed in sufficient detail to provide the interested reader with the basis
for construction of his own programs.

The computing 2ffort required under the contract was divided into four tasks
for convenience:

1. simulation of circumferential mode coefficients, Ca, from assumed
circumferential-radial mode coefficients, Cﬁ,, for a set of radii,

Fis

2. reduction of the Cf (rj) to retrieve the original set of Cp
including the effects of deliberately introduced errors, if any;

3. simulation of the pressure-time history that would be measured by a
circumferentially traversing microphone, from values of Cp which
were given assumed values, usually 1 + i0 = 1/0°, or values derived
from 1. above;

4. reduction of the pressure-time history of 3. above, to retrieve the
original input values of Cp including the effects of any deliberate
errors.

The first two tasks were performed with separate but similar computer programs
called "Radial Mode Program Simulation" and "Radial Mode Program - Raduction."
The last two tasks were nerformed using a combined program called the
"Circumferential Mode Program." The program descriptions which fcllow assume
constant speed operation of both the traverse mechanism and rotor and also
assume a rectangular weighting window for the discrete Fourier transform. In
general, modifications were made to the Fortran code, as required, to study
the various deviations from ideal operating conditions discussed in the main
body of this report. The methods used for the various simulations should be
clear from the text.

RADIAL MODE PROGRAM - SIMULATION

Algorithm

The algorithm used to obtain the circumferential mode coefficients was
described in Section 3, eq (3-16) and (3-17);
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U-

n Z'.L. n

Calry) '/= 0 Cm/ Em/ (km/u ry)
and Em/a =g (km,u . ri) Qm/ Yo (km,u . ry)

Here Jy and Yy, are Bessel functions of the first and second kinds and the

Kme« and Q are obtained by solving two simultaneous equations which
require that the pressure function satisfy the hardwall bourdary condition at
the duct outer wall and also at the duct inner wall if there is one.

A series of computer subroutines to evaiuate the E function was developed

under contract NAS3-20047 and reported in Reference 2. A detailed description
and 1isting of the computer proqgrams which perform the evaluation is included
in related References 16 and 17. Subroutines were taken from these references

and a main program was written to read and write required parameters and
initiate the computation. The subroutines and functicn subprograms taken from
the references and used for the simulation progr-m were BESJ, BESL1, BESLZ,
BESY, BLOCK DATA, EMUCAL, FALZIP, KMUCAL, and KQCAL.

Input
The following is a 1ist of inputs used for the radial mode sirmulation program

Number of Radii, NR

Number of (m, » ~’.us (n must be constant for each run), ND
Hub-Tip Ratio, o

Quter Wall Radius, b

Vector of Radii where Cp is Desired, Rj i =1 ... NR

Circumferential MKode Number, m
Vector of Radial Modes, 4 j, j =1 ... ND

Qutput
The following is a 1ist of outputs from the radial mode simulation program;
Eigenvalues at each g, (km, )js (Qmu )j

Emadti) 1 21 ... NR
Clrsd =1 .20 N

This output can be used as input to the reduction part of the Radial Mode deck
with or without modification to determine effects of errors of the
circumferentiai mode coefficients C,?, on the final circumferential-radial
cnefficients, C'?V . Optionally this output could also be used as input to the
Circumferential Mode Program.
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Algorithm

The alqorithm used in the Radial Mode-Reduction program was basad on Reference
12 and is discussed in the text of this report leading to eq. (4-10).

n .
; Co (ri) vy Eny (Kpy " Ty

}% c,';, é] i Bl i) Eny (k) riJ

This equation can be written in the matrix form y = Ax and is written out
below for two radial modes, O and 1.

n . . .
}? Cm (ri) r; Em,O (km.O ri)

n . . R
21.:% (ryd "y T By (kpy Ty

m,0

n
L(’m,]
Subroutines discussed in the previous section were used to solve for the
E-functions. Vector and matrix elements were then formed bv summations as
indicated above. The system of simultaneous equations was tnen solved using
SIMEQC of Reference 17. This subroutine was based on an I[BM subroutine which
solves the equations using Gaussian elimination, but was modified to include

cor~lex variables,
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A calculation was performed to evaluate the sensitivity of the solution of a
set of simultaneous equations to errors in its elements. The resulting
measure, called the condition number, is described in Reference 2. This
number is the ratio of maximum to minimum eigenvalue of the system of
equations and required for its calculation use of the following subroutines;
EIGCC, EBALAC, EHESSC, ELRHIC, ELRH2C, EBBCKC, AND UERTEST. These routines
are the property of International Mathematical and Statistical Libraries, Inc.
of Houston, Texas (IMSL). These rented routines, however, were not required
for any other portion of the programming and can be omitted if the condition
number calculation is not required.

Input

Number of Radii, NR

Number of (m, « ) Diads, ND

Hub-Tip Ratio, 0~

OQuter Radius of Duct, b

Yector of Radii Values Rj, i =1 ... NR
Circumferential Mode Number m

Yector of Radial Mode Numbers A5, 3 =1 ... N

Vector of Complex Circumferential Mode Coefficients, (C

Output

In order to checkout the computations, values of k
elements of the A matrix and the y vector were pr1ﬂf§d

"

m'i i=1 ...\

The m/?n result of
interest, however, was the vector of C%ﬂ for the various values of « , and the

condition number, CN, which indicated the sensitivity of the computation to
input or computer roundoff errors.

CIRCUMFERENTIAL MODE PROGRAM - SIMULATION

A]gorithm

The equation used to simulate the pressure at a typical microphone location
was based on eq. (4-11). The double summation oser n and m indicated in the
equation was replaced by a single sum over j where j is an index denoting a
particular input m, n pair. With this change the simulation equation became;

p; = Re{% (CP) expi [my 0, - ny ¥(t - z'j)]} SACN

where T; is an assumed time delay for the jth {m, n) pair (isually assumed
to be zero), N is the output of a random noise generation suoroutine with
input standard deviation, A.

The random noise was obtained from an IBM subroutine, GAUSS, which generated a
random nimhep sequence with mean value of zero and a Guass1an distribution.
The subroutine is reported to produce 229,12 or approximately 44,700,000
values before repeating.
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Microphone traverse angle and rotor angle were simulated by the equations:
0; = Tty
Yi = aty

where T and A are the constant angular velocities of the traverse and rotor,
respectively, and i is the time index.

The programming of these equations was very straight forward. Within an outer
loop indexed by time there was an inner loop within which was summed the
contributions of each mode. The results of the computation were a string of
sets {p,, &, ¥;j} which can be thought of as going to a disk or tape

which represents the simulated result of a test program. Since the use of the
additional disk or tape units was not desirable for this computer study, the
pressure and angle sets were processed by the reduction part of the program,
described in the next section, at each instant within the outer time Toop.
Because of roundoff error accumulation it was found necessary to program this
and the reduction portion of the Circumferential Mode Program in double
precision.

Input

Number of Time Increments, IMAX

Number of Input (m, n) Diads, JMAX

Time Increment Between Samples; At - sec

Random Noise Standard Deviation

Angular Velocity of Microphone

Angular Velocity of Rotor

Vector of Circumferential Mode Numbers, mj, j=1, 2 ... JMAX
Vector of Shaft Orders, 7y, j = 1, 2, ... JMAX

Vector of Time Delays (t;)j j=1,2, ... JMAX

1}

Vector of Amplitudes, (c")

)y 31,2 .. MAX

Qutput

Pressure at Each Instant of Time, pj
Traverse Angle at Each Instant of Time, 8;
Rotor Angle at Each Instant of Time, ¥j

CIRCUMFERENTIAL MODE PROGRAM - REDUCTION
Alqori thm

From eq. (4-2) and (3-15) the circumferential mode coefficients were obtained
by;
(CN) = 2 p, expi [-M, 6. + N, ¥.]
Mk :E i k Vi k "i
max

where i is the time index and k is the index for a particular target (M, N)
set.
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Input

Input. to this portion of the program consists of the microphone pressure at
each instant of time, pj, rotor angle at each instant of time ¥ ; and
traverse angle at each instant of time, 6;. A 1ist of target (M, N) sets
is also required.

Output

The output of this portion of the program consists a list of target (M, N)
sets and the computed complex mode amplitudes, C:. To help check out various

n
l'i, (Cm )~

; were printed for

modifications to the program values of Pis ei,

various times.
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