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INTRODUCTION

by

L. F. Guseman, Jr.

The organizational meeting for the NASA Fundamental Research Program in
“Mathematical Pattern Recognition and Image Analysis" (MPRIA) was held at the
NASA/Johnson Space Center in August, 1982. At this meeting each of the fifteen
principal investigators briefly outlined the goals of their particular proposed
research efforts. Most of the efforts (those outside NASA) had just been
funded (July 16, 1982), and investigations were just getting underway.

In order to gain a better understanding of and stimulate discussions
between the individuc! research efforts, it was decided to conduct two techni-
cal workshops at Texas A&M University about six months into the program. The
first workshop was held January 27-28, 1983 and consisted of investigators from
the "Mathematics/Statistics" areas. The second workshop was held February 3-4,
1983 and consisted of investigators from the "Pattern Recognition" areas.

Each of the workshops was conducted in an informal manner. Most of the
time was spent in lively technical discussions about each of the research
efforts. Additional time was spent discussing the availability of data sets.
Dr. R. P. Heydorn announced the availability of a data tape that has been com-
piled for use by the research teams. Details concerning the content and format
of the tape are discussed in the document entitled "Fundamental Research Data
Base" appearing in the Appendix of these proceedings.

Agendas and lists of participants for the workshops appear in their

respective Proceedings,
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NASA/MPRIA WORKSHOP: PATTERN RECOGNITION

Texas A&M Univorsity
February 3-4,1983
Room 308, Rudder Tower

Coffee and donuts

Opening Kemarks
L. F. Guseman, Jr., TAMU

Remote Sensing Fundamental Research Program:
An Overview
Howard Hogg, NASA Headquarters

Textural Edge Detection in the Frequency
Domain

K. S. Shanmugan, University of Kansas

Break

Aspects of Simulation for Rectification
Studies

E. M. Mikhail and Fidel Paderes,
Purdue University

Lunch

Image Matching Using Hough Transforms

L. S. Davis and Azriel Rosenfeld,
University of Maryland

Break

Subpixel Registration Accuracy and Modelling
L. N. Kanal, LNK Corporation

Break

Discussion and Symposium Planning
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Approaches to Image Registration and
Segmentation

Grahame Smith, SRI International

Lunch

Reduction and Utilization of Speckle Noise in
SAR Imagery

Daniel N. Held, Jet Propulsion Laboratory

Break

Progress in the Scene-to-Map Registration

Task
David D. Dow, National Space Technology Labs
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TEXTURAL EDGE DETECTION AND SENSITIVITY ANALYSIS

by

K. Sam Shanmugan

Department of Electrical Engineering and
Remote Sensing Laboratory
University of Kansas
Lawrence, Kansas 66045
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TEXTURAL EDGE DETECTION:

e Develop an optimum (global) textural edge detection
operaior based on statistical models for texture.

SENSITIVITY ANALYSIS:

e Analyze the effects of the imaging process on the
textural patierns of a scene as it appears in the
image -- i.e., separate scene-induced textural
patterns from sensor-induced textural patterns.
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TEXTURAL EDGE DETECTION

Primitive Elements
e Texture <
Structural Arrangement

1 X(t

ANFAN A 0 [Mnn

e Textural Edge Detection Operators:

eLocal Operators
e Global Operators
e Optimum

elet  X() = X,(0 [1-ultt)] + X 10 ult-t) + it

Want to process X(t) using a LTIV operator and produce Y(t)
that best approximates s(t-tg). Xj() and X2(1) represent
random process models for two textural classes that form a

boundary at t = tg.
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OPTIMUM TONAL EDGE DETECTION OPERATOR. COF FOOR QUALTY

X(t)

k-- - - - -

X(t) | no Y(t)

LTIV

Find h(t) such that a = — - is maximized,

subjected to the constraints

(1 |HO| =0 for |f] > B
(2) hit) is LTIV
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OPTIMUM TONAL EDG. DETECTION OPERATOR

e Soln:

y(t) = 3 wl(c,t) . c= BI2
Hlw) = y(w) [ X(w)

x wz e‘C&) , lfl < B

(edge model used: unit step and exponential)

*An approach similar to the one described above can be

used to derive an optimum textural edge detection -
operator.

s In order to derive an optimum textural edge detection
operator we need:

erandem field models for texture

e edge models

eperformance measure

ofrequency domain models for textural fields

Hiw) = yw) /K(G_0); 6_(0)
1 %

11




12 FREQUENCY DOMAIN DESCRIPTION OF

MARKOV TEXTURAL FIELD MODELS
5 ORiG'INF\L SAGE -&3
Xt 2 A oy ) OF POOR QUALI
o | mi i

M% = Amplitude sequence

Pl. Py eevs Py N primitive elements

’miz L [1, 2, ..., N| indicates which one of the N
primitives is present at the i-th location

| |
b | l
l l |

)tii . Location of the i-th primitive

} f
e
1\ A
l [ l
L 4

Y

eWant to find Gx(f)




ASSUMPTIONS:

TEXTURAL FIELD MODELS

__—-_-L

Okig, AGE Y

OF POOR QUAUTY

l.a

Lb.

2.a

2.b.

3.a.

3.b.

4,2

;ti% - uniformly distributed locations

gtd - Poisson sequence with an exponential
distribut’on for inter-location distance

iAiz : Constant

zAif : Correlatad sequence

Pyr Por eevs Py deterministic shapes
Dl. Por wees By random processes
3mif : Independence sequence

3mi$ : Homogeneous markov sequence

13
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COMPLETED MODEL.

IGINAL PAGE 19 |

{ti} : uniformly distributed |
|

’Aif : constant

pl. pz, pN : deterministic

{mif : markov

P ;occurrence of pk *m

P (occurrence of P; followed by pj after n Iocations) =

Xt = $° P (-7 )
% 'm,

TS - average spacing between elements




POWER SPECTRAL DENSITY: OF POOR QUALITY
1 o0 2 \
Cih-= X |X = s(%‘-) s(f . T“-)
TS n=-co | j=1 J g S

where: S, = F{p, )}

M
s, (0 - F{pk(t; - ,Zi wjpjm}

o0

> oy exp(-i2 7 fTs)

Q. () -
Kk n=1

15
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SPECIAL CASE: g?lﬁlooR QUALITY

N=2 . {mi} - Independence sequence: equal probability

2
s(f-—-T“)
S

1§ n n
=== X psl(r)“'sz(r)

T° ntoo
s n S S

: 2
T o1 - p) ’sl'm i Sz'(f)’
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RESEARCH PLAN: OF POCR QUALITY

eGeneralize (2-dimensional, t= (x,y); Poisson)

eFind F(Gx (f, G m)
1 %2

(Edge model)
oTest filters on simulated fields

eDevelop estimation procedures, test on actual
image data
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TEXTURAL EDGE DETECTION

Approach:

e Define appropriate measures of performance -
What is "'optimum"?

eDevelop random field models for different classes
of textures (different means, covariance/co-occurrence
matrices}

*Given Xy(t) and Xa(t) derive the transfer function of
the optimum filter subjected to appropriate constraints

*Modify the transfer function to take into account
the presence of noise in the input image

eFind a sub-optimum filter for a wide class of
textural edges

*Test the filter on natural and synthesized textural

edges
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SENSITIVITY OF TEXTURAL FEATURES

oTextural Patterns scene or target induced
in an image

sensor induced (due to sensor
transfer function, geometry,
nature of the illumination, etc.)

*In a LANDSAT-type image, the textural patterns that
appear in the image usually represent the textural
patterns of the underlying scene (assuming that the
illumination variations and shadows are minimum)

*|n a SAR image of a scene with significant terrain
relief, the textural patterns that appear in the image
may be very different than the textural patterns in

the underlying scene due to layover, shadowing,
fading, etc.

* Objective of the proposed research effort is to develop
mathematical models and methodologies for evaluating
the effects of the imaging process on the textural
patterns of a scene as it appears on the image

19
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Elevation

Dit)

SENSITIVITY OF TEXTURAL FEATURES

ORIGINAL PAGE iS
OF POOR QUALITY

Sensor Location

Distance (Time) t

Received Power 4
Y(t) 2

Time

Figure 1. Simplified View of the Radar Imaging Process.
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Flight Path
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SENSITIVITY ANALYSIS

Research Plan:

o Develop random process models of terrain elevation,
and backscatter variations of typical srene categories
(agricultural, foiestry, urban areas, hitly and
mountainous terrains, water bodies, etc.). The
models will be in a parametric form, and the scene
texture will be.described by the parameter values and
the model type.

e Develop simple parametric models for the imaging
process of a SAR,.

e lsing the scene model and the system model, derive
the textural properties of the image parametric form,

*For different scene categories, analyze the effect of
imaging system parameters on the features (parameter
values) cf the image textural patterns.

e For different scene categories, compare the separability
oi the scene textures with the separability of the
textural patterns of the corresponding images.

eFor the cases where the comparison could not be
done by analytical methods, use simu'ated imagery
to study the effects of the imaging sysiem.
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OF POOR QUALITY.

[Paper for IEEE Trans. on Geoscience and Remote Sensing]

The Influence of Sensor and Flight Parameters
on Texture In Radar Images

V.S. Frost, K.S. Shanmugan, and J.C. Holtzman
Remote Sensing Laboratory

University of Kansas Center for Research, Inc.
Lawrence, Kansas 66045

Abstract

Texture Is known to be Important In the analysis of radar images
for geologic applications. |t has previously beén shown that texture
features derived from the grey-level co-occurrence matrix (GLCM) can be
used to separate large scale texture In radar Images. Here the
Influence ofrsensor parameters, specifically the spatlal and radiometric
resolution and fllight parameters, I.e., the orientation of the surface
structure relative to the sensor, on the ability to classify texture
based on the GLCM features Is Investigated. It was found that changing
these sernsor and flight parameters greatly affects the usefulness of the

GLCM for classifying texture on radar Images.

PRECEDING PAGE BLANK NOT FILMED
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ORIGINAL PAGE IS

. INTRODUCTION OF POOR QUALITY

Spectral, textural temporal and contextual features are four
Important pattern elements used In human interpretation of Iimage data in
generai and SAR data in particular. Spectral features describe the
average band-to-band tonal variations in a multi-band image set, whereas
textural features describe the spatial distribution of tonal values
within a band. Contextual features contain Information about the
relative arrangement of Image segments belonging }o different
categories, and temporal features describe changes in image atiributes
as a function of time. However, when small Image areas within, say, a
synthetic aperture radar (SAR) Image are Independently processed on a
computer for automated analyses only the tonal and textural features are
usual ly available in making decisions.

in much of the automated procedures‘for processing radar Image data
from small areas, such as In crop classification studies, only the
average tonal values are used for developing a classification algorithm.
Textural features are generally ignored on the basis that the pocr
resolution of radar Imagery does not provide meaningful textural
Information for such appllcations since the areal extent of the target
Is usually smail. However, there are many other applications such as
the identification of large scale geologlical formations, land use
patterns, etc., where the resciution Is more than adequate to provide
textural Information. indeed, In these appllcations, texture |Is
probably the most important image feature. |t was previously shown [1]
that texture features derived from the grey-level co-occurrence matrix
(GLCM) can be used to discriminate texture in radar images. We describe
In this paper the Influence of sensor and flight parameters on our

2
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ablility to quantitatively classify textures in radar images using the
GLCM., The efftect of spatial and radiometric resolution on texture
classiflcation was studied In one experiment. It was found that the
classification was very sensitive to these sensor parameters, only the
Image with the best spatial and radiometric resolutions was
quant|tatively useful. Another experiment was conducted to determine
how dlfferent flight paths, l.e., Ilooking at the same terrain from
different angles with the same sensor and incidence angle, changed the
texture classification. Optical Imaging systems rely on the sun to
Illuminate the scene and thus the sun angle becomes a factor; however,
misslon profiles for these sensors are usually designed to minimize this
effect. For example, the LANDSAT series of sensors.uses a high sun
angle. On the other hand Imaging radars provide their own Il|umination
and It Is not clear what effect observing the same geologic structure
from different angles will have on the automated analysis.

In the following section the texture features used here to separate
different surface strucrures are briefly described. The sensitivity of
these texture features to changes In radlometric and spatial resolution
Is discussed next. Radar Image simuiation Is then used to evaluate the
sensitlvity of GLCM texture features to changes In the orientation of
the surface structure and the radar. The results of the two studles
described In this paper Indicate that the usefulness of textural
features In automated analysis of radar Images is sensitive to changes
In the spatial and radiometric resolution of the system as well as the

target/sensor geametry.
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OF POOR QUALITY
1l. Ihe Texture features

The textural feature extraction algorithm employed here has been
widely used [2-5] for analyzing a variety of photographic Images. The
procedure Is based on the assumption that the texture information In an
image block 'I' Is contalned In the overall or 'average' spatial
relationship which the grey tones In the image '|' have to one another.
This relationship can be characterized by a set of lgrey-level
co-occurrence (GLC) matrices. We de cribe a procedure for computing a
set of GLC matrices for a gliven .mage block and define a set of
numer ical textural descriptors (features) that can be extracted from the
GLC matrices. These textural features can be used ,for automated
analysis and classification of blocks of radar Imagery. Image texture
may be viewed as a global pattern arising from a deterministic or random
repetition of local subpatterns or primitives. The structure resulting
from this repetition could be very useful for discriminating between the
contents of the image of a complex scene. A number of approaches have
been suggested for extracting features that will discriminate betwsen
different textures [2-6]. Of these approaches, it has been found that
textural features derived from grey-level co-occur.ence matrices (GLCM)
are most useful for analyzing the contents of a variety of Imagery In
remote sensing, biomedical and other applications [7-11]. The GLCM
approach to texture analysis is based on the conjecture that the texture
information In an Image Is contained In the overal | or average spatial
relationship between the grey tones of the image.

The second-order grey-level co~cccurrence matrix of an Image is
defined as fol lows. Let f(x,y) be a rectangular digital plicture deflined

over the domain xe[0,n,), yEEO,ny), X, y €l. Let ng be the number of

4
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grey leveis in f, The unnormal lzed, second-order GLC matrix Is a square
matrix P of dimension ng. Th~ (I,])=th entry In P, denoted by Pjj, Is a
function of the Image tonal values and a dlsplacement vector d =
(dy,d2). The entries F|J are unnormal Ized counts of how many times two
nelghboring resolutlion cells which are spatially separated by d occur on
the Image, one with grey tone | and the other with grey tone j. That
Is,

P‘J = § {((m],nl), (mZ,nz))l f(ml,nl) = l,
f(my,n,) = j, and (my,n,) - (m,n)) = E}, (n

where # denotes the number of elements in the set, the Indices my, my
and nj, n, take on integer vaiues In the Intervals [O,nx), [O,ny). The
normal ized GLC matrix P with entries Pij Is obtained from P by dividing
each entry In P by the total number of paired occurrences. The
definition of second-order GLC matrices can be extended to include
third- and higher-order GLC matrices. While higher-order GLC matrices
may be Important in some applications, much of the recent work In
texture analysis has been based on second-order GLC matrices.

The second-order GLC matrices are computed for varlous values of
the dlsplacement vector E; and features derived from the GLC matrices
are used for classlfylng the contents of an Image.

Some of the commonly used textural features derived from the GLC

matrix are:
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1) Uniformity (sum of squares):

2
2y ORIGINAL PAGE 18 (2a)
1 OF POOR QUALITY

2) Contrast:
2 =2 py; (2b)
rJ

3) Correlation:

Ci=uy) (j=uy) pyj
ZZ — (2¢)
T x "y

4) Entropy:
2 3 pij log pi; (24)
rJ
5) Inverse Difference Moment:
20 epPr-gY (2e)
P
1#]

6) Maximum Probability:

LA Py j (2f)
)

For a variety of Imagery (aerlal, micrographic and x-ray) the
relationship between these textural features, their values and what they
represent In terms of visual perception of texture are reasonably well

understood. Using features of the form given above, Haral ick and
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Shanmugan [5-7] were able to classify a variety of Iimages with over 85%
classiflcation accuracy. These features have also been used to separate

texture in radar Images [1].

i1, Texture Analysis of SAR Images with Different
Spatial and Radiometric Resolutlon

Numerical descriptions of texture (specifically those derived from
the grey-level co~occurrence matrix (GLCM) as in Section Il) have been
shown to separate some simple geological features [1]. To ef ficlently
design a spaceborne SAR for geologic exploration it Is of Interest to
determine how the ablilty to separate geological features using the GLCM
deslréd teatures varies with important system parameters, e.g., spatial
and radiometric resofution.

A limited set of radar images with different spatial and
radiometric resolutions were obtained (primarily from the Jet Propulsion
Laboratory [12]). These Images were generated by appropriate processing
of the Seasat-A SAR video signal, and were of a geologically interesting
area In Tennessee (Figure 1). The specific areas that were studled are
outlined In white. The combinations of spatial and radlometric
resolution contained In This data set were (25 m, 4 looks), (50 m, 4
looks), (100 m, 4 looks), (50 m, 2 looks), and (50 m, 1 look), Within
the Tennessee tes*t area, flve distinct textures were [dentlflied (see
Table 1 for a description of the geology and Topography) and flve to
seven samples of each texture obtalned (see Figure 1). A sample of a
texture Is an Image (in this case 3.4 km x 3.4 km In size) containing
only one texture type. Thus for each set of sensor parameters 30
texture samples were obtained, a total of 150 texture samples (images)

7
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were used in this study. For each texture sample a GLCM was calculated
and texture features found. Spacifically, uniformity, contrast,
correlation, entropy, inver difference moment, and maximum probablil ity
were the texture features used here. Following [1] the GLCM were
calculated for distances of 1, 2 and 4 at angles of 0°, 45°, 90°, and
135°.  The above texture features were calculated for each distance and
angle. |.. addition, the average over all angles for each texture
feature was calculated. Thus each texture sample Is described by a set
of 30 numbers (6 texture features, 4 angles, and the average for each
feature).

Scatter diagrams of the numerical values for one palr of texture
features are shown in Figure 2. These plots are for distance 4 and
result from averaging all four GLCM angles. All five textures can be
separated using the correlation and maximum probability (Figure 2)
teatures only for the system with a 25 m spatial resolution and with
four Independent samples averaged. As elther the radiometric resolutlon
Is degraded (decreased number of Independent samples or |ooks averaged)
or the spatial resolution Is degraded the ability to separate these
textures Is also degraded. This same resuit was #ound for other
combinations of texture features [13]. |In all cases only the images
with 25 m, 4 looks could be quantitatively used io separate these
textures using the GLCM.

This experiment reinforces the conclusions of vur previous work
[1]: automatically derived texture features can be used to discriminate
texture In radar Images of rough terraln. Additionally, this study
shows that the ablility to use the GLCM to classify texture is strongly
dependent upon both the sensor's spatial and radiometric resolution.

8
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Even though the data set used for this study was very limited these
results do Indicate that the usefulness of textural features for radar
Image analysis Is senslfivexfo the syatial and radiometric resolutions
of the sensor. This should be expected because it is well known that
for manual analysis the Interpretabillty of radar images is sensitive to
the radlometric and spatial resolutions [14-17]. Thus, this study

demonstrated that this sensitivity also exists for autamatic analysis.

Iv. A Study of the Effect of Look Direction On
Jexture In SAR Images
For an autamatic texture analysis system for fadar to be
successful, a set of texture features must be found which are Iinvarlant
to the flight path of the sensor. This Invariance Is clearly needed
because the orlentation of the terraln features relative to the sensor's
flight path is not known a priori. For the geologic analysis of radar
Imagery where terrain elevation plays a dominant role the imaging
geometry of radar would seem to be a dominant factor. Also the question
of Invariance Is Important In the search for ‘'optimum' sensor
confligurations, For example, It might be possible to classify certaln
terrain features at one sensor orientation but not at another. However,
because the orlentation of the sensor to the terrain features of
Interest wllil never be known a prior! an optimum sensor conflguration
might not exist. '
The purpose of this sectlon Is to describe the results of an
experiment which was almed at determining the sensitivity of GLCM
wture features, shown to be valuable as a discriminate, to the sensor
flight direction, Il.e., the target/sensor orientation. It was found

9
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(glven the |imitations of the experiment) that the texture features
considered here couid be classified for one or two target/sensor
orlentations but not for all the three orientations considered here.

To Isolate the effect of sensor look direction |t was necessary *to
use radar simulation [18] to creste a set of Images with control led
terrain and sensor parameters. Further It was possible wusing the
simulation approach to remove (l.e., not Includc) the effect of speckie
[18]. Therefore, this study focused on how shadow, layover, and range
compression changed the Iimage manlfestations of complex terrain
structure as the iook direction of the sensor was varied.

In radar Image simulation (for a complete description see [18]),
the terrain to be analyzed |s represented as a two-dimensional Integer
array referred to as a data base. This array Is stored on a flle
contalning flixed-length records. These correspond directly to rows In
the array which contain a fixed number of words (columns). This
relationship Is shown In Figure 3.

The three data bases used in this study were generated from data
received from the U.S. Geological Survey in the form of three digltal
elevation models. These were received contalning elevation values which
correspond directly to a 1:24000 (1 Inch = 2000 feet) topographical map
sampled at 30 meter Intervals in both the x and y directions. Let x
define columns In our data base and y to refer to rows (see Figure 3).
In these data x and y both represent 30 meters on the ground. Thus
each elevation value was considered to be valld for an area of 30x30
square meters,

The third dimension of the data base, h, represents the elevation
of each cell above a given ;eterence elevaticn. Each Increment in

10

ORMasNAL 77 0w 192
OF PUOR QUALITY




ORIGINAL PAGE '8

OF POOR QUALITY 37
elevation corresponds to ah, which describes a scalling factor for
determining the quantization of the actual elevation. In the digital
elevation models used in this study, the value for 4h was equal to one
meter. This led to a convenient one-to-one relationship for the
elevations.

The relationship among the values for aAx, Ay and Ah describes the
degree to which the elevation changes over an area on the ground. Since
only the relative structures of the terraln are of Interest In this
study, this relatiorship may be altered a5 needed. After first removing
the reference elevation constant the date was scaled by 0.25. This
allowed the Ax and Ay values to represent 7.5 meters, while the value
for Ah remained equal to 1 meter.

The simulation of synthetic aperture radar Imagery Is made possible
through the application of a computer program deveioped at the
University of Kansas Remote Sensing Laboratory [18]. This algor!ithm
will simulate the effects of a spaceborne SAR wlth a Jlook direction
parallel to the rows of the data base array. Since the simulation
program always processes the data row by row, the only way to achleve a
different look direction s to modify, l.,e., rotate, the data base.
Keeping this In mind, the unmodified data base Is defined to be at a
look direction angle of 0°. For this study simulated radar imagery was
to be generated for tiio same areas with look directions of 0°, 45°, and
90°. Thls requlred that the data bases be correctiy orlented hefore the
simulation was performed. For This, computer prog-ams were appllied to
rotate the original data In order to simulate different look angles,
Nine data bases were thus avallable for simulation (3 terraln models at
3 look directions). These nine data bases were then processed using the

11
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simulation program. The radar parameters used for the simulation were
similar to those of the Seasat-A SAR. The altitude of the sensor was
considered to be roughly 800 kilometers, and the angle of Incidence
between the sensor and the first cel! of the data base was given to be
20 degrees. For the purposes of this study, It was assumed that all of
the terrain data was of one scattering category. The scattering
coefficient as a function of Incidence angle Is shown in Flgure 4.

Using these parameters along with the assumed value of 7.5 meters
tor both aiong-track and across-track resolutions, radar images were
simyiated, producing the desired set of controlled Images. Hcwever,
these Images are now rotated relative to each other. To eliminate the
rotational dependence of the GLCM the simulations were converted to one
coorc¢inate system.

Visually the effect of changing the flight path Is dramatic.
Figure 5a=-c contains the s!mulated radar Images for one of the digital
terrain models. In Figure 5a the sensor's |ook direction Is from right
to left. This Is our reference direction and Is referred to as the 0°
look angle. The simulation of a 45° look angle (l.e., from the upper
ieft to the iower right) Is shown In Figure 5b and the 90° simulation
(f.e., from top to bottam) Is shown in Figure 5c. Similarly, Flgures
6a-c and 7a-c contain the Image simulations for two other digital
terrain models. Close analys.s of these Images reveals many features
which are totally obscured by shadow at one look angle but not at the
others as was shown In [17]. Aiso, the spatial structure changes as the
look angle Is varled from 0° to 45° to 90°.

Beginning with the 0° look direction three distinct spatial

structures, textures, were ldentlfled.
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TEXTURE 1 contained low relieft with some small hills and rlages,
maximum rellef Is about 100-300 feet.

TEXTURE 2 contalned elongated rldges and mountains usually
separeted by steep gradient streams, maximum relief |Is
about 500-700 feet.

TEXTURE 3 contalned !ong, narrow valleys with stsep sliopes and
depths of about 300-400 feet. Vailey streams have medium

to low gradients.

From each texture, 3 or 4 samples (subimages) were obtained. The same
subimages were then sampled from the 45° and 90° Iook direction
simulations. A fotal of 33 subimages provided the Ilaput for this
experiment (11 sublimages for each |ook direction). These subimages are
shown in Flgure B8a-c. The specific research questions addressed by this
experiment were (1) can these three textures be classifled using GLCM
features at any of the three look directions, and (2) can these three
textures be classifled using GLCM features independent of the |ook
direction, Il.e., are the texture features derived from the same spatial
structure Independent of the iook dirsction of the sensor, thus, can The
textures be classified using all three orientations simultaneously.

For ezch of the 33 subimages described above a GLCM and the
resulting texture features were calculated for distances of 4, 6, and 10
at 0°, 45°, 90°, and 135° (these angles wil|| be referred to as GLC
angles as opposed to the look direction angle). |+ was found [13] that
distances 4 and 10 showed basically the same trend as 6 so only the
distance 6 resuits will be discussed. Also, It was found that averaging
the texture features over the GLC angle as was done ¢reviously [1]

13
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destroyed our ablilty to separate textures one ard two. This Is
expected from thelr spatial structure. Thus only results from
Indlvidual GLC angles will be presented. The GLCM texture feafures were
analyzed pair-wise as was also done previously [1].

Analysis of the data quallitatively showed that all three textures
could be classified at one or two target/sensor orientations but not at
all three simultaneousiy. For example, Flgure 9a-c contains the
scattergrams for the maximum probablility and contrast texture features
at GLC distance 6 and GLC angle of 0°. At a |ook direction of 0°
(Flqure 9a) none of the three textures can be separated, while at 45°
(Figure 9b) all three +extures can be classified. Analysis of other
texture pairs shows the same trend, i.e., the textures cbnsidered here
can be classified for one or two sensor look directions but not at all
three [13]. (f the texture samples for each terrain structure from all
three look directlions are combined It becomes obvious that the textures
considerud here cannot be classified independent of look direction (see
Flgure 10a-e).

The purposs of thils analysis was to determine the sensitivity that
GLCM texture features show to changes in the orientation of the surface
structur »+ relative to the sensor. Radar Image simulation was used to
generate a suitable set of images with the ef fects of the sensor flight
path Isolated. Within the |Imitations of this experiment, l.e., three
different terrain structures, and three flight directions, It was shown
that (1) the GLCM texture features can be used to classity the terrain
structures at one or two flight dlrectlions but not at all three, and (2)
the GLCM texture features cannot be wused to classify thess terraln
structures Independent of the flight path. The search of the optimum

14
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set of sensor parameters for geologlc applications |s thus complicated.
That 1Is, the resuits of this study Indicate that the optimum sensor for
classifying (using either manual or automatic techniques) surface
structure |[s dependent upon the orientation of the structure to the
flight path of the sensor. Because of tte monostatistic nature of radar
Imaging the same surface structure Imaged at two different flight angles
can (and often do) appear totally dissimiiar. A set of sensor
parameters optimized to detect these structures at one flight angle

might be totaliy different if the flight angie were changed.

V. CONCLUSIONS AND RECOMMENDATIONS

Texture is an Important characteristic of radar images of rough
terrain. It was shown that the GLCM derived texture features can be
used to classify texture. In this paper we have demonstrated that GLCM
derived texture features are sensitive to both sensor and flight
parameters. In fact, we Iose-our abliity to classify texture by these
features If elther the radiometric or spatial resolution Is degraded.
We also found that these texture features are sensitive to +the sensor
flight path. We could classify the surface structure for one or two
target/sensor orlentations but not for all +three considered
simultaneously. That s, GLCM texture features cannot be used to
classify texture independent of the flight path.

While general concluslions on the sensitivity of tfextural features
to system and flight parameters can be made from the results of this
study, there Is a need to further refine these conclusions, specifically
It Is recommended th.at the sensitivity shown here be quantitatively
studied, Quantitativ~ results are rneeded to help guide system design

15
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and flight planning. Two approaches to obtaining quantitative results
should be pursued In parallel. First, an analytic study of the
relationships among surface, sensor and fl|ight parameters and the GLCM
Is needed. Second, more radar Images should be analyzed. With mere
data the quallitative dlscussion of the effects of spatial and
radlometric resolution can be extended to a quantitative analysis, for
exampie plots of the 'variance' of each cluster as a functlon of
resolution could then be studied. The ultimate goal of such an analysis
would be an expression for the sensitivity of each texture feature as a
function of resolution. This study also dealt with only radical changes
In the flight directlon over a fixed site. Further analysis Is now
needed to determine the effect of small angle changés, e.g., on the
order of 5°. Also this study only considered one angle of incidence.
It would be Interesting to determine If there exist some Incidence angle
for which we could classify surface structure Independent of the flight

angle.
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GEOLOGY

TOPOGRAPHY

Rocks of the Lower
Pennsylvanian Consisting of
Alternating Beds of Sand-
stone and Shale with a Few
Beds of Coal.

Mountains and Ridges with Steep
Slopes and a Maximum Relief of
of About 1500 Feet.

Rocks of the Lower to
Middle Ordovician Consis-
ting Primarily of Dolomite
and Cherty Dolomite with
Some Beds of '.imestone,
Shale, and Siadstone.

Rolling Hills and Several Ridges
with a Maximum Relief of
200-300 Feet.

See Th

Area of Overall Low Relief but
with Many Small Hills that are
Separated by Several Creeks and
Streams.

Central Region (See Tj)
Flanked on Either Side by
Rocks of the Upper Part
of the Middle Cambrian in
Beds of Dolomite, Lime-
stone, and Slate.

Rolling Hills and Elongated
Ridges Separated by a Trellis
Drainage Pattern and Having a
Maximum Relief of About 500
Feet.

Rocks of the Upper Pre-
Cambrian Consisting
Primarily of Metasediments.

Mountains and Hills with Steep
Slopes and a Maximum Relief of
About 1000 Feet.

Table

Geology and Topography of the Tennessee Test Area.
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ASPECTS OF SIMULATION FOR RECTIFICATION STUDIES

INTRODUCTION

RECTIFICATION = GROUND POSITION OF PIXEL CENTER

GIVEN PIXEL Row, COLUMN

NEED:

£ W N -

1
2
3.
4

SATELLITE POSITION

DIRECTION OF IMAGING (OPTICAL) AXIS
INTERNAL GEOMETRY OF SENSOR
ATMOSPHERIC CONDITIONS

FROM SATELLITE TRACKING
FROM ATTITUDE SENSORS
FrROM CALIBRATION
NEGLECTED

NOT SUFFICIENT FOR SUB-PIXEL ACCURACY

ALTERNATIVE PARAMETER MODELING AND ESTIMATION
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FIGURE 1. GROUND POSITIONS OF PIXELS

PIXEL CENTER GROUND POSITION
* OTHER POINT

HEAVY LINES ARE PIXEL BOUNDARIES
DOTTED LINES SHOW INTERPOLATION FOR POSITION
OF A POINT
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FACTORS AFFECTING RECTIFICATION ACCURACY

SEISOR RELATED

SCAN NON-LINEARITY :
SCAN CORRECTOR NON-LINEARITY (TM)
BAND-TO-BAND OFFSETS

TIMING ERRORS

PLATFORM ORIENTATION

EPHEMERIS
ATTITUDE

EARTH RELATED FACTORS

GCP'S

EARTH SHAPE
EARTH ROTATIOH
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METHODS OF RECTIFICATION

INTERPOLATIVE APPROACH
ARBITRARY MATHEMATICAL FUNCTION RELATING IMAGE
COORDINATES TO RECTIFIED (GrounD) COORDINATES
NO SENSOR/PLATFORM MODELING

PARAMETRIC APPROACH
ATTEMPT AT EFFECTIVE GEOMETRIC MODELING OF
IMAGING PROCESS

PROPER USE OF A-PRIORI INFORMATION

STUDY Or ERRORS AND THEIR EFFECTS IS POSSIBLE
THROUGH SIMILATION
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RECTIFICATION /RESISTRATION AFPPRCACHES
INTERPOLATIVE APPROACH TO RECTIFICATION/REGISTRATION

- TYPES
. GENERAL TRANSFORMATION
+ 4-PARAMETER ORTHOGONAL
+ 6-PARAMETER AFFINE
+ HIGHER ORDER POLYNOMIAL
+ HARMONIC SERIES
" MOVING AVERAGES
+ WEIGHTED MEAN
MESHWISE LINEAR
LINEAR LEAST SQUARES PREDICTION
FINITE ELEMENT METHODS
SPLINES

- CHARACTERISTICS
| CONTROL POINTS NECESSARY
NO SENSOR/PLATFORM MODELLING
A-PRIORT INFORMATION NOT USED
ERROR CAUSES AND INTERACTION NOT STUDIED

MIKHAIL/PADERES



RECTIFICATICN /REGISTRATION APPROACHES 65
PARAMETRIC APPROACH TO RECTIFI1CATION

- PRESENT IMPLEMENTATION
SENSOR GEOMETRY CORRECTION
EARTH RELATED SYSTEMATIC ERRORS CORRECTION
EPHEMERIS AND ATTITUDE DATA EXPLOITATION
PLATFORM ORIENTATION ESTIMATION USING GCP'S
INTERMEDIATE PIXEL POSITION COMPUTATION

- PLATFORM ORIENTATION ESTIMATION
FIXED MODEL
RANDOM MODEL

- CHARACTERISTICS
SENSOR/PLATFORM MODELLING NECESSARY
CONTROL POINTS NOT USED SOMETIMES
PIXEL ELEVATION ASSUMED KNOWN (SINGLE COVERAGE)
GROUKD GEOMETRIC CONSTRAINTS NOT EXPLOITED
SENSOR/PLATFORM MODELLING INCOMPLETE

AMAmIag- -
chamey PIGE ?9'

OF FUCT! GUALITY

MIKHAIL/PADERES




FHETC SRAMMETRIC APPRCACH

PROPOSED LANDSAT MSS/TM FRAME RECTIFICATION:

PROBLEM

RECOVERY OF PIXEL GROUND POSITION FROM SINBLE MSS/TM
FRAME

APPROACH
. PARAMETRIC

MODEL
COLLINEARITY

TMPLEMENTATION -
SENSOR GEOMETRY CORRECTION .
PLATFORM ORIENTATION ESTIMATION USING GCP'S
INTERMEDIATE PIXEL POSITION COMPUTATION

CHARACTERISTICS
SMALLER ANGULAR COVERAGE
BENIGN SPACE ENVIRONMENT
MORE COMPREHENSIVE SENSOR/PLATFORM MODZL
IMPLICIT CORRECTION OF EARTH RELATED SYSTEﬂATIC ERRORS

OKiGiMaL PAGE I8 '
OF POOR QUALITY

MIKHAIL/PADERES
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IMAGING EQUATIONS

X [v-ug wy oMy Mg || U
Y| = S M V‘Vs =S M21 M22 M23 V-VS
I 4 ‘; AW'wSH i M31 M32 M33—’ I N-NS—
[X Y Z]T = IMAGE COORDINATES OF A POINT
|Uv W] T = COORDINATES OF CORRESPONDING GROUND POINT
[Ug Vg W] T = SATELLITE COORDINATES AT INSTANT OF
POINT IMAGING IN GROUND COORDINATE
SYSTEM
M = ROTATION MATRIX wWHICH BRINGS GROUND COORDINATF.

SYS'EM PARALLEL TO IMAGE COORDINATE SYSTEM

SCALE FACTOR: VARIES FROM POINT TO POINT

w
I

67

MIKHAIL/PADERES
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FIGURE 2. INTERNAL GEOMETRY OF SCANNING TYPE
SENSOR

P - A POINT ON IMAGE FRAME

P' - ITS PROJECTION ON A PLANE TANGENT TO
CENTER LINE

C - PRINCIPAL DISTANCE OF SENSOR LENS

MIKHAIL/PADERES
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COLLINEARITY EQUATIONS FOR SIMULATION

M1y X+ M2y Y + M3y A

W-NS M13 X + M23 Y + M33 Z

V-V M12 X + M22 Y + M32 Z

Wls Mz X+ Mgy ¥+ Mgz 2

[Uv W] T - DEFINED IN RECTANGULAR COORDINATE SYSTEM

[ » H] T - CEFINED IN GEOGRAPHIC COC JINATE SYSTEM:
o, LATITUDE: A, LONGITUT : H, ELEVATION

FOR SIMULATION

+ ONLY [UV W] T UNKHOWN IN COLLINEARITY

EQUATION
+ TRANSFORM [u v W] T [o. 2, 1] T
+ ASSIGN VALUE TO H
+ SOLVE FOR o,
MIKHAIL/PADERES
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SYNTHETIC DATA OF POCR GUALTTS

- GENERATION ‘ -
MODEL: SATELLITE COLLINEARITY EQUATION
EXPLOIT A-PRIORI KNOWLEDGE OF PARAMETERS
FRAMES WITH DIFFERENT PERTURBATIONS

- VALIDATION PROCZDURE
SELECT REAL IMAGE WITH MANY SUITABLE FEATURES FOR GCP'S
IDENTIFY GCP'S
DIVIDE GCP'S INTO TWO GROUPS
RECTIFY IMAGE USING FIRST GCP GROUP
COMPUTE MSE USING SECOND GCP GROUP
REPEAT USING SYNTHETIC IMAGE SIMILAR GCP CONFIGURATION
COMPARE MSE’S

MIKHAIL/PADERES
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COLLINEARITY EQUATIONS FOR RECTIFICATION

M11 (U-US) t Mo (V-VS) M3 (W-NS)

Msl (U'US) + M32 (V'VS) + M33 (W-WS)

M21 (U'U ) + M22 (V‘V ) + M23 (W-WS)

Mgy (U-Ug) + Mgy (V-V) + Mgz (W-Wg)

[XY2Z] T anp [UV W] T KNOWN (CONTROL POINTS)

PARAMETERS DEFINING ROTATION MATRIX AND [us Ve wS]T
UNKNOWN

GIVEN ENOUGH CONTROL POINT PARAMETERS SOLVED FOR BY
LEAST SQUARES

MIKHAIL/PADERES
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Image Matching Using Hough Transforms

Larry S. Davis
and
Azriel Rosenfeld

Computer Vision Lab
University of Maryland
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Houah Transform Technigques
- Efficient cotching procedures

1) Line datccticn

- find scts of collineor feature points frca the set
P ® {(X‘Yl)}

- LIn® representation

o= )X cos o+YSsine

- Collincir points 1ie on a line of particulcr (e,o)

g
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l‘ough tronsform - array of accunulators

H(e,s) & nuwber of points In P which 1ie on the line
o = Xcose + Ysine

For each (X,Y) ¢« P do

For e = 0,2¢,d¢ do
begin
e = Xcose + Ysine
H(o,0) = H(0,0) ¢ 1
end

- Peaks in H(s,0) correspond to large sets of collineor points
thile largast (H) > t do

Caoin
cark largest (H) as a line;
for each (X,Y) « P which lies on largest (N) do
for e = 0,2¢,d¢ do

begin
o b = XcOs® + Ysine
N H(e,e) = H(o,0) = 1

end
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2) Circles (Eallard ond Sklonsky)

x-h2 + (v-k)2 - 2

- assuz2 you know r
- wont to find (h.K)

For cach (X,Y) « P do
For e = 0,2s¢,d9 do

begin
heX+rcose

k=y+rsine
H(h,K) = H(h,K) ¢ 1

end
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LARRY K. DAVIR

IFas, 7. Digitized G X G4 orvehard imnge.
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3OAPPLICATION TO CTHE DESCRIPTION OF NATURAL INAGES

T this seetion we wHl disenss i application of the proecdures deseribed in the
precedingg seetion o the deseription of woset of real testures. As deseribed in the
introduction, the problens is 1o deteet trees in acrial photogeaphs of eitras groves,
aned then to elassily the trees as being cither healthy or infested, We are concerned
here only with the process of tree detection. We will detecet trees by first deteeting
asel of “obvious” trees sud then using the locations of thase trees ax input to
the processes deseribed ine the preceding seetion, These procedures will prediet.
the loeations of other trees in the image: these Toeations can be used by subse-
quent programs to deteet aond elassify trees not found by the first stage.

The procedures Tor deteeting trees consists of differentinting the image and
then wsing a0 Hough teansdorm (Kimme of al. (117, Shapiro [12]) to find tree
ceaters in the differentiated image.
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3. Arbitrary Shopes (Ballard, Dgvis ond Yam)

m n
B(S) = ((AXPAY‘)) i1 P ((xl,Y‘)) jel

a. Position invariont matching (Skionsky)

For eoch (X.,Y) « P do
(1)

for each (4X,8Y) « B(S) @
H(X+aX,Y+8Y) = H(X*aX,Y*aY) ¢ 1



e, CE 13

=8
HHENL AL

Cosputotionally equivalent algorithm:

picture

For each (X,Y) In f
For each (aX,aY) in B(S)

H(X-8K,Y-2Y) = H(X-aX,Y-aY) + § § G
LROED < RO FCx+ 8K Yo )

AMooritha (1) - e(m.n) operations

f\lgorithm (2) - o(rsm) operotions

81

Pesetof 12 inf

(2)
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b. Rotation invariont motchinj

- only the gaanitiKie of the vectors in B Con be used

For each (X,Y) « P do
For ecch (aX,aY) ¢ B(S) do
For @ = 0,2s,de do

beolin
X' = X+ aXcos e
Y =Y+a¥sgine
HIX’,Y’) = H(X',Y') ¢ ]

end

- each palr ((X.,Y), (aX,aY)) i used to paint out o circle

in H.
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€. Scale invariant motching lSloszl‘

For each (X,Y) « P .
For each (AX;AY) « B(S)
For § = §1,52,4$
begin
X' = X+S aX
Y oY +$ ay
HIX',Y') = H(X',Y*) + 1
end

83



Geneahvied  Mesgh Teom etns

84

ORIGINAL PAGE IS
OF POOR QUALITY

S —, R"
£
e

P Q

P - ?QHCM c‘ m\uu‘\

Q- 'Pd-\c'm o dekected featutes

Pr § .., ped € R

Q: % G oms QJ ¢ R"

L) 46, ..., F(p ]
Gosl:  Find {¢3 gun Hed

vwi{O: & (G-LCP

& miniae



85

U W " ORIGINAL PACT I§
O'A\““‘\) . OF POOR CLALITY

-3 i Ackind \o} a sk ol patameleo

t e, bl

qmg\c )
3 Rav
ge.ue:& i dedined \o}
gg.(,\, (‘\’\ = (K, ‘05\3
~ for computadion , > cduced to & 30‘,.;
finide  (ubget \r}
0) m*ﬁc“'\; the demaing o the ¢5

2) aum\'\ma Ao v\'w)\hnz readeiched
Kdod\d\ NS .




Kc: te e eliciensy ol the GHT aha\‘
c“\uem\é envmeceke  cecdain gubsedy of 3;

Let pe Y ORIGINAL PAGE IS
OF POOR QUALITY

\eQ’.'.
Lebine :3‘,{; ‘cIHCQ/\‘C}\:f\}S’.}

In Puo“\t, e dedl r

Vpy: LA 4 dw Cigp,reed
tihent L u o cm*aa\' &C\«ﬂiﬂd b} '\'hc &uga‘“tq‘im

o W L i



ORIGINAL P/&E (3
OF POOR QUALITY a7

Etampe ok cnumu\in’ d "
Posw
3: Ex0 u,A) \‘OM 184 ('M*\ .

( m‘o.amo tar , - yswé »‘mo ‘o
Gren  pe P g¢ G, hew de we enunetade 3“?.

Deuk\w\ chhﬂ: Fet each &uu\\u\'\u\
levd o} O N cn\ou\c a\\ AR, 03 §.4

| fomag (- ¢ &

&) weldteeat - S each (AW A’\

c.on'w\t M. W



N (&Q\\a‘_d_\
?mduu LWT1 ( PG, 3, H)

ORIGINAL P2CE
OF POOR QUALIY

foc cach ?Q@P
2Y} tc.d\. %t@
C;ﬁpu\c '3-'9‘
For cach §¢, .. ta ¢
L
H it motw):z Wty .o, £ )
¢ndd
" endd
edd
ond P

Al GUT]

H‘:t\; . .
°* "‘b. g ('Gn“r‘n'"){.u ( p\\;

‘



89

ch (uu\*\h) \\\a\v&&mima\ “Ngs a«n&s

ORIGINAL 203 15
OF POOR GQUALITY

@ cooase Yo rine &u\*\'\u‘\'\m

\®




90
' ORIGINAL PAGE IS
Q@ Tee tadws (k-4 \'«66\ OF POOR QUALITY

- Se&umu ‘\h(cud\n Puo.no\u ot \ovt\ ¥ o ¥me

: split-on- X,

sp\-on- Yo

sp\\*‘ on: Xn

- nodey ant 5?“* w ?o\n\ whin ndt ad nob
: \u\'\‘cmg ™ duttvouked

- nedls an Mfacl ko \neradt mi‘mw'\'(‘\[



ORIGINAL PACE 1§ 91
OF POOR QUALITY

g < [4
18 I
X X
Fas
GA
b 4
‘1;’& T ‘7~g

F"L‘i\_(re Ll'u 2 "’d_ %L!wif;,',)e‘( spa CC

-

RoeT
lfa:,l e ‘.ﬂ: 0. ~qq
Y]=0-.99
S Ll(m = X
md = A9 —
- el
' SN / m,.,e Ix]=50.99 *
- Fange Y =@, H N\ - . ) ‘3
VR T \; 0 49
C‘Obk“.r‘: 2 / S d,m =
imbpal [x] = =2 /_/ "\.
tmbal [yl = -2 Pp— / o

T L “Faw e 1)0"5‘0 49 baue [x]= = ). 49

’ LY1=0..49 7 =50..%
Q Count =] Count'=|

mbalpd= -l obal [x]= |
Timbal [T = ~tabal [T = |

?iﬁure_ 4bh  2-d trec structude




92

ORIGINAL PAGE 19
OF POOR QUALITY

e s e v s e

%)
P
-
%
3
¥
K3
i
&
4
cd

:

P s e ey ey "gq%}

M-




“\:m«;\'\u\ “«a\m Tﬂm‘otms ?3

ORIGINAL PACE IS
OF POOR QUALITY

S S\ . 1 :
e e, ‘: ‘\o o¢’
. h -+ \
| L)
Sely o) .
‘Q d

Qete\ © Lewl 3

G Gun o gathern ob |
patiin oF pork . ¢ Ww all
\*wd\ banorms - Wy, ;-\p\ °3:’\ “::. el 0

) .
@ ‘ot &M by Wt o aloavt- ¥heewed F"“ e

Hoi, Ltl,“,q.

@ Ge. pul
. f:&) 4:; Rwah mmkm ok fewi 1wk

for can €1 i Lunl g
"“ MG‘I’\ ﬂ} W\ n;

menment e apprvpnat cabygace - wv

’ . e .
| sinTe oy L
. L L IPRETITS 'E I
S o ) S I b




Mo

18/Y 140

-

j;l

soce o

soee

Rt ST P )




- e

ig:

ORIGINAL |-

i

t
-
“

—d
ﬁ
=2
o
24
]
Q
a.
L.
o

(AR A NS KN J




P

.
- . - .
LT -y
‘i -
.ot .
-~
lm‘n‘..'u.( e -
- -

LITY

"

T rmmy W oo g

ORIGINAL PAGE (9
OF POOR QU

'

L 4
L ]
o
[
L 4
®
®
*
L]
[ ]

RN S e T e e e oy g W R Sl Sk
> e e S A 'y <7 . RGN .v«gﬂmw Jm?\"\rvm..uyta P - . '-r.‘ il

ae

i,



ORIGINAL' PAGE 19’
OF POOR QUALITY

. a
- .y v er— . c—a——
3 ¢ v———

Yy ——r




98

“na\\ Teanstom Sor \inese patiein 8?'%."% Sﬁﬁfnﬁ.
L+ i.l-u..., L-\l -ttt of I ;oamuﬂ dﬁd\ dehine e
Fihﬂ

L-' t\\n “e*) L'n.s 's.d’ 0‘ *SM ‘.m. Srb-

* Defag Li.-\.; Q) R\M
L2 PR ‘.&;am ok Li, twn La-ly 2 Ry- L
.ol«um, .Lg-La' T R, |
L -
¢ 3 b o b of ttanctomation ket mop  lwa to lines

: NQ\'G\M% Qu\n\"\

bran LU, o3, bed $e3 i

vih:Z Z Lu.fw
Lie!_. L'aﬁe L H'Ls“

\$ minimal,



99

ORIGINAL PAGE IS
OF POOR QUALITY

qure 5—0‘

f




100

ORIGINAL PAGE i3
OF POOR QUALITY

e —— —— — —
-
. oa
 ——

—

e Q‘ o

Fligu

Frawe 1a




ORIGINAL PAGE IS
OF POOR QUALITY

Y,

— -

6 b

' !"{q ure

101



102

ORIGINAL PAGE 3
OF POOR QUALITY,

-;TQUJ“Q/ Cj b




103

OF POCR QuALITY

i

6 ba)

-
ll
-

=




104

ORIGINAL PAGE 18

T

/

0

o ot

Fagure & bt



ORIGINAL PAGT IS
OF POOR QUALITY

. .‘7 105
SN
—\u

\S
T~

quufé




OR!GINAL PAQE IS
OF POOR QUALITY

- e ——— « ——

Tinuwe G 0




107

CJo) o

w—

i

ORIGINAL PAST i3
OF POOR GUALITY

[—

twrl P



- 108

ORIGINAL PAGE
OF PLUR QUALITY,

Y

'S

\

Toncge watdhed » model A

'Ff?u.(z, (A0r).




-

.N83 23078 5

ORIGINAL PAG: (5
OF POOR QUALITY,

Subpixel Registration Accuracy
and Modelling

Laveen N. Kanal
LNK Corporation
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INTRODUCTION

HOW ACCURATELY CAM A LAHDSAT IMAGE BE REGISTERED
TO A REFERENCE iMAGE?

HOW CAN SUBPIXEL ACCURACY BE ACHIEVED?

WHAT FACTORS AFFECT REGISTRATION ACCURACY?

HOW SHOULD THE REFERENCE IMAGES BE FORMED?

HOW CAN VARIOUS ALGORITHMS BE EVALUATED?
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o NEEDED TO MERGE DATA FROM DIFFERENT SOURCES

- MULTITEMPORAL DATA

- MULTISENSOR DATA

o MISREGISTRATION RESULTS IN REDUCED
CLASSIFICATION ACCURACY
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TYPICAL RFGISTRATION REQUIREMENTS

® LESS THAN .5 PIXEL GEODETIC REGISTRATION
ERROR

® .3 PIXEL RELATIVE (BETWEEN TWO IMAGES)

ABOVE STANDARDS MusT BE MET 90Z OF THE TIME.
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CURRENT REGISTRATION APPROACH

DeverLop ConTroL PoINT CHIP LiIBRARY (EPC) -
- CPC-SET OF RECOGNIZABLE POINTS

ExTracT CoNTROL PoINT Ne1eHBORHOOD (CPN)

FROM SCENE TO BE REGISTERED

FIND BEST LocATiON IN CPN MATcHING CPC
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SUBPIXEL REGISTRATION ACCURACY

———.

Basic Problem: Find a translation alianing a reference
(Ground Control Chip) and a Landsat image
to less that one pixel

Landsat Imaae

Ground Control §
Chip

32 iizs
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SUBPIXEL ACCURACY PROBLEMS

1) WHAT IS SUBPIXEL ACCURACY?
Image distortion is nonlinear,

MEASURE OF ACCURACY? Maximum error, average error,
nercentage of points lying far away?

2) HOW CAN CLAIMS FOR SUBPIXEL ACCURACY GF ALGORITHM
BE ASSESSED?
e Experimental methods

¢ Analytical methods

- Probabilistic image models for correlation
procedures

- Geometric models for feature (edge) maiching
- Assume error bounds on feature detection
- Compute bounds on estimation of edge
location
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PROBLENMS (Cont’d.)

3) WHAT SCENE PROPERTIES SHOULD BE USED TO SELECT
GROUND CONTROL CHIPS FOR AN IMAGE?

4) HOW SHOULD THE LANDSAT IMAGE BE PROCESSED TO FORM
AN IMAGE SUITABLE FOR MATCHING?

¢ Edge enhanced image
o Edge image
e Isolated significant point image

- Corners
- Intersections
- High curvature points
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CLASSICAL CORRELATION

3,
w
= Scene
W = Window
) _
T g S(i,JIW(i-u,j-v)
R, v) = oo 1= —
’ K J ¥ [k J X
LA 32(1,11 [5 ALt JJ

Can be anplied to Landsat image, edge enhanced image,
binarvy image, etc.

One_dimensional example

Image 1 Image 2 Correlation
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CORRELATION SURFACE QUALITY
MEASURES

¢ DEAK TO SIDELOBE RATIO

L~

o CURVATJRE OF THE PEAK
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119

BASIC SUBPIXFL REGISTRATION APROACH

o FIND THE CROSS-CORRELATION BETWEEN A
CPC AND THE CORRESPONDING CPN

® INTERPOLATE THE CORRELATION FUNCTION
TO FIND THE CONTiNUOUS CORRELATI{N SURFACE
PEAK

CPC AND CPN MAY BE PREPROCESSED TO IMPROVE
CORRELATION ACCURACY.
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INTERPOLATION FOR SUBPIXEL
ACCURACY

1) Fit surface to correlation function in a neighborhood.

e 5x5 neighborhood is common

e Un to the 4th order bivariate nolyncmials are
used

e Successive orders can be used, use RMS residual
error to select order

® Elliptical cones have been used

PROBLEM:

Sensitivity of peak location to fitting function
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QUALITY. INTERPOLATION (Cont‘d.)

2) Use centroid of correlation function in @ neighborhood

3) Spatial offset corresponds to non-vanishing phase
in frequency domain

e Transform phase portion of correlation back to
spatial domain to locate peak

PROBLEM:
Non symmetry of cross-correlation function about
peak causes error in ohase
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ESTIMATING CORRELATION PEAK
UNCERTAINTY

1) Curvature at peak

2) Second moment of correlation samples around peak

3) Rate of decline away from peak

USES OF MEASURES:
® Reject Matching

® Welght for mapping function fit.
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FEATURE IMAGE MATCHING

FEATURES
EDGES
INTERSECTION

HIGH CURVATURE POINTS

] Feature matching is growing in popularity

o Robustness under spectral change

- Crop growth
- Water content

- Illumination
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METHODS OF FEATURE MATCHING

e Correlation of Edge Images

e Correlation of Binary Edge Imaaces

e Lineals Correspondence (L.N.K., procedure)
- Real lineals

- Abstract vectors

e Point Matcning

- Relaxation



LITERATURE INTRODUCTION

0 REVIEW FIVE PREVIOUS STUDIES OF LANDSAT REGISTRATION
ACCURACY

o COMMON FLAW - REFERENCE IMAGE ASSUMED HIGHLY ACCURATE
0 SOME SOURCES OF REFERENCE IMAGE ACCURACY

1) PoLYNOMIAL FITTING ON ENLARGING REFERENCE IMAGE TO
MATCH MAP

2) FITTING POLYNOMIAL TO DETERMINE ATTITUDE AND
ALTITUDE CORRECTION

) COMBINED ERROR EFFECTS ESTIMATED ACCURACY X% PIXELS
- 907 OF ALL POINTS HAD POSITIONAL ERROR WITHIN 23
METERS (NiBLAack 1981)
- BASIS FOR ABOVE NOT ADEQUATELY DESCRIBED IN PAPER,

L
L]
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DEPARTURE FROM PREVIOUS EXPERIMENTS

® PREVIOUS THEORETICAL AND SIMULATION STUDIES OF
REGISTRATION ACCURACY MEASURE PERFORMANCE IN ONE
OF TWO WAYS:

(1) SINGLE OFFSET PROBABILITY OF FALSE ACQUISITION
TO DETERMINE ACCURACY TO NEAREST PIXEL, AND

(2) EI1THER EXPECTED VALUE OF THE ERROR OR ROOT
MEAN SQUARE OF THE ERRO/ TO MEASURE SUBPIXEL
ACCURACY.

® WE PROPOSE TO REPLACE THE ABOVE BY THE FOLLOWING:

(1) PROBABILITY OF FALSE ACQUISITION OVER THE ENTIRE
IMAGE, AND
(2) THE PROBABILITY DISTRIBUTION OF THE ERROR.
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OF POOR QUALITY

EXPERIMENTAL REGISTRATION

PURPOSE - DETERMINE FEASIBILITY AND EXTENT OF SUBPIXEL
ACCURACY OF EDGE LOCATION UNDER IDEAL CIRCUM-
STANCES.

METHOD:  GENERATE A REFERENCE IMAGE CONSISTING OF TWO
HOMOGENEOUS .EGIONS

2y

76

DARK REGION

LIGHT REGION

- 8 1S A PARAMETER

THE TWO REGIONS HAVE DIFFERENT MEANS AND
1.1.D. PIXELS

SENSOR IMAGE CONSISTS OF A SUBPOINT OF THE
REFERENCE IMAGE WITH NOISE ADDED

GREY LEVEL CORRELATION USED TO MATCH IMAGES

FOURTH-ORDER BIVARIATE POLYNOMIAL FIT TO

CORRELATION IN A 5x5 NEIGHBORHOOD
PEAK TAKEN AS MATCH POINT

NOTE: No TRANSLATION WAS INTRODUCED, EFFECT OF NOISE ON
OFFSET WAS DESIRED.
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EXPERIMENTAL RESULTS

OUTCOME:

o CORRELATION FUNCTION TURNED OUT TO BE
ALMOST CIRCULARLY SYMMETRIC

@ ESTIMATED PEAK ALWAYS NEAR CENTER OF PIXEL

® PEAK 1S ESTIMATE OF WHERE CORNER LIES WITHIN PIXEL
¢ TRUE CORNER WAS OFTEN NEAR PIXEL BOUNDARY

® SUBPIXEL ACCURACY WAS POOR

o VWiNDOW S1ZE (225 PIXELS) WAS LARGE ENOUGH TO MAKE
LAw OF LARGE NUMBERS APPLICABLE

o NUMERATOR AND DENOMINATOR OF CORRELATION FUNCTION
CHANGE LITTLE IN NEIGHBORHOOD OF CORRECT MATCH POINT,
THUS EXPLAINING SYMMETRY

® FUTURE EXPERIMENTS WILL ASSUME NOISE POINTS ARE
CORFELATED AND REFERENCE POINTS ARE CORRELATED
(NOT INDEPENDENT)

@ THIS WILL ALLEVIATE THE ABOVE PROBLEMS AND MAKE
SIMULATIONS MORE REALISTIC,
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COMPARISON OF OUR SIMULATIONS WITH
NOVAK'S

¢ NOVAK'S WORK DID BETTER THAN OURS SINCE HE ONLY
CONSIDERED A SMALL STRIP AROUND THE EDGE

- HERE A PIXEL SHIFT IN THE TEMPLATE CAUSES A
LARGE DIFFERENCE IN THE STATISTIC

o ComBINATION OF NoVAK'S SIMULATION AND OURS GIVES
INSIGHT INTO MATCHING PROBLEM

- MAXIMUM LIKELIHOOD MAKES MOST EFFICIENT USE OF
DATA

- FRrROM THIS VIEWPOINT NOVAK METHOD POOR FOR FINDING
EDGE TO NEAREST PIXEL

- ONE SHOULD USE FULL CONTROL CHIP SINCE MAXIMUM
LIKELIHOOD ESTIMATE USES ALL PIXELS.

0 SuBPIXEL ACCURACY

- MAXIMUM LIKELIHOOD FOR SUBPIXEL ACCURACY USES ONLY
EDGE PIXELS

- OTHER PIXELS ADD NO INFORMATION - ONLY CAUSE FURTHER
ERROR

- NovAK'S METHOD SUPERIOR HERE
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COMPARISON WIIH NOVAK'S METHOD (conT'Dp.)

o CoNcLUSION (TENTATIVE)

- PERFORM CORRELATION ON WHOLE CONTROL CHIP TO
GET PIXEL ACCURACY

- ONLY USE PIXELS WITH A HIGH LIKELIHOOD OF SUB-
PIXEL INFORMATION (E.G., ON OR NEAR EDGES) FOR
SUBPIXEL MATCHING,



MOSTAFAVI-SMITH _MODEL

ORIGINAL PAGE ¥

OF POOR QUALITY
1r = p(x) + nr(X)

Is = pg(x) + ng(x)

©
o
>
I

= p(AX + Xg)

(X],%9)" point {n plane

b9
L}

A: 2x2 distortion matrix

p: nolse free image either a deterministic
or a random signal

For p deterministic, p(x), Dd(x) or thelr Fourier

Transforms available, For p random: signal spectrum

131

assumed known  p, np, ng zero mean, 2nd order, inde-

pendent Gaussian Processes with spatially invariant

statistics.,
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132 OF POOR QUALITY

MOSTAFAVI-SMITII MODLL FOR REGISTRATION

GOAL: Find image size and shape minimizing probability
of false acquisition and maximizing local accuracy.
MEASURES OF CORRELATOR PERFORMANCE

1. Ratio of mean cross-correlation peak to
standard deviation of cross-correlation in the
sidelobes (called Peak-to-Sidelobe Ratio).

2. Probability that the correlation function
of some point far from the correct registration
exceeds some threshold. (called the single-
offset probability of false acquisition.)

3. VFirst order approximation to local registration
error using the correlation function gradient and
curvature.

BASIC ASSUMPTTIONS: Gaussain images, additive Gaussian
noise, the two images to be registercd are related

by an affine transformation.

RESULTS 1) Derives image size to minimize probability

of falsc acquisition under geometric distortion.

2) Derives expression for minimum achievable
probability of false acquistion.

3) For circularly symmmetric autocorrelation
functions, the squarc window is optimal among recc-
tangle windows.

4) Dorives optimal window size to maximize local
accuracy.

5) For a }ixed aeomatric distortion the image sizo
resulting in minimum local error is smailer than the

size giving a minimum probability of false acquisition.

[

L
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ORIGINAL PAGE [g

OF POOR QUALITY FUNDAMENTAL ASSUMPTIONS

MosTaFavi-SmiTH (1978) CoMMENTS

REFERENCE IMAGE ‘R(X) SPATIALLY STATICNARY®| RETAINED ONLY TRANSLATIONS,

SENSED IMAGE Is(x) NOT DISTORTIONS, CONSIDERED
NOW
ls(x) = lR(9+&) + IN(6+x) e

NEED ONLY IR, Is JOINTLY

NOISE INDEPENDENT OF IR STATIONARY ALTHOUGH

IR, IN GAUSSIAN INDEPENDENT CASE IS
SiMPLEST NOT NZEDED AT
ALL [ I X )

* STAT!STICS SPATIALLY SHIFT-INVARIANT
*® ADDITIVE NOISE UNREALISTIC ESPECIALLY FOR PREPROCESSED OR
EDGE-ENHANCED OR BINARY PICTURES
##®  SINCE WEAK ASSUMPTIONS ON IR, Is GUARANTEE THE CORRELATION
PROCESS C(X) AT VARIOUS OFFSETS X 1S ESSENTIALLY GAUSSIAN
FOR LARGE WINDOWS (SENSED IMAGES).
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DEFINITIONS Y
OR|GH€5a§. Vs
OF POOR QUF\UW

D(x) =E {cm}

PICTURE OF ONE-DIMENSIONAL CASE

D(x) “KNOWN" FOR X = (), *H, +2H,'*" H = PIXEL WIDTH

D),

CC)
(L+DH
8* = ESTIMATED (FROM C(')) MAXIMUM LOCATION
Figure of meriTH Q(T) = PR {le’-elafj

(+) NOTE DISTINCTION FROM SINGLE-OFFSET COMPARISONS LIKE
Pr{C(0)> C(x} FOR VARIOUS X, AS USED BY MosTaravi-Smith (1978)



ACCURACY BOUND ORIGINAL F.iCs [
OF POOR QUALITY

IF D(x) 1S KNOWN AT
OltHl'l'I

AND IF OBSERVED PIXEL GREY-LEVEL IS
(k+1)H
[

[.(T)pT
! xu stTP

X

X

K

(OR ANY OTHER LINEARY OPERATOR OF Is)

WITH REFERENCE-IMAGE PIXEL GREY-LEVEL

1 7 (+DH
Y, =5 [ (oo
JH

THEN A RIGHT UPPER BOUND ON THE ERROR AS A FRACTION OF A

PIXB. IS

=( HZD(lV)(B))k
-12D"(8)

QUALITATIVE MEANING AND INTERPRETATION OF K:

(A) 1F D(X) 1S KNOWN AT INTEGER MULTIPLES OF H, THEN

135

TREATING D(') AS QUADRATIC ON PIXEL CONTAINING 6 GIVES

ERROR AT MOST FRACTION K OF PIXEL,

(B) IF IR IS HIGHLY OSCILLATORY WITH RESPECT TO UNIT OF
LENGTH H WITH CORRELATIONS OF IR' FALLING OFF RAPIDLY

THEN K 1S LARGE.
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ORIGINAL (v
GF POOR LiT

DGE SUBPIXEL ACCURACY QUALITY

P-4\

e Assume relatively high correlation accuracy

wwithin a pixel or two)

¢ Locate edge in image known to correspond to

straiaht features

¢ Estimate location of line in mixed pixels



1)

2)
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ESTIAATION PROCEDURES (Davis)

ORIGINAL PACE (5
OF POOR QUALITY

Make distributional assumntions for bordering

- regions.

Estimate mixed pixel values for each possible
location of line
Use optimization to pick line best fitting arey

level data

Find best line fitting pixels ignoring crey levels

Example: Fit line throuch centers




138

é:?ggg:.PAesrs
GEOMETRIC ACCURACY QuALITY

BASIC QUESTIONS:

o HOW ACCURACTELY CAN WE LOCATE REAL WORLD
EDGES AND STRIPS GIVEN OBSERVED DIGITAL
EDGES AND STRIPS?

o HOW CAN THIS ACCURACY INFORMATION BE USED
TO ACHIEVE SUBPIXEL ACCURACY?

® WHAT PROPERTIES OF LINES OR STRIPS CAN BE
USED TO SELECT GOOD FEATURES FOR A REFERENCE
IMAGE?



ORIGINAL PACE IS 139
OF POCR QUALITY

TYPES OF OBSERVED EDGES

1) DiGITAL EDGE - THE SET OF PIXELS A REAL EDGE
INTERSECTS

® SIMPLEST MODEL EJT UNREALISTIC

2) DiciTaL EDGE (PIXELS “4ISSING) - ANY SUBSET OF A DIGITAL
EDGE
® FEASIBLE MODEL IF WE ONLY SELECT GOOD CANDIDATES
FOR EDGE ' CINTS

2) DiciTAL EDGZ (PIXELS MISSING, PIXELS Annsn) - A DIGITAL
EDGE WITH SOME PIXELS MISSING AND SOME SPURIOUS EDGE
PIXELS ADDED

® REALISTIC MODEL
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ORIGINAL p;‘?;
OF POOR QUALL

DOMAIN OF VARIABILITY

THE SET OF OBSERVED EDGE PIXELS RESULTING FROM A
REAL EDGE COULD COME FROM AN INFINITE NUMBER OF EDGLS,

_]«reaL epce

]
4+

PROBLEM: How CAN WE PARAMETRIZE THE POSSIBLE LINES

CAUSING THESE EDGE PIXELS TO BE OBSERVED?



OR'G'NAL F—’[" oo
S TR Y
DIGITAL LINE DESCRIPTION OF POOR QUALITY
(DORSE AND SMEULDERS)
DIGITAL LINES WILL BE CHARACTERIZED BY FOUR PARAMETERS
E1GHT CONNECTED LINES ARE USED

CHAIN CODE

j— q CHaInNcope 0100

0

FOuR PARAMETERS:

i LENGTH OF CHAIN CODE

- Q
SLOPE
- R

=S

SMALLEST PERIODICITY PRESENT IN STRING

NUMBER OF CODES PER PERIOD

STARTING POINT OF SEGMENT WITH STANDARD PERIOD

141
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FEASIBLE PARAMETER REGION ORIGINAL PAGE 19
DIGITAL EDGE OF POOR QUALITY

PARAMETRIZATION OF REAL LINES

7=

° GIVEN A DIGITAL EDGE, THE SET OF ALL LINES WHICH
COULD GIVE RISE TO THE EDGE CAN BE PARAMETRIZED
IN TERMS OF (e,q)

o FEASIBLE REGION IS A QUADRILATERAL

° VERTICES CAN BE EXPRESSED IN CLOSED FORM IN TERMS
of (N,aq,P,s)
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OF POOR QUALITY

FEASIBLE PARAMETER REGION
DIGITAL EDGE FORMULA

DorsT AND SmeuLpers (1982)

1f one defines functions F and L by:

F(s) » s | I
lq.n

and N-
L(s) = « o] -;’J q

and an integer £ by the implaicit definition

be (2] -tRalando<t <q
q 9 q

THEN THE CORNERS A,B,C AND D oF A DOMAIN IN (€,%)-COORDINATES
ARE GIVEN BY:

A [rwB] T Be. )

q

, Pl - eedl 3
B - ( fr(s)q] L: LB

P

. p|.
c (u[r(.‘oq] Fae)E Ry

q
q
De( |o|ruol)2}-r(-'?)t . B2
L q q- -
where
qe= Ll2sl) = ¥(s) , py = (pa,*1)/q
q-= L(s) - F(ssl) , p. = (pq--1)/q



144 ORIGINAL PAGE 13
OF POOR QUALITY

FEASIBLE PARAMETER
REGION
DIGITAL EDGE - PIXELS MISSING

FOR SIMPLICITY ASSUME 0¢ sLore< 1

N
/)(\ N\

EACH FEASIBLE LINE INTERSECTIONS DIAGONAL LINE WITH SLOPE -1
THROUGH SELECTED PIXELS

SELECT DISTANCES ALONG DIAGONAL IN LEFTMOST AND RIGHTMOST
PIXELS AS PARAMET:RS OF LINE

EACH INTERMEDIARY DIAGONAL GIVES RISE TO AT MOST TWO LINEAR
INEQUALITIES RESTRICTING THE FEASIBLE REGION

FEASIBLE REGION IS A POLYGON IN THE (A,B) PLANE
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FEASIBLE PARAMETER REGION
DIGITAL EDGE - PIXELS MISSING, PIXELS ADDED

EACH SUBSET OF PIXELS THROUGH WHICH A LINE CAN PASS
GIVES RISE TO A CONVEX POLYGON

FEASIBLE REGION IS UNION OF THESE POLYGONS

COMBINATORIAL PROBLEMS MAKE ONE OF THE FOLLOWING RESTRICTIONS
DESIRABLE
1) FEW WRONG PIXELS ADDED
OR 2) FEW PIXELS TOTAL
OR 3) APPROXIMATION OF FEASIBLE REGIONS

CAREFUL THRESHOLDING AND EDGE CHECKING MAY HELP ACHIEVE
THE FIRST TWO RESTRICTIONS

APPROXIMATION OF FEASIBLE REGION
- FIT LEAST SQUARE LINE THROUGH EDGE POINTS
- DISCARD PIXELS NOT ON FITTED LINE
- APPLY ANALYSIS OF CASE WHERE NO PIXELS ARE ADDED
- IF NECESSARY PERTURB THE LINE AND REPEAT THE PROCESS

WEIGHT POLYGONS BY THE NUMBER OF CORRESPONDING EDGE POINTS
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L PAGE IS
FEASIBLE PARAMETER REGION gg‘mk QUALITY

DiciTAaL EDGE
FEASIBLE REGION~QUADRILATERAL

Il

DiGiTAL EDGE (PIXELS MISSING)

- AssUME N PIXELS GIVEN

- FEASIBLE REGION CONVEX POLYGON WITH AT MOST
2N SIDES

B
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ORIGINAL kAL
VARIATION MEASURES OF POOR QUALIVY

Y VARIATION GIVEN X
_. 4— ENVELOPE OF FEASIBLE

Y vARIATION {"' - T — —  LINES

GIVEN X,

X VARIATION GIVEN Y IS DEFINED SIMILARLY
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ORIGINAL PAGE I3
VARIATION MEASURES (conT'p) OF POOR QUALIYY

PARAMETRIZE EACH FEASIBLE LINE SEGMENT TO HAVE
UNIT LENGTH

DEFINE VARIATION FuncTion V: [0,1}oR*

BY V(T) = MAXIMUM DISTANCE BETWEZEM FEASIBLE
LINES, MEASURED T UNITS DOWN EACH
LINE.
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VARIATION MEASURES (cont’p,)

VARIANCE OF Y GIVEN X

VARIANCE OF X GIVEN Y

VARIANCE OF POINT T UNITS DOWN EACH LINE
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ORIGINAL PACE IS
OF POOR QUALITY

DISTRIBUTIONS ON LINES

o MaNY DISTRIBUTIONS ON LINES ARE FEASIBLE

o UNIFORM DISTRIBUTION DEPENDS UPON THE
PARAMETRIZATION

® [NVARIANCE UNDER ROTATION AND TRANSLATION SINGLES
OUT A DISTRIBUTION:

UNIFORM DISTRIBUTION IN (P,8)

WHERE THE DISTRIBUTION IS OVER ALL LINES
PASSING THROUGH A GIVEN BOUNDED ~IGURE

HLANAL, Ak



STATISTICS OF Y-VARIATION

LeT Xo BE FIXED

FIND THE MEAN AND VARIANCE OF THE Y VALUES OF
THE FEASIBLE LINES AT Xg,

FIND A CONFIDENCE INTERVAL FOR THE Y-COORDINATE
BEING WITHIN A SPECIFIED DISTANCE FROM THE MEAN

MEAN AND VARIANCE CAN BE CALCULATED EASILY
NUMERICALLY

WE ARE WORKING ON CONFIDENCE INTERVALS
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1

2)

3)

4)

VARIATION GOALS

DERIVE BOUNDS FOR EACH VARIATION MEASURE
AS A FUNCTION OF DIGITAL EDGE PARAMETERS

COMPUTE THE MEAN AND VARIATION OF EACH VARIATION
MEASURE

FIND THE X,Y OR F VALUE WHICH MINIMIZES THE
CORRESPONDING VARIATION MEASURE

FIND GOOD DIGITAL EDGE CHARACTERISTICS, E.G.,
SLOPE WHICH CAN BE USET TO MINIMIZE VARIATION
MEASURES

KONREG LN
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OF POOR QUALITY
ANGLES

———————e

ASSUME WE HAVE TWO REAL LINE SEGMENTS SHARING AN
END POINT

¥ €

HOW CAN WE USE THIS KNOWLEDGE TO REFINE OUR ESTIMATION
OF POSITIONS?

WHAT ANGLES ARE BEST FOR ESTIMATION?

WHAT CAN BE DONE IF THE LINE SEGMENTS DON'T INTERSECT?

P 22 . A P a2 wd
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ORIGINAL PAGE 1§

ITY
ANGLE CONSTRAINTS OF POOR QUAL

ASSUME WE OBSERVE THE DIGITAL EDGES RESULTING FROM A
REAL ANGLE.

WE GET A FEASIBLE REGION FOR EACH REAL LINE SEGMENT:

e

,.
=
iy

® A FEASIBLE ANGLE IS A PAIR OF POINTS ONE IN EACH FEASIBLE
REGION

o COMMON VERTEX IMPLIES BCTH POINT LIE ON SAME VERTICAL LINE

® FIXED ANGLE IMPLIES DISTANCE BETWEEN TWO POINTS IS
CONSTANT

L LET°(0 DENOTE THIS DISTANCE

o FEASIBIE REGION = {(e,-<)€ Rl: THERE EXISTS A POINT
(e,ﬁ)GRz WITH f-%X=%

AN, NK .
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ERROR BOUNDS ON POINT MATCHING

EACH EDGE GIVES RISE TO A POINT TO BE MATCHED WITH A
POINT IN THE REFERENCE IMAGE

WHAT CAN BE SAID ABOUT THE ACCURACY OF THE ESTIMATED
TRANSFORMATION GIVEN THE BOUNDS OR STATISTICS OF THE
INDIVIDUAL POINT LOCATION ACCURACIES?

WORK ON THIS PROBLEM WILL BE PERFORMED WHEN WE HAVE
FINISHED OUR ESTIMATES FOR THE POINT ACCURACY WITH DIGITAL
EDGES (PIXELS MISSING)

FINAL RESULT:
ERROR BOUNDS ON TRANSFORMATION ACCURACY GIVEN
OBSERVED EDGES
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PROGRESS AND FUTURE WORK ~ ORIGINAL PAGE 19

EXPERIMENTAL CORRELATION STUDIES:

® SIMULATION RESULTS INDICATE THAT CORRELATION
AND SURFACE FITTING TO ATTAIN SUBPIXEL ACCURACY
SHOULD BE BASED ON PIXELS LIKELY TO CARRY SUB-
STANTIAL SUBPIXEL INFORMATION (NEAR EDGES).

o FUTURE SIMULATIONS WILL BE MORE REALISTIC
AND WILL STUDY THE ABOVE PHENOMENON IN MORE
DETAIL.

ANALYTIC STUDY OF PROBABILISTIC SUBPIXEL ACCURACY:

e TWo MODELS WERE DEVELOPED

1) ERROR EFFECT DUE TO QUANTIZATION WHEN
REFERENCE IMAGE IS RANDOM

2) ERROR EFFECT WITH DETERMINISTIC IMAGE
(KNOWN SHAPE) DUE TO FITTING ERROR

GEOMETRIC ERROR ANALYSIS:

¢ FEASIBLE PARAMETER REGIONS FOR LINES PASSING
THROUGH SETS OF PIXELS HAVE BEEN OBTAINED

o [EXPRESSIONS FOR MAXIMUM X,Y VARIATION AND
MEANS AND VARIANCES HAVE BEEN DEVELOPED.
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PROGRESS AND FUTURE WORK (conT'’p.

GEOMETRIC ERROR ANALYSIS (cont'p.

@ CONSTRAINTS ON FEASIBLE REGIONS IMPOSED BY
ANGLES HAVE BEEN DERIVED

® LEVALUATION OF THE ABOVE ESTIMATES TO DERIVE
OPTIMAL FEATURES AND QUALITY MEASURES OF
FEATURES ARE UNDERWAY

® WE ARE CURRENTLY ATTEMPTING TO DERIVE A
FORMULA FOR THE FEASIBLE REGION IN A DIGITAL
EDGE WITH PIXELS MISSED

o THE EFFECTS OF THE ABOVE ESTIMATES OF POINT
LOCATION ACCURACY ON REGISTRATION TRANSFORMATION
ACCURACY WILL BE STUDIED

® EFFECTS OF GEOMETRIC DISTORTION ON THE ABOVE
ANALYSIS WILL BE STUDIED.
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ORIGINAL pAgE IS
OF POOR QUALITY

Improving Spatial Modelling
in Remote Sensing

Hunter College: U. C. Santa Barbara:

A. H. Strahler J. R. Tobler
C. E. Woodcock

Assisted by R. “rish

PRECEDING PAGE BLANK NOT FILMED
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?Om(! S‘«:t'va MMJ_.‘ ORIGINAL PAGE IS
4 . OF POOR QUALITY
Ceveral Frame wo

De'(m.c‘*'oo‘ns

Sensor: Device fuf measurs minsiby of EMR
IFOV (Instantaneous Fietd of Ve ) : Fiatd of
View over which Ha EMR is micyroted

by {he Senser.

MTF (Modulation Transfor Funchin ) : Describes
way w which EMR i 1oV s inh,r.lal
f prduce a measureaent.

Messure ment : Output of & sensr m rspmec h
Mot indegrahian . Uswally dc",'hl ,In Owr caje

Scene: Spatied 2 Fempored astvibwtion of malber
and cuorgy fluxes from which #te semsor

bracs measuscmentt,

1_,.':_1,_,: Collection of measuve ments groder cast by
a Semsor et arc aviayed 1n & syibemehe
fusk;g__g(g.;c&lf 440'\ fe spahed o7 hepit pusi Ao
from wh ek JNy were. collected .
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Ur POOR QuALiTY

voves arco of »
Resoluthren Cedl : # e reuh,..’u.lw -
Scene ot s associaled with endh

SHrwcture of Mtk

ordsr, ot least fo Scme ofet.
= Oh{y ovfan umh;nafn'm 4 MCQ\,
d molbey ecuvr. “M
. Gnu‘" hwp maded upm & s
Scone passes Though ‘.M:ph.q(. . .
- Back su”wi», , mwlhple .Su”w. »
Wl wesswe EMR Ilwx ampw(v Y.
¢ J o wit s |
- ;l brahm j nonlinearihed |, ofe .
- '

A
Leads & tonupt @] Prea g et
RS masal .....
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ORIGINAL PAGE ;5
OF POOR QUALITY

Theee meeom.ﬂ_i
oo Sovsing Mosal

@ Scene Moded : Specc.fc;s boren & nabue of
Cnergy & maltler withun Ae Scope 2

their .qu.v“a;l 2 -kmpoh—( o rdav”

@ ﬁwa.sphw&. Moded : Deseribes he infevachon
betwean atnosphere 3 oneryy Y DN 4
m/u;ﬁ;, fom he ’nw/ Score .

@ Sevser Mok : Deseribes behavior of Ae

Jonsow” on rt.!pm.u h wor’y /Iu.xcx

medond wpon b X in producing Pa
measure mentt At cnshifufe P
jmage.
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OF POOR QuALITY

FUNDAMENTAL RsmoTe SGNSING PRoBLGM .

jnﬁsvn.\, "M_QW in e pnpdv"\t ﬁ
duibributioni of enerny ewd wmatler in

ha Scone. bow foa st of mea Surt mondy
ﬁad' Lompnte e Lm’g__

¢ Sume iy et Jwa.y; .‘mph.os Ae a,rph.eo..#..;,
O{ ~ WA‘( S“\J”\-’ M“
= Rssumphort alwnys mast onuyning

arcw‘wﬁ S tsrt dMSphM, & Semser

v Sceme infoveree Ay e anm 0/ morat
Mversion n wboh fea oreer n N read

Scere .os rcws"’ruw‘-ul ‘nm' -‘H fw ¥ 4
A ek Jm;s~.) nuwsolel

Thas researoh #ws:.r o R Scere mosted
~ Transparnd phosphest
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Ceya ‘ /) ‘ ORIGINAL PAGE

Components :

SRR

Element : Abstvaction of dass of real objects
havirg unifewn properhas o7 pavameters.
* Propeches may be fumdamentol amd invavennd - -
(€.9., heet capancity, uaMeRcJ#,, emessevity o)
o+ Or stochashc L dhavachonyed by oleatrib whm

paramefers ((.1.. 3ne, shape, color, efe. )
- Exawmples .
= Leaf, brawoh, plact, row, hee, fetd, stand
- Lawin, car, strect, house, pool
= Birplane, rumwey, treck, Fank
Typieally , a scone wi" wntain Sevend
e AT

Bekeqruwd : 1s sputially cantrnnows wf-unibrm
pnpw&l L pavameles 2 15 0bIeuyadl by eleme.ts
* Exavaples: Soil, smaw, mek, undershory
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ORIGINAL PAGE IS
OF POOR QUALITY

E’l!!?Y Flages Id> Scove : Chavaclonied by
wave (ovgdb infkensity , oolan3ation, dishrbukd
hemi spherneate .
* Passivt syshems : 77,,;“4(-, ASSume o;a»m»;"
Hlux charnchoviiher are spu‘-;ll-' 2
drmponnly ,shlu‘mwy
Achet Syshems : Fluy chavaclonihes
n fvihon of Souven -3 wsor Mol\-;nsk,},
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ORIGINAL PAGE i

Typcs bf SCM Moslal s OF POOR QUALITY

T ——— -

H' Resolution : Roesolutvon cell smaller ham olzmets.

|- Ressluion : Resclubion cett Iw,w Mon elepnc. ts.

dem;n\.tki : fi"\.hiu basic pk’g;cJ Inars uncwm'uu’
n love choen L | maller & EMT

= Jneluaas m'«':xo'vik' . su.#wo'n-, e, o€
clemontts as properhes o parametevs.

- Mh.lcju prinaples of Consevvahon of cvars 4
L welter (6.9, rediatbive transfor #puate)
wdfor lav: o Merandynamacs,

- O0ften L-Resclubron.

Empiriead . Asseciales Obsoraed Sensor prtas.wtowets

witn Seave 6lervmc it
— Typreatly shhshesb.
- 7~,ch/'7 H - (Ugolron

ﬂd’ully, D.2 €. amec ovelpoints of o an'ﬁhuum.
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OF POOR QUALITY

I\V&" |.50. ‘oi‘\’__
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APPROACHES TO IMAGE REGISTRATION AND SEGMENTATION

Grahame Smith
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Image-to-Image Correspondence

different viewing conditions
different resolutions, spectral responses
temporal changes
Approach
o Detect easily recognized / physically meaningful structures
¢ Label structures
o Build description of structure
e Match descriptions - rough camera model
e Select feature points
o Predict how the feature points appear in image

e Match feature points - precise transform
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Image Segmentation

recover scene entities
- single land cover class
- no internal boundaries

e Recover surface shape
¢ Initial classification
e Fdge / Linear structure detection

e 'Convergence of Evidence' decision making

189
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Detection of Linear Structures

two-fold purpose: image registration and clase boundary detection
Algorithm

Peak and trough method

Fiods ridge lines (skeleton)

Uses local and global nature of intensity peak
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Initial Segmentation

- based on the reflectance

o little human intervention
o use catalog of reflectance versus land cover

o delineate single land cover area rather than identify class

Atmospheric Model I=R+S
Film Model D=a X In(I})+d

Isotropic Scattering R == EAN

D=aXIn(A+b)+c

191
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Surface Shape Recovery

slant of ground plane
surface shape

I(z,y) = R(l, m)

- type of scattering

- position and strength of light source
- surface albedo

- boundary conditions

ORIGINAL PAGE 19
OF POOR QUALITY
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Physical Models needed to interpret image
o Linear feature finder

o lmage classific :tion

o Shape recovery

Physical models not all encompassing

¢ Evidential Reasoning

ORIGINAL PAGE IS
OF POOR QUALITY
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Primary Areas of Focus OF POOR QUALITY

o Image-to-lmage Correspondence
- registration of multiple data sources

o Image Segmentation - context:land-use
- scene entities

e ‘Convergence of Evidence' Decision Making

- multi-source integration
Approach
o Physical Modeling

e Generic Techniques based on Stable Properties

e Discover Stable Attributer

195
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Reduction and Utilization of
Speckle Noise in SAR Imagery

Daniel Held
Jet Propulsion Lab
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Progress in the Scene-to-Map Registration Task

David D. Dow
National Space Technology Labs
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(A) HYPOTHETICAL GROUND
CONTROL POINTS ON A
UTM GRID

D

(B) SAME POINTS ON UNCORRECTED
LANDSAT DATA (NOTE THE
DIFFERENT ORIENTATION)

(C) SAME POINTS ON GEO-REMERENCED
LANDSAT DATA (ORTENTATTON HAS
BEEN ROTATED)
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Distorted Input
Image

Earth Surface
Geodetic
Coordinates

Where mapping function relates

(E,S) = Ts Tp Tc (e,s) = T(e,s)

and Ts, Tp and Tc are vector functions

A
A
>

Map Projection
Plane

GFOMETRIC REGISTRATION PROCESS AND ITS APPLICATIONS

Projected Nutput
Image -Interpolation
Grid
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A. REGULAR DISTRIBUTION OF POINTS

B. RANDOM DISTRIBUTION OF POINTS
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NAJOR CATEGORIES OF GROUND CONTROL POINT DISTRIBTUION
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OF POOR QUALITY

FUNDAMENTAL RESEARCH DATA BASE

At the request of Dr. R. P, Heydorn, a fundamental research data base has
been created on a single 9-track 1600 BPI tape contairing ground truth,

image, and Badhwar profile feature data for 17 North Dakota, South Dakota,

and Minnesota agricultural sites. Each site is 5x6 nm in area. Image data
has been provided for a minimum of four acquisition dates for each site.

A1l four images have been registered to one another. A list of the order

of the files on tape and the dates of acquisition is provided in attachment 1.

Attachment 2 provides information on the format of the ground truth tape
and a table for each year to use in interpreting the information on the
ground truth tape. Ground truth codes vary depending on the year. Like
the Landsat image files, ground truth files cover an image 196 pixels wide
by 117 lines long, but the actual size of the ground truth image is 392
pixels by 234 !ines. The reason for thi¢ difference is that there are

six ground truth subpixels for each Landsat pixel, as illustrated.

Landsat Pixel Ground Truth Pixel

The symbols Cy, C2, C3, Cq, C5 and Cg represent the ground truth crop code
for the various sub-parts of the Landsat pixel. We typically use a plurality
rule to decide on a single label for a Landsat pixel.

A1l files are stored on tape in universal format. Image files and Badhwar
profile feature files contain four channels of data, but since three Badhwar
profile features are provided in the feature files (tp, o, and Gpay) the fourth
channel is always zero. The format for image and pro?ile files is the same
and is provided in attachment 3.

PRECEDING PAGE BLANK NOT FILMED

--/l g ] u IR I LAt AL & & & s o
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Type

1-5

6-10
11-15
16-20
21-27
28-32
33-37
38-43
44-48
49-53
54-58
59-63
64-68
69-73
74-78
79-83
84-88
89-94

Image
/

Image

ATTACHMENT 1

Segment Year State '

Hw- T

e T —————

1394
1631
1537
1544
1583
1566
1619
1636
1650
1653
1663
1676

1755 .

1784
1825
1899
1920

Tyge

Se%ment

1394
1831
1637
1544
1553
1566
1619
1636
1650
1653
1663
1676
1755
1784
1825
1899
1920

ORIGINAL PAGE 1S
OF POOR QUALITY

sisitions (Julian Date)
196 204

MN 115 169 222
ND 120 174 211 220 238
MT 112 129 147 184 220
122 141 159 194° 221
MT 104 122 140 158 176 221 230
MT 122 194 203 211 220
MN 115 133 169 196 232
ND 122 140 158 175 176 230
ND 135 154 190 207 226
ND 156 191 209 218 236
136 154 155 191 208
ND 121 138 156 174 211
SO 120 165 184 211 237
SD 120 147 166 184 220
SD 133 169 196 223 241
MN 133 196 206 223 224
ND 122 140 157 175 193
ND 101 136 199 209 217 236
File Type Segment
113  Profile %385
114 1394
115 1531
116 1537
117 1544
118 1553
119 1566
120 1619
121 1636
122 1650
123 1653
124 1663
125 1676
126 1755
127 1784
128 1825
129 1899
130 1920

Two end-of-files
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3.2.1 HEADER RECORD

The Header Record is the first record on the tape and contains
3060 bytes (8 bits per byte). The record is zero filled except
for those bytes listed in the following table. The 1ilues
contained in the listed bytes are all constant except for bytes
61 througn 63. The attached tape format contains identificaticn

" and descriptions for each byte. The description and forma: of the

Header Record is contained in lattachment 3.

Bvte Value Bvte Value Byte Value.
61 Day 96 1 111 120
62 Month 97 -120 1778 1

63 Year 100 2. 1786 1

81 -128 101 28 1787 1

89 1 - 104 1 1788 . =120
‘80 1 - 106 70 oo

-1 & - 109 = 1. .

-93 1 - 1w 1 B

Each video scan line is 504 bytes long; a 2-byte record counter, a ?O-byte
ancillary block, and 392 bytes of ground truth (two of the six subpixels for
a 196 pixel scan line). It takes three video scan lines to complete one
scan line of ground truth. See the following page for diagram.
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Each video block will be the same number of bytes in length. If
this tape contains raw data the FCM sync words asccciated with

the video data, if any, will be included, with the video data on
this tape. If this tape contains processed data, no sync worcs

will be present,

The arrangement of data for each pixel is shown in the following
diagram. Data for subpixels 1 and 2 for pixel 1 is found in
bytes 73 and 74 of the first data record. Data record 2 and 3
contain data for suppixel 3 through 6 in the same format as

record 1.

Record ‘ Byte
73 74 75 76
1 L} L J [ ]
2 . . o
3 [ ] L] )
Pixel
1

Ut PAGE (S
OF POOR QUALITY
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R [TH¢ 2 1§77 e
Q&\ Q};’ c,\‘«? ‘S § & -'i"’Q
‘@V (}.‘\ e é.“"’ A Q§ ,3 § <
N <’ q.':‘e' < & < &S &3
0 9 o X Q ENETE ST
" A ALFALFA - 00 s 140 165 | 190 215
B DARLEY ' 101 126 151 176 201 226
BN BEANS Xl 16 141 166 191 216

C.. CORY .. 182 17 142 167 192 217 -

N COTTON 1 136 161 |. 186 2N 236
(FY) - FLAX |105 | T23 | 153 | s | 203 | 228
.6 GRASS | 105 130 1 155 180, 205 230
H  HAY : 106 131 ! 156 181 206 231
1/CC IDLE COVER CROP | 252 - - - - -
176577 IDLE CROPLAND STURBLE . 251 - - - - -
I/F 1DLE CROPLAND FALLOY RN - - -
I/RE  IDLE CROFLAND RESICUE | 253 - - - - -

M MILLET LI R E L IR 187 212 227
NT  MOUKTAINS 240 |- .- - - -
NA  NON-AC 22z, - ] - - - -
(© oars 104 | 129 1 154 175 204 | 229

P PASTURE 107 f 132 | sy 183 207 . 232
PF PROBLE! FIELD 80 | - - - - -
@ RYE jl02 | 2r s 177 202 227
S8 SUGAR EZETS .98 i 123 | 148 173 198 223
SF SAFFLOVER 93 | 18 143 168 193§ 218
SG  SUDAN GRASS 95 120 ’ 145 170 185 220
SR SORGHLH | 96 121 | 146 170 196 | 221
SU  SUNFLOWER | 9 e 169 194 | 210
G SPRING WitAT |100 125 | 180 175 200 | 225
sY SOYBEAKS ! 97 122 5 47 172 197 222

T REES il0s ¢ 133 1 138 183 208 233

~ TR TRETHICALE 109 13 ¢ 159 184 209 234

VY VOLUNTARY MHEAT mo o1 ! 160 185 210 235
(1) winmee uear A VRS 7 R V' N I PV B LT R P2

v WATER | 240 - : ; - -

Yo RSN 250 -0 - - -

/e !

- A .
T INPEE 7t
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g eshanges from '977-1578 Codes

) - 3:)

R

2 ‘Proble‘ Fie. '?F) /’ i
50 [A1falfc (n) 115 .
91 [seans ) | ne [ | oss | | 2
92 |Corn () { n7 |12 | w67 |92 | 217 | ORGINAL PAGENS
93 |safflower  (sF) | M8 |1a3 | 168 } 193 | 218 | —
92 |sunflower  (SU) | 119 | 1aa | 169 | 194 | 219
o] o5 lourumwneat  (OW) | 120 | 15 170 | 195 220 _
96 |Sarghum (SR) | 121 | 46 177 1 196 221
97 |Soybeans (sY) | 122 |47 172 | 197 222 B
96 |Suger Eeets (SB) | 123 | 148 173 | 198 223
o9\ |uinter wneat () | A2\ {149 | 174 | 199 | 224
100 Vsoring uneat (s | 125t {1so | s Lo | 22 __
Bk |soring Barley (89) '@ 151 176) | 201 @ i
102 [laye ®) |1z22i s | 17 | 202 221 I
103 {[Flax (Fx) | 128\ 153 178 | 203 228
134 |lsoring 0ats  (50) | 1291 154 179 | 208 | 229 ]
105 /|Fall Oats (FO) 130,’ 155 | 180 | 205 230
.\ﬂ Falt sartey  (FB) [QOT) | 136 |08 | 208 [(33 I
~ Dl Nowe®
®|167 | Cotton (€)1 132 {157 182 | 207 | 232 l
128 | *Peanuts (PN) 1 133 | 138 133 | 208 | 233
169 |+ 13¢ {159 | 184 {209 | 234 l
2 | s 160 J_]i A2 1ooas —
°e1l11 [Grass (G) . ]

t ML
*i112 F.‘cii), Sude(nSGG)rass . !-h‘slet):

*Open -~ to be assigned 2s needed ]

'-M Pasture (?) —_—
104 | Trees (1) 136 | * te?;t?;’:ci) 188]| «C “"9’/&?
LR . I
. 137} ¢ St Geain] 1ga] o E
1.2.: 1 Xatow [*) 13- *‘“:i to Ann a;n " ———

el
24.[_’5;. ]
]

. ——
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Attachzgnt 2 to Ref: 642-7665 ‘
1979 Croo Ycar Keys and Delineation Codes
; Crop ested | Crop Abandoned | CroP Harve:tad
Crep Type ey | CroP Hervested p Rrop for Silese
' — ,
4+ Alfalfa AH 101 153 201
Buckwheat BW 102 152 202
Barley BR 103 153 203
Clover cL 104 154 204
Corn CR 105 155 205
Cotton (o 106 156 206
- Dry Bean DB 107 157 207
Durum Wheat oW 108 158 208
Flax EX. 108 153 209
“Hillet ML 10 160° 210
Dats 0A n 161 20
Peanuts PE 12 162 212
Potatoes PO 113 163 213
Rice R1 114 164 214
Rye RY 1% 165 215
Sugar Beets SB 116 166 ° 216
Sugar Cane SC 117 167 217
Safflower SF 118 168 218
Soybeans SO 119 169 219
Sorghum SR 120 170 220
Sunflower su 121 7 221
. | ‘Spring \“heat SW | 122 172 222
] Tobacco 18 123 173 . 223
: Vegetzbles VE 124 174 224
‘Winter Yneat W . 125 175 + 225
Smail Grains/Strip Fields -- 126 176 226
l. * ‘ 127 177 227
* 128 178 228
- : — e e —— e — e S
Grasses ' GS | 13 I
Other Hay OH | 132
Orchard/Vineyards Ok | 133
Pasture JPA ] 134
Trees TR | 135
| Water’>"s acres WA ! 136 )
; Non-Agriculture XX | 140 |
1dle Land/Fallow ILj2ar
Previous Year o
! Residue/Stubble R 232
Mixed Crop in Fipld M 233
Problem Field 99 i
I ‘Non-Inventoried Land 255 : g

" Other oper codes indude 137

» 141 through 135, 131 through 200, 234 through 254.



ATTACHMENT 3
UNIVERSAL FORMAT TAPE HEADER RECORD FORMAT (3060 Bytes)

BIIE COLTENTS . DESCRIPTICH 8‘?‘;}':0“.'{ gﬁﬁfnls
1-32 LACIE YIDPFY...¥ Computing system {d-EBCDIC
€33-38 J0000cK 6-aigit unload tape nunter
#39-52 PYYDDD:.231SSTH RUXID (E3CIDIC)
53-60 ERTSBSSE.. . ¥ Sensor 1d-E3CDIC
61-63 Date of this tape generation
61 Day of zonth -~ Binary
62 Month nuxber - Binary
63 Year - last 2 digits - Binary
64 s Daily tape serial nunber - Binary
65-66 ERTS nission nuaber - Bi-=ry
1= ERTS A
2 = ERTS B
67_"68 Site ~ Binary /sazple seg=ent nuxber)
Range 1-5C00
69 00000000 Line - Birary
10 00000000 Run - Binary
TN-12 Orbit numter of nevw data - Binary
73-80 . Time of first scan in this job (fcr LACIZ
this {s the tize of the center sczn of lhe
"ERTS scene ccnteiring the semple seguent
to the last ten seconds)
13-74 Tenths of secords x 1000 - Binary
: 5 Seconds - Birnery
76 Minutes - Binary
m HEowrs - Binary
78 Day of nonth - Binary
bl. 1 Month nucber - Binary
8o Year ~ last 2 digits - Binary
. 61-88 Baads active in this job, 1 bit per dand
3 left to right (iSB to 153). Video da:s
' . alvays atpears in the order indicated
| here. 1 = active.
2 11110000 " Bands 1, 2, 3, b sctive
82-88 o Bands 5-64 not applicadle to LACIE
89 : Processing flag - rav data - Binary
‘99

Kunber of bands in this Job - Binary
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BYTE
91
92-93
9-95
96-97
98-99

100-101
102

103

o0k

105-106
107

108-109
110-111

112-623

212-119
120-239
ako-247
2L8-367
368-369
370-3711

» - O O 0 O

CONTENTS

~ o

196

900

70

196

ORIGINAL PAGE 18 533
OF POOR QUALITY

PESCRIPTION

Kunber of dits in a picture eleseat -~ Bin

Address of start of video data gives loca
of start of video vithin scan - Binary

Address of start of first calidratioa erca
within the scan ~ Binary ‘

Fumbder of video elements per scan vithia
a single tand - Binary

Number of calibration eleneats in the fiist
calidbration area within the scan in a
single band - Binary

Physical record size in bytcé -~ Binery

Nupber of bands per thysical record of data

set starting vith the second record of the
data set - Birary

Huber of pnysical records per scan per

dand ~ Binary. Zero unless the elezents
per dand is greater than K.

Runber of records to cake a cotplete data
set - Binary.

Length of ancillary block in bytes - Binery

Date order indicator - Binary 0 = video
ordered by buend '

Start pixel aunadber nunber of the first
-pixel per scan on this tzpe referenced to
the start of the scan - Binary

Stop pixel nuster nuater of the last pixel
per scan on this tape referenced to tke
start of the scan - Binary

Coefficients eand exponents-of-ten to linearly
trenslate paraneter values frca up to 64
dards to erngineering units. Tvo oytes per
coefficient or exzorent with each pair of
Dytes expressed in sigrned birary. (S3 a
sign bit: 0=+, i=-. (Rexaining 15 dits
straicht binery).

A0 coefficients for bands 1-h
Bands 5-6U not applicadble to LACIP
B0 expoaents of ten for bands 1-4

Bands 5-64 rot applicadle to LACIE
Al coefricieat for dand 1
Al coefficient for dand 2
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BYTE

371-372
374-375
376-495
496-503
504-629

621u-687

688-751

152
153

TS8-1711

T5%-769
170-785
786-801
802-817
818-1717
1718

1719-1780
2781-1782
1783

1784
1785-1186

17871768

CONTERTS
1

o 0 o W

To be supplied by JSC

26

0000050000000600
00000600C0000700
0000070000000800
0000080000001100
0
b §

0

o

196

P

DFSCRIPTION ORIGINAL PAGE I8

. OF POOR QUALITY
Al coefficient for dand 3

. N .

" AL coefficient for band b <

Bands 5-6U not applicable to LACIZ
El exponeats of ten for bands 1-k

Bands 5-64 not applicadle %o LACIE where
for each band Y = Engineeriag Units, C =
Pareeter Value: Y = A ®1O%*E + C*A
.10‘!3

Color code informaticn - oae byte yer
band in sace order as "chanzel active on
this tape" indicator - 2inary. 0 = no
color assignnent

Scele factor - one byte ver btard in sac-e
order as "channel ective on this tepe”
indicator - Binary 0 = not active

Offset constant - Binary

"Word size of generatirg co=puter. This is

the szallest cuantity in bits that the
cocputer can vrite on tape.

. Shortest and longest wave-lengilh of each
"band -~ EBCDIC. Zight bytes per limit, 16
“bytes per band - mili microns :

Band 1 -~ EBCDIC

Band 2 -~ E5CDIC

Band 3 - zBCDIC

Band 4 - EBCDIC .

Bands 5-64 not applicable to LACIP - EBCDIC

Humber of data sets per physicel record -
Bipary

Address of start af second calxbration
vithin a scan - Binary

Funber of calidration elenents in the second

c2libresion area vithin the scan in & single
dead - Biaary

~ Calibratioa source indicator -~ Binary
- Fi11 zero.

Nucder of bards in the first record of the
data set - 3dinary

Totel nu-ber.of elements ver scen per dand -
Bipary

S
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BITE
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CONTETS DESCRIPTION OF POOR QUALITY

17189-1790 3

AT9N-1791 3

2793-29k0

1793-2086
2087-2184

2087-209% Iy, xooor
2095-2102°  2x.x3000
2103

2104

2105-2106
2107-2109
210

2412-2120

a2

223-2131

Pixel skip facter - the quantity to be
to the nu.b.. «f the last pixel process 235

yield the nunber of the next pixel to be

processed - ctinary
) = Process every pixel

Scan skip fecter - the quantity to te add
to the runber of the last scan processed
yicld the nunter of the next scan to de pue-
cessed - 3inary.

1 = Process every scan

Cener2l) inf :rration. Infor-ation in EBCDIC
genereird to satisfy user reguirenents,
Conteats vill e vnique for each user =nd

. depcnd not oaly on the seascr, dut also cn

specificetions ¢f the user for wvhzz the lape
is ge:vrm ed. Eytes for vhich user specific
no reguireseats vwill coatain fil)l zeros.
Fi*® zeros

Ce.e: ']l ennotation byte assigncent for IRIS
LACIE

Peak sherpness - EBCDIC

Nortrlizec peak to background ratio - ZECDIC

¥anual regis<ration flag
0 = Autozetice
1l = Manueliy assisted

Zero fil) flaz - Eineary

0 = The se=ple seg=eat contains no zero fill
data

) = Part of the sazple segzent coatains zero

£11]1 data

Orbit nu=:er of reference date set - Binary
{not used = 0)

2ero i1l

Cloud cover - Binary - percent of 10X11 IM
search area covered vy clouds

Zero £i11

ERTS scene/Ireze {2 rnurder for reference data
set - ESCDIC - ADDDERSS (see dytes 2123-213)
for content)

Zero fill

Flag indicating vhether a reference scene heas
Veen used for registration - Bipary

O = hasn't been used

1 = has been used

ERTS scere-{ra—e id nunber for nev data-zBCDiC~
ADDDm-""'
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BYTE

223
212&72126

2127-2128
223-2130
23
2132
233

2134-2145

2134-2139
pak!]

2235-237
2138-2139
21ko-2145
21ko

21k1-2143
2kL-2145
aké-21k9

21k6
21k7
2148
2k9
2150-2156
2157-2170
2157-2162
2163-2164
2165-2167
. 2168-2170
271-2178

2179-2184 -

CONTENLTS

SUIBEL

-Sun elevation - i
- ®AZ" -~ EBCDIC

1SCRIPTION
A = ERTS nistion nu=ber

DDD = Day nunmber reletive to launch at time
of observation

K = hour at time of observation

¥M = ninute at tine of observation

8 = tens of seconds at tice of observetion
Zero £i11

-Data quelity clessification
0 = acceptedle
A = parginel

"Center of sample segsent - Z2CDIC right

Justified and padded with zeros
JTatitude

®R" = North "S" = South
Degrees -~ integral

Minutes -
longitude
®E" = East; "W" = West
Degrees ~ integral

tegral ORIGINAL PACT i3
OF POOR QUALITY

Minutes - integral

Band sync sta%us - Einary -~ the number of
lines for which syme could not be raintained
during pre-processing by band

Band 1

Band 2

Band 3

Band b

Zero i1l -

Sun angle - ESCDIC

*SUN EL" - E3CDIC

tegral degrees ESCDiC

Sun azinuth - integral degrees - ESCDIC

- Tine and date of last update ¢o controlling

dnforcation ~ =3CDIC -~ YDDDARS
Zero 111



BYTE
$2201-2202
#2203-2204
#2205-2206
.. 12207-2208
‘22&9

g__gezsu

$2257
#2262
#2265
$2270
#2213
2218
2551-26u2

2643-23540

" 2643-2658

®2643-26U6
826k 3. 26kY4
#2645-26L6
426472650
®2647-26L8
¥26u9-2650

! 926512654
226512652
#2653-2654

#2655-2658
#2655-2656 -
#2657-2658

CONTENTS

ORIGINAL PAGE [g
PESCRIPTICH

YYDDD

YYDDD

YYDDD

YDDD

.Sun angle for RSZC chanaels 5-8

‘,'Cbaqnel 3

OF PoOR QUALITY 237

Sun angles are 2 byte binary
Sun angle for RSZC channels 1-k

Sun angle for RSEIG channels 9-12

_Sun sngle for ESZC cheanels 13~16
‘1st acquisition date (characters)
. Average soil greenness for 1lst scquiaitica

(binsry nunber)

2nd acquisition date or blenxs

Average soil greenness for 2zd acquisitics
3rd ecquisition date or blanks :

Aversge soil greenness for 3td acquisition
4th scquisition date or blanks

Average soil greenness for 4th scquisitica

General annotztion byte assignaents for

4the cyber at SSC

‘GCeneral a-notation tyté assignz=eatls for the
productina {ila converier

Ples fectors ard scalipg factors - sigzed
Binery. four oytes per channel, vhere Jirst
4vo bytes = bias facior; seccad twa Dytes =
scaling factor. Zzch facter has an Sxplied
deciral joins 2o the lelt of the least
significant decizal éigit. Ifi¥S3 =1

the factor is regative; if the ¥SB = 0

the factor is positive.

Chennel 1
Bies factor
Scaling factor
Channel 2.

. Bias fector ‘
-~5calin5‘factor o
. Blas tactor TSt meEmiioo- IZITI
-SCIlins t;ctor ~~3 IR RroemmEna

~.Channel b
Bias factor
Scaling factor
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BYTE CORTELTS DESCRIZZION OF POOR QUALITY
02659-2606 Bias factor end scaling factors for
channels 5-16 in the same format as sbove.

2156

2159 1 ’ ‘X thousand scan lines per frame - Binary
€2760-2783 | : User ID

«27184-2789 . .Blenks

2190-2792 O Altitude in meters -~ Binary

2193-2794 0 Cround speed in MET/SZC - Binary

b § Scan Type - 3inary
21% . 00000000 = Faw data
_ 00000001 = Szmoothed data
2796 (o) ' Angle of AZC in degrees - Binary
1 . ) Canera - 3inery
ast 00000000 = TO ¢
v ) 00000001 = 5 inch
2798 0 ' Input device - Binery
' . 00000000 = 9-track
00000001 = high density tape
’ 2 Truncation
A199 : 0 = 2 lov order bits
"1 = 2 high orcer bits
_ 2 = pno truncations
2800-2307 A Channels reguested. 1 bit per chennel =~

Binery

©800-2801 11110000 00000000 (1'acq) Chenaels 1, 2, 3, 4 requested
31111111 00000C00 (2 acq)
313111111 11116500 (3 ecc)
11111111 11111113 (b acq)

2802-260T O Channels 16-6L4 not applicadle for Unloed
2808 0 Processing node - Binary

00000000 = serizlly

00000001 = concurrently
2809-2824 O : Density for eignt saturated colors - two

bytes pe- satureted color - Binary vhere
first byte = lov intensity level of the
range; secondé oyte = high the range of the
intensity level is 0 to 255

2809-2810 | Red denzity range
2811-2812 ' Blue density range
2813-2814 ) Creen density range
2815-5816 Magenta censity range
2817-2818 ' .Cyan density range

-2819-2820 R : ?ellov density range
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" BYTE CONTERTS ~ DESCRIPTION
2821-2322 thite density range
2823-2824

Black density range
2825 To de suppl'ied ‘by JSC Filn P OCQSSiﬂs tlgs

0 = Process this file
1 = Skip this rile

. 2826-2373 © Fi11 zero

287k Y Color select® - Binery

0 = lio color

1 = Assigned color
2 » False color

3 = Saturated color

2875 0 Inmage forcat* - Binary
0 = Single imege

1 = Ennenced images
- 2 = Abut imeges

3 = Offset imzges

Repeat of pi- 21ls per scen ~ Binary
0 = None

dl = 1 repeat

2 = 2 repeets

B = n repeais

2017 8 " Repeat of scaa - Binary

0 = pone

1 = ] repeat

@ = 2 repeats

D = n repeats

Partiel scan -~ Binary
Start pixel number

2816 6

2878-2881
2818-2679 o©

2880-2881 o Stop pixel numter
(If bytes 2787-2861 contain all zeros,
full scan is expected - not partial)

2882-2883 O Sensor scan rate in scans/second - Binexry

2884 0 Pixel size - Binary

2885-2886 2 Angle of drift - Binary

2885 2 integer cegrees

2886 . + Fraction

2687-2940 © - Fi11 zercs
. 2941-3000  LACIERMDPFB...¥ Title - user designeted ideatificstion

3001-3060 © Fi11 zeros, mzkes the recor? en integral

number of ccmputer woris. 3These bytes
Bust never contain data.
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3.2.2 DATA SETS

The data follows the Header Record and is arranged in data sets.

" A data set is defined as the ancillary data and all of the video
data for one scan line for all active channels. Data sets are
recorded in variable length physical records containing a

maximum of 3000 bytes of information per record. Since 3000 by:es
is not compatible with the word length of all computers, the
record includes a sufficient number of fill zero to make the reco:rd
divisible by 32, 36, 48, and 60 bits. However, the maximum

length of the record may not exceed, 3060 bytes. If two are more
records are needed for the data set, the data set will be divided.
Under no condition will the data for a video channel begin in one
record and continue into another record.

The first two bytes of each record will contain the number of the
physical record within the video data set. This is for use in
data sets that contain more than 3000 bytes and therefore require
more than one physical record for recording. The ancillary blecck
is the first block of a data set and follows the record counter.
The length of the ancillary block is variable, with the number

of bytes givefh in the header record. |

Bytes 73 through N will be dependent on whether this job contaizs
raw processed data (Byte 89 of the header record). The value
of N will be given in bytes 105 and 106 of the heade:. record and
will always be greater: than or equal to 70.

If this job contains raw data bytes 73 through N will contain the
housekeeping data channel from the sensor, if one is available.

Following the ancillary data in each data set will be the video

data for the one channel for one scan. The video data for the
channel for cne scan will comprise a video block.
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UNIVERSAL FORMAT TAPE ANCILLARY BLOCK FORMAT -

BYTE CONTENTS ' DESCRIPTION

2-68 (1] Zero i1l
69-70

. Relative scan line nuzber

arcr e Uf
ORICIMLL iz '3

OF PGOR QUALITY,



UNIVERSAL FORMAT SCAN LINE FORMAT (900 Bytes)

242 ORIGINAL PAGE IS
OF POOR QUALITY

THEADER 1060 hyses MM
ﬂ——
DATA SET | Variable num-
her athytes =B
IRG .

o000

(DATA RUN 1)
IRG
DATA SET 6 (line 8) Vari-

able lenpth

IRG
©
-]
©
MG
_DATA SET 317 (tine 117)
ECF .
HEADER ~ (DATA RUN 2)
EOF
HEADER
EOF
EOF .
EOF
(8,)
R R
1 L2Cx 1
E 1, BAND 155 bytes
BAND 2 196 bytes
BAND 3 195 bytes
BAND 4_____120bytes
IZERO FILL 44 bytes

"DATA SET FOR 1 ACGUISITION,
4 CHANNELS

900 BYTZS/RECORD

Note: The number of bytes for each
data set will be the same in
' each data run.

}' ONE SAMPLE SEGMENT

Aand B are recrieved from the image
dita base.

Ar LSIMAGHD , master header
B= LSIMVHDR, LSIMCHAN, LSIMLAKD,
imagery data

v

Figure 3-15. ITC Unload Tape (sheet 1 of 2)
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[RECORD COUNTER_ 2 bytes |

ANCILLARY BLCCK_ 70 bytes

LINE 1, BAND 1 190 oytes
BAND 2 196 bytes
BAND 2 196 Lytes
BAND 4 196 bytes
BAND § 196 bytes :
BAND 6 19¢ bytes
BAND 7 196 bytes
BAND 8 196 bytes
BAND 9 196 bytes
BAND 10 196 bytes
BAXD 11 196 bytes

........ BAND 12____136 by’es

ZERO FILL 96 bytes

ORIGINAL PAGE I
OF POOR QUALITY

DATA SET FOR THREE ACQUISITION,

12 CHANNELS

2520 BYTES/RECORD -

~Note:  For a 16-channel data set, two (3,) data sets will be required the.-eion

requliring two physical records.

Figure 3-15.

PFC Unload Tape (Sheet 2)
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