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Error detection incorporated with automatic-repeat-request (ARQ) is widely

used for error control in data communication systems. This method of error con

trol is simple and provides high system reliability. if a properly chosen code

is used for error detection, virtually error-free data transmission can be

attained.

This paper surveys various types of ARQ and hybrid ARQ schemes, and error

detection using linear block codes.
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1. Introduction

A major concern in data communications is how to control

transmission errors caused by the channel noise so that error-free

data can be delivered to the user. An approach to this problem is the

application of coding, i.e., the use of error-detecting or error-

correcting codes [1-51. There are two basic categories of error con-
J

trol schemes for data communications: the automatic-repeat-request

(ARQ) schemes and the forward-error-correction (FEC) schemes.

In an ARQ error control system, a high-rate error-detecting code,

say an (n,k) linear block code, incorporated with a certain

retransmission protocol is used. Vht-n a message of k information bits

is ready for transmission, n-k parity-check bits are appended to it to

form a codeword. These n-k parity-check bits are formed based on the

code used by the system. The codeword is then transmitted to the

receiving end. The transmitted codeword is contaminated by the chan-

nel noise, and the word received may contain transmission errors.

When a word is received, the receiver (or decoder) computes its syn-

drome. If the syndrome is zero, the received word is a codeword in

the code being used. In this case, the received word is assumed to be

error-free and delivered (with parity-check bits removed) to the user

(or data sink). If the syndrome of the received word is not zero, the

presence of errors is detected. In this case, the receiver discards

the erroneously received word, and requests a retransmission of the

a  same codeword via a feedback channel. Retransmission continues until

the codeword is successfully received. With this error control sys-

tem, erroneous data is delivered to the user only if the receiver

1



I	 fails to detect the P resence of errors	 using a proper error- •

detecting code, the probability of an undetected error can be made

very small [3,6-151. ARQ schemes are widely used in data communica-

tion systems for error control because they are simple and provide

high system reliability. However, they have one drawback: the

throughput is not constant and it falls rapidly with increasing chan-

nel error rate.

In an FEC error control system, an error-correcting code (block

or convolutional) is used for combating transmission errors. Again

parity-check bits are added to each transmitted message to form a

codeword (or a code sequence) based on the code used by the system.

When the receiver detects the presence of errors in a received word,

it attempts to locate and correct the errors. After the error correc-

tion has been performed, the decoded word is then delivered to the

user. A decoding error is committed if the receiver either fails to

detect the presence of errors or fails to determine the exact loca-

tions of the errors. In either case, an erroneous word is delivered

to the user. Since no retransmission is required in an FEC error con-

trol system, no feedback channel is needed. The throughput of the

system is constant and is equal to the rate of the code used by the

system. However, FEC error control systems have some drawbacks. When

a received word is detected in error, it must be decoded, and the

decoded word must be delivered to the user regardless of whether it is

correct or incorrect. Since the probability of a decoding error is

much greater than the probability of an undetected error, it is harder

to achieve high system reliability with FEC schemes. In order to

attain high system reliability, a long powerful error-correcting code

- L^V_
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must be used and a large collection of error patterns needs to be

corrected. This makes decoding hard to implement and expensive. For

these reasons, ARQ schemes are often preferred over FEC schemes for

error control in data communication systems, such as packet-switching

data networks and computer communication networks. However, in com-

munication (or data storage) systems where feedback channels are not

available or retransmission is not suitable for some reason, FEC is

the only choice.

This paper surveys a number of ARQ schemes. They represent

alternative solutions to the design of retransmission protocols, par-

ticularly the mode in which the transmitter stores, orders, and

retransmits the codewords which have been received in error. These

different schemes have arisen primarily in an attempt to combat the

problem that, when the channel error rate increases, the throughput of

an ARQ error control system may deteriorate very rapidly. This is

because of the time wasted in retransmitting the codewords detected in

error. This problem becomes particularly severe if there is signifi-

cant round-trip delay between the transmission of a codeword and the

receipt of its error status information back at the transmitter. Long

delay is inevitable when satellite or long terrestrial channels are

being used.

Another approach to error control is through the use of hybrid

ARQ schemes which incorporate both forward-error-correction and

retransmission. Hybrid ARQ schemes offer the potential for better

performance if appropriate ARQ and FEC schemes are properly combined.

Either block or convolutional codes may be used for forward error

correction. This paper also discusses different classes of hybrid ARQ

f!
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schemes and their performance.

2. Ras ic AM schemes

Based on the retransmission strategies, there are three basic

types of ARQ schemes: stop-and-wait ARQ, go-back-N ARQ, and

selective-repeat ARQ [3,16-21]. The stop-and-wait scheme represents
t

the simplest ARQ procedure and was implemented in early error control

systems. For example, the IBM Binary Synchronous Communication

(BISYNC) procedure was of the stop-and-wait type [22]. In a stop-

and-wait ARQ error control system, the transmitter sends a codeword to

the receiver and waits for an acknowledgement as shown in Figure 1. A

positive acknowledgement (ACR) from the receiver indicates that the

transmitted codeword has been successfully received, and the

transmitter sends the next codeword in the input queue. A negative

acknowledgement (NAIL) from the receiver indicates that the transmitted

codeword has been detected in error; and the transmitter resends the

codeword and again waits for an acknowledgement. Retransmissions con-

tinue until the transmitter receives an ACR.

This schem- is simple but is inherently inefficient because of

the idle time spent waiting for an acknowledgement of each transmitted

codeword. One possible remedy is to make the block (or code) length n

extremely long. However the use of a very long block length does not

really provide a solution since the probability that a block contains

errors increases with the block length. Hence, using a long block

length reduces the idle time but increases the frequency of

retransmissions for each codeword. Moreover, a long block length may

4
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be impractical in many applications because of restrictions imposed by

the data format.

By the 1970's. ARQ systems were in extensive use in packet

switched and other data networks. Higher data rates and utilization

of satellite channels with long round-trip delays established the need

for continuous transmission strategies to replace the stop-and-wait

procedures. International standards organizations such as CCITT (the

International Telegraph and Telephone Consultative Committee) began

making efforts for protocol standardization. This resulted in the

FDLC (;nigh-level data link control) and the CCITT X.25 standards.

These envisaged the use of a go-back-N ARQ system on full duplex

links. This remains the standard for packet-switching networks.

The basic go-back-N ARQ scheme is illustrated in Figure 2. The

transmitter continuously transmits codewords in order and then stores

them pending receipt of an ACR/NAR for each. The acknowledgement for

a codeword arrives after a round-trip delay. The round-trip delay is

defined as the time interval between the transmission of a codeword

and the receipt of an acknowledgement for that codeword. During this

interval N-1 other codewords are also transmitted. Whenever the

transmitter receives a NAR indicating that a particular codeword, say

codeword i, was received in error, it stops transmitting new code-

words. Then it goes back to codeword i and proceeds to retransmit

that codeword and the N-1 succeeding codewords which were transmitted

during one round-trip delay. At the receiving end, the receiver dis-

cards the erroneously received word i and all N-1 subsequently

received words no matter whether they are error-free or not.

Retransmission continues until codeword i is positively acknowledged.
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In each retransmission for codeword i, the transmitter resends the

same sequence of codewords. As soon as codeword i is positively ack-

nowledged, the transmitter proceeds to transmit new codewords.

The main drawback of go-back-N ARQ is that, whenever a received

word is detected in error, the receiver also rejects the next N-1

received words even though many of them may be error-free. As a

result, they must be retransmitted. This represents a waste of

transmissions which can result in severe deterioration of throughput

per-ormance if large round-trip delay is involved. For example, con-

sider a satellite channel with a round-trip delay of approximately 700

milliseconds.	 if the codeword length n is 1000 bits long and the

bit-rate is 1 Mb/sec, then in one round-trip delay V = 700 codewords

are transmitted. Therefore, when one received wc.-O is detected in

error, 700 received words are rejected. If errors occur often enough,

the system throughput may fall off very rapidly.

The go-back-N ARQ scheme becomes quite ineffective for communica-

tion systems with high data rates and large round-trip delays. This

ineffectiveness is caused by the retransmission of many error-free

codewords following a codeword detected in error. This can be over-

come by using the selective-repeat ARQ protocol. In a selective-

repeat ARQ error control system, codewords are also transmitted con-

tinuously. However, the transmitter only resends those codewords that

are negatively acknowleC-,ed (NAR'ed). As illustrated in Figure 3,

after reseeding a NAK'ed codeword, the transmitter continues transmit=

ting new codewords in the transmitter buffer. With this scheme, a

buffer must be provided at the receiver to store the error-free node-

words following a received word detected in error because ordinarily

6



codewords must be delivered to the end user in correct order, e.g., in

point-to-point communications. When the first NAR'ed codeword is suc-

cessfully received, the receiver ten releases any error-free code-

words in consecutive order from the receiver buffer until the next

erroneously received word i€ encountered. Sufficient receiver buffer

storage must be provided in a selective-repeat ARQ system; otherwise,

buffer overflow may occur and codewords may be lost.

1. Reliability ,Lad Shroughrmt Efficiencies 91 thl Basic MQ ScheMes

The performance of an ARQ error control system is normally meas-

ured by its reliability and throughput efficiency. In an ARQ system,

the receiver commits a decoding error whenever it accepts a received

word with undetected errors. Such an event is called an error event.

Let P(E) denote the probability of an error event. Clearly, for an

ARQ system to be reliable, P(E) should be made very small. The relia-

bility of an ARQ system is measured by its error probability P(E).

The throughput efficiency (simply throughput) of an ARQ system is

defined as the ratio of the average number of information bits suc-

cessfully accepted by the receiver per unit time to the total number

of bits that could be transmitted per unit time. All three basic ARQ

schemes achieve the same system reliability, but they provide dif-

ferent throughput efficiencies.

Suppose that an (n,k) linear block code C is used for error

detection in an ARQ system. Let us define the following probabili-

ties:

Pc - probability that a received word contains no error,

Pd - probability that a received word contain a detectable error

7
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pattern, and

Pe - probability that a received word contains an undetectable

error pattern.

Obviously, Pc + Pd + Pe - 1. The probability Pc depends on the chan-

nel error statistics, and the probabilities P d and Pe depend on both

the channel statistics and the choice of the (n,k) error-detecting

code C. Pe is normally called the probability of undetected error of

the code. A received word is accepted by the receiver only if it

either contains no errors or contains an undetectable error pattern.

Hence, the probability P(E) that the receiver in an ARQ system commits

a decoding error is given by

P
P(E)	

e
P P
	 (1)

c e

If the error-detecting code C is properly chosen, P e can be made very

small relative to P c , and hence P(E) can be made very small..

For a random error channel with bit-error rate E.

Pc - (1-E) 
n	 (7)

It has been proved that there exists linear block codes with the pro-

bability of undetected error Pe satisfying the following upper bound

[617,10]:

Pe a [1 - (1- E) 
k ] 2-(n-k)	 (3)

Codes satisfying the at.)ve bound have been found and will be discussed

in a later section. If a code satisfying the bound given by (3) is

used for error detection and if the number of parity bits, n-k, is

sufficiently large, Pe can be made very small relative to Pc and hence

P(E) << 1. For example, let C be the (2047,2014) triple-error-



correcting primitive BCH code. This code satisfies the bound given by

(3) [14]. Suppose that this code is used for error detection in an

ARQ system.	 Let E = 10-3 (a very high bit-error rate). Then Pc

1.25x10 -1 , and Pe S 10 -10 . From (1), we have

P(E) &,

From this example we see that high system reliability can be achieved

by an ARQ error control scheme using very little parity overhead.

Now we examine the throughput performance of the three basic ARQ

schemes. For simplicity, we assume that the forward channel is a

random-error channel with bit-error rate c and that the feedback chan-

nel is noiseless. First we consider the stop-and-wait ARQ scheme.

Leta be the idle time of the transmitter between two successive

transmissions. Let 6 be the bit rate of the transmitter. Even though

the transmitter does not :transmit during the idle period, the effect

of the idle period on the throughput must be taken into consideration.

In one round-trip delay time, the transmitter could transmit n+a6

bits if it did not stay idle. For a codeword to be received

correctly, the average number of bits that the transmitter could have

transmitted is

T	 _	 i (n+a6 ) Pc (1-Pc) i-1 = (n+a6 ) Pc
go
 I i ( 1—Pc) i-1	 _6

SW
i=1	 i=1	 c

Therefore, the throughput of a stop-and-wait ARQ system is

k	 pc.n

(n) '

SW TSW
	

1+X6 /n	 (4)

where k/i is the rate of the code used by the system. For data com-

municaticn systems with low data rates and small round-trip delays,



X6 /n can be made much smaller than one by using a reasonably long

code. In this case, the stop-and-wait ARQ scheme provides satisfac-

tory throughput performance. However, for a high speed data communi-

cation system with large round-trip delay, a6/n becomes very large

because it is impractical to use a very large n. In this case, the

throughput performance of the stop-and-wait ARQ scheme becomes unac-

ceptable. For example, consider a satellite communication system with

a data rate of 1 M bits per second. Assume the round-trip delay for a

satellite channel to be 700 milliseconds. Then .k6 - 0.7 X 10 6 . To make

Wn small compared to one, n should be chosen in thft range of one mil-

lion bits! It is impractical to use such a long code. 	 Suppose that

we choose n - 10,000 bits.	 Then ad/n - 70. In this case, the

throughput of system becomes negligible.

In a go-back-N ARQ system, a retransmission of an NAR'ed codeword

always involves resending N codewords. Consequently, for a codewoi4

to be successfully received, the average number of transmissions is

OD

C	
P + (1-P )N

GTGBN ' 	
[(i-1)N+1]Pc(1-P c)1 -1 	 c	 P	 c

	

i=1	
a	

c

and the throughput of a go-back-N ARQ system is

P • (k)_	 1	 k	 c n

nGBN TGBN 
• (n)	 pc —+ (l-P C

 )N	 (5)

We see that the throughput depends on both the channel error rate and

the round-trip delay N. The term (1-Pc)N represents the effect of the

channel error rate and the round-trip delay. For communication sys-

tems where the data rate is not too high and the round-trip delay is

sill, N can be made small by choosing a reasonably long code. In
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this case, the effect of the round-trip delay is insignificant and the

go-back-N ARQ scheme provides high throughput performance. However,

for a communication system with a high data rate and long round-trip

delay, N may become very large. As a result, (1-Pc)N becomes uignif i-

cantly large, especially when the channel error rate a is high. This

would make the throughput performance of go-ba(!k-N ARO inadequate.

For example, consider a satellite communication system with a data

rate of 1 M bits per second and a round-trip delay of 700 mil-

liseconds.	 If we choose n - 10,000 bits, then N - 70. For e - 10-4,

This gives a throughput of less

Figure 4 shows how n GBN varies with

lues of code block length n.

Throughput values are computed for two values of round-trip delay,

namely 30 milliseconds, such as might be the case for a long terres-

trial line, and 700 milliseconds, which is typical for a satellite

channel. In both cases, the bit-rate is 64 kb/s. Each code block is

assumed to contain 32 bits of overhea ,:, including parity and control

bits. We see that, for such a low data rate, the go-back-N ARQ system

does provide satisfactory throughput performance when the round-trip

delay is not too large, such as in a terrestrial system. For a satel-

lite system, however, the throughput becomes unacceptable for a bit-

error rate e > 10-5.

Now consider a selective-repeat ARQ system for which the receiver

uoa an infinite buffer to store the error-free codewords when a

recei,;ed word is detected in error. We will call such a system an

ideal selective-repeat ARQ system. For a codeword to be successfully

accepted by Lhe receiver, the average number of transmissions needed

we have Pc - 0.886 and (1-Pc) N = 8.

than 101 of the code rate k/n.

bit-error rate a for various va
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is
w

TSR =	 i• Pc (1 _ Pc) i-1 =
i= 1	 c

Bence the throughput of an ideal &elective-repeat ARQ system in

n SR = ^-- V5	 Pc (m) •	 (6)
4R

We see that the throughput does not depend on the round-trip delay.

As a result, selective-repeat ARQ offers significant benefits for

satellite and long terrestrial channels. Figure 5 gives a comparison

of ideal selective-repeat ARQ and go-back-N ARQ for a satellite chan-

nel with a data rate of 1.5 Mb/s and a round-trip delay of 700 mil-

liseconds. We see that selective-repeat ARQ significantly outpertorms

go-back-N ARQ, and provides acceptable throughput even at a bit-error

rate of e - 10-4.

The high throughput performance of ideal selective-repeat ARQ is

achieved at tae expense of extensive buffering (theoretically infinite

buffering) and more complex logic at both transmitter and receiver.

If a finite buffer is used at the receiver (this is the ease in prac•-

tical systems), buffer overflow may occnr which reduces the throughput

performance of the system. However, if a sufficiently long buffer is

used and if buffer overflow is properly handled, even with a reduction

in throughput selective-repeat ARQ still significantly outperforms the

other two ARQ schemes, Selective-repeat ARQ schemes with 'inite

receiver buffers will be discussed in the next section.

1, Variations Qf Ila gamic = schemes

QQ-g"k-Ij variations
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.e throughput performance of the basic go-back-N ARQ scheme

_.... a^%rates rapidly with increasing bit- error rate, especially if

there is a significant delay in the channel. To improve the

throughput performance, a number of variations on the basic go-back-N

ARQ scheme have been proposed. The first such variation is due to

Sastry [23]. With Sastry's scheme, when a NAK is received, the

transmitter backs up N codewords to the 'AK'ed codeword and resends

that codeword repeatedly until an ACK is received. At the receiving

ends when the first NAK'ed codeword is recovered, the receiver has to

wait N-1 codewords for the next codeword in the original sequence.

Sastry's scheme provides higher throughput efficiency than the basic

go-back-N ARQ scheme only for high bit-error rates such that 1 - P c >

0.5. For bit-error rates with 1 - Pc S 0.5, it is inferior to basic

go-back-N ARQ. Following Sastry's retransmission strategy, Morris

[24] proposed to use a buffer of size N to store those error-free

codewords following an erroneously received word. As soon as the

first NAK'ed codeword is recovered, the receiver delivers to the user

that codeword and other error-free codewords (if any) that are stored

in the buffer in consecutive order until the next erroneously received

word is encountered. At the transmitting end, when the transmitter

receives an ACR for the first NAK'ed codeword, it either begins

transmitting new codewords or initiates a retransmission of the next

NAK'ed codeword. Morris' scheme only yields marginal improvement over

the basic go-back-N ARQ scheme. For large N (large round-trip delay),

the improvement becomes negligible.

Another variation of basic go-back-N 14RQ is due to Lin and Yu

[25]. With Lin-Yu's scheme, which is called SETRAN ARQ, the receiver

13



also stores up to N error-free codewords following a detected error.

However the scheme uses a retransmission strategy different from

Sastry's. When the transmitter receives the first NAK, it backs up to

the first NAK'ed codeword and resends that codeword and any subse-

quently NAK'ed codewords. The time slots that correspond to the

ACK'ed codewords are used to repeat the first NAK'ed codeword. This

retransmission strategy reduces the effect of the round-trip delay,

and hence provides higher throughput than basic go-back-N ARQ. Figure

6 shows the throughput of basic go-back-N ARQ and the three variations

described above. We see that Lin-Yu's SETRAN ARQ outperforms the

other schemes.

To achieve the throughput performance of ideal selective-repeat

ARQ, infinite buffering is required at the receiver. If a finite

buffer is used at the receiver, buffer overflow may occur, thereby

reducing the throughput of the system. However, if sufficient buffer

storage is provided, ana if buffer overflow is properly handled,

selective-repeat ARQ still significantly outperforms the other two

basic ARQ schemes and their variations, especially for systems where

the data rate is high and the round-trip delay is large.

There are two methods for handling buffer overflow in a

selective-repeat ARQ system with a finite receiver buffer: one is to

devise retransmission strategies so that buffer overflow can be

prevented, and the other is to devise a mechanism for the transmitter

to detect the occurrence of a receiver buffer overflow event so that

the lost codewords can be properly retransmitted. The first method is

14



usually simpler but the second method provides better throughput per-

formance.

Finite receiver buffer selective-repeat ARQ schemes which do not

allow buffer overflow are reported in Metzner [26], Miller and Lin

[27], and Weldon [28]. These schemes employ mixed-mode retransmission

strategies. One such scheme is the selective-repeat plus go-back-N

(SR+GBN) ARQ scheme [27]. When the transmitter fist receives a NAR

for a given codeword (say codeword i), it retransmits that codeword

and then continues transmitting other new codewords as in the basic

selective-repeat (SR) mode (see Figure 7). If another NAR is received

for codeword i, indicating its second transmission attempt was unsuc-

cessful, the transmitter switches to the go-back-N (GBN) retransmis-

sion mode. That is, it sends no more new codewords but backs up to

codeword i and resends that codeword and the N-1 succeeding codewords

that were transmitted after the previous transmission attempt of code-

word i (see Figure 7). The transmitter stays in the GBN mode until

codeword i is positively acknowledged. At the receiver, when the

second transmission attempt of codeword i is detected in error, the

subsequent N-1 received words are discarded regardless of whether they

were received error-free or not. This scheme achieves superior

throughput performance compared with go-back-N ARQ and its variations.

This is because of the benefits gained from the use of the SR mode for

the first retransmission attempt. The use of the secondary mode (GBN)

guarantees that buffer overflows cannot occur at the receiver as long

as a buffer is provided for storing N codewords. The scheme can have

an even higher throughput if more buffer storage is provided at the

receiver and the transmitter is designed to permit more than one
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n

retransmission attempt for a given NAR'ed codeword in the SR mode

before switching to the GBN mode. If v retransmissions in the SR mode

are allowed before the transmitter switches to the GBN mode, the

receiver buffer must be able to store v(N+1) + 1 codewords to prevent

buffer overflow. The throughput for v retransmissions in the SR mode

is given by

n SR GBN	 1+(N-1) (1-Pc)

Figure 8 shows how the throughput of the SR+GBN ARQ scheme varies with

bit-error rate for several values of v. As v increases, the

throughput performance of the SR+GBN approaches the ideal case.

Another mixed mode scheme is called the selective-repeat plus

stutter (SR+ST) ARQ scheme [27]. This is the same as the SR+GBN

scheme except that, instead of using the GBN mode afteL v retransmis-

sion attempts of a given NAR'ed codeword, the transmitter switches to

the ST mode in which it repeatedly retransmits that codeword until it

receives an ACR. The SR+ST ARQ scheme is simpler but less efficient

than the SR+GBN ARQ scheme.

A variation of the above mixed-mode ARQ scheme was suggested by

Weldon [28]. When the transmitter is in the SR mode following the

receipt of a NAR, it retransmits the NAR'ed codeword q l times

(stuttering). Then it proceeds to transmit other codewords waiting in

the transmitter buffer in sequence from where it left off. The number

ql can be chosen to provide maximum throughput for a given error rate

and delay. Typically, ql 3 provides good results. If all ql

retransmissions of a codeword are received with detectable errors,

then the transmitter reverts to the GBN mode. For q = 1 1 Weldon's
I	 z



scheme becomes SR+GBN ARQ with v 1. Actually Weldon's scheme is a

clever combination of the SR+GBN and SR+ST ARQ schemes. Weldon's

scheme can be generalized to have multi-level repetitions of a NAK'ed

codeword before the transmitter switches to the GBN mode. As the

dumber of levels increases, the throughput performance approaches the

ideal case, and of course the size of the receiver buffer also

increases. Weldon's scheme provides higher throughput than the SR+GBN

ARQ scheme for very high bit-error rates. However, it is also more

complex.

Selective-repeat ARQ schemes with finite receiver buffers that

allow buffer overflow have recently been reported by Yu and Lin [29]
r-

and Wang and Lin [30]. In Yu-Lin's scheme, a receiver buffer of size

N is used, where N is the number of codewords transmitted in one

round-trip delay period. Each transmitted codeword has a sequence

number ranging from 1 to 3N. The sequence numbers are reused cycli-

cally. When a codeword is ready for transmission, it is numbered and

stored in the input queue. After its transmission, it is saved in the

retransmission buffer until it is positively acknowledged. After one

round-trip delay time, it becomes a time-out word aid should be either

ACK'ed or NAK'ed. If it is not acknowledged (unACK'ed), its transmis-

sion is then regarded as unsuccessful, and it will be retransmitted.

Whether the transmitter transmits a new codeword or retransmits a

codeword that is NAK'ed or rejected at the receiver due to buffer

overflow depends on the acknowledgement status and an index number of

the current time-out word in the retransmission buffer of the

transmitter. Let x0 be the sequence number of the earliest NAK'ed or

unACK'ed codeword in the retransmission buffer. The forward index f T

17

NPR 9



of a codeword with sequence number x in the retransmission buffer or

in the input queue is defined as

fT = x - x0 (mod 3N) .

When the transmitter is sending a codeword, it also computes the

forward index f  of the codeword in the retransmission buffer that is

to become a time-out word, called the current time-out word. Nor-

mally, Yu-Lin's scheme operates in the same manner as the basic

selective-repeat ARQ as illustrated in Figure 9. When receiver buffer

overflow occurs, the transmitter is able to detect it and retransmits

the codewords that were rejected by the receiver.	 The transmission

and retransmission procedure is given as follows:

1) If the current time-out word is ACR'ed and its forward

index f  is less than N, the first (new) codeword in the

input queue is transmitted. If the current time-out word

is NAR'ed (or unACR'ed) and 0 < f  < N, a retransmission of

the current time-out word is initiated. This is the

selective-repeat process.

2) If f  - 0, the current time-out word is the earliest word

in the retransmission buffer that has not been ACR'ed. If

the current time-out word is NAR'ed, then receiver buffer

overflow occurs. In this case, all the codewords in the

retransmission buffer with forward indices equal to or

greater than N are moved back to the input queue for

retransmission. These are codewords that have been

transmitted; however, when they arrive at the receiver, the

18
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receiver buffer has no space to store them (buffer over-

flow). Therefore these codewords must be retransmitted

(see Figure 9).

3) If fT Z N. the first codeword in the input queue is the

next to be transmitted (this may be a codeword that was

moved back to the input queue from the retransmission

buffer due to receiver buffer overflow) .

With Yu-Lip 's scheme, the receiver is also capable of detecting

whether a received word is a new word or a word that his already been

accepted and delivered to the user. Yu-Lie's selective-repeat ARQ

provides significantly higher throughput than the SR+GBN ARQ for high

bit-error rates as shown in Figure 10. This scheme can be generalized

for a receiver buffer of size N. Of course, as v increases, the

throughput increases as shown in Figure 10.

The other selective-repeat ARQ scheme allowing receiver buffer

overflow is due to Wang and Lin [301. With Wang-Lin's scheme, when a

codeword is rejected by the receiver due to buffer overflow, an over-

flow acknowledgement is sent back to the transmitter. Wang and Lin

analyzed their scheme and obtained the throughput performance of any

receiver buffer of finite size. The throughput performance of Wang-

Lin's scheme is about the same as that of Yu-Lin's scheme.

,J. Linear Block Codes f= Error Detection

The reliability of an ARQ system depends on the choice of the

code used for error detection. If the code for error detection is

properly chosen, the probability that the receiver commits a decoding
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error can be made very small.

For the past three decades, coding theorists have been primarily

concerned with the problems of error correction such as deriving

bounds on the minimum distance of codes, construction of codes with

good error-correcting capability, and error-correction methods. Hun-

dreds of papers have been published. However, very little amount of

work has been done in the area of error-detection such as construction

of good error-detecting codes. Only a handful of papers have been

published [6-15].

Consider error detection with linear block codes on a binary sym-

metric channel (BSC) with transition probability e. Korzhik [6]

proved that there exists (n,k) linear codes with probability P e of an

undetected error satisfying the following bound

Pe S 2- (n- k) { (1- 
(,_E: k }
	

(8)

for all nand k and all e, 0_<, e S 1. He proved this result by

averaging Pe over all the systematic (n,k) linear block codes. It is

an existence proof and no method has been found for constructing codes

to satisfy the bound given by (8). However, a few small classes of

known codes have been proved to satisfy a weaker bound,

Pe S 2- (n-k)	 (9)

for OS e S 1/2. These are the linear perfect codes [such as Hamming

codes and the (23,12) Golay code], their dual codes,and the distance-5

primitive BCH codes [8,9]. If a code satisfying the bound of (9) is

used for error detection in an ARQ system, the error probability P(E)

of the system can be made very small by using a moderate number of

{
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parity bits,say 32.

Recentl	 Rasami Rl^dve and Li [13 14] 	 idd thy,	 ,	 ,	 n	 ,	 cons ere	 a ens blem e

of all even-weight (n,k) linear codes and proved that there exists

codes with Pe satisfying the following bound,

Pe S 2-(n-k) [1+(1-2e) n - 2(1 -E) n }	 (10)

for 0 S E S 1/2. This bound is tighter than the bounds given by (8)

and (9). They also established sufficient conditions for codes to

satisfy their bound. Based on the sufficient conditions, they were

able to prove that the following classes of codes satisfy the bound

riven by (10) :

1) distance- 8 (24,12)	 Golay code;

2) distance-4 Hamming codes of lengths 2 31-1 and 2m;

3) distance-6 primitive BCH codes of length 2m-1 with m Z 5

(X+1 is a factor of the generator polynomial);

4) distance-6 extended primitive BCH codes of length 2m;

5) distance- 8 primitive BCII codes of length 2m-1 with m odd

and m Z 5;

6) distance-8 extended primitive BCH codes of length 2m with

m odd and m Z S.

Of course, these classes of codes also satisfy the bounds given by (8)

and (9), and they are good for error detection. For example, the

CCITT recommendation X.25 for packet-switched data networks [31}

adopts the distance -4 Hamming code with 16 parity bits for error

detection. The natural length of this code is n - 2 15 - 1 - 32,767

and the generator polynomial is



g ( X ) - (X+1) ( X15 + X14 + X13 + X12 + X4 + X3 + X2 + X + 1)

-X16+X12+X5+1.

Let C be an (n,k) linear code which satisfies the bound 2 -(n-k) given

by (9). It is iirnortant to note that a shortened code [1-5] obtained

from C by deleting R information bits does not necessarily satisfy the

bound [9,11,12]. Whether a shortened code satisfies the bound depends

on the degree R of shcrtening [15]. Also a code obtained by inter-

leaving C to degree a [1-5] does not necessarily obey the bound.

One may wonder if an (n,k) linear code with minimum distance d >

2t + 1 is used for error detection, how its probability of error will

behave. Rasami, Rljdve, and Lin [14] proved the following results:

l n 2 +t^2
-nE((2t+1) /n,e)	 for 0< e< 2tn1 < 2

1	
,

P <	 t
e	 1	 1nE ( m/n` e)	 2t+1	 m	 1

^
n.-m+t) +	

n/
2 +t/ 2 

	 for	 n < e < n < 2	 (11)

t
where E (x ,e)	 H ( e) + (x- c) 

de 
H (e) > 0 for 0 S e < x, and H ( e) is the

binary entropy function. We see from (11) that, if a code with d/n >c

is used for error detection, its probability P e of an undetected error

decreases exponentially with n. If d and n are properly chosen, Pe

can be made very small relative to P c , thereby proving high reliabil-

ity for an ARQ system.

Even though the double-error-correcting and some triple-error-

correcting primitive BCH codes have been shown to obey the 2-(n-k)

bound, it is still unknown whether the entire class of primitive BCH

codes obeys the bound. However, a large number of primitive BCH codes

satisfy the following bound [3,32]: For a t-error-correcting primi-

tive BCH code of length n - 2 m-1 with n-k - mt parity-check digits and

22
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(1	 n-1/10)2-[n-k+nE((2t+1)/n,e)] 	 for e , 2t+1
n

P <e—
(1+A0.n-1/10)2-(n-k) for 2tn1

< E (12)

where aO is some constant. We see that these primitive BCH codes are

quite good for error detection.

fL . Hybrid MQ Error Control schemes

The drawbacks of the ARQ and FEC schemes can be overcome if the

two basic error control schemes are properly combined. Such a combi-

nation of the two basic error control schemes is referred to as hybrid

ARQ [3,19,33,34]. A hybrid ARQ system consists of an FEC subsystem

contained in an ARQ system. The function of the FEC system is to

reduce the frequency of retransmission by correcting the error pat-

terns which occur most frequently. 	 This increases the system

throughput performance. However, when a less frequent error pattern

occurs and is detected, the receiver requests a retransmission rather

than passing the unreliably decoded message to the user. This

increases the system reliability. As a result, a proper combination

of FEC and ARQ provides higher reliability than an FEC system alone

and higher throughput than a system with ARQ alone.

Hybrid ARQ schemes can be classified into two categories, namely

type-I and type-II schemes [3,34]. A straightforward type-I hybrid

ARQ scheme is to use a code which is designed ioi simultaneous error

correction and error detection [1-5]. When a received word is

detected in error, the receiver first attempts to correct the errors.

If the number of errors for the length of an error burst) is within

i
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the designed error-correcting capability of the code, the errors will

be corrected and the decoded message will be delivered to the user or

saved in the buffer until it is ready to be passed to the user. If an

uncorrectable error pattern is detected, the receiver rejects the

received word and requests a retransmission. The retransmission is

the same codeword. When the retransmitted codeword is received, the

receiver again attempts to correct the errors (if any). If the decod-

ing is not successful, the receiver again rejects the received word

and requests another retransmission. This continues until the code-

word is either successfully received or successfully decoded. The

error-correction may be included in any type of ARQ scheme. Since a

code is used for both error correction and detection in a type-I

hybrid ARQ system, it requires more parity-check bits than a code used

only for error detection in a pure ARQ system. As a result, the over-

head for each transmission is increased. When the channel error rate

is low, a type-I hybrid ARQ system has lower throughput than its

corresponding ARQ system. However, when the channel error rate is

high, a type-I hybrid ARQ system provides higher throughput than its

corresponding ARQ system because its error-correction capability

reduces the retransmission frequency as illustrated in Figure 11.

Type-I hybrid ARQ schemes are best suited for communication sys-

tems in which a fairly constant level of noise and interference is

anticipated on the channel. In this case, enough error correction can

h d i	 c4 i t th	 t	 h	 t	 i	 f	 i de es gne	 n o e sys em to correct t e vas ma ar ty o race ve

words, thereby greatly reducing the number of retransmissions and

enhancing the system performance. However, for a nonstationary chap-

nel where the bit-error rate changes, type-I hybrid ARQ scheme has 	
,g
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some drawbacks. When the channel error rate is low (e.g., 	 -'^+^ellite

channel in good weather), the transmission is smooth and no (oi lit-

tle) error-correction is needed. As a result, the extra parity—Check

bits for error correction included in each transmission represent a

waste. When the channel is very noisy, the designed error-correcting

capability may become inadequate. As a result, the frequency of

retransmission increases an! hence reduces the throughput. Several

type-I hybrid ARQ schemes using either block or convolutional codes

have been proposed and analyzed (33,35-41].

For a channel with a nonstationary bit-error rate, one would like

to design an adaptive hybrid ARQ system. When the channel is quiet,

the system behaves just like a pure ARQ system, with only parity-,heck

bits for error detection being included in each transmission„ There-

fore the throughput perfk)rmance is the same as that of a pure ARQ sys-

tem. However, when the channel becomes noisy, extra parity-check bits

are needed. This concept forms the basis of the type-II hybrid ARQ

schemes. A message in its first transmission is coded with parity-

check bits for erro- detection only, just like a pure ARQ sch,.-me.

When the	 receiver detects the presence of errors in a received

word, it saves the erroneous word in a buffer, and at the same time

requests a retransmission. The retransmission iz not the original

codeword but a block of parity-check bits which is formed based on the

original message and an error correcting code. When this block of

parity-check bits is received, it is used to correct to errors in the

erroneous word that is stored in the receiver buffer. If error

correction is not successful, the receiver requests a seconr,

retransmission of the NAK'ed word. The second retransmission may be

k
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either a repetition of the original codeword or another block of

parity-check bits. This depends on the retransmission strategy and

the type of error-correcting code to be used.

The concept of parity retransmission for error correction was

first introduced by Mandelbaum [42]. The first type-Ii hybrid ARQ

using a parity-retransmission strategy was proposed by Metzner

(43,44]. Metzner's scheme was later extended and modified by many

others [34,45-53]. Among all the type-II hybrid ARQ schemes that have

been reported, the scheme proposed by Lin and Yu (34] is the best

and forms the basis for the schemes reported in References 46

to 53. "'. L+n-Yu scheme provides both high system reliability and

high throughput rou fs;rmance.

With Lin-i' I s type-II hybrid ARQ scheme, two codes are used; one

is a high rate (n,k) code C0 which is designed nor error detection

only, and the other is a half-rate invertible (2k,k) code C l which is

designed for simultaneous error correction ana error detection (1-5],

e.g., correcting t or fewer errors and simultaneously detecting d (d >

t) or fewer errors. A (2k,k) code is said to be invertible if, know•-

ing only the k parity-check bits of a codeword, the corresponding k

information bits can be uniquely determined by an inversion operation

[304). That is to Say, the parity-check section contains the same

amount of information as the message section.

When a message D of k infera.ation bits is ready for transmission,

it is encode.] into a codeword (D,Q) of n bits based on the error-

detecting code CO , where Q denotes the n-k parity-check bits. The

codeword (D,Q) is then transmitted. At the same time, the transmitter

computes the k parity-check bits, denoted P(D), based on the message D

E



and the half rate invertible (2k,k) code C l . Thus, (D,P(D)) is a

codeword in Cl . The k-bit parity block P(D) is not transmitted but

stored in the retransmission buffer of the transmitter for later use.

Let (D,Q) denote the received word corresponding to (D,Q). When

(D, Q) is received, the receiver computes the syndrome of (D,Q) based

on CO . If the syndrome is zero, then D is assumed to be error-free

	

and will be accepted by the receiver. If the syndrome is nonzero, the 	 -

presence of errors in (D,Q) is detected. The erroneous message D is

then saved in the receiver buffer and a NAR is sent to the

transmitter. Upon receiving this NAR, the transmitter encodes the k-

bit parity block P(D) into a codeword (P(D),Q(1)) of n bits based on

the error-detecting code CO , where Q (1) denotes the n-k parity-check

digits for P(D). Then the parity word (P(D),Q(1)) is transmitted.

Let (P(D),6(1)) denote the received word corresponding to (P(D),Q(1)).

When (P(D),Q(1)) is received, its syndrome is computed based on Co.

If the syndrome is zero, then P(D) is assumed to be error-free and the

message D is recovered from P(D) by inversion. If the syndrome is

nonzero, then P(D) and the erroneous message D (stored in the receiver

buffer) together are used for error correction based on the half-rate

code Cl . If the errors in (D,P(D)) form a correctable error pattern,

they will be corrected. The decoded message D is then accepted by the

receiver and an ACK is sent to the transmitter. If the errors in

(D,P(D)) form a detectable but not a correctable error pattern, then D

is discarded, the erroneous parity block P(D) is stored in the

receiver buffer, and a NAR is sent to the transmitter.

Upon receiving the second NAK for the message D, the transmitter

resends the codeword (D,Q). When (D,Q) is received, its syndrome is

27



again computed based on CO . If the syndrome is zero, D is assumed to

be error-free and is accepted by the receiver, and the erroneous par-

ity block P(D) is then discarded. If the syndrome is nonzero, then D

and the erroneous parity block P(D) (stored in the receiver buffer)

together are used for error correction based on C l . If error correc-

tion is not successful, then P(D) is discarded, D is stored in the

receiver buffer, and a NAR is sent to the transmitter. The next

retransmission will be the parity-word (P(D),Q(1)). Therefore, the

retransmissions are alternate repetitions of the parity-word

(P(D),Q(1)) and the information codeword (D,Q). The receiver stores

the received message D and the received parity block P(D) alternately.

The retransmissions continue until the message D is finally recovered

either by inversion or by decoding. The throughput behavior of the

above type-II hybrid ARQ scheme in the selective-repeat mode is illus-

trated in Figure 11.

The alternate parity-data retransmission strategy can be incor-

porated with any of the three basic types of ARQ schemes and their

variations. It is particularly effective when it is used in conjunc-

tion with selective-repeat ARQ. Type-II selective-repeat hybrid ARQ

schemes using the parity-data retransmission strategy and a finite

receiver buffer have been proposed and analyzed by Lin and Yu [34] , and

Wang and Lin [48]. Lin and Yu showed that, even with a receiver

buffer of size N, their type-II selective-repeat hybrid ARQ scheme can

achieve the same throughput performance as the ideal selective-repeat

ARQ with an infinite receiver buffer, by using a half-rate i,nvertibie

code C1 which is designed for correcting only a few errors, say t - 4

or 5.	 If C1 is designed to correct more than 5 errors, their scheme

28
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can provide much higher throughput than the ideal selective-repeat ARQ

with an infinite receiver buffer, as shown in Figure 12. We see that

there is a substantial trade-off between a small amount of error-

correction and a large amount of buffer storage. Lin and Yu also

showed that their hybrid scheme provides the same order of reliability

as a pure ARQ scheme.

The decoding complexity for the type-II hybrid ARQ scheme using

alternate parity-data retransmission and a half-rate invertible code

is only slightly greater than that of a corresponding type-I hybrid

ARQ scheme with the same designed error-correcting capability. The

extra circuits needed are an inversion circuit based on the half-rate

invertible code Cl , which is simply a linear sequential circuit, and

an error detection circuit based on the error -detecting code CO.

Z. M=-,U Hybrid  ARQ Schemes Using Convqlutional Codes

The alternate parity-data retransmission type-II hybrid ARQ

scheme can be incorporated with a rate-1/2 convolutional code using

either Viterbi or majority-logic decoding [49;50,52-54]. The error-

detecting code CO is still an (n,k) block code. However, the error-

correcting code C 1 is a half-rate (2,1,m) convolutional code with

memory order m [3]. In the following we will describe a scheme using

Viterbi decoding.

Let Gl (X) and G2 (X) be the two generator polynomials of the

half-rate convolutional code Cl . When a data sequence of k bits is

ready for transmission, it is first encoded into a codeword I(X) in

CO . The information sequence I(X) is then transformed into two

sequences P1 (X) = I(X)G1 (X) and P2 ( X) = I(X)G2 (X), each n+m bits long.



error-detecting code CO . If the syndrome S(X) is zero, then the

30

Note that the 2(n+m)-bit sequence obtained by interleaving P 1 (X) and

P2 (X) is a code sequence for I(X) based on the half-rate convolutional

code Cl. The sequence P1 (X) = I(X)G 1 (X) is then transmitted to the

receiver and the sequence P2 (X) is stored in the transmitter buffer

for possible retransmission at a later time. Let P1 (X) denote the

received Sequence corresponding to P i (X). When P1 (X) is received, it

is divideO by G1 (X).	 Let I1 (X) and R1 (X) be the quotient and

remainder, respectively. If Rl (X) = 0 0, I 1 (X) is checked based on the

error-detecting code CO . If its syndrome S1 (X) is zero, I 1 (X) is

assumed to be error-free and identical to the transmitted information

sequence I(X). The receiver then accepts I 1 (X) (with n-k parity bits

deleted). If R1 (X) # 0 or S1 (X) # 0, errors are detected in P1(X).

Pi (X) is then saved in the receiver buffer for reprocessing at a later

time. At the same time, the receiver sends a NAK to the transmitter.

Upon receiving this NAK, the transmitter sends the sequence P 2 (X) =

I(X)G2 (X) to the receiver [first retransmission for I(X)]. Let P2(X)

be the received sequence corresponding to P2 (X). When P2 (X) is

received, it is divided by G2 (X). Let 12 (X) and R2 (X) be the quotient

and remainder, respectively. If R,7 (X) = 0 0, 12 (X) is then checked based

on the error-detecting code C O . If its syndrome S 2 (X) is zero, then

I 2 (X) is assumed to be error-free and identical to the transmitted

sequence I(X). In this case, the receiver accepts 1 2 (X) and discards

the sequence P1 (X). If R2 (X) # 0 or S2 (X) # O f then P2 (X) together

with P1 (X) (which is stored in the receiver buffer) are then decoded

based on the half-rate convolutional code C 1 using a Viterbi decoder.

Let I*(X) be the decoded sequence. I*(X) is then checked based on the

A.



receiver accepts I*(X). If its syndrome S(X) is not zero, then Pl(X)

is discarded, P2 (X) is stored in the receiver buffer, and the receiver

sends another NAR to the transmitter. The next retransmission will be

Pl (X). The alternate retransmissions of P 1 (X) and P2 (X) continue

until I(X) is finally recovered.

For receiver buffer size N. the throughput efficiencies of the

above hybrid ARQ scheme for block length n = 1024 and various memory

orders m are shown in Figure 13. We see that the scheme offers signi-

ficantly better throughput performance than pure selective-repeat ARQ

with infinite receiver buffer when the channel error rate is high.
One disadvantage of the above scheme is that the throughput effi-

ciency drops rapidly to 0.5 when the channel is noisy enough to

require retransmissions. A refinement of the above scheme, first

introduced by Lugand and Costello [50], uses higher rate convolutional

codes to achieve a higher throughput when the channel is noisy, at a

cost of some increased receiver complexity.

In the Lugand-Costello scheme, the error-detecting code C O is

still an (n,k) block code. However, the error-correcting code is a

(3,2,m) convolutional code [3] denoted C3 with generator matrix

G1 (X)	 0	 G31(X)

G 

0	 G2 (X)G32(X)

After a data sequence of k bits is encoded into a codeword I(X) in CO,

I(X) is transformed into two sequences P l (X) = I(X)G1 (X) and P31(X)

I(X)G31 (X). Note that the sequence obtained by interleaving P1 (X) and

P31 (X)	 is	 a code sequence for I(X) based on the half-rate
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convolutional code C1 with generator polynomials Gl (X) and G31(X).

The sequence P1 (X) is then transmitted to the receiver, while P31(X)

is stored in the transmitter buffer for possible use at a later time.

When P1 (X) is received, the same procedure is followed as in the

half-rate case. If errors are detected in P l (X), then P 1 is saved
in the receiver buffer, and the receiver sends a NAK1 message to the

transmitter. Upon receiving a NAK1 message, the transmitter switches

to transforming codewords J(X) in C 0 into the two sequences P2(X)

J(X)G2 (X) and P32 - J(X)G32 (X). These sequences, when interleaved,

form a code sequence for J(X) based on the half-rate convolutional

code C2 with generator polynomials G 2 (X) and G32 (X). The sequence

P2 (X) is transmitted to the receiver, and P 32 (X) is stored in the

transmitter buffer. When P 2 (X) is received, the same procedure is

Pgain followed.	 If errors are detected in P 2 (X), a NAK2 message is

sent to the transmitter and P2 (X) is stored. Upon receiving a NAK2,

the transmitter sends the sequence P 3 (X) - P31 (X) + P32(X)

I(X)G31 (X) + J(X)G32 (X) to the receiver (the first retransmission for

I%Gth I(X) and J(X)). Note that the sequence obtained by interleaving

P1 (X), P2 (X), and P3 (X) is a code sequence for I(X) and J(X) based on

the two-thirds-rate convolutional code C 3 . When P3 (X) is received,

then P3 (X) together with P1 (X) and P2 (X) (which are stored in the

receiver buffer) are decoded based on the code C 3 using a Viterbi

decoder. Let I*(X) and J*(X) be the decoded sequences. They are then

both checked based on the error-detecting code C o . If both syndromes
4

are zero, the receiver accepts I*(X) and J*(X). If both syndromes are

nonzero, P1 (X) is discarded, P2 (X) and P3 (X)are stored, and the

receiver sends a NAK3 message to the transmitter. This instructs the

32
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transmitter to resend P.M.	 Retransmissions of P1 (X), P2 (X), and

P3 (X) continue until both I(X) and J(X) are finally recovered. If

only one syndrome is zero, several options are available. These

include subtracting the effect of the decoded sequence from P 3 (X), and

then trying to decode the other sequence based on one of the half-rate

codes C1 or C2 . A full discussion and analysis of these options is

given in [54].

The transmitter must keep track of all data sequences which have

not been decoded and ACR'ed. In this way it knows whether to send new

sequences encoded with C 1 or C2 . If more data sequences encoded with

Cl than with C2 have not been ACR'ed, the transmitter must continue to

encode new sequences using C2 until the situation reverses. Then Cl

can be used for encoding new sequences again.

The size of the receiver buffer limits the length of time the

receiver can wait before both a P 1 (X) and a P2 (X) are received in

error. If the receiver buffer fills up before a P 2 (X) is received in

error, a special NAR can be sent to the transmitter requesting a

transmission of P31 (X) only. Then, if errors are detected in P31(X),

the half-rate code C 1 can be used to decode P1 (X) and P31 (X). Details

are given in [54].

Although the above scheme requires a more complex retransmission

protocol, a more complex decoder (for the same undetected error proba-

bility), and a longer receiver buffer than the half-rate scheme, its

throughput efficiency drops only to 0.66 when the channel becomes

noisy enough to require retransmissions. A similar scheme using
I

rthree-fourths-rate convolutional codes maintains a throughput effi-

ciency of at least 0.75. The throughput efficiencies of the three

^f
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	 schemes discussed, all using a memory order 3 code, are compared in

Figure 14.
k

p€

F $. 2=-.1 gybrid MQ egg Using Convolutional Codes

On channels where a fairly constant noise level is anttci pted,

type-I hybrid ARQ schemes can offer a throughput advantage over type-

II schemes (see Figure 11), as well as a simpler protocol. Type-I

schemes using convolutional codes have been proposed by several

authors [38,39,55-57]. In this section, we will review two recent

type-I schemes for use in packet switching networks [39,57]. Both

these schemes make use of convolutional codes with sequential decoding

[2,3,5] .

In conventional sequential decoding of convolutional codes,

decoding proceeds until the received message is completely decoded or

an erasure is declared. Erasures are normally declared when decoding

time becomes excessive. 	 In type-I hybrid ARQ sequential decoding,

this time-out condition can be used as a signal to request a
retransmission.	 Assume that a data sequence I(X) ready for transmis-
sion is encoded into a codeword V(X) in an (n,k,m) convolutional code

Cl . V(X) is then transmitted over the channel, and the received

sequence V(X) is decoded by a sequential decoder. If decoding is com-

pleted within the time-out limit, the decoded sequence I*(X) is

accepted by the receiver. Otherwise, a retransmission is requested.

This is called the tj=-= algorithm (TOA) [57]. The time required

to decode provides a natural error detecting mechanism with sequential

decoding. When the received sequence is not very noisy, it is decoded

quickly, and no retransmission is necessary. When the received
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sequence is noisy, however, decoding takes a longer time due-to the

tree-searching rules of the decoder. If the time-out limit is

exceeded, a retransmission is requested.

Since each decoded branch in the code tree results in k data bits

being delivered to the user, the throughput efficiency of the TOA

assuming an ideal SR protocol is defined as

n TOA CA ^n^

where CA is the average number of computations the decoder performs

per decoded branch, includ i ng retransmissions. In the noiseless case,

CA a 1 and nTOA ' k/n, the code rate. Note that since the number of

computations performed by a sequential decoder is a random variable

which depends on the noisiness of the received sequence, CA must be

computed as a statistical average. The existence of the optimum

time-out limit which minimizes CA and hence maximizes "TOA has been

shown analytically, and has also been verified by computer simulations

[39]. When the optimum time-out limit is used, C. increases only

slightly with increasing code memory order m. Since the undetected

error probability P  is an exponentially decreasing function of m

[39], large memory orders can be used to achieve extremely small

undetected error probabilities without reducing the throughput.

A more sophisticated approach to detecting errors can be used to

further improve the throughput efficiency. The metric of the best

path in a sequential decoder is monitored. When the slope of this
E

metric becomes too negative, i.e., the metric of the best path is

decreasing too rapidly, decoding stops and a retransmission is

requested.	 As in the TOA, the metric of the best path provides a
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natural error-detecting capability. If the received sequence is not

very noisy, the metric along the best path will tend to increase at a

fairly uniform rate, with only occasional dips. The slope of this

metric, averaged over an appropriate number of branches, will then

remain positive. However, if the received sequence is noisy, the

decoder may follow an incorrect path whose metric declines over

several branches. The slope of the metric will then turn negative,

and may exceed a threshold thereby triggering a retransmission

request. This is called the slope control alaorithm (SCA) [39]. The

advantage of the SCA is that it can recognize- a noisy received

sequence as soon as erroneous bits are processed by the decoder,

rather than waiting for the time-out limit to be exceeded. This

reduces CA, and hence increases throughput efficiency, compared to the

TOA. The existence of an optimum threshold on the slope of the

metric, which minimizes CA and hence maximizes the throughput effi-

ciency nSCA of the SCA, has been shown analytically and verified by

computer simulation [39]. Figure 15 compares the throughput effi-

ciency of the TOA and SCA, both operating under optimum conditions,

over a range of bit error rates corresponding to a very noisy channel.

The code used in the comparison was a (2,1 1 11) convolutional code with

optimum distance properties for sequential decoding. Clearly the SCA

has a smaller CA, and hence a larger throughput, than the TOA. There-

fore the SCA provides a very efficient means of obtaining a high

throughput aid a low undetected error probability on noisy channels

with relatively constant error statistics.
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