AL AN L

-

-

B2 R

s
=
’

NASA

Reference
Publication

1108

December 19é3

Propagation Effects
on Satellite Systems

at Frequencies
Below 10 GHz

A Handbook
for Satellite Systems Design

Warren L. Flock

i
{

|
N84~-13397

(NKSA“&P‘IIOB) PROPAGATION EFFECTS ON

SATELL
GHz, &
DESLIGHN

and space Administration) 433 p

ITE SYSTEMS AT FREQUENCIES BELOW 10
HANDUUOK FCh SATELLITE SYSTEHNS

, 1ST EDLTLGN (National Aeronautics unclas

H1/732 42618

29

National Aeronautics and

Space Administration
| Twenty-ffth Antiversary
1958-1983




e SRR IS TR AL IS AR T LN L RN UG e bl

BTSSR LT R
T TRy -

0

o

NASA
Reference
Publication
1108

1883

NASA

National Aeronautics
ang Space Administration

Scisntitic and Technical
Information Branch

1983

Propagation Effects
on Satellite Systems

at Frequencies
Below 10 GHz

A Handbook
for Satellite Systems Design

Warren L. Flock
University of Colorado

Prepared for
Jet Propulsion Laboratory
California Institute of Technology




FOREWORD

The NASA Handbook for Propagation Effects on Satellite

Systems at Freguencies Below 10 GHz was preparced by Dr. Warren ‘
G. Flock, University of Colorado, for NASA Jet Propulsion
Laboratory (JPL). The Handbook was initiated two years ago when
prof, Flock was working at JPL while on leave from the
University of Colorado, and it has evolved through an extensive
review process at JPL. ‘

The ljandbook was developed under NASA's Propagation Studies
and Measurements Program, which has baeen involved for over a :w
decade in the study of radiowave propagation on earth-space
paths, The objectives of the NASA Propagation Program are to
provide an understanding of the basic propagation mechanisns ‘
which hinder reliable ear*h-space communications, and to develop
predictive models for the quantitative evaluation of propagation
effects in the bands allocated for space applications, fw

The frequency bands below 10 GHz are allocated foxr several
space services, including broadcasting, land-, maritime-, and
aeronautical-mobile, meteorological, and space operations. The
propagation problems are primarily ionospheric effects, although ;‘
tropospheric factors cannot be neglected, particularly at low ‘B
elevation angles. This Handbook provides the first comprehen- y
sive development of propagation effects in the bands below 10 !
GHz which impact satellite system design and performance.

Dr, Ernest K. Smith, Jet Propulsion Laboratory Propagation
Program Manager, was instrumental in the initial definix:ion and ]
structure of the Handbook, and coordinated the preparation and
review process throughout its development. ”‘

A second NASA Handbook, published earlier, presents a .
summary of propagation effects above 10 GHz ("Propagation -
Effects Handbook for Satellite Systems Design ~ A Summary of

Propagation Impairments on 10 to 100 GHz Satellite Links With '
Technigues for System Design", NASA Reference Publication 1082,
December 1981). Together these two documents provide a compre- “
hensive description of propagation factors affecting telecom-
munications systems involving earth-space links., X

This Handbook was conceived as an evolving document, which ‘
will be wupdated periodically to provide the most recent ]
developments in propagation research. Your comments oOr -
suggestions on the document are always welcome. “

Dr. Louis J. Ippolito
Manager, w
Propagation Studies & '

Measurements Program "
NASA Headguarters

111 |
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PREFACE

The use of sate’lite communications 1s expanding at an impressive rate,
with much of the expansion taking place at frequencies above 10 GHz where at~
tenuatifon due to precipitation and atmospheric gases tends to he the
highest. Frequencies below 10 GHz, however, will continue to provide a large
fraction of satellite service, and new applicatfons, including mobile satel-
1ite services, are planned at frequencies below 10 GHz. As frequencies de-
crease below 10 GHz, attenuation due to precipitation and gases decreases and
tonospheric scintillation and Faraday rotation increase. Tropospheric refrac~
tion and fading affect frequencies above and below 10 GHz but appear to be
relatively more important at lower frequencies where attenuation due to refin
and gases is small,

A handbook on propagation effects in the 10-100 GHz range has been pre-
pared under NASA sponsorship* and this handbook is intended to serve a similar
purpose for the 100 MHz to 10 GHz range. Emphasis 1s on effects on satellite
communications, but material that #s pertinent to radfonavigation satellite
service and deep-space telecommunications is included as well.

Descriptive background material cencerning the various propagation im-
pairments is given in Chaps. 1 through 7, and Chap. 9 is devoted to the esti-
mation or calculation of the magnitudes of these effects for use in system
design. Link power budget equations and the role of propagation effects in
these equations are the subjects of Chap. 10. The final two chapters fnclude
some repetition of material presented earlier so that they can be used inde-
pendently of the earlier chapters to a considerable extent. To avoid exces-
sive duplication, however, references are made in some cases to figures and
tables of the earlier chapters. Chapter 8, dealing with the complex subject
of propagation effects on interference, departs from the earlier chapters in
that 1t in.ludes both background material and a summary of procedures for ap-

*NASA Communications Division, NASA Headquarters, A Propagation Effects Hand-
book for Satellite Systems Design, A Summary of Propagation Impairments on 10-
100 GHz Satellite Links, with Techniques for System Design, Second Edition,
Dec. 1981, NASA Reference Pubtication 1082 (L. J. Ippolito, Program Manager;
R. D. Kaul and R. G. Wallace, Authors).
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plication of the material in the same chapter. Although 1t draws upon the
previous chapters and is pertinent to Chap. 10, the material of Chap. 8 con-
stitutes a distinct and interesting subject of its own.

The handbook 1s based upon the work of the many investigators cited 1in
the 1ists of references. Research supported by the Communications Divfsfon of
the Office of Space and Terrestrial Applications of NASA has contributed
greatly to knowledge of satellite communications, including the propagation
aspects considered here, and is well represented in the reference Tists,

I would 11ke to express my appreciation for assistance and cooperation in
the preparation of this handbook to Dr. Louis J. Ippolito of NASA and Dr.
Ernest K. Smith, Dr. Young Park, Mr. Alfred M. Goldman, Jr., Dr. Arydas J.
K1iore, Dr. William J. Weber, Dr. Stephen D. Slobin, and Mr. Tomas A. Komarek
of the Jet Propulsion Laboratory. In addition, I wish to thank the many other
persons at the Jet Propulsion Laboratory for their help in providing
information and assistance in the production of the handbook. Mr. Goldman
provided especially valuable assistance by reviewing the manuscript, providing
information for inclusfon in Chaps. 9 and 10, and engaging in discussions of
the nature and purpose of the handbook.

vi
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CHAPTER 1
INTRODUCTION

1.1 PROPAGATICN EFFECTS ON SYSTEM PERFORMANCE
1.1.1 Performance of Larth-Space Links

A fundamental requirement for sati{sfactory satellite communications
service is the maintenance of a sufficient signal-to-noise ratio. Propagation
effects are important because they tend to cause transmission losses which
aaversely affect this ratioc. The received carrier power C on a path of length
d is given by

P_GA
c=TZR. (1.1)
4nd L

where Py is the power supplied to the transmitting antenna, Gy is the gain of
the transmitting antenna, Ap is the effective area of the receiving antenna,
and L is a Toss factor which includes all losses and margins not otherwise
taken into account. In particular, L includes propagation losses. If the
Tosses included in L reduce C to 0.5 of what its value would be if the losses .
were neglected, for example, L would have the value of 2. Transmission losses
are frequently specified in terms of the losses exceeded for a certain per-
centage, such as 0.01 percent, of a year or worst month,

Equation {1.1) can be converted to

P-GG
- T TR

where, for the receiving antenna, use has been of the relation between gain
and effective area Agges, namely

ArA
= eff
G = __;??__ (1.3)
The quantity LFS is the so-called free-space loss and is given by
2
_ [4nd
s = (29) (14)

1-1




® 2

In Eqs. (1.3) and (1.4), » is wavelongth. The noise power X in watts at the ‘
receiving antenna terminals 1s given by

X=kT B (1.5)

where k 1s Boltzmann's constant (1.38 x 10723 /), Tsys 18 the system notse
temperature (K), and B is bandwidth {Hz). The ratio C/X is given by

P.G.G (EIRP)G
C/X = TTR . R (1.6)
LFSLkTsysB LFSLkTsysB

where EIRP (effective isotropically radiated power! has been substituted for :
the product PrGr. In some cases, however, Pr is taken to be the transmitter
or power amplifier output rather than the transmitting antenna input. In that

.'"I;.." :

case
T P.G
- EIRP = — 1 (1.7)
) L
where Ly accounts for losses in switches, filters, cables, or waveguides
between the power amplifier and the antenna terminals. The quantity C/X is
- commonly expressed in dB (decibel) values and then takes the form of
. (C/X)dB = (EIRP)dBW - (LFS)dB - LdB + (GR/Tsys)dB - kdBN - Pqg (1.8)
. Here k is taken to be the product of 1.38 x 10723 J/K times a 1 K temperature

fnterval times a 1 Hz bandwidth so that it has units of dBW (power measured in
dB with relation to one watt). Then Tsys and B are treated as nondimensional

quantities which can be expressed in dB above unity. The lpg value in dB is
given by

i 2
. (LFS)dB = 10 log(4nd/A}" = 20 log(4nd/A) (1.9)

The carrier power-to-noise density ratio, C/Xo, where X° is noise power
per Hz and is equal to kTsys’ 1s frequently used as a measure of system per-
formance. It differs from C/X only by the factor B, representing bandwidth, ;
and fs thus given by ;

.;: ' 1-2

K O}




-
L)

o L

ISt L

-
"

”

AR g ""1&”"3“‘,":_‘“ o2

TS

3
1

A

2 )

)

(EIRP)GR
C/X = o (1.10)

0 LFSLTsysk

Some satellites serve a wide geographical area in which a number of earth
stations are located. In such a case the satellite transmitter gain Gy and
the corresponding value of EIRP that are utilized in the expressions for (/X
or C/X, must be the appropriate value for the location in question. It can
not necessarily be assumed that the maximum antenna gain corresponding to the
center of the antenna beam is the value to use. For satellites that are
already operational or for which detailed antenna analyses and designs have
been made, plots showing contours of constant EIRP superimposed on geo-
graphical maps may be available (Fig. 10,6). Such plots, commonly referred to
as footprints, allow selecting the proper value of EIRP for use in Eqs. (1.6)
or (1.10).

As the system designer may be required to provide a certain C/Xo ratio
over a certain coverage area A.,y, it 1s instructive to show the relation of
Rcoy to C/X, and the other system parameters. A relation accomplishing this
purpose has been supplied by Pritchard (1977) who gives the following ex-
pression

PR (1.n
Acov %= T—T 1)

sys
A similar expressfon involving C/X, which is related to C/X; by C/X, = (C/X)B

with B the bendwidth, is

P-A
A Bt (1.12)

cov T;;;f75777

Note that these relations show proportionality rather than equality. Numeri-
cal constants (k 1n particular) have been eliminated from Egs. (1.11) and
(1.12). Pritchard has stressed that Eqs. (1.11) and (1.12) are fundamental to
appreciating the essential problems of space communication. Equations
(1.11) and (1.12) display clearly the roles of Tsys and L 1in determining
system performance. Tsys is not strictly a propagation effect but {s a
closely related quantity, is a subject of this report along with L, and plays
a comparable role 1in determining system performance. L includes, and may

1-3



consist only of, propagation losses. A derivation and further discussion of
Eq. (1.11) 1s given in Section 10.4,

1.1.72 Determination of Distance and Elevation Angle of Satellite

Geastationary satellites operate at an altitude of about 35,785 km above
sea level. Unless an earth station is directly under a satellite, however,
the distance d of Eq. (1.4) will be targer than 35,785 km. The value of d can
he established by use of the law of cosines of plane trigonometry. Consider
first that the earth station is on the same longitude as the subsatellite
point, taken to be at 0° latitude. The subsatellite point is located where a
strafght line from the satellite to the center of the Earth intersects the
Earth's surface. Referring to Fig. 1.1

d2 = r2 + (h +r )2 ~2r(h+r) cos0' (1.13)
0 0 0 0

where 0' s latitude. The equatorial radius of the Earth is 6378,16 km, the
polar radius 1s 6356,78 km, and the mean radius is 6371.03 km (Allen, 1976),

To obtain the most accurate value of d, it would be necessary to take into
account the departure of the Earth from sphericity, but an approximate value
of d can be obtained by taking ros the earth radius, to be 6378 km and h, the
height of the satellite above the Earth's surface, to be 35,785 km in Eq.
(1.13), 1t is convenient to divide all terms by {(h + ro')2 or(42,163)291v1ng

2
d o2 .
(5—777:_) =f +1 - 2f cos @ {1.14)
0

o
where f = el 0.1513, Once d is known then all three sides are known and
the angle ¢ cdh be determined by applying the law of cosines again. The
applicable equation is

2 _ 2 2
(h + ro) = d° 4+ r 2r° d cos ¢ (1.15)

The elevation angle 8 measured from the horizontal at the earth station, is
equal to ¢ - 90°,

1-4
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Figure 1.1. Geometry for calculation of distance d of satellite from earth
station,

For an earth station not on the same meridian as the subsatellite point
one can use

cos 7 = cos¢’' coso' (1.16)

fn Eq. (1.13) 1in place of cose', where ¢' is the difference ir longitude
between subsatellite point and earth station. Cos Z is the angular dis-
tance of a great-circle path for the special case that one of the end points
is at 0° latitude (Fig. 1.2). Also the expression follows from the “law of
cosfnes for sides" of spherical trigonometry (ITT, 1968). The azimuth angle «
of an earth-space path can be determined by using

cosa = tane' cot Z (1.17)

another relation applying to a right spherical triangle (ITT, 1968)., The
angle « is shown in Fig. 1.2a for an earth station located to the east of the
subsatellite point. The azimuth angle measured from north {in this case would
be 180° + «. For an earth station location to the west of the subsatellite
point as in Fig. 1.2b the angle from north is 180° - o. As an example, cal-
culations for Boulder, Colorado, latitude 40°N, 1longitude 105°W and for
Satcom-2, located at 119°W, with cos Z = cos 40° cos 14° = 0,743, give d =
37,501 km, elevation angle = 43.73°, and azimuthal angle = 201.2°.

1-5
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In the ahove expressfon, r, 1s taken ay a fixed sea-level value, hut a
larger value can be used for elevations ahove sea level. Local topography
affects the angle of the path above the local horizon and can be taken 1nto
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(@) (b)

Figure 1.2. Projection of right spherical triangles on Earth's surface,

account to determine this angle for a particular Tocation. Breuker and Walsh
(1980} have developed a computer program to carry out such calculations for
interference analysis as well as for determining the angle of a satellite
above the local horizon. Propayation effects are a function of elevation
angle and tend to become more serious with decreasing elevation angle. An
elevation angle of 5° is often taken to be the minimum elevation angle that
should normally be utilized. The procedure described here, essentially the
same as that described by Dougherty (1980), is presented as suitable for 1ink
analysis and consideration of propagation effects rather than for precise
aiming of antennas.

1.1.3 Propagation and Related Effects

Relatively small margins are utilized for satellite communications, and
it is important to use no larger a margin than necessary. Thus, it is impor-
tant to have as accurate information as practical about the propagation
factors contributina to L even for the case of effects which might appear to be
minor.

1-6
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Frequencies in roughly the 1 to 4 GHz range tend to be affected only
slightly by the Earth's atmosphere, but 1t 1s important nevertheless to know
as closely as practical what the magnitudes of the effects are 1n this fre-
quency range. Moving to higher frequencies, attenuation and nofse due to
rain, clovds and aimospheric gases increase. These effects may become 1imit-
ing factors at frequencies above 10 GHz. The fonospheric effects of Faraday
rotation, amplitude scintillation, and absorption, on the other hand, become
increasingly significant with decreasing frequency. Tropospheric refraction
and fading can affect transmissions over a wide range of frequencies extending
above and below 10 GHz.

Depolarization or cross polarization may occur in propagation through the
atmosphere or in reflection from terrestrial features. These terms refer to a
degradation or change in polarization as from purely vertical linear polariza-
tion to linear polarization at an angle slightly different from veirtical.
This latter polarization is equivalent to a combination of vertical and hori-
zontal polarization. In the process the originally vertically polarized wave
is attenuated. Also the power converted to the orthogonal polarization may

interfere with a channel having that polarization and thus make less effective . .

the practice of frequency “reuse" (using the same frequency for two orthogonal
polarizations in this case).

Electromagnetic radiation emitted by the atmosphere, commonly known as
sky noise, is not strictly a propagation effect but is closely related and
increases when attentuation increases. As is evident from the discussion of
Sec. 1.1.1 [Egs. (1.11) and 1.12) for examplel, Tsys affects system perform-
ance directly. Sky noise contributes to TsyS' When using a receiving system
having a low noise temperature only a slight increase in sky noise may in-
crease the system noise temperature, Tsys' significantly. It is important to
know Tsys, as well as L, as accurately as practical.

A few references of a general nature, concerning either satellite systems
or propagation effects, are appropriate for mention here. A comprehensive
treatment of satellite communication engineering has been provided by Miya
(1981), and Freeman {1981) includes satellite systems, as well as HF radio,
1ine-of-sight terrestrial systems, and troposcatter systems, in his Telocommu-

1-7
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nication Transmission Handbook. Martin (1978) discusses satellfite communica-
tions from a largely non-technical viewpoint, as part of his popular series of
hooks on communications and computers. An introductory treatment of radiowave
propagation, earth-space links, and remote sensing has been prepared by Flock
(1979). Hall ’1979) has presented a summary of tropospheric effects on radio
communications. NASA Reference Publication 1082 (Ippolito, Kaul, and Wallace,
1981) treats propagation effects at frequencies above 10 GHz, but many of the
concepts and much of the material presented is pertinent to a broader range of
frequencies.

1.2 FREQUENCY ASSIGNMENTS AND APPLICATIONS BELOW 10 GHZ

Frequencies below 10 GHz are used for a variety of purposes involving
earth-space or space-space paths as shown in Table 1.1. The general cate-
gories of service are actually 1little different for frequencies above
10 GHz, A listing of frequency allocations for earth-space service at fre-
quencies between 100 MHz and 10 GHz 1is given in Table 1.2. The entries in
this table were taken from the Final Acts of the Worid Administrative Radio

Conference, Geneva, 1979, Book I (1TY, 1979) for Region 2, which comprises - -~ -~

North and South America and portions of the Atlantic and Pacific Oceans. This
same reference also includes allocations for Region 1 (Europe, Africa, and
Northern Asia) and Region 3 {Southern Asfia and the South Pacific, including
Australia and New Zealand). Allocations for the three regions tend to be
similar but differ in details. The reference includes numerous footnotes
afving information about exceptions for particular countries and periods, but
information from the footnotes is omitted from Table 1.2, unless otherwise
indicated. Allocations are also given in the Manual of Regulations and Pro-
cedures for Federal Radio Frequency Management (NTIA, 1979) and in the FCC

Rules and Regulations.

The INTELSAT satellite system uses frequencies near 6 GHz for the uplink
(earth-to-space path) and frequencies near 4 GHz for the downlink (space-to-
earth path), and allocations used by INTELSAT are included in Table 1.2 as
entries for fixed satellites, which refers to point-to-point service using
geostationary satellites. Note that a number of space services utilize lower
frequencies than the INTELSAT satellites. Included among these services are

1-8
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Table 1.1  Satellite Services (ITU, 1976).

Aeronautical Maobile Satellite
Aéronautical Radionavigation Satellite
Amateur Satellite

Broadcasting Satellite

Earth Exploration Satellite

Fixed Satellite

Inter Satellite

Land Mobile Satellite

Maritime Mobile Satellite

Maritime Radionavigation Satellite
Meteorological Satellite

Mobile Satellite
Radiodetermination Satellite
Radionavigation Satellite

Space Operations

Space Research

Standard Frequency Satellite

Time Signal Satellite

1-9
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Table 1.2 Frequency Allocations for Space Services (ITU, 1979}, ’
Frequency
(tHz) Services

137 - 138 Space Operations and Research (Downlink)
Meteorological Satellite (Downlink)

138 - 143.6 Space Research (Downlink)

143.6 - 143.65 Space Research (Downlink)

143,65 -~ 144 Space Research (Downlink)

144 - 146 Ama teur Satellite

149.9 - 150.05 Radionavigation Satellite

267 ~ 272 Space Operation (Downlink)

272 ~ 273 Space Operation (Downlink)

322 - 328.6 Radio Astronomy

399,9 - 400,05 Radionavigation Satellite

400.05 - 400,15 Standard Frequency and Time Signal Satellite

400.15 - 401 Meteorological Satellite (Downlink)
Space Research and Operation (Downlink)

401 - 402 Space Operation (Downlink)
Earth Exploration Satellite (Uplink)
Meteorological Satellite (Uplink)

402 - 403 Earth Exploration Satellite (Uplink)
Meteorological Satellite (Uplink)

406 -~ 406.1 Mobile Satellite (Uplink)

406.1 - 410 Radio Astronomy

_Lv 460 - 470 Meteorological Satellite (Downlink)
608 - 614 Radio Astronomy, Mobile Satellite (Uplink)
| 620 - 790 Broadcasting Satellite (Footnote 332A)
806 - 890 Mobile Satellite (Footnote 3670B)

- 1-10



Table 1.2 Frequency Allocations for Space Services (171U, 1979)
(cont'd).
Frequency
(MHz) Services
1712 - 1240 Raaionavigation Satellite (Downlink)
1240 ~ 1260 Radionavigation Satellite (Downlink)
1400 -~ 1427 Radio Astronomy (1420 MHz neutral H line)
Farth Exploration Satellite (Passive)
Space Research (Passive)
1427 - 1429 Space Operation (Downlink)
1525 ~ 1530 Space Operation (Downlink)
- Earth Exploration Satellite
N 1530 - 1535 Space Operation (Downlink)
¥ Maritime Mobile Satellite (Downlink)
f? Earth Exploration Satellite (Downlink)
%J 1535 - 1544 Maritime Mobile Satellite (Dcwnlink)
E- 1544 - 1545 Mobile Satellite (Downlink)
g 1545 - 1559 Aeronautical Mobile Satellite (Downlink)
g 1559 - 1610 Radionavigation Satellite (Downlink)
%; 1625.5 - 1645,5 Maritime Mobile Satellite (Uplink)
i 1645.5 - 1646.5 Mobile Satellite (Uplink)
i‘ 1646.5 - 1660 Aeronautical Mobile Satellite (Uplink)
F 1660 ~ 1660.5 Aeronautical Mobile Satellite {(Uplink)
"§ Radio Astronomy
x 1660.5 - 1668.4° Radio Astronomy
. Space Research (Passive)
1668.4 - 1670 Radio Astronomy
: 1670 ~ 1690 Meteorological Satellite (Downlink)
1690 - 1700 Meteorological Satellite (Downlink)




Table 1,2 Frequency Allocations for Space Services (ITU, 1979)

(cont'd).
Fraquency
(MHz) Services
1700 - 1710 Meteorological Satellite (Downlink)
2110 - 2120 Space Research (Deep Space Uplink,
Footnote 37078) -
2290 -~ 2300 Space Research (Deep Space Dowrlink)
2500 ~ 2655 Fixed Satellite (Downlink) |
Broadcasting Satellite
2655 - 2690 Fixed Satellite (Downlink and Uplink)
Broadcasting Satellite
Earth Exploration Satellite (Passive)
Radio Astronomy
Space Research (Passive)
2690 - 2700 Earth Exploration Satellite (Passive)
Radio Astronomy
Space Research (Passive)
3400 - 3500 Fixed Satellite (Downlink)
3500 ~ 3700 Fixed Satellite (Downlink)
3700 - 4200 Fixed Satellite (Downlink)
4202 Standard Frequency and Time (Downlink)
4500 ~ 4800 ... Fixed Satellite (Downlink)
4800 - 4990 Radio Astronomy ,
4990 -~ 5000 Radio Astronomy '
Space Research (Passive)
5250 - 5255 Space Research , |
5650 - 5725 Space Research (Deep Space)
5725 ~ 5850 Fixed SatelTite (Uplink)
5850 -~ 5925 Fixed Satellite (Uplink)
1-12



Table 1.2 Frequency Allocations for Space Services (ITU, 1979)

(cont'd).
Frequency
(MHz) Services
5925 ~ 7025 Fixed Satellite (Uplink)
6427 Standard Frequency and Time (Uplink)
7125 ~ 7165 Space Operation (Uplink, Footnote 3762A)
7145 - 7190 Space Research (Deep Space only, Footnote 3763)
7145 - 7235 Space Research (Uplink, Footnote 3763)
5925 - 7075 Fixed Sateliite (Uplink)
. 7250 - 7300 Fixed Satellite (Downlink)
-f‘ 7300 ~ 7450 Fixed Satellite (Downlink)
7450 - 7550 Fixed Satellite (Downlink)
Meteorological Satellite (Downlink)
7650 - 7750 Fixed Satellite (Downlink)
7900 - 7975 Fixed Satellite (Uplink)
7975 - 8025 Fixed Satellite (Uplink)
8025 - 8175 Fixed Satellite (Uplink)
Earth Exploration Satellite (Downlink)
8175 - 8216 Earth Exploration Satellite (Downlink)
Fixed Satellite (Uplink)
Meteorological Satellite (Downlink)
8215 - 8400 Earth Exploration Satellite (Downlink)
Fixed Satellite (Uplink)
8400 - 8500 Space Research (Deep Space Downlink)
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space research, involving the use of telemetry for transmitting data to the
farth, and space operations, including the functions of tracking and com-
mand, The frequency ranges of 2110 to 2120 MHz, 2290 and -2300 MHz, 5650 to
5726 MHz, and 8400 and 8500 MHz are listed as being for decp-space research.
The proposed satellite power system (SPS) for collecting solar energy and
transmitting it to the Earth would utilize 2450 MHz, according to present
ptans, for space-to-carth transmission.

The 806 - 890 MHz band which {s used for land mobile service 1s being
considered for Mobile Satellite services. These would be compatible with
terrestrial land mobile service and would allow vehicles in remote areas to
comnunicate--by satellite.

Still lower frequencies, including prominently some in the 136-150 MHz
range, are also assigned for space research and operation and for meteor-
ological, radio navigation, earth exploration, mobile, standard time and
frequency, and amateur satellite service. Amateur satellite service has
assigned frequencies as low as 7 MHz.

Some of the services 1isted in Table 1.2, including radio astronomy,
operate passively, which means that they record signals of natural origin
which have followed earth-space paths and do not utilize manmade transmis-
sions,

A listing or log of operational and planned geostationary satellites, by
longitude, has been provided by Morgan (1980},

1.3 STRUCTURE OF THE EARTH'S ATMOSPHERE

Earth-space paths traverse both the Earth's troposphere and ionosphere,
and the characteristics of these atmospheric regions are thus pertinent to
satellite communications.

Trogosghere

Temperature decreases with increasing altitude in the troposphere on the
average, but temperature inversion layers provide exceptions to this gereral
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characteristic. The hefght of the troposphere varies but extends to ahbout
10 km over the poles and 16 km over the cquator. The upper 1limit of the
troposphere 1s known as the tropopause., A plot of atmospheric temperature
versus altitude 1s shown in Fig. 1.3.

Atmospheric pressure tends to decrease exponentially in accordance with

cp M

(1.18)
0

where h is the height above a reference level where the pressure is p,. The
scale height H, however, is not a constant as it is a function of temperature
T, the average mass m of the molecules present, and the acceleration of
gravity g as indicated by
H = kT (1.19)
mg
where k is Boltzmann's constant.

The rate of change of temperature with altitude in a dry atmosphere in an
adiabatic state involving no input or loss of heat energy is given by dT/dh =
-9.8°C/km. The dry adiabatic rate of change of temperature with height is of
interest because the stability or instability of the atmosphere is determined
in large part by the relative values of the actual rate of change of tempera-
ture with altitude and the dry adiabatic rate of change.

1f the actual lapse rate of the atmosphere (rate of decrease of tempera-
ture with altitude) 1s 9.8°C/km, a parcel of air that is originally in equi-
iibrium with its surroundings and which 1s then moved upwards or downwards
will tend to remain in equilibrium, at the same temperature as {ts surround-
i{ngs. The parcel of air will then not be subject to any restraining or
accelerating force. Such a lapse rate of temperature 1s referred to as
neutral., If the actual lapse rate of the atmosphere is greater than 9,8°C/km,
a rising parcel of air will tend to cool only at the adiabatic rate and be
warmer than its surroundings. As a result it will be lighter than the air
around it and will be accelerated still further upwards. The air in this
condition is unstable. If the lapse rate 1is less than 9.8°C/km, a parcel
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Figure 1.3. Atmospheric temperature versus altitude (values from U.S. Standard
Atmosphere, 1976).
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moved upwards would tend %o cool at the adiabatic rate and bhe cooler than its
surroundings.  Thus, 1t would be subject to a force that 1nhibits vertical
motion. Such a Tapse rate, less than 9.8°C/km, is a stable lapse rate.

In an finversion layer temperature increases with altitude, and such a
Tayer is highly stable. A1l vertical motions are strongly inhibited in an
inversion Tayer, and pollution emitted below the layer tends to be confined
below ft. Also, 1f a source of water vapor exists helow an inversion layer,
it tends to be confined below the layer, with the result that large decreases
in index of refraction may be encountered 1in upward passage through an inver-
sion Tayer. Thus the occurrence of inversion layers may have an fmportant
effact on Vow-angle .earth-space_communication.paths (Secs. 3.2 and 3.3).

Inversions tend to develop at night and in the winter, especially under
conditions of clear sky as in the desert at night and in the arctic and sub-
arctic in winter. Inversions may also form when warm air blows over a cool
surface such-as an ocean surface. Subsiding air is another cause of inver-
sions, and this type of inversion is common because descending air 1s asso-
ciated with developing or semipermanent anticyclones. The Pacific coast of
the United States lies along the eastern edge of a semipermanent anticyclone
that forms in the Pacific; this occurrence is a major factor in causing the
pollution problems of the Los Angeles area.

HModel atmospheres have been develgped to present the best available esti-
mates of the average values of pressure, density, temperature, and other pa-
rameters.  One such model atmosphere {s the U.S. Standard Atmosphere (1976).
Temperature tends to decrease on the average at a rate of about 6.5°C/km,
which is less than the dry adfabatic rate. When rainfall occurs at the
Earth's surface a transition to ice and snow particles tends to occur at the
height where the 0°C isothenn is reached. Water drops cause much nigher
attenuation than do ice particies and snow, so the 0°C isotherm marks the
upper boundary of the region where most attentuation due to precipitation
occurs,

A characteristic pattern of winds develops in the troposphere and is
considered further in the following section (Sec. 1.4), where the natural
regions of the Earth are }isted.

1-17
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Stratosphere, Mesogphere, Themosphere

Above the troposphere temperature increases with height, to a maximum
near L) km, as a result of the absorption of solar ultraviolet radiation by
ozone (Fig. 1.3). This region of increasing temperature with height is known
as the stratosphere. The mesosphere, a region of decreasing temperature with
neight, occurs above the stratosphere and extends to about 85 k. Above 85 km
is the thurmosphere, in which temperature again increases with hefght as a
result of the dissociation of atmosphere gases by solar ultraviolet radia-
tion. Above 300 km temperatures change Tittle with height for a considerable
distance. Below about 100 km temperature varies 1itt’e with time, but temper-
ature above 120 km may vary by nearly a factor of 3 to 1, being highest in the
daytime near tne peak «f the ll-year sunspot cycle.

The characteristinc ¢f the thermosphere of most importance to sateliite
conmunications is not the temperature structure itself hut the ionization that
occurs there. On the basis of the ionization, the region is known as the
ionosphere. Actually the ionosphere commences at an altitude near 60 km, so
it includes pare of the uesosphere as well as the thermosphere.

Ionosphiere

The fuaosphere extends from about 60 km to a not very well defined upper
1imit of about 500 to 2000 km above the Earth's surface. As geostationary
satellites operate at an altitude of about 35,785 km, transmission to and from
these satellites pass through the entire ionosphere. The {onosphere, which is
ivnized by solar radiation in the ultraviolet and X:ray frequency ranges, is
an ionized gas or plasma c¢ontaining free electrons and positive ions such as
to be electricaliy neutrai. Only a fraction of the molecules are i{onized, and
large numbers of neutral molecules are also present. It {is the free electrons
that affect electromagnetic wave propagatics in the frequency range considered
in this report (100 MHz to 10 GHz).

Bucause differeat portions of the solar spectrum are absorbed at dif-
ferent altitudes, the ionosphere cansists of several layers or regions. The
layers are not sharply defined, distinct layers, and the transition from one
to the other is generally gradual with no very pronounced minimum in electron




concentration in between.  Representative plots of clectron density versus
height are shown in Fig, 1.4, Two good sources for further information about
the characteristics of the {fonospherc have been provided by Rishbeth and
Garriott {1969) and Ratcliffe (1969),

D Region
The D region, the lowest of the ionospheric regions, extends from
approximately 50 to 90 km with the waximum electron concentration of about

10%/m3 occurring between 75 and 80 km in the daytime. At night electron con-
centrations throughout the D region drop to vanishingly small values.

As electron concentrations in the D region are very low it tends to have
little effect on high-frequency waves. However, attenuation in the icnosphere
occurs mainly through collisions of electrons with neutral particles, and as
the D region 1s at a low altitude many neutral atoms and molecules are present
and the collision frequency of electrons is high. Thus, transmissions in the
M~broadcast band are highly attenuated in the daytime in the D region, but
distant reception improves at night when the D region disappears.

E Region

The E region extends from about 90 to 140 km, and the peak electron con-
centration occurs between about 100 and 110 km. Electron densities in the E
region vary with the ll-year sunspot cycle and may be about 1011/m3 at noon at
the minimum of the solar cycle and about 50 percent greater at the peak of the
cycle. Electron concentrations drop by a factor of about 100 at night.
Intense electrical r.rrents flow in the equatorial and auroral jonospheres at
E-region altitudes, these currents being known as equatorial and auroral
electrojets. Radio waves are scattered from electron density structure
associated with the electrojets at frequencies up to more than 1000 MHz.
Backscatter echoes from the auroral electrojets are a manifestation of radio
aurora. The phenomenun of sporadic E, thin, sporadic, often discontinuous
layers of intense ionization, occurs in the E region, at times with electron
densities well above 1012/m3, The E layer can be useful for communications,
as HF waves may be reflected from the E layer at frequencies which are a
function of the time of day and period of the sunspot cycle. By causing
interference between VHF stations, sporadic E tends to be a nuisance.
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Figure 1.4, Electron density distributions at the extremes of the
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in Johnson, F.S. (ed.),Satellite Environment Handbook, Stanford
Univer. ity Press, 1965).
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F_Region

The F region has the highest electron densities of the fonosphere
regions. 1t sometimes consists of two parts, the Fy and ) Tayers. The Fy
layer largely disappears at night but has peak electron densities of about
2.5 x loll/m3 at noon at the minimum of the solar cycle and 4 x 1011/m3 at
noon at the maximum of soTar cycle. The F, layer has the highest peak elec-
tron densities of any ionospheric region and the clectron densities there
remain higher at night than in other regions. The peak electron density s in
the 200- to 400-km height range and may be between about 5 x 1011/m3 and
2 x 1012/m3 in the daytime and between 1 X loll/m3 and 4 x 1011/rn3 at night.
Reflection from the Fy layer is the major factor in HF communications which
formerly handled a large fraction of long-distance, cspecially transoceani:,
communications.

Plasmasphere and Magnetosphere

The upper 1imit of the ionosphere is not precisely defined but for the
purposes of space communications may be taken to be 2000 km, thi- being the
upper 1imit for significant Faraday rotation as discussed in Se.. 2.2. Above
the {onosphere 15 the plasmasphere or protonosphere, which has an electron
content of about 10 percent of the ionospheric content in the daytime and up
to 50 percent of the ionospheric content at night, as defined along an earth-
space path.

The Earth's magnetic field is confined inside an elongated cavity in the
solar wind, that extends to about 10 earth radii in the direction towards the
cun and has a long tail extending to about 60 earth radii or farther in the
opposite direction. The boundary cf this cavity is known as the magnetopause,
and the region inside the houndary, above the ifonosphere, is known as the
magnetosphere. The magnetosphere can he defined as the region in which the
Earth's field dominates the motion of charged particles, in contrast to the
jonosphere where collisions play a major role. The Van Allen radiation belts,
discovered in 1958 by use of Explorer 1, are in the magnetosphere. The
plasmasphere, usually considerd to be above the ionosphere (or above 2000 km),
is below the Van Allen belts and is the lowest region of the magnetosphere.
The plasmasphere is bounded on the upper side at about 4 earth radii at the
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pquator by the plasmasphere where the plasma density drops by a factor of 10°
to 100 or from about 108/m3 to 109/m3. The region sbove the plasmasphare is )
known as the plasmatrough.

Irregularities and Disturbed Conditions

A brief description has been provided of the fonospheric layers. Con-
sideration of the jonosphere can be conveniently separated into the quiet
ionospheric layers and their formation and {onospheric disturbances and
irregularities, ds occur at times of magnetic storms and essentially every
night or day to some degree in the auroral and equatorial fonospheres. Both

- —— propagation in the quiet {onosphere and the effects of disturbances and
irregularities are considered in the following Chap. 2.

s -

1.4 NATURAL REGIONS OF THE EARTH, A GLOBAL VIEW OF PROPAGATION EFFECTS

;_ The uneven heating of the Earth's surface by the Sun, the rotation of the

fi Earth and the consequent Coriolis force, and surface features of the Earth

§ determine a characteristic pattern of wind over the Earth. See, for example,

?_ a text on meteorology such as that by Donn (1975), p. 238. In good measure -

{? because of this pattern, corresponding characteristic patterns of climate,

? ecosystems, vegetation, tropospheric refractivity (Sec. 3.1}, and rainfall t
§, (Chap. 4) also occur over the surface of the Earth. The living portions of

@; ecosystems are referred to as biotic communities, and the major terrestrial

;ﬁ biotic communities are known as biomes. A generalized pattern indicating the

;~ distribution of biomes over a theoretical flat continent corresponding roughly

to a combination of North and South America or Eurasia and Africa is shown in
Fig.-1.5, adapted from Trewarth (1968), and the numbered biomes of the figure..-
are named and their locations are Tisted in Table 1.3. It can be seen that
the names of the biomes represent the dominant type of vegetation (e.g.,
coniferous forest, grassland, desert) and are quite familiar, For most
practical purposes the biomes can be referred to simply as natural regions.
Many variations of such classifications exist, and local or regional condi-
tions may cause departures from generalized distributions but the natural
regions do occur in a regular way over the Earth. Regions of chaparral and
Mediterranean climate (No. 9 in Fig., 1.5), for example, occur in similar
locations in North and South America (Caiifornia and Chile), Europe and




northern Africa, southern Africa, and Australia, in general agreement with the
scheme of Fig. 1.5, The biomes of Fig. 1.5 correspond to the well-knawn
Koppen system for classifying climate (Trewartha, 1963), but his letter desig-
nations and terminoiogy have not been used in the figure. Maps of the natural
regions of all the continents are included in the Aldine University Atlas
(Fultard and Dartey, 1969). The classification in Table 1.3, having been
devised for biotic communities, does not include the surface areas consisting
essentially of only ice and snow that occur in the Arctic and Antarctic.

The c«limatological, ecological, and geographical characteristics of a
region ace closely related and are pertinent to satellite communications
within the region. Areas of tropical rainforest, for example, (the forests
thicmselves are disappearing rapidly) can be expected to have heavy rainfall
and a high atmospheric vapor content. The Arctic, on the other hand, has Tow
precipitation and low values of water vapor. Some of .the characteristics of
the natural regions that may affect telecommunications are 1isted in Table 1.3
along with the names and locations of the regions,

A global_model for estimating rainfall statistics has been developed and
ts discussed in Sec. 4.3.3, where rain rate regions are show» in Figs. 4.8,
5.9 and 4.10, Having this statistical model of rainfall allows formulating
also a model of attentuation due to rainfall. To aid in comparing the natural
regions Tisted in Table 1.3 and the rain rate regions of Figs. 4.8 ~ 4.10, the
letter designations of the rain rate regions are included in Table 1.3, when-
ever a close correspondence occurs, in parentheses after the numbers assigned
to the natural regions. Worldwide maps or tabiles are also available showing
atmospheric water vapor content and features of the ihdex of refraction, n, of
the Farth's atmosphere, including surface values, An (the decrease in n in the
first 1 km), and Cﬁ Cng - n2)2 where ny and n, are indices of refraction at

points located 1 m apart]. These parameters are discussed in Secs. 3.1 and
3.2,

The rain-rate classifications of Sec. 4.3 and the available data on index

—of refraction, etc., are not very detailed, however, and advantage should be
taken of any more detailed information that may be available about the climate
and related characteristics of a potential site for an earth station. Lary
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Figure 1.5.
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Generalized distribution of major natural regions (adapted from

Trewartha, G.T,, An_ Introduction to Climate, McGraw-Hil11,
1968). The numbers correspond to the entries of Table 1.3.
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Table 1.3 The Major Natural Regions, their Locations, and Characteristics
Pertinent to Telecommunications -
Natural Region Characteristics
1. (A} Tundra lLow atmospheric water vapor content, low

(C)

(0)

(E)

(F)

Circumpolar (Arctic)

Northern coniferous

forest (taiga, boreal
forest)

Circumpolar, -south of
the tundra

Temperate rain forest
{marine west coast
climate)

N. Pacific coast of
N. America (Alaska to
California), w. coast
New Zealand, Tasmania
and s.e. Australia,
s. Chile.

Temperate deciduous
forest

Eastern N. America,
Europe, China, Japan,
e. coast of Australia

Broad-leafed evergreen
subtropical forest
(humid subtropical
climate)

S.e. U.S,, central and
$. Japan

Temperate grassiands
and steppes

Interior regions of

N. America, e. Europe,
central and w. Asia,
Argentina, Australia

precipitation, but fog common in summer.
Polar-cap absorption.

Rather Jow atmospheric water vapor content
and precipitation, winter temperature in-
versions and ice fog, the latter especially
in settlea areas (Fairbanks, Alaska).
Auroral absorption, scatter, and scintilla-
tion.

Moderately high - atmospheric water vapor
content, considerable rain and overcast,
but rain rates generally not extremely
high, drier in summer, amount of rainfall
influenced by 1location with respect to
mountains (Pacific Northwest).

Moderately high atmospheric water vapor
content, moderately high precipitation more
or less uniformly distributed throughout
year

High water vapor content, high rain rates
and high total precipitation, more or less
uniformly distributed throughout the year
in United States except higher in summer in
Florida.

Rather low water vapor content and total
precipitation but with some severe thunder-
storms and blfzzards. Precipitation great-
est in early summer 4in Great Plains of
United States.
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Table 1.3 The Maier Natn~ .1 Peaione  their locations, and Characteristics
Pertitiene Lu R IR R TR VI I ) (LUHt'd).

Natural Region Characteristics

7. (G) Tropical savanna Alternating wet and dry seasons with cor-
responding variations 1{n water vapor con-
Central Africa, C. and tent (summer monsoon in India),
S. America {(n. and s.
of Amazon basin),
n. Australia, s.e. Asia

— 8. Desert e Low total rainfall and low water vapor con-
tent away from coast but some intense rain-
S.w. and intermountain storms in summer, (Maximum rain in the -
N. America; n., s.w., and summer with a secondary maximum in the win-
e, Africa; Mid East; cen- ter -in Arizona.) Deserts and mountains
tral Asia; Peru and having higher precipitation are found in
n. Chile; c. Australia close proximity in western North America.

Some coastal areas have very high -water
vapor content (Persian Gulf). DOrier desert
areas subject to temperature inversions at

night.
9. Mediterranean (chaparral, Moderate water vapor near coast, lower in-
etc.) land, winter rainy season, dry summers.
Strong and persistent temperature inver-
Mediterranean area, sions in summer and fall (southern Cali-

California, central Chile, fornia).
Cape of Good Hope, s.w. and
s. Australia

10, (H) Tropical forest Very high water vapor content and very high
precipitation throughout most of year in
{a) Rainforest rainforest areas, lower in scrub forests.
Equator{ial fonospheric scatter and scintil-
Amazon basin, lation.

Brazilian coast of
S. America,

C. America, Congo,
Niger, and Zambezi
basins of Africa;
Indonesia, Malaysia,
Borneo, New Guinea,
and Pacific islands.

(b) Scrub and deciduous
forest

C. and S. America,

Africa, Australia,
s. Asia
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variations 1n climate can occur on a local scale as well as on a global
scale. Rainfall on the west slope of the Olympic Mountains of the state of
Washington, for example, may be about 144 inches (12 feet) per year, whereas
in the rain shadow on the northeast side of the mountains rainfall may total
only about 16 inches,

The auroral and equatorial ijonospheres exhibit {rregularities and dis-
turbed conditions more extensively than other regions. Magnetic latitude is
the major determining factor in the case of the fonosphere, but it corresponds
sufficiently closely to geographic latitude that Table 1.3 includes references
to fonospheric characteristics for regions 1, 2, and 10,
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CHAPTER 2
JONOSPHERIC EFFECTS

2.1 PROPAGATION IN HOMOGENEOUS PLASMAS

This chapter includes a brief treatment of jonospheric propagation. The
reader interested in a more thorough analysis of this large and interesting
subject is referred to references by Budden (1961), Davies (1965, 1969), Kelso
(1964), and Ratcliffe (1972). An elementary treatment starting with Maxwell's
equations is included in the text by Flock (1979).

2,1.1 Characteistic Waves

The Earth's fonosphere fs a partially fonized” gas or plasma which is
rendered anisotropic by the presence of the Earth's magnetic field. The con-
cept of characteristic waves is important in considering the propagation of
electromagnetic waves in such a medium. These are the waves which propagate
without changing their polarization, by which reference is made_to whether a
wave is linearly, circularly, or elliptically polarized and, in the case of
linear polarization, to the direction of the electric field intensity vector
of the wave_(e.g. vertical, horizontal, or at an angle between vertical and
horizontal). Changing from linear to elliptical polarization, for example,
constitutes a change {n polarization, and changing the direction of linear
polarization also constitutes a change in polarization.

The nature of the characteristic waves that propagate in an anisotropic
plasma such as the Earth's jonosphere can be determined by the application of
Maxwell's equations. It develops that there are two characteristic waves and
that the parameters of the characteristic waves depend upon the direction of

propagation with respect to._the Earth's .magnetic field (the angle O of
Fig. 2.1).




()

BL LA R

DI

"

?ﬁ‘

l

Figure 2.1, Coordinate system for considering propagation at an angle op from
the direction of the Earth's magnetic field B. The quantity k is
a vector indicating the direction of propagation of the wave.

Parallel Propagation

For propagation parallel to the Earth's field B (@B = 09) 1n the lossless

case the two characteristic waves are left and right circularly polarized and
have indices of refraction n, and n. given by

w2
n2 =K =1 - -—-—fL———— (2.1)
2 2 w(w*'wB) -
and
w2
R S L (2.2)
r r w(m-wB)

Ke and Ky are the relative dielectric constants for the left and right circu-
Tarly polarized waves. w is the angular frequency of the wave and equals 2qaf

where f is frequency in Hz, wg fs the angular gyro frequency of the electrons
in the plasma and is given by

o, =38

Tl (2.3)

where B s the Earth's magnetic field in Wo/m?, q = -e = -1.6022 x 10-19 ¢ is
the charge of the electron, and m is the mass of the electron (9.1096 x 10-31
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kg). _The_Earth's field 1s roughly that of a magnetic dipole, inclined hy
about 12° with respect to the rotational axis, for which the field decrcases
as the cube of the radius or—distance from the center-of the Earth. I'igure
2.2 shows field values given by a dipole model. Other more accurate models
take into accuunt the observed departure of the Earth's field from that of a
dipole. It must be recognized that the Earth's field changes with time and
that a model developed for a certain period of time will not give the most
accurate results for a later period., Emphasis was originally given to model-
ing the Earth's surface.field, but for.earth-space paths fiald values may be
needed for a range of altitudes. The Environmental Data Service (1976) of
NOAA, Boulder, Colorado can supply values of the Earth's magnetic field by
making use of several mathematical models and has prepared a leaflet describ-
ing their services of this type. The World Data Center A for Rockets and
Satellites, Code 601, NASA/Goddard Space Flight Center, Greenbelt, MD 20771
can supply information about computer programs for synthesizing field valucs.
Coefficients for expansion of the International Geomagnetic Reference Field in
spherical hammonics are given in the May 1982 issue of Geophysics (Peddie,
1982). This model of the Earth's geomagnetic field was developed by a working
group of IAGA (The International Association of Geomagnetism and Aeronomy). A
special issue of the Journal of Geomaynetism and Geoelectricity is scheduled
to be devoted to the Earth's field but is not yet available at the time of
writing. A computer algorithm for synthesizing the geomagnetic field has been
prepared by Malin and Barraclough (1981).

The gquantity ws is —the angular plasma frequency squared and can be
calculated from

W = —— (2.4)
p

N is electron density (e1/m3) and ¢, is the electric permittivity of empty
space (8.854 «x 10712 F/m). For practical calculations using Eqs. (2.1) and
(2.2) 1t may be convenient. to convert from angular frequency to frequency in
MHz for propagation at HF and higher frequencies. For this purpose

4 4

(F.). = 2.7992 x 10" B8 = 2.8 x 10° B (2.5)

B MHz
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Figure 2.2, Total fintensity of the Earth's magnetic field as a function of
altitude and dipole latitude, aéguming an 3ear‘th-centered dipole
of magnetic moment M = 7,95 x 10°° gauss cm® (after Smith, 1974).
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with B 10 Wb/n?, ur (fgly = 2.8 B with 8 1n gouss. Also

. ~h
(fp) Mg = 8:9788 x 10 N (2.6)

with N the number of. electrons per m3, Then-

172
f
n£ = 1~ ?—7'?"-";'?.[;7 (2.7)
and
1/2
ff-
EO R e (2.8

A right circularly polarized wave has an electric field intensity vector
of constant length that rotates with angular velocity w in the right circuiar
direction, which cen be defined by the dircction of the fingers of the right
hand, if they are imagined to circle the thumb when the thumb points-in the

direction of propagation. A Jeft circularly polarized wave rotates in the -
opposite direction.

Perpendicular Propagation

For propagation perpendicular to the magnetic field (oB = 909) one
characteristic wave has 1ts electric field intensfity vector directed-along the
z axis of Fig. 2.1. The electric field in this case imparts-a velocity-to the
free electrons in the z direction, with the result that the electrons are
unaffected by the magnetic field, as no magnetic force is exerted on charged
particles having velocities parallel to the magnetic field. The index of
refraction ng for this case is given by

) w2 f2
S B (2.9)
0 © £
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which 1s also the value for the case of no magnetic field. The subscript o
stands for ordinary; traditionally this wave has been called the ordinary wave
as 1t is unaffected by the magnetic fleld. If the electric field intensity is
in the y direction in Fio, 2.7 {or in general perpendicular to B), the situ-
ation is somewhat more complicated. in this case, the index of refraction n,
is given by

" K K
n‘- = MQ‘_ r - (2.]0)
X K
A
where
2
("]
- P
K, =1 =y
w wp

This wave is referred to as the extraordinary wave. The two characteristic
waves for propagation perpendicular to the magnetic field are linearly polar-
ized in the plane perpendicular to the direction of propagation,” but 1t
develops that for the extraordinary wave there is a component of electric
field intensity 1n the direction of prepagation (the x direction if the trans~
verse component 1s in the y direction) as well.

2.1.2 Role of Index of Refraction

The index of refraction of an electromagnetic wave is by definition the
ratio of ¢ = 3 x 108 m/s, ‘the velocity of an electromagnetic wave in empty
space, to Vps the phase velocity of the wave in question in the medium under
consideration. (A more precise value of ¢ is 2.9979 x 108‘m/s.) Thus

he S (2.11)
v
p

The phase constant 3 of an electromagnetic wave gives the phase lag of the
wave with distance when used in

E=E, e3f? (2.12)
for the case-of a wave propagating in the z direction and having an electric
field intensity E, at a reference position where z = 0. B can be expressed in

several ways as shown in Eq. 2.13, namely
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p -
where A {is wavelergth and g, is the phase constant for empty space. It can be
seen that the two characteristic waves, for propagation either parallel or
perpendicular to the magnetic field, have different values of index of refrac-

tion. Thus they have different phase velocities, phase constants, and wave-
Tengths.

2,1.3 Reflection and Refraction
Reflection

Examination of Egs. (2.1), (2.2), (2.9) and (2.10) reveals that it fis
possible for the index of refraction squared, or the relative dielectric
constant, to be negative and thus for the index of refraction itself to become
imaginary. The simplest case to consider is that of the ordinary wave
{Eq. 2.9). For w > wps Mg is real but for w < wps Mg {s imaginary. An
imaginary value of index of refraction determines that g of Eq. (2.12) will be
imaginary and that, instead of a propagating wave as indicated by Eaq. {2.12)
with g real, an evanescent condition will occur with E = Eoe““z, when the -jg

of Eq. (2.12) has become -jgy (-jInl) = -a. The different possibilities are
summarized in Table 2.1.

Table 2.1 Characteristics of n and E(z) Correspondfng to Different Relative
Values of w and wp

w n E(2) -
w > g rea) £ = Eoe‘jﬁz
m=wp 0 E=E‘J
6 <y imaginary E = Eje®
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The condition E = Eoe'az of Table 2.1 represents a field that attenuates
with z, but the attenuation in the evanescent case fs not dissfpative. In-
stead—it—involves reflection and reversal of directfon as suggested in
Fig. 2.3b. In Fig. 2.3 an increase of electron density with height in the
fonosphere is assumed. The frequency w is much greater than wy in Fig. 2.3a,
and the ray path is essentially unaffected by the fonosphere, whether the path
is vertical or oblique. In Fig. 2.3b the condition w <up is reached in the -
vertical path shown and the ray is reflected. The 1llustration of Fig. 2.3b

/

IONOSPHERE n /C\
[

a, b, <,

Figure 2.3. lonospheric ray paths.

d, w>> wp throughout the ionosphere.
b. The condition w A s reached along the ray path.
Obligue-incidence path.

o
.

suggests the. overall result, but the reflection process actually takes place
over a range of heights, consistent with E = Eoe'az, rather than abruptly at a
particular level. Furthermore, if the evanescent region is of 1imited extent
and E still has a significant value at the far side of the region from the
source, then a wave of diminished but measurable amplitude will be launched
and will propagate beyond the evanescent region.

For the ordinary wave wp plays the role of a critical frequency with
propagation occurring for © > wp and not for @ < Np. The situation is similar
to propagation in a metallic waveguide having a certain cutoff frequency fee
In a waveguide propagation occurs vor f > f. and an evanescent condition
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occurs for f <f.. An evanescent sectfon of wavequide, however, can serve as a
waveguide-below-cutoff attenuator. For the Teft and right circularly. polar-
jzed waves, Eqs. (2.1) and {2.2) show that the conditions,

2 2 2 2

wp:w +wa andmp:w -wa,

respectively, separate propagating and nonpropagating regions for the left and
right circularly polarized waves.

The above discussion {s idealized —in that dissipative attenuation does
occur to some degree in tne fonosphere so that for w-> wy, E(z) = g-iPzg-0z
where @ now represents dissipative attenuation involving the conversion of
electromagnetic energy into heat. The attenuation varies as 1/f2 for fre~
quencies above 30 MHz and tends to be small for frequencies used on earth-

space paths. The topic of absorptive or dissipative attenuation is treated in
Section 2.7,

Refraction

In Figure 2.3c a ray is obliquely incident upon the ionosphere and is
shown to experience reflection. In_this case @ is always greater than wp,
however, and while the overall result is usually viewed as reflection the
process is basically one of refraction. Applying Snell's law with the angle X
measured from the zenith and neglecting the earth's curvature

nsin X = ny sin X4
where X, s the initial launch angle below the ionosphere and Ngs the index of
refraction of the troposphere, is essentially unity. At the highest point in
the path of Figure 2.3c the angle x 1s 90°. Therefore, _at_this point n = sin
Xoe For the ordinary wave for which

2. 2
n =1 (fp/f)

with fp the plasma frequency and f the operating frequency
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no o= sin XO::l —(~f) (2.14)

from which cos x, = fp/f and

f = f, sec ¥

b o (2.15)

This expression-gives the maximum frequency, f, which will be reflected, or
refracted, from or helow a height where the plasma frequency fis fp for a wave
having a Taunch angle of x,. If fp is the peak value of the ionosphere then f
15 the maximum usable frequency, in particular the maximum frequency that will
be reflected for a launch angle of x.

The above case can be considered to be an extreme example of refrac-
tion. At the frequencies of “major interest in this handbook ionospheric
refraction will be of rather minor importance but will cause a slight bending
of a ray such that the apparent elevation angle or angle of arrival will be
higher than the geometric elevation angle. For satellites well above most of
the ionization the error in elevation angle A0 is given by

(R+r sin 0 )r cos o
0 00 (¢} AR

AQ = 2 —R—r‘ad (2.16)
[hi(2r0+hi) + (ro sin Cb) ]

where @, is the apparent elevation angle, h; is the height of the centroid of

the electron content along the path {normally_between 300 and 450 km), and AR

is the range error [Eq. (2.34)]. For sufficiently low elevation angles or for

long ranges corresponding to geostationary satellites for which R > ry sin g
cos ¢

2h‘1

As AR, the range error, varies with time, the elevation angle error Ao
also varies with time. Furthermore as Ao is the difference-between the true
and apparent elevation angles, the apparent elevation angle or direction of
arrival varies with time.

AD = R rad ~ (2.17)




These relations were developed by Millman and Reinsmith (1974). Klobuchar
(1978) reports that for a frequency of 1.6 GHz, a worst case elevation angle
of 59, and a TEC (total electron content) of 1019 e]ectrons/mz, A0 will be 0.3
mr. Equation (2.34) shows the range error and therefore the refraction or ele-
vation angle to vary inversely with £2,

2.1.4 QL Approximation

Propagation can occur-at any angle Og with respect to the magnetic field,
and analysis for the general case is more complex than for strictly parallel
or perpendicular propagation. The situation is considerably simplified, how-
ever, when the QL approximation is applicable. To state this approximation,
we use the common.practice of defining wz/w2 as X and wp/w as Y. Using
these -quantities, Eqs. (2.1) and (2.2) take the forms

2 X
n'Q = Kg =1 57 (2.18)
and
2 . X
nr = KI" =1 l_——Y- (2.19)

Aiso defining Y cos ©p as Y, and Y sin og as Yy, the condition for the QL
approximation to apply is
2 2 4
- > .

4(1 - X) YL > YT (2.20)
When this approximation applies the characteristic waves for propagation at an
angle og with respect to the magnetic field are circularly polarized, as they
are for o5 = 0°, and their indices of refraction have the forms

2 X
2] -, ——— 21
nx {2.21)

i
=~

and




2.1.5 Application to Space Communications

The value of X in Eq. (2.20) is a major factor in determining if the QL
approximation applies, and X is defined as wz/u?. For space communications
w tends to be high, X tends to be small, and the QL approximation tends to
apply, even for large values of Oz, Thus the characteristic waves on earth-
space paths are normally left and right circularly polarized waves. Also
examination of Eqs. (2.1) and (2.2) or (2.21) and (2.22) shows that ny and n,
have values only slightly less than unity for large values of w and that these
values approach closer to unity and to each other as w increases...Thus for w
sufficiently large, ng and n, are essentially unity, reflection does not
occur, and the effect of the ionosphere can be neglected. Such is the case
for frequencies above 10 GHz. Moving downward in frequency below 10 GHz,
however, one reaches frequencies for which_ionosphere effects are important,
even though ny and n, may sti11 not be far from unity.

In this section consideration is given to uniform or homogeneous media,
but the ionosphere is craracterized by various disturbances and irregularities
which also affect propagation and which are also most important for lower
frequencies. These irregularities and their effects are treated in Secs. 2.5,
2.6, and 2.7.

2.2 FARADAY ROTATION

Analysis of the propagation of a linearly polarized high-frequency wave
in the ionosphere shows that it experiences rotation of the plane of polariza-
tion such that a wave that 1is launched with vertical pclarization, for ex-
ample, does not remain vertical., Depending on the frequency, length of path
in the fonosnhere, and orientation with respect to the Earth's magnetic field
the amount of rotation may vary from a negligible amount to amounts in excess
of 360° to many complete rotations. The basis for such rotation, known as
Feraday rotation, is that a linearly polarized wave consists of left and right
circularly polarized components which have different indices of refraction.

That a Tlinearly polarized wave can be separated into left and right
circularly polarized components, or formed by combining the circular com-
ponents, can be visualized with the aid of Fig. 2.4.




Consider that E, and E,. are the clectric field intensity vectors of left
anrd right circularly polarized waves. Small auxiliary arrows are used to 1
1ndfcate the direction of rotatton for £, and E, for a right-handed coardinate
system with z, the direction of propagation, extending out of the plane of the
paper. E,and E. are the circularly polarized components of a linearly polar-
ized wave having its electric tield intensity in the x direction. Figure 2.4a
shows an instant when E4 and E,. both also lie_along the x axis, and Fig.
2.4b shows conditions an instant later. It can be recognized that as the two
" Tvectors rotate their projections on the y axis cancel and the sum of their
projections on the x axis provide cosinusoidal variation of the amplitude of
E, with E always lying along the x axis. Note that as E varies cosinu-
sofdally, Eg and E maintain constant lengths.

Y

. Y

.gz

{f> 'Er

& _ —_—

k b & E

£ ——— X - X
E ; E E

5 r -

5 Ey
_f (a) (b)
“i‘ Figure Z.4. I1lustration suggesting how circularly polarized waves combine to
R form a linearly polarized wave.

3N

As the vectors E, and E,. propagate in the z direction, they continue to
rotate with angular velocity w in their respective directions but the phases
of the rotations lag in accordance witn the factors e™JBg and e~JBZ, The
indices n, and n, have different values and therefore g, and g, have different
values, in accordance with Eq. (2.13). Thus after propagating a distance z,
the rotations are no longer symmetrical about the x axis, and the direction of
the linearly polarized wave no longer lies along the x axis but at an angle ¢
from the original x axis where

z - B2
¢ = fi&-i—fﬁl- (2.23)
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for the case of a uniform fonosphere, The parameter By 1s larger than fip but

fts Tag in phase of rotation is in the right circutar directfon. Thus, Trig,
2.5 shows a possible condition after propagation through some.

-distance z,
namely rotation of = E  through an angle

¢ 1n the rignt circular direction., —

Consider now Propagation at an
field when the QL approximation applies.
the calculation of rotation can be simpli fi

angle O with respect to the magnetic
For sufficiently high frequencies,
ed by noting that

- - 1 1
Bx Br - Bo(nx nr) - Bo (1 . X )/2 . (1 . X )/2
2 2 2 I+y -y
g B
~ 0 X X - _ 0
= ——2._ 1 -Z—(-ITY—L—) - 1 +m Tl!L (2-24)

The electron density and magnetic field along the path will in general not be
uniform but tota! rotation can pe determined by first defining the differen- —

tial rotation d¢ in an increment of path length dg and
the length of the path. Thus

B 4]
do =—2~XYLC|,Q rad

then Tntegrating along

(2.25)
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amd, using the definitions of X and YL, the total rotation ¢ in radfans along
a path 1s given by

3
o= ——— | NB cos 0, d4 rad (2.26)

2cem w
0

where e = 1.6022 x 10729, m = 9,1096 x 1031, ¢ = 3 x 105, ¢, = 8.854 x 10712,
and w = 2nf. Also

4
2.36 x 10
5= 236X 10

" J NB cos g, d4 rad (2.27)
¢

with £ in Hz and all quantities in Si units (N/m3 and B, the earth's field, in
2
Wb/me).

The total rotation can be seen to vary inversely with £2 and to be pro-
portional to-the integral of electron density, weighted by the value cf B cos
og along the path. If it is desired to carry out integration in the vertical
direction, letting d&4 = dh, but the path is a slant path, a factor sec y can
be introduced inside the integral in Eq. (2.27), where x is the zenith angle
or angle of the path measured from the vertical. B decreases as the cube of
radius and has very low vaiues above about 2000 km, and Faraday rotation is
insensitive to ionization above that level. Thus, Faraday rotation measure-
ments of signals from geostationary satellites provide a measure of ionos-
pheric total electron content but not of total electron content along the
entire path to a satellite. The region above the ionosphere, above about 2000

km; may have an electron content that is about 10 percent of the electron

content of the fonosphere in the daytime and 50 percent at night {Davies,
Hartmann, and Leitinger, 1977).

For some situations, it is sufficiently accurate to replace B cos og in

Eq. (2.27) by an average value, namely EL and take it outside the integral.
The expression for the Faraday rotation angle ¢ then becomes

b e e

\* ]




4 236 x 10° B, TEC
2

(2.28)
f f

vwhere

BL = [ NB cos % da

[Ndx

and TEC stands for the total {fonospheric electron content along the path.
Equation (2.28) can be inverted to find TEC by use of
2
TeC = ——tf —— (2.29)
2.36 x 10" B

On a fixed path, when the above procedure is applicable, the amount of Faraday
rotation depends on the TEC, which exhibits a pronounced diurnal variation as
well as a variation with the season, solar flare activity, and period of the
solar cycle. When the form of the variation of electron density with altitude
changes, however, the value of E'L may change also.

A practical consequence of Faraday rotation is that, in the frequency
range where Faraday rotation "is significant, one cannoi transmit using one
Tinear polarization and receive using an antenna with the same linear polari-
zation without a high probability of a polarization loss which may be ser-
ious. Among the techniques for_avoiding or dealing with the problem are to
use a sufficiently high frequency for which Faraday rotation is negligible, to
use a receiving antenna that can accept both orthogonal linear polarizations
so that no polarization-loss occurs, and to use circular rather than linear
polarization. As a right or -left circuiarly polarized wave is a character-
istic wave, it does not change polarization as it propagates and thus presents
no problem, as long as both transmitting and receiving antennas are designed
for circular polarization. Another possibility, if Faraday rotation is not
too great or highly variable, is to vary the orientation of a linear transmit-
ting or receiving antenna to compensate for the Faraday rotation expected
along the path, as a function of time of day, season, and period of the
sunspot cycle.
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As Faraday .rotation and group delay and other topics of the following
Sec. 2.3 are all functions of electron content along the path, numerical
i1lustrations of Faraday rotation are deferred until Sec. 2.4 which deals with
electron content.

2,3 GROUP DELAY, PHASE ADVANCE, DOPPLER FREQUENCY, AND BANDWIDTH COHERENCE
2.3.1 Group Delay

To consider fonospheric group delay at high frequencies, note that the
integral [n d&, evaiuated along a path with n representing index of refrac-
tion, gives th2 true distance along the path 1f n = 1 but gives a value P,

sometimes called- the phase path length, which is different from the 1rue
distance if n # 1. Thus

P=/ndsg (2.30)
and AP the difference between P and the true length is given by
AP = [ (n - 1) d2 (2.31)

Neglecting refraction and considering that f > 100 MHz for which g 1. X,

-

2
n2=1-_2=1-80.gN (2.32)

f

-

where N is electron density (e1/m3) and f is frequency in Hz. Taking X as
being small compared to unity as is the case for sufficiently high frequen-
cies, including f > 100 MHz.

X 40.3 N

n=1=- 7" 1- 3 (2.33)

f

For group detay, however, one is concerned with the group velocity rather than
phase velocity. As Vg¥p = 2 for {onospheric propagation when vp > ¢, where
vp is phase velocity and Vg is group velocity, one -should use.the group
refractive index, ng = 1+ X/2. The result is that
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AR 742 = == [ N dg m (2,34)
fo—— f

where AR-is a positive range error ard is the difference between the true
range and that which-would be inferred by assuming a velocity of ¢c. (The true
range 1s less than the inferred. range.) Also, if the velocity ¢ 1s assumed,
AR corresponds to an error in time or a time delay of

-2
st = 23 v e Ny s (2.35)

cf f

where [ N d2 is the total electron content (TEC) along the path (el/m?). If

the TEC is known or can be estimated closely, At can be determined from Ea.
(2.35),

Use of a second lTower frequency allows determining At and also TEC with-
out any advance informatian. Let
40,3 TEC

2
cf1

Atl =

where f1 is the frequency of primary interest and

At = 59.3 TEC
2 cfz
2
Then
- _ 40,3 TEC 1 1
5t = At:2 - Atl — |3 - (2.36)
f2 f1

It is now possible to solve for Aty which is given by
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Note that &t can he readily measured by suitably modulating both carrier
frequencies but At as used in Eq. (2.35) cannot be readily measured directly
for Tack of a suitable reference signal.

for determining the TEC, one can use

TEC = o e (2.38)

Cquation (2.37) allows calculating amd correcting for At;, at the expense of
utilizing a second frequenty. Such a correction is impertant in the case of
satel1ite navigation systems such as the NAVSTAR Global Positioning System,
where it {is desired to determine positions precisely. In particular, it_is.
desired to locate positions to an accuracy of a few meters, but if no allow-
ance is made an =lectron content of 1018 electrons/m2 can cause an error of
134 nanoseconds or 40 m in range at a frequency of 1 GHz (Klobuchar, 1978),

Another case where high accuracy is desired is that of the DSN (Deep
Space Network) of the Jet Propulsion Laboratory, where it is desired to deter-
mine ranges to satellites with a precision of 3 m. Coded signals are trans-
mitted to satellites at S band and retransmitted back to the station as X
band. Also for determining the declination angle of a spacecraft near zero
declination a range differencing procedure has been developed. This procedure

involves determining the difference in distance to the satellite from Gold-.

stone, California and Canberra, Australia. Correction for time delays s
essential to this procedure.

Equation (2.38), when applied to an earth-space path, gives the total
electron content along the entire path, in contrast—to Faraday rotation
measurements which gives the electron content of the i{onosphere only.
Numerical values of time delay are given in Sec, 2.4.
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2.3.2 Phase Advance

The presence of the fonosphere advances the phase of a recefved signal
with respect to the value which would be recorded for propagation through
unionized afr. Equation (2.34) can be used to determine A¢, the phase ad-
vance, by multiplying by the phase constant B = 2n/A = 2af/c, Thus

5

L 40.3 (onf)

fzc

b c

-7
- 8.4 ; 10 e rad (2.39)

Dividing by 2n gives the value of a@ in cycles so that

-7
A = E;Ei?ﬁ_gl..rgc cycles

2,3.3 Doppler Freguency

Frequency and phase are related by
f 2o {2.40)
with f in Hz and ¢ in radians. The Doppler shift in frequency, fp, corres-
ponding to the phase change descrited in Eq. {2.39) 1s given by
d{TEC) _ 1.34 x 1077 4(TEC)

_ 1 8.44 x 107 .

fo = 7 f dt f dt

In tems of finite quantities, it becomes

_1.34 x 10”7 A{TEC)

D f T
C

f (2.41)

where the TEC changes by A(TEC) in the time interval or count time T. ard fp
is the average value during T..
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2.3.4 Differenced Range versus Integrated Doppler (DRVID)

A technique known as differenced range versus integrated Doppler (DRVID)

has been developed at the Jet Propulsion Laboratory for obtaining information—

about changes in columnar electron content (TEC) (Callahan, 1975). The hasis
for the technique is the difference in group and phase velocities, the group
velocity being less than ¢ and the phase velocity being greater than c. In
termms of index of refraction,

n =1+ 40'2 N and n=1 - ﬂEL%—i

9 f f
where ng-is the group index and n is the phase index, which 13 normally what
one refers to when they speak of index of refraction. Total cclumnar electron
content, TEC, and electron density, N, are related by TEC = | Nd1, where the

integral is taken along the -path length.

The Deep Space Network of the Jet Propulsion Laboratory has a system for
measuring range delay by the use of two-way transmissions of coded pulse
trains. For the time interval between t, and t, this system provides a value
ARg which in general is a combination of a true change in range, R(t) - R(t,)
and an apparent change in range represented by 40.3 A(TEC)/fz. Thus

40.3 A(TEC)

f2 -

A similar expression applies for AR¢ (t, to), which is determined by a phase
or Doppler frequency measurement such that

ARg(t,to) =R(t) - R(to) + (2.42)

40.3 A(TEC)

AR¢ (t,to) = R(t). - R(to)’— fz (2.43) -
The difference ARg - AR, is designated as DRYID, which is given by
6 A
DRVID(t) = AR (t) - AR (t) = S0:6 A(TEC) (2.44)
g ¢ fz

where DRVID, ARg, and AR¢ all refer to values applying at a time t after t,.
" From Eq. (2.44), the change {n total electron content A(TEC) can be determined
and if a series of consecutive measurements of this kind ire made, a record of
the variation of TEC can be constructed. Note that the absclute vaiue of TEC
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______ _can_not_be determined by this method but that the effects of motion of the
spacecraft and of the troposphere are cancelled out as Ng and n are the same
for the troposphere.

, The quantity AR¢ can be detemined from

AR
21 ¢ .
fD ol s (2.45)
o ¢
where T. is the count time and equals t - t, or alternatively from
’ _1 Ad
fy = 5 T (2.46)
c
. and
A =-2-EAR (2.47)
Ny ¢

where A¢ is the change in phase in the time T.. Equation (2.46) has the.form
of Eq. (2.40) except that finite quantities A¢ and T, are used in place of d¢
and dt. The fp of Eqs. (2.45) and (2.46) is the average Doppler frequency in
the interval T.. A limitatfon of the DRVID technique is that it tends to be
noisy and not readily adaptable to recording rapid scintillation (Sec., 2.6).

2.3.5 Bandwidth Coherence

Time delay and phase advance on ionospheric paths are functions of fre-
quency. The rate of change of time delay with frequency, or the time-delay
dispersion, is found by taking the derivative of Eq. (2.35) yielding

-7
dt -80.6 [ Nag = -2,68 x 10 TEC
df 3 3 -
cf f

(2.48)

The rate of change of phase angle with frequency or the phase-advance disper-
sion, 1s found by taking the derivative of Eq. (2.39) giving

-7
do _ -8.44 x 10
e ——g T (2.49)

f
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The effect of dispersion is to tend to introduce distortion inte wideband
signals. Note that all of the quantities of this Sec. 2.3 are closely related
and that the other quantities can all be determined from the.group delay.

2.4 ELECTRON CONTENTS OF IONOSPHERE AND PLASMASPHERE AND THEIR EFFECTS

Faraday rotation measurements on .atellite to earth paths provide values
of the electron content of the ionospherc, and group delay measurements give
the total electron content (TEC) along the entire path. By taking the differ-
ence of the total and ionospheri¢ values, the electron content of the plasmas-
phere or protonosphere 1is obtained., Most electron content data refer to
jonospheric values, but data for the plasmasphere as well have been reported
by Davies, Hartman, and Leitinger (1977), Klobuchar and Working Group (1978),
and Davies (1980).

The ionospheric TEC shows pronounced diurnal variations consistent with
the production of ionization by solar radiation in the daytime and the decay
of ionization at night. Extreme values of the ionospheric TEC are given by
Klobuchar (1978) as-10*% e1/m® {min) and 103 e1/m? (max); CCIR Report 263-4
(CCIR, 1978) refers to 1018 e‘i/m2 as a maximum zenith value. These values
apply to the electron content of a vertical column having a cross section of 1
m? and extending_to a height of about 2000 km. Representative curves showing
the diurnal variation of TEC for an invariant latitude of 54° are given in
Fig., 2.6. Invariant latitude equals cos™! (1/1)1/2 and refers to the magnetic
field line that—-is at-a distance L, measured in earth radii; from the center
of the earth, at the magnetic equator.

One effect of the TEC is to produce group time delay. Plots showing
ionospheric time delay as a function of TEC and frequency are shown in Fig.
2.7

The results of utilizing a worldwide model of jonospheric TEC to deter-
mine time delay at a frequency of 1.6 GHz are shown in Fig. 2.8.

Typical values of Faraday rotation as a function of 1ionospheric TEC and
frequency for a northern mid-latitude station viewing a geostationary satel-
Tite near the station meridian are shown in Fig. 2.9.
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_ Figures 2.6 and 2.9 provide {nformation about the diurnal variation of
TEC and how TEC affects group time delay and Faraday rotation., The data shown
in these figures may be sufficient for some purposes, but solar-cycle varia-
tions and fonospheric disturbances and irregularities cause variations in TEC
that may be important in certain cases.

Table 2-2, adapted from CCIR Report 263-4 and a draft revision of Report
565-1, gives a summary of jonospheric effects of frequencies from 100 MHz to
10 GHz. Included are effects proportional to TEC (Faraday rotation, propaga-
tion delay, and dispersion) and refraction and absorption.

Table 2.2 Estimated maximum ionospheric effects in the United States for
elevation angles of about 30 degrees and one-way paths (derived
from Table VI, Report 263-4).

Frequency

Effect Dependence 100 MHz 300 MHz 1 GHz 3 GHz 10 GHz
Faraday 1/F2 30 rot. 3.3 rot. 108° 12° 1.10
Rotation
Propagation 1/2 25 s 2.8us 0.25 us  0.028-us 0.0025 ps
delay
Refraction 1/¢2 <10 < <0.6'  <4.2"  <0.36"
Variation in l/f2 20 min 2.2 min 12 sec  1.32 sec 0.12 sec
the direction of arc:  of arc of arc of arc of arc
of arrival
Absorption 1/§% 5 d3 1.1 dB 0.2dB 0,04 4B 0,008 dB
(auroral and 1<x<2
polar cap)
Absorption 1/2 <1d8  0.1dB  <0.01 dB8 0.001 d8 <104 dB
(mid latitude)
Dispersion 1/£3 0.4 0.015 0.0004 1.5x 4 x 1077

ps/Hz ps/Hz ps/Hz 10-5 ps/  ps/Hz
Hz
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Figure 2.6. Diurnal variations in TEC, mean monthly curves for 1967 to 1973 as
obtained at Sagamore Hil1, MA using 136 MHz signals from ATS-3
{after Hawkins and Klobuchar, 1974),
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frequency (after Klobuchar, 1978).
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2,5 TONOSPHERIC DISTURBANCES AND IRREGULARITIES
2.5.1 Equatorial lonosphere

Because of atmospheric solar and Tunar tidal forces and heating by the
Sun, horizontal movements or winds.-occur in the fonosphere. As a resvlt,
eleetric fields are developed by the dynamo affect, described by £ = ¥ x B,
vhere E is electric field intensity, y is the velocity of the charged part-
ictes of the ionosphere, and B is the Earth's magnetic fieid.. (This is a
vector equation and E is perpendicutar to both y and B.) The electric fields
in turn drive a current system.in the ionosphere which involves two systems of
current loops 1in the daytime hemisphere, one in the northern hemisphere and
one in the southern hemisphere. The currents flow counterclockwise {n the
northern hemisphere and clockwise in the southern hemisphere so that the cur-
rents of both systems flow from west to east near the geomagnetic equator..
Furthermore, the conductivity of the ionosphere becomes high over a restricted
range of altitude in the E region. Also, . the equatorial ijonosphere is
situated favorably to intercept solar radiation, which is the main agent
causing ionization in the ionosphere. As a result of the factors mentioned, a
strong, concentrated current, known as the equatorial electrojet, flows at
heights near 110 km in the E-region of the equatorial ionosphere. Electron
density irregularities and variations associated with the electrojet cause
scattering of. electromagnetic -waves which are incident upon and propagate
through this region. Strong radar backscatter echoes are received from the
equatorial electrojet. The Jicamarca Radar Observatory near Lima, Peru,
operating at a frequency near 50 MHz, has provided a large amount of informa-
tion concerning the equatorial ionosphere. It can record both discrete echoes
from £ and D region irregularities and weak incoherent-scatter echoes from the
entire fonosphere (Evans, 1969; Farley, 1963; Balsiey, 1969).

v The occurrence of plasma bubbles. (McClure et al., 1977) has been an
e object of investigation since Woodman and La Hoz {1976) reported the appear-
: ance of rising plume-1ike structures, using the Jicamarca radar. The bubbles
typically have a width of 100 km and electron densities 1 to 2 orders of
magnitude less than the surrounding (Heron, 1980). Such bubbles are con-
sidered further in Sec. 2.6.
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2.5.2 Auroral lonosphere 5

Lnergetic—particle precipitation into the auroral {foncsphere causes the
visible aurora, excess jonization which attenuates and scatters radio waves,
and concentrated electrical currents known as auroral electrojets. The cur-
rents in turn cause characteristic variations in the geomagnetic field. These
phencmena occur in the form of an cval (Fig. 2.10) which surrounds but fs
eccentric with respect to the Earth's magnetic dip pole, with the oval center
displaced by about 39 toward the dark hemisphere !{Akasofu, 1968). The oval is
fixed approximately with respect to the Sun, and the Earth rotates beneath the
oval. The term auroral zone is applied to the area that falls beneath the
midnight portion of the auroral oval, where auroral activity occurs essen-
tially every night to-some degree.

The excess ionization occurs prominently in the E region and can be re-
s garded as a variety of cporadic E, Intense radar backscatter or radar aurorsal
s echoes can be received at HF, VHF, and UHF frequencies. The irregularities in
jonization are field aligned, having a considerable ertent along the Earth's
magnetic field lines and a small extent perpendicular to the-lines. The line

; of sight to the echoing region must be close to perpendicular to the magnetic

field to receive VHF-UHF echoes, which must therefore occur at ranges of 500-
3 900 km in Alaska. An auroral radar facility at Anchorage, Alaska transmits
T data to the NOAA-USAF Space Environment Services Center in Boulder,
;i - Colorado. HF waves experience sufficient refraction in the auroral jonosphere
S to achieve near-perpendicularity without being launched originally in the per-

H

e

pendicular direction.

R

An ionospheric trough, namely a region of reduced ionization, separates
the auroral and mid-latitude idnospheres. This trough appears to be linked by
magnetic field lines to the plasmapause of the magnetosphere (Sec. 1.3).

. The riometer (relative ionospheric opacity meter) has been a valuable
tool for studying the auroral and polar ionospheres. It operates typically at
a frequency of 30 MHz and, Ly recording the ampiitude of cosmic noise,
monitors auroral and polar-cap activity and the associated attenuation exper- - . i
ienced™by radio waves propagating through the auroral ionosphere, An inco-
herent scatter radar facility at Chatanika, Alaska, near Fairbanks, has been
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Figure 2.10, The auroral oval (Akasofu, 1968),

in operation since about 1972 and has provided extremely valuable information
about the auroral fonosphere (Leadabrand et at., 1972; Baron, 1974; Hunsucker,
1974), Auroral absorption is considered further in Sec. 2.7,

2.5.3 SID's and lonospheric Storms:

The equatorial and auroral ionosphere are characterized by frregularities
and disturbed conditions, to some degree and subject tc diurnal variations, on
a more or less continuous basis, The mid-tatitude ionosphere exhibits less
activity and disturbance generally but is subject to the effects of solar-
flares and sporadic E. Auroral activity is also enhanced by flare activity.

The effects of solar flares can be divided into the categories of simul-
taneous and delayed. The simultaneous effects result from the radiation of X-
rays from the flares. X-rays propagate with the velocity ¢, the velocity of
1ight. The simultaneous effects are known as sudden ionospheric disturbances
(SID's), a term which covers a variety of phenomena including SWF (shortwave

fadeout), SCNA (sudden cosmic noise absorption), SPA (sudden phase anomaly) e

and SFD (sudden frequency deviation). These effects tend to be important at HF
frequencies. SHF refers to a decrease in amplitude of radio-wave transmis-
sions, whereas SPA and SFD. refer to variations 1in phase and freguency of
radio~wave transmissions. Phase ¢ and frequency f are related by
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. L dg 2.5
Z2u dt (2.50)

and if a change 1in phase occurs, a corresponding change in the frequency of
the recorded signal also occurs. The change in frequency is similar to that
encountered in reflecticon from a moving object and the term Doppler frequency

is applied- in both cases. Solar X-rays affect primarily the D region of the
ionosphere.

Delayed effects from solar flares are caused by particles which are
emitted- from the Sun and may take 20 to 40 or more hours to reach the Earth,
The particles cause magnetic and ionospheric storms (Rishbeth and Garriott,
1969), which can result in blackout of WF frequencies and also cause large
variations in phase and Doppler frequency. Ionospheric storms strongly affect
the F region of the ionosphere,

Magnetic storms are manifested by large irregular variations in the
magnitude and direction of the Earth's magnetic field, as recorded by
magnetometers, and are accompanied by ionospheric storms that strongly affect
the F region of the fonosphere.

If 1t is not always possible to make a clear distinction between quiet
jonospheric conditions and the disturbed conditions of magnetic storms. Some
magnetic activity and associated ionospheric effects, especially the TID's and
spread F discussed in the following subsection, tend to occur to some degree
nearly every night even in temperate latitudes.

2.5.4 Traveling lonospheric Disturbances and Spread F

Traveling ifonospheric disturbances (TID's) propagate as acoustic-gravity
waves in-the Earth's fonosphere (Hines, 1974)., These waves involve variaticons
in pressure and corresponding variations in electron density. Measurements of
the Faraday rotation of signals from satellites indicate a cyclical variation
in total electron content as TID's propagate through an earth-space path.
TID's frequently appear to originate in the auroral zone and to propagate
toward the equator. The condition of spread F is commonly associated with
TID's (Booker, 1979). Spread F manifests itself and was originally identified
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on fonosonde records, which are made by vertically pointing...radar systems
whose frequency 1s varied perfodically from about 0.% to 26 MHz. Under quiet
fonospheric conditions, the traces on an ionosonde record have the form shown
fn Fig. 2.11.- In the fonogram, the virtual height of rcflection is plotted as
a function of frequency. The symbols f, and fy 1n Fig. 2.11 stand for

penetration frequencies of the {fonospheric Tlayers (E, F1, and F?) for the

“ordinary" (unaffected by magnetic field) and "extraordinary" waves. The
highest penetration frequency shown, ¢,F, is about 7 MHz. Waves at higner
frequencies pass through the {fonosphere without reflection. A main point for
present purposes 1s that the traces are relatively clean and distinct, al-
though those of Fig. 2.11 have heen redrawn to provide additional clarity.

When spread F occurs, the trace for the F region is broken up into o
multiplicity of separate traces. Spread F has been divided into two main
types, which are range spreading and frequency spreading. Range spreading
involves two or more traces {often a multiplicity) having different virtual
heights -well below the penetration frequency as in Fig. 2.12a., The hich-
frequency portions of the traces are branched or blurred in frequency spread-
ing as in Fig. 2.12b.

Spread F occurs for the largest.percentage of the time in equatorial and
auroral latitudes, but as mentioned previously tends to occur nearly every
night in temperature latitudes to some degree as well. It is positively cor-
related with magnetic activity at high latitudes and negatively correlated at
low latitudes (Rishbeth and Garriott, 1969),
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Figure 2.11. ionospheric traces under quiet ionospheric conditions,
Washington, D.C., June 3, 1962 (after Davies, 1959).

Figure 2.12. lonograms showing spread-F. a) Range spreading, Huancayo, Peru,
May 20, 1960. b) Frequency spreading, South Pole, August 1,
1960 (Davies, 1965). The vertical axis represents virtual height
and the horizontal axis represents freguency.
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2.5.5 Polar-cap Ahsorption

Very energetic protons or solar cosmic rays which may reach the Earth in
only 15 minutes to several hours after a4 flare are acsociated with some
intense solar flares. These particles arc guided by the Earth's maanetic field
to the polar regions, above about 64° in-.geomagnetic latitude, where they
cause polar-cap absorption. Such polar-cap absorption events occur most
frequently near the peak of -the surspot cycle and tend to last for several
days. When the polar regions have periods of both daylight and darkness, the
absorption decreases significantly at night with respect to daytime values.
The auroral--oval partially cverlaps the equatorward edge of the region where
polar-cap absorption occurs, and both polarcap and auroral absorption can
occur in the auroral zone. A hypothetical illustration of polar-cap absorp-
tion is given in Sec. 2.7,

2.6 IONOSPHERIC SCIMTILLATION
2.6.1 Introduction

Irregular variations or scintillations of the amplitude of radiowaves
received from radio stars were first recorded by Hay, Parsons, and Phillips
(1946) who reported variations in the amplitude of signals from Cygnus and
Cassfopeia at 36 MHz. At first, it was thought that the emissions from the
stars might be varying with time, but records obtained simultaneously from
stations separated by 200 km showed no similarity whereas when the recedver
separation was only about 1 km the records were closely similar (Smith, 1950;
Little and Lovell, 1950), These results showed that the scintillations were
not caused by -the stars but were of localized origin, and it was concluded
that their source was in the jonosphere. The scintillations were attributed by
Hewish (1952) to a diffraction pattern formed at the ground by a steadily
drifting pattern of irregularities in the ionosphere at a height of about 400
km. According to Aarons, Whitney, and Allen (1971), the irregularities are
mostly in the F layer at heights predominantly from 225 to 400 km.

With the advent of satellites, scintillations of signals from such space-
craft were also observed {Yeh and Swenson, 1964), The signals from radio
stars are incoherent and broadband and allow the recording of amplitude and
angle-of=arrival scintillations but not phase scintillations. Coherent, mono-
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chromatic signals from spacecraft have the advantage of allowing the recording
of phase scintillations and spectral broadening as well as amplitude scintil-
Tations (Crane, 1977; Woo, 1977; Smith and Edelson, 1980). The early obser-
vations of scintillations were at comparatively low frequencies.and, on the
basis of the assumed form of decrease of scintillation intensity with fre-
quency, it was expected that frequencies as high as those of the 4 and 6 GHz
bands planned for the INTELSAT system would be free from scintillation
effects. It developed, however, that scintillation occurs at frequencies at
least as high as 6 GHz, with significant scintiilation at 4 and 6 GHz in
equatorial latitudes {Craft and Westerlund, 1972; Taur, 1973).

Scintillation may involve weak scattering._or .strong scattering. The
strongest scattering is observed in the equatorial and auroral regions, espe-
cially the equatorial areas. The resulting scintillation is correspondingly
intense and extends to higher frequencies than elsewhere, Scintillatfon tends
to-be weak at temperate latitudes. Maximum scintillation occurs at night in
all three regions (before midnight in equatorial regions). The nighttime pat-

~tern of occurrence is shown in Fig. 2,13. It is generally agreed that the
weak mid-latitude scintillation is due to diffractive scattering, and it has
sometimes been assumed that such is the case for all scintillation. Certain
analyses of -trong, scattering, including that responsible for scintillation
at microwave (SHF) frequencies, however, have led to conctusions that such
scintillation must be caused by a higher portion of the atmosphere, in

_particular the plasmasphere {Booker, 1975) or by a different mechanism, namely

refractive scattering rather than diffractive scattering (Crain, Booker, and
Ferguson, 1979). The refractive scattering is said to be caused by jonfzation
structure in the form of “holes" of "bubbles" that is perpendicular to the
line of sight. Refractive scattering is considered to involve irregularities
of scale larger than the Fresnel scale, and diffractive scattering is assumed
to involve irregularities having sizes near the Fresnel scale.

Several measures or indices of scintillation have been used. Attention
was given to the subject of indices by Briggs and Parkin {1963} who introduced
indices designated by S, Sy, S, S3, and S4. The index Sq, representing the
standard deviation of received power divided by the mean value is said to be
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Figure 2.13. pattern of pccurrence of jonospheric scintillation {CCIR, 1978).
he several indices {X1obuchar and Working Group, 1978).

the most useful of
1t is given by

v
: 1 1/2
3

field intensity. A similar index, m, hes been defined as the ratio

where E 18
n value of power.

of rms fluctuation t0 mea
ent approximate neasure of

proposed as @ conveni
1t is defined by

and Malik, 1969).
P - P
max min

=._________-—-—"‘
Si 5 o
max min

The index S1 has been
scintillation {Whitney, Aarons,
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where-the P's represent power. In order to avoid overemphasizing extreme con-
ditions, it was recommended that the third pcak down from the maximum pcak in

an interval and the third minimum-up from the absolute minimum be used to
defire Prax and Prao.

The parameters Ter the fade coherence time, 1is pertinent to digital
communications. If <, is long compared to the time interval corresponding to
one bit, the average bit error can be computed in terms of S,. It has been
asserted that knowledge of S4, 7., and a rough measu'e of coherence bandwidth
are what is needed for considering the effect of scintillation on transionos-
pheric communication systems (Klobuchar and Working Group, 1978).

2.6.2 Theory

Discussions of ionospheric scintillation may refer to Fresnel scale sizes
and distances. To introduce these concepts, consider a path of length d
between transmitting and receiving locations. At distances d; from the trans-

mitter and dp from the receiver, the first Fresnel zone radius Fy 1s given by
(Appendix 2.1)

: =j nddo (2.52)
1 d

A1l the elements of radiation passing through the first Fresnel z2one have com-
ponents of electric field intensity that add.-constructively. If the distance
to the transmitter d; becomes very large compared to dp, dp approaches d and
the first Fresnel zone radius is given by

R {2.52a)

The first Fresnel zone is circular in cross section and has an area of gF 2,
Converting to different symbols, corresponding to irregularities that occur
with a radius or scale size L about equal to F; at a height h = 2 above a
point of observation Eq. {2.52a) becomes

L= [az- , (2.52b)
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Upon rearrangement, one ohtains
2 .
z=L/x (2.53)

In Eqs. (2.52b) and (2.53), L takes the place of F; and z takes the place of
dp- In some cases, one may wish to know the Fresnel distance z corresponding
to a certain value of L: In other applications, one may wish to know the
Fresnel scale size L corresponding to a certain distance z. If dp is not
sufficiently large to justify using Eq. (2.52a), one can revert to Eq. (2.52)
which is sometimes written with deR/d replaced by a single symbol which is
referred to as reduced distance.

Some analyses of ionospheric scintillation are based on .consideration of
scattering in an ionospheric layer or screen containing identical roughly
isotropic or ellipsoidal irregularities of scale size L, as Fig. 2.14. Let
the 1irregularities of the layer be characterized by &N, the deviation in
electron density from that of surroundings. The corresponding deviation An in
index of refraction can be determined by use of Eq. (2.33) to be given by

an = -40.3 aN/f2 (2.54)
thus
_— 3, 2
1,624 x 10°(aN
(an)? = ; (M) (2.55)
f

where the overbars indicate mean values. The phase change a¢ in traversing a
single irregularity of size L is

a¢ = (2n/2) (Lan) (2.56)

where 2r/) is the phase constant. Equation {2.55) can be written in an alter-
native form as

o i . A s

i 2 e
Q. {An) _ 1 2 4 2
o = 5 Te A (aN) (2.57)
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where re 1s the classical electron radius (2.82 x 1015 @y, Using this form
and considering a Tlayer of thickness D rather than a layer of negligibie
thickness, the total mean sguare phase fluctuation (A&TZ. in a layer of
thickness D at a zenith angle y is given by Booker (1975) as

(A¢)2 =4 rqz AZ(AN)2 LD sec X (2.58)

Note that n of Eq. (2:57) is essentially unity and that an can be either a
positive or negative quantity.

Only phase variations occur immediately below the layer of Fig. 2.14, but
amplitude variaticns develop farther below the layer. The distance-h-that is
required for amplitude fluctuations to develop is in the order of the Fresnel
distance z = LZ/A of Eq. (2.53). In particular, if h > sL2/% amplitude
fluctuations are said to develop (Booker, 1975)., The phasor diagram of Fig.
2.15 can help to visualize the association of phase fluctuations and amplitude
fluctuations. A represents

AtAA

CIRCULAR LOCUS
OF A+AA

Figure 2.15. Phasor representation of amplitude_and. phase scintillation.

the undisturbed component of field intensity and (aA)2 = (A@)z A2 so that

RR2 e 2
(‘K) = (Ag) (2.59)

in the fully developed case [see Eq. (2.62)]. In the diagram aA represents a
quantity that adds with random phase to A to produce amplitude variations.
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Using results obtained by Bowhill (1961) but expressing relations in his
own-notation, Booker {1975) obtained the foltowing expressions for (W$)2 and
(W\“/A)2 for weak scattering. The relations are in terms of Z = 1'L2/>\,
which 1s referred to as the Fresnel distance. [Following Eq. (2.53), we

designated z = L%/ as the Fresnel distance.]

hsecx 2
7 22 T Ledp (=)
(84)" = 4 "o AT (AN)T LD secx 5 (2.60)
1+ (hsecx)
—
o L (hsecx)z
YW 2,2, e\—7
e A€ (A -
{ A) 4 ro {BN)™ LD secx YW (2.61)
I+ ( )
Z
when hsecx>>Z
— —
(86)2 = (—%)2 . 2%2)2 ()% LD secx (2.62)
when hsec X <<Z
(80)% = 4 re-z A% ()2 LD secx (2.63)
(AA)2 =2 r 2,8 (AN)2 h2 Dse 3 (2.64)
T ;’2- e F c X N

These relations are safd to explain weak mid-latitude scintillation -for
parameters in the order of L = 800 m, D = 200 km, and h = 300 km.

In the analysis outlined above, a layer of finite thickness is con-

sidered, but in other treatments the layer is replaced by an cquivalent two-
dimensfonal screen. Thus scintillation may be discussed in terms of a dif-
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fracting screen model (Cronyn, 1970). For present purposes, we will not
distinguish between scattering by a layer or a screen.

For the theory of weak scattering to apply, it has been assumed that the
phase variation {introduced by the {onosphere is restricted to about 1
radian. For this condition, the amplitude variations observed at the ground
are considered to correspond to the pattern of irregularities in the ionos-
phere, for irreguiarities below a certain size. If -the phase variation fis
greater than 1 radian, the correspondence breaks down (Lawrehée,.Litt1e, and
Chivers, 1974)., The amplitude scintillation index tends to fincrease with
distance below the fonospheric layer but remain less than unity for weak scat-
tering. The amplitude scintillation index for strong scattering can reach a
value of unity and saturates or limits at that value, whereas phase scintilla-
tion does not reach a saturation point but continues to increase if the inten-
sity of scattering continues to increase. It has developed in more recent
analyses that phase variations are commonly 1n excess of 1 radian even when
amplitude scintillation 1s weak (Rino and Fremouw, 1977).

The total field intensity at the ground is the sum of ar unperturbed
component and the perturbations in field intensity due to the irregularities
as in Fig. 2.15. The mechanisms by which the perturbations in-field intensity
are generated involves electrical currents that flow in the irregularities due
to the incident field intensity. Because of these currents, having a density
different than that of the surrounding fonosphere, the irregularities act as
antennas having roughly conical radiation patterns as suggested in Fig.
2.14, The beamwidth of the conical beams 1s about A/L, the larger the
irregularity the narrower the beamwidth and vice versa. At an observing point
at a distance d below the layer where d<<z = LZ/A, with z the Fresnel distance
corresponding to the scale length L, only one beam is intercepted and only
phase variations are.recorded. For larger distances, the cones of radfation
overlap and conditions for interference and consequent amplitude scintillation
occur. A slight variation of this description is to say that the diffracting
screen or layer produces an angular spectrum of plane waves and that
interference between the plane waves produces ampiitude scintillation (Coles,
1978),
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Assuming weak scattering and a pattern of i{onospheric 1{rregularities
drifting horizontally, the above discussion indicates qualitatively how V¢
amplitude scintfllations develop. A further question, however, {s under what
conditions will the amplitude scintillations correspond to and allow determin-
ation of the sizes of the irregularities that are causing the scintillation,.
An additional requirement, beyond the conditions stated above, is that the
irregularities must not be toc large. In particular, the irregularities must \
not fi11 more than the first.Fresnel zone. Radiation from the even Fresnel
zones interferes with that from the odd zones (Appendix 2.1) and this condi-
tion introduces effects on the received signal amplitude that oreclude the
identification of irregularities having scale sizes larger than J-;;_[Eq. |
(2.52b)]. Phase scintillations, however, are not so limited and can detect
irregularities over a large range of scale-sizes. Also phase scintillations
do not saturate as do amplitude scintiliations but can cover a wide dynamic
range, The process by which amplitude scintillations are rendered unrespon-

- sfve tc large scale sizes has beer referred to as Fresnel f{iltering.
. (Rufenach, 1971).

) The temporal and spatial fluctuations of phase and amplitude are related

. to the power spectrum and autocorrelation function of electron density varia-

tions, the power spectrum and autocorrelation functicn being Fourier trans-

j forms of each other (Beckmann, 1967). Early analyses assumed a Gaussian form
1; _ for the power spectrum (Briggs and Parkin, 1963), but later treatments have —

assumed a power-law form (Rufenach, 1972). 1Illustrations of these forms for
f; the one-dimensional case by Rufenach are reproduced below, Eq. (2.65) repre-

senting the Gaussian form and Eq. (2.66) 1llustrating the pcwer-law form,

2,,2

-k f2¢ .

= Py (i) = 3 x 1080 & KB (1) (vaverumber) Ly (2.68) .
- m

With e = 1.16 kn™t

(e1/m3)2/(wavenumber) -1 {2.66)

Py (k) =1 x 10 o

16 -2.5
Kx
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The Py (x,) are power spectra of electron density variatfons expressed in
terms of  wavenumber x,, which {is related to irregularity size-A, by x, =
2n/%,. In the above expressfons %, is expressed in units of km, and the units
of the spectra are [(el/m3)2km]. Rufenach determined that Py (x,) fis
proportional to KX'BH+1 where By varfes from 3 to-4, It was by comparing
expressions such as those shown with experimental data that it was concluded
that the power-law form is applicable.

The relation between {rregularity size 2, and the corresponding frequency.
of temporal phase variation depends on the velocity of the moving pattern of
irregularities. Assuming the pattern to be moving in the x direction with
velocity vy, &, = v, T = v,/f and f75 vy/2 The frequency f is that of the
temporal variation in signal phase corresponding to a periodicity in electron
density of 2,, and T is the period of the temporal varfation. The velocity of
the moving pattern of irregularities can be determined by the use of three
spaced receiving antennas when the direction of the velocity is originally
unknown (Coles, 1978),

The model involving diffraction in an ionospheric screen or layer has
been widely employed to analyze scintillation, but it has been asserted that
it may not be suitable if the irregularities are not confined to a suffi-
ciently. thin layer and if amplitude variations already occur at the Tower
boundary of the layer. First-order perturbation solutions of the scalar wave
eyuation, based on the Rytov approximation or the method of smooth perturba-
tions presented by Tatarski, are said to provide a means of treating the gen-
eral case (Jokipii, 1973; Woo and Ishimaru, 1973, 1974; Crane, 1977; Ishimaru,
1978). The Rytov approximation is based upon a solution of the scalar wave
equation in the form

(v + & 2f) ulr) =0 (2.67)
where U represents a component of electric field intensity, k° = 2n/A,, and n
is index of refraction. The scalar quantity U.1s shown as a function of the
position vector r. _A_solution of the equatfon can be obtained by setting

¥ (rd
U(r) = U,(r) e (2.68)




where

A
0

iy (r) = 4 g5y = In et g (355 ) (2.69)

with , responding the fluctuation of the Togarithm of the amplitude and 5p the
phase -fluctuation. As the solution is expressed in logarithmic functions, it
1s convenient to express amplitudes this way when analyzing scintillation data
and using the Rytov-approximation approach. For treatments of the method of
smooth perturbations or the Rytov approximation, the reader is referred to
Tatarski (1961, 1971) and Ishimaru (1978). Woo and Ishimaru (1973, 1974) and
Woo (1975) have applied the Rytov approximation to the study of the solar wind
and planetary atmospheres.

The diffracting screen or layer model has been defended as being con-
venient and accurate for treating ionospheric scintillation (Bramley, 1977)
and has been used by Rino (1979 a,b) in his recent analysis of scintilla-
tion. Some proporents of the Rytov approximation say that the diffracting
screen o layer model is an approximate method that gives good results in some
cases and not in others, whereas the Rytov approximation is applicable gener-
ally. Some -proponents of the diffracting screen or layer model say that it
gives good results, that it involves concepts equivalent to the use of a
lumped-constant equivalent circuit for treating transmission problems, and
that the Rytov approximation does not always. correctly predict chserved
scintillation characteristics.

2.6.2 Effect of Source Size, Interplanetary Scintillations

Stars twinkle in visible 1ight but, because of their larger angular size,
planets do not. The same effect of size occurs for radio waves. The reduc-
tion in scintillation when the source has an angular width greater than a
certain value is due to the fant that the diffraction pattern on the ground is
the convolution of the point-source pattern and the brightness distribution of
the source. For weak scattgfjng, the angular width of the source, ap, must be

Tess than the angular width of the irregularities as seen from the ground..if

scintillation 1is to develop, The relation used by Lawrence, Little, and
Chivers (1964) is thet
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for scintillation to occur, where L is.the scale size of the irregularities
and d is the distance to the irregularities. For strong scattering, they take
A0 € i (2.71)

2ndg

for scintillation to be evident, where ¢ is the. magnitude or the average phase
change-in radians and is greater than 1 radian. The effect of source size was
recognized hy Briggs (1961). Typically, radio sources must be smaller than

about 6 to 10 minutes of arc if ionospheric_scintillation is to develcp.

In recording signals from radic -sources of very small size along paths
passing close by the Sun, Hewish, Scott, and Wills (1964) observed scintilla-
tions having short periods, typically around 1 s, which 1s small compared with
the periods, typically around 30's, that had been-associated with fonospheric
scintillations up to that time. For such short-period scintillations to be
recorded, the sources must have angular widths of about 0.5 second of arc or
less. (The angular extent of sources can be determined by interferometry
techniques.) On the basis of the relations embodied in Eqs. (2.70) and (2.71)
and taking into account that the signal paths passed thrcugh the solar wind

close to the Sun, it.was concluded that the scintillations were of 1ntgr- -

planetary origin.. An account of the early observations of interplanetary
scintillations (IPS) has been provided by Cohen (1969). The use of IPS has
become an important means for obtaining information about the solar wind (Woo,
1977).

Before IPS were recognized, it was noted that radio-star signals that
passed near the sun experienced angular broadening (Hewish, 1955)... What was
actually observed was a decrease in signal amplitude. This decrease could not
be explained «n the basis of absorption or refraction but only on the basis of
angular broadening due to scattering by electron density irregularities.
Angular broadening has been vividly illustrated as such by two-dimensional
displays produced by a radio heliograph operating at 80 MHz (Blesing and
Dennison, 1972}, The radioheliograph, having a beamwidth at the zenith of
3.9', produces a 2° square-area picture of the sky every second.
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When Pioneer 6 having a stable monochromatic signal was occulted by the
Sun, another effect, spectral broadening, was observed {Goldstein, 1969). To
record spectral broadening, the -sidebands of the spacecraft signal are elim-
inated by filtering and only the pure carrier signal is recorded. Spectral
broadening causes the carrier which orfginally has an exceedingly narrow widtih
in frequency to be broadened in frequency. The phenomenon may he caused by
the Doppler shift of elements of radiatiorn that are scaettercd from electron

density irregularities or by amplitude scintillation or by a combination of
both mechanisms.

2,6.4 Observed Characteristics of Scintillation

Scintillation tends to he most intense in equatorial,_auroral, and polar
Tatitudes and to have a general pattern of occurrence as shown in Fig, 2.13
(Aarens, Whitney, and Allen, 1971, CCIR, 1978). Table 2.3 gives examples of
observed percentages of occurrence of scintillation at equatorial, sub-
auroral, and auroral latitudes at frequencies of 137 and 254 MHz. The table
includes Kp values, which are measures of magnetic activity, and shows that
scintillation activity increases with K., in sub-auroral and auroral latitudes.

The unexpected occurrence of scintillation at microwave frequencies at
equatorial latitudes is fllustrated for 6 GHz in Fig. 2.16 by Taur (1973), who
presented further examples of the same type. Equatorial scintillation fis
often characterized by a sudden onset, and its occurrence varies considerably -
with location within the equatorial regfon. Basu et al. (1980) obtained data
at 1.54 GHz at Huancayo, Pefu for a 20-month period in 1976-1977 using the
MARISAT satellite. Scintillation occurs after sunset and before midnight,
with maximum intensities in roughly February - March and September - October
(Fig., 2.17).  The maximum scintillation observed was 8 dB, peak-to-peak.
Aarons et al. (198la) obtained data at 1.54 GHz during the peak of the sunspot
cycle in 1979 and 1980 from Huancayo, Peru; Natal, Brazil; and Ascension
Island. Peak-to-peak fading greater than 27 dB was recorded at Ascension
Island, and 7-9 dB were recorded at Huancayo and Natal. The latter two loca~
tions are close to the magnetic equator in what can be described as the
electrojet region. Ascension Island is at approximately 17°S dip latitude and
is in what {s known as the equatorial anomaly, namely the region from about
15° to 20° north and south of the magnetic dip equator where electron den-
sities are higher than at the geomagnetic equator 1itself (Rishbeth and
Garriott, 1969).
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Table 2.3 Percentage of occurrence of scintillation (CCIR, 1978).

(a) » 10 dB peak to peak, eguatorial latitudes

Site Frequency Day Night

(0400-1600 LT)  (1600-0400 LT)

| Huancayo (Peru) 137 MHz 3 14

- 254 MH2 2 7
10600-1300) .(1800-0600 LT)

- Accra (Ghana) 137 Mhz 0.4 14

(b) » 12 dB peak to peak at 137 MHz, sub-auroral and auroral latitudes

Site Kp - Day Night
(0500-1700 LT) (1700-0500 LT)
Sagamore Hill (Massachusetts) 0 to 3+ 0 1.4
> 3+ 0.1 2
: Goose Bay (Labrador) 0 to 3+ 0.1 1.8
- ' > 3+ 1.6 6.8
i., Narssarssuaq (Greenland) 0 to 3+ 2.9 18
. > 3+ 18 45
(c) » 10 dB peak to peak at 254 MHz, auroral latitudes
Site Kp Day Night
(0600-1800 LT) (1800-0600 LT)
Goose Bay (Labrador) 0 to. 3+ 0.1 0.1
> 3+ 0.3 1.2
Narssarssuaq (Greenland) 0 to 3+ 0.1 0.9
> 3+ 2.6 8.4

LT: Local time.
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Mid-latitude scintillation shows a well-estahlished-maximum near midnight
corresponding to the occurrence of spread F. Scintillation increases at high
latitudes compared te-mid Tatitudes, the increase beginning near the region of
the donospheric trough. In the auroral oval, both discrete and diffuse
aurora, as shown by Defense Meteorclogical Satellite program images, have been
correlated with scintillations at 136-137 MHz_- (Martin and Aarons, 1977).
Frihagen (1971), using 40 MHz transmissions, has reported two regions of peak
scintillation activity at high latitude, one corresponding to the auroral oval
and one above 80° geomagnetic latitude {(over the polar cap). Aarons et al.
(1981b) have prepared plots showing percentages of occurrence of scintillation
greater than 10 dB 1n the polar cap at Thule, Greenland at a frequency of 250
MHz.

Measurements by Fremouw et al. (1978) empioying i0 fregencies between 137
and 2891 MHz transmitted from a satellite in a high-inclination orbit and
recorded at equatorial and auroral locations (Ancon, Peru; Kwajalein Island;
and Fairbanks, Alaska) showed a 1/¢1+5 variation of the intensity of amplitude
scintillations with frequency for S4 less than 0.4 and a 1/f variation of
phase scintillation with frequency. Amplitude scintillations result in a
reduction of signal-to-noise ratio. Phase scintillations may or may not be
important depending on the type of system. For digital systems, phase scin-
tillations are unimportant if the bit rate is much greater than the scintilla-
tion rate. Phase scintillations tend to be important for radionavigation
systems such as the Global Positioning System and for synthetic-aperturc
radars, For positioning systems phase scintillation results in range Jitter
and consequent Toss of accuracy in range (Rino, Gonzalez, and Hessing, 1981;
Yeh and Liu, 1979) as increments of phase a¢ and cerresponding changes fin
apparent rangeuARb are related by a¢ = 2n/A, AR¢ [(Eq. (2.47)]1. Loss of signal
coherence 1is another possible effect-from scintillation (Rino, Gonzalez, and
Hessing, 1981). Loss of coherence across a band as narrow as L1.5 MHz at-UHF
was observed by Fremouw et al. (1978),

Amplitude scintillations can be described quantitively by the use of
——power—spectra, autocorrelation functions, cumulative probability distribu-
tions, fade-duration distributions, and plots showing message reliability
(Whitney and Basu, 1977). Power spectra have been presented by a number of
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authors “ncluding Rufenach (1972), Crane (1976), and Whitney and DBasu
(1977). Examples of power spectra and autocorrelation functions are shown in
Figs. 2.18 and 2.19, Cumulative probability distributions show the percentage
of time—that signal amplitude exceeds specified dB values. The Nakagami-m
distribution shows good agreement with—observed distributions (Whitney and
Basu, 1977} Fremouw et al., 1978; Panter, 1972). For the m of this distribu-
tion equal to one (not to be confused with the scintillation index m), the
distribution is a Rayleigh distribution.

The power spectra, cumulative probability distributions, etc. contain
detailed information about scintillation characteristics, but frequently one
is primarily interested in certain parameters such as mean value, standard
deviation, scintillation index, and coherence time, The index S is the ratio
of standard deviation to mean value. Coherence time t. can be obtained from
plots-of the autocorrelation function and is the time for this function to
decrease from unity to some specified value such as 0.5 or l/e. Whitney and
Basu (1977) used 0.5 in their analysis of scintillation data. For predicting
bit error rate, the_form of the probability distribution function is needed.

In CCIR Report 263-4, values of the fading period of scintillation are
given (CCIR, 1978). The period varies over a large range and can be as long
as several minutes. The fading period of GHz scintillation varies from 2 to
15 seconds.
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Figure 2.18, Typical power spectra for intense scintillations; S; = 0,94 at
137 MHz, S4 = 0.78 at 360 MHz (Whitney and Basu, 1977).
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Figure 2.19. Typical autocorrelation data for intense scintillations; S, =
0.94 at 137 MHz, Sq = 0.78 at 360 MHz (Whitney and Basu, 1977),

2.7 ABSORPTION

Attenuation was neglected in discussing the characteristic waves and
Faraday rotation in previous sections, but waves propagating in the fonosphere
tend to experience dissipative attenuation which becomes increasingly im-
portant with decreasing.frequency. A principal mechanism of attenuation is
collisions of free electrons with neutral atoms and molecules. An electro-
magnetic wave propagating in a plasma imparts an ordered component of velocity .
to the electrons but the electrons lose some of the associated energy in the
collision process. Hence the electromagnetic wave is attenuated. The attenu-
ation coefficient «, determining the rate of decrease of electric field
intensity with distance in accordance with e-%Z for tne left circularly
polarized wave, is given, using conventional magneto-ionic theory, by
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a, = 9 s Nepers/m (2.72)
2 2.
2me n cl{w + w ) + v ]
0 re B

where v is the collisfon frequency. For the right circularly polarized wave,
the corresponding expression is

5 Nepers/m (2.73)

When attenuation -{s taken into account, the index of refraction becomes
complex and 1is a function of collision frequency as well as electron
density. The quantity n,, in Eqs. (2,72) and (2.73) stands for the real part
of the—complex index of refraction for the particular wave type considered.
The value of n,, can be calculated precisely, based on assumed values of N and
v, but 1f losses are slight n., has essentially the same value as for the

lossless case. Note that w appears in the denominator and that for-w >> wp.

and « >> v, attenuation varies inverseiy with w2, The frequencies used for
space communications are generally sufficiently high that attenuation does
vary inversely with frequency squared and Npe does have the same value as in
the lossless case.  Furthermore Npe will approach unity as frequency in-
creases. The quantity ¢ is about 3 «x 108 m/s.

For frequencies above about 30 MHz 1in particular, the attenuation co-
efficient-varies inversely with frequency squared-and takes the form of
qué
5 Nepers/m (2.74)
2me N Cw
0 re

To obtain attenuation in dB/m, the value of « in Nepers/m can be multiplied by
8.686. In the above expressions for «, all quantities are in SI units. For
jonospheric work it may be convenient to express « in dB8/km. A loss factor La
in dB. for ionospheric propagation is the integral of the attenuation coeffi-

cient «, expressed in dB/m or dB/km.




For oblique paths, total attenuation is proportional to sec x/f2,~where X
is the zenith angle, for fraquencies above 30 MHz (CCIR, 1978), Attenuation
tends to be low at the frequencies used for space communications, the highest
attenuations occurring under conditions of auroral and polar-cap absorption.
1t is for this reason that the subject of attenuation was deferred until these
topics were introduced.

Table 2.4 shows values of auroral absorption at a frequency of 127 MHz as
published in CCIR Report 263-4 (;CIR, 1978) but based upon extrapolations of
30 MHz riometer data in a supplement to CCIR Report 252-2. In a typical night
of auroral activity, long quiet aurora® areas appear to the north before mid-
night in the auroral zone. These progress-southward and may reach close to
the zenith by 23 h local time. One or two westward traveling folds or surges
in the otherwise quiet areas may have been observed by this time. Between 23
h and 02 h the aurora forms become widespread—and active in the sky, this
phase being known as the aurcral breakup. After the breakup, patchy, luminous
forms appear in the sky., Quiet areas may then reappear as the-opening phase
of a second cycle of activity. Auroral absorption is usually greatest in the
breakage and post-breakup periods.

Figwe 2,20 shows illustrative hypothetical- plots of absorption during a-
polar-cap absorption event at 30 MHz, as could be derived from riometer
records. The top curve applies in the summer when sunlight occurs for 24 h a
day. The other two curves for equal periods of day and nfght show a

Table 2.4 Auroral Absorption at 127 MHz,—dB (CCIR, 1978},

Angle of elevation

Percentage
of the time 20° 5°
0.1 1.5 2.9
1 0.9 1.7
0.7 1.4
0.6 1.1
50 6.2 0.4
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B: High latitudes - equal periods of day and night.
C: Auroral Zone.

(CCIR, 1978).




(+)

P -3

oy

ey ¢ 4. . A

[

1

pronounced diurnal variation 1ir absorption. The decrease in absorption at
night 1s due to the decreased equilibrium density of free electrons that
occurs when solar electromagnetic radiation is ahsent.

2.8 TRANSIONOSPHERIC PROPAGATION PREDICTIONS AND CORRECTIONS

For some satellite systems advance ostimates of ~atmospheric parameters,
in the planning stage, is sufficient, but for other systems continuously
updated long-term (e.g. monthly; or short-term (e.g. daily) predictions may be
needed. Furthermore, rcal-time or near-real-time data on atmospheric charac-
teristics may he required in some coses.

The problem of ionospheric predictions was considered in a conference
devoted to solar-terrestrial predictions (Donneliy, 1978), Included in the
proceedings of the conference are a report treating transionospheric¢ propaga-
tion predictions (Klobuchar and members of Working Group, 1978) and other
papers on this topic. It 1s stated in the working group report that monthly
mean values of TEC can probably be predicted within 320 percent for regions
where a time history of TEC exists. However even if monthly mean values could
be predicted perfectly accurately, short-term variations from the monthiy mean
values would still- present a problem., Much of the difficulty arises from the
jonospheric effects of geomagnetic storms. Theoretical capabilities are not
presently capable of predicting storm-related TEC behavior, and prediction
procedures based-on morphological data are the only alternative. The report
discusses the problem and pessible remedies further.

Faraday-rotation data from linearly polarized 137-MHz beacons of the
geosynchronous satellites ATS-1, SIR1Q, and Kiku-2 have been used by the Jet
Propulsion Laboratory to measure TEC and determine ionospheric corrections to
range and ODoppler data used for Voyager spacecraft navigation (Royden,
1980). By taking the difference between TEC values determined by Faraday
rotation and TEC values from dual-frequency transmissions from Voyager (2295
MHz in the S band and 8415 MHz in the X band), the electron content of the
path beyond the ionosphere is also determined. The electron content beyond
the 1ionosphere includes that of the plasmasphere and the solar plasma. In
passing by the moon Io of Jupiter, furthermore, electrons in its atmosphere
contributed to the total electron content along the path and made possible a
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compariscn of experimental results and theoretical models of the electren
¥ density surrounding lo.

A two-frequency technique involving time-delay measurements for determin-
ing TEC in order to correct for the time delay.that it causes, has already
beerr described 1n Sec. 2,3.1. The particular two-frequency technique uced
with Yoyager, mentioned above, involves the difference in Doppler frequencies
for the two down-1ink microwave freguencies.
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APPENDIX 2.1 g;nc;wm. PAGE 18
~ POOR QU
FRESNEL ZONES QuALITY

To obtain expressions for the radi1 of the Fresnei zones, consider the
two paths of Fig, A2.1. TPR is a direct path from a transmitter at T to a
receiver at R, and path TSR is ionger than TPR. If TSR = TPR + A/2 where
S .

x R

Figure A2.1 Geometry for consideration of Fresnel zones.

A is wavelength, the region within the radius r of the direct path, at- the

distance dy from T and dy from R, is defined as the first Fresnel zone. Let-
this particular value of r bhe defined as Fi, the first Fresnel zone radius.

Considering that the paths are such that TSP and RSP form good approximations

to right triangles with Fi <<dy and F <<dp,

2
22 Fy
TS = d.” +F, = d 1+ — (A2.1) ‘
T 1 T 2d2
T
and
2 1)
2 2 Fy
SR = d +F =d 1+ (A2.2)
R 1 R 2d 2 i
R
Setting TPR + A/2 = TSR gives
. Fl2 F12
dr +dR+>\/2_= dT+dR+..2_d_+.é?f (A2.3)
T R |
5
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from which

2 1 1
F (= ) = A (A2.4)
SN
and
d. + d
Flz (_T_d-ai) = A (A2.5)
TR
so that
Ad.d
N TR
F1 = T (A2.6)

where d - dy + dg, If TSR = TPR + n A/2, then

A1l the elements of radiation passing through the -first Fresnel zone have
components of field intensity that add constructively. Radiation passing
through the second Fresnel zone (between r = F; and r = Fp) finterferes-
destructively with that passing through the first zone, and radiation passing
through the third zone adds with that throuch the first. This condition of
alternating destructive and constructive. interference continues, radiation
from. each zone being 180° out of phase with that from adjacent zones, but the
amplitudes of the contributions dacrease with increasing n.
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CHAPTER 3
TROPOSPHERIC CLEAR-AIR EFFECTS

3,1 INDEX OF REFRACTION PROFILE

Rropagation in the troposphere is_influenced, and in some cases strongly
affected, by the variation of the index of refraction with height. By_defini-
tion, the index of refraction n of a particular type of wave in a given medium
is the ratio of ¢, 2.9979 x 108, to vp, the phase velocity of the wave in the
medium. The index of refraction of the troposphere at radio frequencies is a

function of pressure, temperature, and water vapor content as indicated by
¥,
776P4 726 3.75 x 10%
+ +

T T 12

N=(n~1)100=

(3.1)

where Py 1s the pressure of dry nonpolar afr in mb (mili{bars), e is water
vapor pressure in mb, and T 1s absolute temperature in kelvins (Smith and
Weintraub, 1953). Because the index n is only slightly greater than 1, the
usual practice is to use N units for convenience, with N defined as in £q.
(3.1). N, sometimes referred to as refraciivity, is seen to vary inversely
with temperature and to be strongly dependent on the water vapor pressure.
The water vapor pressure e, the saturation water vapor pressure eg, which is a
function of temperature (Table 3.1), and the relative humidity R.H., are
related by e = eg (R.H.). If Eq. (3.1) is expressed in terms of p, the total
pressure, where p = py + e, it becomes

5
N = 77.6 p_ 5.6 e . 3,75 x210 e (3.2)
T T T
The last two terms can be combined to give, approximately, ..
5
1
N 77.6 p . 3.73 x2-0 e (3.3)
T T

The last form is widely used and gives values for N that are accurate within
0.5 percent for the ranges of atmospheric...parameters normally encountered and
for frequencies below 30 GHz (Crane, 1976), If one wishes to consider

separately the effects of dry air and water vapor, however, letting N = Ng *




Table 3.1  Saturation Water Vapor Pressure e, in mb [Adapted from Smithsonian
Meteorciogical Tables, 1958 (List} 1958)],

T(°C) eg {mb) T (°C) eg (mb)

~30 0.5 20 23.4

-20 1.3 22 26.4

-10 2.9 24 29.8
0 6.1 26 33.6
2 7.1 28 37.8
4 8.1 30 42.4
6 9.3 KY4 47.6
8 10.7 34 53.2
10 12.3 36 59,4
12 14,0 38 66.3
14 16.0 40 73.8
18 20,6

Ny where Ny refers to dry air and N, to water vapor, Eq. (3.1) should be used-

with

\ 77.6 Pd
d= 7 (3.4)

and

. 5

72e  3.75 x 107 e

W ——t — {3.5)
T T

The absolute humidity or water vapor density in gm/m3, p, and e in mb are

related (Appendix 3.1) by

N

p:

216.5 e
———t— (3.6)
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The dew point is the temperature at which air is saturated with water
vapor, and values of the dew point can be used to determine €g» the saturation
water vapor pressure, hy use of Table 3.1. For example,_the highest accepted
weather-observatory dew point of 34° [recorded on the shore of the Persian
Gulf at Sharjah, Saudi Arabia (U.S. Standard Atmosphere, 1976)] corresponds to
a vapor pressure of 53,2 mb and an absolute humidity of 37.5 gm/m3.

Although an increase in temperature would cause a decrease in N if water
vapor pressure were held constant, the saturation water vapor pressure
increases rapidly with temperature and the highest values of N therefore occur
for high temperatures {and high relative humidities).

The value of N corresponding to the value of e of 53.2 mb at a tempera-
ture of 34°C, for example, is 467. In nearby intand desert areas of Saudi
Arabia where the relative humidity wight approach 0, however, the value of N
couid approach 256, the value of dry air at the sea level pressure of 1013 mb
and the temperature of 34°C or 307 K. The lowest surface values of N tend to
occur in high, dry areas where both p and e are low. At a height of 3000 m,
for example, assuming the pressure for a standard atmosphere but a temperature
of 273 K, N is 230 with 100 percent relative humidity and 199 with 0 percent
humidity. The values of N mentioned above are extreme. Monthly mean values
of N at-sea level vary between about 290 and 400 within #25° of latitude from
the equator, with a somewhat smaller variation elsewhere, and are typically
320 in the winter and 340 in the summer in the UK {(Hall, 1979). In the United
States, winter values vary from about 285 to 345 and summer values range from
about 275 to 385 (Bean and Dutton, 1966).

Pressure, temperature, and water vapor content all decrease with height
above the Earth's surface in tha troposphere on the average, but temperature
increases with height in temperature fnversicn layers. Pressure drops off
approximately exponentially w’ h height, and-the decrease or change of e with
height is variable but may be approximately exponential. The refractivity N

may also decrease with height in a variable manner, but on the average tends
to decrease exponentially as described by

———N = NS e-h/H —— {3.7)

3-3




where N is the refractivity at the height h above the level where the refrac-
tivity is Ng- H 1s the appropriate "scale height." The change- in N in the
first km of height shove the surface, AN, is a parameter of significance. 1In
the average atmosphere as defined by the UCIR, Ng has the value of 315 and AN
the value of -40, consistent w'th

-, N = 315 -h/7.36 (3,8)

with h 4n km and 7.36 km the scale height H. Values of Ng and aN have been
= compiled, with N 4n some cases reduced to sea level values Ng, and charts
P showing these quantities, probability distributions of Ng» the water vapor
- density p, etc. have been provided by Bean, Horn, and Ozanich (1960), Bean et -

al. (1966), and the CCIR (1978a). Figure 3.1 shows annual cycles of Ng for
several climatic types.

The exponential model is widely applicable but any reliable data on
actual refractivity profiles should he used when available. Such data can be
acquired by use of radiosondes or microwave refractometers and often display
significant departures from the exponential form. A common cause of non-
exponential refractivity profiles is the cccurence of temperature-inversion
layers. In an inversion layer, the temperature increases with altitude and
such a layer is highly stable (Sec. 1.3). All vertical motions are strongly
inhibited in an inversion layer, and pollution and water vapor—existing below

the layer tend to be confined below it. Temperature inversions may develop
when the loss of heat from the surface of the Earth {s-not compensated by
inputs of heat, the ground being a more efficient radiator than air and there-
fore cooling more rapidly. Surface and low-level inversions tend to develop
at night and in the arctic and subarctic in winter and in locations such as -
the San Joaquin Valley of California where fog forms under the inversion and
prevents surface heating in the winter. Inversions may form also when warm
air blows over a cool surface such as an ocean and when the cold air of a cold
front extends beneath warm air.

Inversions are also caused by subsiding air, and this type of inversion
is of common occurrence because in portions of developing or semipermanent
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anticyclones the air hetween about 500 and 5000 in descends at a rate typically
around 1000 m/day (Scorer, 1968). The Pacific coast of the United States lies
along the castern edge of a semipermanent anticyclone that forms 1in the
Pacific, and the persistent-temperature inversion of the Los Angeles area is
caused by subsiding air., This air is heated in a process of adiabatic com-
pression but ‘the movement and heating cannot extend to the ground itself, and
a temperature inversion is thus formed at or ncar the surface.

The occurrence of a high water vapor content underneath an finversion
layer may be accompanied by a rapid decrease in water vapor content through
the inversion layer. The corresponding N value is also high beneath the layer
and drops abruptly through the layer in such a case.

w
»
N

REFRACTION AND FADING

A practical consequence of the variation of the index of refraction of
the troposphere with height {is that electromagnetic waves do not travel in
straight 1ines in the troposphere, but experience refraction or bending. To
treat this phenomenon, one can consider ray paths-which represent paths along
which energy is transmitted. An important characteristic of an element of a
ray-path is {its curvature C, defined as 1/op where p is the radius of curva-
ture. It can be shown (Bean and Dutton, 1966; Flock, 1379) that a ray path is
a spherically stratified atmosphere having a rurvature given by

o

C = - % n cos B (3.9)

3|

whare g 1s the angle -of the ray measured from the horizontal. In the'éropo-
sphere n =1, and for rays having an angle B that is near 0, the expression for
C simplifies to

c= -4 -

= - (3.10)

The latter form is usually suitable for terrestrial line-of-sight paths.
The change in direction or the amount of bending t along a ray path can
be determined by taking = = JC ds or © = IC As whare ds {s an intinitesmal

element of length and As -1s a finite element cf length along the path. For an
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infinitesmal Tength ds the corresponding bending d< 1s given, from Eq. (3.9),
by

= - Ldn 5 3.11
dq < gp Cos B ds ( )

But as dh = sin p ds

dg= - 4 3,12
¢ n tan B ( )
This form can be used for ray tracing for any arbitrary index of refraction

profile arnd for a path at any angle (Weisbrod and Anagerson, 1959; Flock,
1979).

Very low-angle satellite paths may experience much the same effects as
terrestrial line-of-sight paths. To 1illustrate these effects, it is con-
venient to use the simple form, C = - dn/dh, to consider propagation over a
spherical earth. In this case the difference in curvature between a ray path
and the Earth's surface is given by

1 _~. 1 _dn
e c =@ {3.13)
0 0

where ry {5 the Earth's radius and 1/rp is the curvature of the Earth's sur-
face. To analyze propagation, one can use a geometric transformation such
that ray paths -become straight lines and the Earth has an effective radius of
k times the true radius ro- This result is accompiished by setting

Lgdn 1, 0

=t " (3.14)
0 0

thus maintaining the same relative curvature as that of £q. (3.13). The O has
been —included on the right-hand side of Eq. (3.14) to emphasize that it

applies to the case that dn/dh = 0, for which ray paths are straight lines.
In terms of N units the relation becomes

1 N\ -6
R (157 + aﬁ.)x 10 (3.15)
3-7
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Table 3.2 1ists corresponding values of k and dN/dh.

Table 3.2 Corresponding Values of dN/dh and k,

N (N/kn) K
157 0.5
78 2/3

0 1

-40 4/3
~100 2.75
-157 -
~200 -3.65
-300 -1.09

Typically, dN/dh = -40 and k = 4/3, and graphs prepared for k = 4/3 have
been commonly used for plotting terrestrial microwave paths. However, k cai
vary over a range of values, and this type of graphical procedure has the
shortcoming that a different graph is needed for each k value.

A more efficient procedure is to use a- transformation which makes the
Earth flat and allows plotting paths for various k values on the same chart.
Such plots are made by calculating h' of Fig. 3.2 in accordance with

d, d
. 172 .
h' = 12,75 % {3716)
where dy and dp are the distances from the two ends of the path (GTE, 1972),
The units of Eq. (3.16) are km for dj and dp and m for h',

The basis for Eq.- (3.16) 1s that h' = Ppax = h where hmax and h are cal-
culated with respect to the center of the path by using, for h for example,

12.75 k (3.17)
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Figure 3.2. Quantities referred to for flat-earth plot.

where g is the horizonal distance from the center of the path, at which point
the path 1is horizontal. The distance g is in km and h s in m in
Eq. (3.17). This expression follows from the construction of Fig. 3.3 where,
in contrast to Fig 3.2, the ray path is straight and the Earth is curved.
Here 2, ry, and rgoth form the three sides of a right triangle. For h <<»F°,

ik
Eﬁ%@ it can be determined that
-e.‘\éb 2

e

=i b= Ao (3.18)
=i 2r

o uR 0

3

with all quantities in identical units. For a finite value of dN/dh, however,
ro is replaced by kry, and the form of Eq. (3.17) results when g is in km and

h-ds-in m.

\ ML
R

The effect of the various k values is illustrated in exaggerated form in
Figs. 3.4 and 3.5. In Fig 3.4_all the rays are horizontal at the common
point. In Fig. 3.5 ray paths are shown which allow signals from a common
transmitter to reach a common receiving location.

It is evident from the above discussion that tropospheric refraction may
cause errors in the measurement of elevation angle and variations in angle of
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Figure 3.3. Geometry for determining h for initially horizontal ray-

arrival which can cause a reduction of signal amplitude for narrow~beam
antennas. Also some degree of beam spreading or defocusing may occur and
cause an attenuation of up to about 0.4 ¢B (Hall, 1979). To visualize how
such defocusing occurs, consider a family of relatively closely spaced rays
within an antenna beamwidth. The closer the spacing of the rays, the greater
the signal intensity is. Defocusing involves a distortion of the ray paths
such that the rays are more widely spaced then normally in the region of the
receiving antenna,

Various programs for calculating bending have been devised, A simple
procedure for calculating bendinrg and elevation angle errors was presented by
Weisbrod and Anderson (1959). Bending angles have been calculated by Crane
(1976) for different elevation angles and for the 1966 U.S. Standard Atmos-
phere and an assumed humidity profile. His values are given in Table 3.3,
The ray paths extend to the heights shown, and the_heights correspond to the
ranges or path lengths shown. The exact values of the bending angles will
vary depending..on atmospheric conditions, but the values of Table 3.3 are
representative. Also included are values of range error or excess range,
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Figure 3.4, Ray paths for several values of k for initially horizontal rays
(exaggerated and illustrative only).

SEANAANNNNNANNNNANNANNAANRNNNNANNNANNNNNAANNNNANNNN

Figure 3.5, Ray paths from a transmitter T to a receiver R for various values
of k (exaggerated and 11lustrative only).
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which 1s discussed in Sec. 3.7. For transmitters or—radar targets in the
troposphere, the total bending and elevation angle errors are not the same;
for astronomical sources and geosynchronous satellites, the total bending and
elevation error angles are identical. Bending takes place largely in the
Tower troposphere and Crane (1976) has shown that the total bending . f1s
related to surface refractivity Ng by © = a + b Ng, where the coefficients a
and b vary with elevation angle and have been tabulated in his paper for
Albany, New York. Nearly the same values are said to apply in other circum-
stances.

A phenomenon of major importance in tropospheric propagation -at small
angles from the horizontal, especially in the presence of temperature inver-
sions, 1is the occurrence of severe fading cdue to multipath propagation.
Propagation over more than one path may involve reflection from Yand and water
surfaces and from manmade structures. This type of multipath is considered in
Chaﬁ. 6. Mu1tipath propagation involving the atmosphere alone, such as
suggested in Fig. 3.6, however, &lso occurs. In terrestrial line-of-sight
links, a fading allowance of 30 to 45 «B fis cou.monly assigned for multipath
fading. Such paths are often ecssentially horizontal or at only a slight angle
from the hori:untal, whereas earth-spacs patns are usually at rather large
angles above the horizuntal for which troposph2ric fading is rnuch less
severe, It is often considered that about 5° or 10° is the smallest elevation

—angle that should be employed for earth-satellite patns, but there are circum-~
stances for wihrich it may be necessary to operate at lower angles, as at high
latitudes. Then atmospheric muttipath fading may prove to he as serious as on
terrestrial paths.
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Table 3.3 Ray Parameters for a Standard Atmosphere a,b
Initial Elevation- Range
Elevation Angle Height Range Bending-- Angle Error Error
(deg) (km) {km) (mdeg) {mdeq) {(m)
0.0 0.1 41.2 97.2 48.5 12.67
1.0 131.1 297.9 152.8 38.79
5.0 289.3 551.2 310.1 74.17
25.0 623.2 719.5 498.4 101.1
80.0 1081.1 725.4 594.2 103.8
5.0 0.1 1.1 2.6 1.3 0.34
2.0 11.4 25.1 12,9 3.28
: 5.0 55,2 91.7 52.4 12.51
25,0 2811 1767 126.3 24.41-
] 80.0 609.0" 181.0 159.0 24,96
; 50,0 0.1 0.1 0.2 0.1 0.04
_ 1.0 1.3 1.9 1.0 0.38
: 5.0 6.5 7.0 4.0 1.47
g 25.0 32,6 14,3 10.3 3.05
80.0 104.0 14.8 13.4 3.13
4 y.S. Standard Atmosphere Supplements, 1966, Environmental Sci. Serv., Admin-
- istration, Dept. of Commerce, Washington, D.C. (1966)
j;'f Db\, Sissenwine, D.D. Grantham, and H.A. Salmela, AFCRL-68-0556, Air Force

3 Cambridge Res. Lab., Bedford, Massachusetts (October 1968)
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Figure 3.6. Concept of atmospheric multipath propagation. Energy reaches the
receiver from the transmitter by two different paths. The rela-
tive phase of the two contributions varies, with the result that
the two signals add constructively at one instant and interfere
destructively an instant later.

3.3 DUCTING

Ducting is a strong refractive effect fnvolving trapping of a wave in a
duct, commonly a surface duct, and possibly propagation for an abnormally long
distance. Ducting occurs frequently in some locations, but is not a reliable
means of communication. It can, however, cause interference beyond the hori-
zon, at a location that would otherwise be free from the {nterfering signal.
On the other hand, it may prevent a signal from reaching the intended receiv-
ing Tocation or cause severe fading.

A necessary condition for ducting to occur is that the refractivity
decreases with height at a rate of 157 N units per km or greater. If dN/dh =
-167, Eq. (3.15) shows that 1/kr, = 0, corresponding to k = «which condition
corresponds to a flat earth. A ray that is launched horizontally under this
condition remains horizontal and propagates at a constant height parallel to
the surface of a spherical earth. If the rate of decrease of N is greater
than 157 N/km, a ray may be bent downward to the surface of the Earth as for k
= -3,65 in Fig. 3.4. Such a path may result in what is sometimes called black-
out fading on a terrestrial path (Hautefeville et al., 1980).
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In such a case, no signal reaches the receiving location and- the use of
space or frequency diversity may not improve the situation. The rays bent
downward to the Earth's surface may be reflected upwards, however, and then
refracted down to Earth again, etc., giving rise to ducting of the type 11lus--
trated in Fig. 3.7. A second condition for ducting is that the refractivity
gradient of -157 N/km or greater be maintained over -a height range of a number
of wavelengths.

3.4 ATMOSPHERIC TURBULENCE

In addition to the variatfon of index of refraction with height, the
index also exhibits variations associated with atmospheric turbulence. The
theory of turbulence indicates that turbulence develops from wind shear, that

SHADOW

. 6 DISTANCE

Figure 3.7,  Example of ducting.

turbulence is introduced in the form of large turbuient eddies or blobs, and =
that energy is transferred from larger to smaller eddies throughout an iner-
tial subrange corresponding to eddies of size 2 where

Lo 22 &

For eddies smaller than 2,, viscous effects dominate and turbulent anerqgy is
dissipated. The process is suggested by Fig. 3.8,




Associated with the turbulent eddies or blohs 1s a corresponding time-
variable structure of temperature, water-vapor density, and index of refrac-—
tion. The quantity Cﬁ is a measure of-the intensity of the index of refrac-
tion variations associated with the turbulence. In particular

Ci = (n1 - nz) {3.19)

¢ € € € € ¢
. . _..Q_.O_..Q_,
IO HEAT
~ £
LO

Figure 3.8. Illustration suggesting the transfer of energy at the rate = from

large eddies or blobs of characteristic size L, to smaller blohs
of characteristic size 2o

where ny and ny are values of the index of refraction at two locations a dis=—
tance of 1 m apart. The overbar indicates an average value of the quantity
below, namely- ("1 - n2)2. The atmosphere 1is normally turbulent to -some
degree, but the occurrence of turbulence 1is not uniform throughout the

atmosphere. Turbulence tends to have a layered structure and may vary in the
horizontal direction also.

The turbulent structure of the index of refraction of the traposphere is
pelieved to be responsible for the scatter of electromagnetic waves that is
the basis for troposcatter communication systems and radar clear-air echoes.
Scatter of this type is known as Bragg scatter and is due to the structure of
the index of refraction that has a perfodicity of A' where A' = A/[2sin
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(0/2)] where A 1s the electromagnetic wavelength and o is the scattering angle
as shown in Fig. 3.9.—Fhe range of eddy size 1s large, and scatter from tur-

Eg bulence can be expected to occur over a wide range of frequencies and wave-
= lengths.

=
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=
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Figure 3.9. Scattering geometry.
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For satellite communications, interest- lies in the effeect of turbulence
cn forward propagation through the turbulent region. The effects on forward
propagation include amplitude fluctuations or scintillations, phase fluctua~
tions, and angle-of-arrival variations.

PP

3.5 AMPLITUDE VARIATIONS DUE TO REFRACTION AND TURBULENCE

It is not always easy to assess the relative importance of amplitude
variations due to large-scale variations in refractivity and variations due to
turbulence, either in advance planning or after the fact. Certain treatments
of propagation emphasize one topic, and other studies deal with the other. In
designing terrestrial line-of-sight-links multipath fading associated with the
refractivity profile receives attention, and effects or turbulence are largely
ignored (GTE~Lenkurt, 1972). For earth-space paths the emphasis tends to be
on effects due to turbulence (Theobold and Kaul, 1978).

The maximum amplitude variations due to turbulence are smaller in general
than those due to multipath propagation, as discussed in Sec. 3.2, tend to
occur more rapidly or at higher frequencies, and are commonly referred to as
scintillation. Such scintillation increases in amplitude with frequency
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(Thompson et al., 1975). (For brevity we will henceforth refer to refractive
or multipath fading for effects due to large-scale variations in refractivity
and to scintillation for effects due to turbulence.) FEarth-space_paths are at
higher =2levation angles than terrestrial paths. Even paths at what are
considered to be low angles for satellite communications tend to be at larger
angles than those of terrestrial paths, for which severe multipath fading may
occur., Also multipath fading, while severe at certain times of the day and
certain seasons in regions subject to-strong temperature inversions, does not
occur uniformly over all areas or at all times. Thus earth-space paths tend-
to experience scintillation associated with turbulence more than multipath
fading, especfally at larger elevation angles and higher frequencies,

Low-angle satellite paths, however, can encounter both scintillation and
multipath fading, and . refractive multipath effects may dominate at low
angles. On a path in Hawaii at an elevation angle of 2.5° that simulated a
Tow-angle, earth-space path at frequencies from 10 to 49 GHz, for example,
Thompson et al. (1975) recorded both fades of more thn 20 dB-and scintilla-
tions of several dB in amplitude.

Measurements of 4 and 6 GHz signals at the very small elevation angle of
10 at- Eureka in the Canadian arctic, some of which are summarized in Table
3.4, show effects that are probably due-primarily to refractive multipath fad-
ing.

Table 3.4 6 GHz Link Margins for Tropospheric Fading at Eureka, Canada,
Elevation Angle = 1 Degree (Strickland, et al., 1977).

Reliability '
Time Duration 90% 99% 99,9%

Worst two~hours 8.0 dB 18.0 dB 28,0 dB (Rayleigh)

Worst summer day 6.8 dB 15.5 48 24.5 dB

Worst summer week (5 days) 5.4 dB 13.0 d8  22.0 d8

Worst month, July (15 days) 3.8 @8 10.8 &8  20.3 dB
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Amplitude fluctuations and phase and angle-of-arrival variations due to
turbulence are treated hy Theobold and Kaul {1978}, who include an example for
2 path at 28.56 GHz and an elevation angle of 10°, They predict a sfgnai-loss
of 0.12 dB for clear weather, which 1s a small effect. Both the effescts due
to-turbulence and the possibility of refractive fading would increase ff the
angle were decreased below 10°, As noted earlier, Thompson et al,(1975)
recorded laryer scintillations of several d8 at an angle of 2,5° {n Hawaii.

3.6 GASEOUS ATTENTUATION

A microwave absorption peak due to water vapor occurs at 22,235 GHz and
peaks due o oxygen occur near 60 GHz and 118 GHz (CCIR, 1978b; VYan Vieck,
1951; Waters, 1976). Below 10 GHz absorption caused by atmospheric gases is
small. Vertical one-way attentuation values for frequencies above 1 GHz are
shown in Fig. 3,10, Attentuation values for paths at elevation angles © above
about 10° are equal to the vertical values divided by sin @, in a horizontally
stratified atmosphere., Values of the attentuation constant due to oxygen and
water vapor are shown in Fig. 3.11,

3.7 TROPOSPHERIC EFFECTS ON RANGE, PHASE, AND DOPPLER FREQUENCY

Range to a target i's commonly determined by radar techniques by assuming
that 2lectromagnetic waves propagate with the velocity ¢ (2.9979 «x 108 m/s or
arproximately 3 x 108 m/s). The velocity of ¢ corresponds to an index of
refraction of unity. In the troposphere, however, the index of refraction, n,
is slightly greater than unity with the result that the.velocity of an elec-
tromagnetic wave is slightly less than c. A range error then results if the
velocity ¢ {s assumed. The slight error in range is unimportant in many
applications but may be {fmportant in other sftuations. In practice, when high
accuracy in range is desired, it is anticipated that the range indicated by
using the velocity ¢ is greater than the true range and an effort 1s made to
estimate as accurately as pbss1b1e the excess range delay {the amount by which
the indicated range exceeds the true range) in order to correct for it (Flock,
Stobin, and Smith, 1982).

As for the case of the ionosphere (Sec. 2.3.1), the range error AR can be
determined by taking / (n-1) d® along the path. For the troposphere, huwever,
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(CCIR, 1978b) .

3-20

Ells
i»(.
I
I

O R 7 A g




-

™)

.t)}-l

U R /A

40
20
10
5

2

g

[,

& o5

4

&

o 0.2

()

z

g o

=

3

Z 0.0

ud

[

[

<
0.02

T T T i T T toTr T 1 T

H,O

- G oo g

. OF #UUR QUALITY O,

=

- /]

i \ /]

Nr?”

E‘ -

C ]

| o

E .

- ]

i / ~

- /

] /

0.01 \ =

Q:(f <10 GHz) / \ -

- — —— — — — o— —# \ =

0.005 / ]

/ \ .

- / \ -

/ N\

0.002 + / N

i N

7 N

0_.00] - 1 3 1 A 1 1 I l 1 L

SCALE A1 10 20 50 100 200 350
SCALE B: 1 2 5 10
FREQUENCY (GHz)

Figure 3.11. The attenuation constants due to oxygen and water vapor
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caleulations e } Looh quanitiy No= (n-l) x 108,
| (In the 1fonospheric analysis, N stands for an entirely different quantity,
namely, electron density.) It is convenient to treat dry air and water vapor
separately. For dry air, making use of Eq. (3.3) for a zenith path

17.6 Py

= —6‘( = “6[
ARd 10 Nd d =10 . —— dh m (3.20)

with Af4, the range delay due to dry afr, in m. The pressure py is in wb, h
is height in m, and T is temperature in kelvins. Pressure in the troposphere
tends to decrease exponentially as indicated by p = poe'h/H {Eq. 1.18), where
H is the scale height kT/mg or RT/Mg, k 1is Boltzmann's constant, g is the
acceleration of gravity (about 9.8 m/s? at the earth's surface), R is the gas
constant [8.3143 x 103 J7(Kk kg mo1)], M is the mass of a kg mol, and m is the
mass of an individual molecule. (M/m = 6.025 x 1026, which corresponds to
Avogadro's number, but applies to a kg mol rather than to a gram mol.)~ Using
the form of H involving R with M = 28.9665 kg from Table 3 of the U.S. Stan-
dard Atmosphere, 1976, treating T as if it were constant, ¢nd employing the
vaiue of g utilized by Hopfield (1971 corresponding to the height at 500 mb
at 45 deg latitude (namely, 9.7877 m/s?)
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4 .-
2 Substituting the value of -the integral into Eq. (3.20) and identifying p, as
? Pog? the surface pressure of dry air
ARy = 2.2757 x 1073 p (3.21) -
d

with py inmb. If Po, fs 1000 mb, for example, AR has the value of 2.28 m.
The delay is directly proportional to surface pressure and independent of the
temperature profile. Hopfield (1971) has examined the applicability of this
relation and has concluded that it allows determining the range error due to
dry air on a zenith path to an accuracy of 0.2 percent, or about 0.5 cm.
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As H is a function of temperature and temperature varies with height, the
exponential form py e"N/H with H a constant should only be assumed to apply
over a limited height range. If account is to be taken of the variation of H
with altitude, however, the integral of Eq. (3.20) can be represented as a
summation -of integrals over layers of limited thickness for which T can be
treated as a constant. If this—procedure is followed, T will cancel out of
all the integrals and the same result will be obtained as shown by Eq. (3.21).

The.delay caused by water vapor is considerably smaller than that for dry
air, but total water vapor content along a path is variable and not predict-
ablé with high accuracy from the surface water vapor pressure or density.
Therefore, water vapor is responsible for a larger error or uncertainty in
range than in dry air. The expression for N, the contribution to refracti-
vity of water vapor, i§ given by Eq. (3.5}, but N, can be expressed in terms
of water vapor density p instead of wator vapor pressure e, by using e =
pT/216.5 (Eq. 3.6), and then takes the form

1.731p

T (3.22)

Nw = 0,3323 +
from which
-6 ) -7 -3
ARW =10 " f Nw dg = 3.323 x 10 " [ p dg + 1731 x 107 [ (/T m (3.23)

Alternatively, the total excess range delay could be separated into ARy and
ARy corresponding to the two terms of £q. (3.3). Then

ARy = 2.2757 x 1073 p, m (3.24)
where Po is now the total surface pressure and

ARy = 1751 1073 1 (/T @ m (3.25)
The value of the integral can pe determined from radiosonde data if £ and T

vary only with height abuve the surfice .nd not horizontaiiy to a significant
degree within the limits of the path.
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Accumulation of sufficient data from radiosondes can provide a basis for
a statistical description of the range error due to water vapor and for formu-
Tating models that may apply to particular locations. Radiosonde dat' are
available from only certain locations, however, and it may be fmpractical to
use radiosondes regularly and routinely for determining range errors due to

water vapor. Alrcraft instrumented with microwave refractometers can provide
more accurate data onp and T.

Another approach is to employ microwave radiometry to estimate the value
of ARZ‘ This approach is based on the expression for the-brightness tempera-
ture T, observed when a source at a temperature of Tg is viewed through an

absorbing medium having a variable temperature T. T, fs given by (Waters,
1976; Wu, 1977)

T, =T e © J Ta e’ de (3.26)
(o]
with 1 = J odf
[¢]
L
and T o= J adf
0

where o is the variable attentuation constant (scattering neglected) at the
frequency employed. The expression for Ty takes a simpler, and perhaps more
familiar, form when T 1is constant or when an effective value T1-can be
employed, In this case

T, =T et 4 T, (1-e"1) (3.27)
A problem with the radiometer method is that oxygen and possibly liquid water
contribute to+w as well as water vapcr. Use of a suitable pair of frequencies
allows separating the effects of gaseous and liquid—water to a reasonable
degree, and the effect of oxygen can also be separated out (Staelin et al.,
1977: Wu, 1977; Claflin, et al., 1978). Frequencies of 22.235 and 31.4 GHz
have been used, 22.235 GHz being mere sensitive to water vapor than 1iquid
water by a factor of 2.5 and 31.4 GHz-being more sensitive to ligquid water
than vapor by about a factor of 2.
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;[By using Eq. (3.26) for the two different frequencies, and with the
Tse “terms rep]gced by constants as Tg due to cosmic scurces is small (2.7 K),
the value of J, W(&) e/T) J% is obtained where W(%) can be regarded as a
weighting function and has a nearly constant known value if a suitable pair of
frequencies 1s employed (Wu, 1977).

Although there are 1imits to the accuracy to which AR, can be determined
by the use of surface values, as mentioned earlier, Berman (1976) has never-
theless reported useful results for particular locations by using somewhat
different day and night models, based on surface values of relative humidity
and temperature.

The standard deviations or accuracies of the determinations of the range

¢ error due to water vapor that have been achieved are about 2.0 cm, and there
! is interest in reducing this value, particularly for VLBl and geodynamics
experiments.

The exact value of AR, in a particular case depends on the value of the
integral appearing in Eq. (3.25), but an indication of the magnitude of Rj
can be obtained by assuming an exponential decrease of Ny with a scale height
H of 2 km. It is of interest that the value obtained in this way is the same
as if Ny were constant up to the height H and zero beyond, Assuming a vapor
density of p of 7.5 gm/m3 at the surface and a temperature of 280 K, the
corresponding values of e and Ny at the surface are 9.70 mb and 46.15 respec-

e gir s s :- i

tively. Then for a vertical path
) Ry =107 f 46.15 ¢~n/2000 g
z °

10~6 (46.15) (2000} = 0.0923 m

9,23 ¢m

An extreme value of MRy, corresponding to the highest accepted weather-
observatory values of e and p of 53.2 mb and 37.5 gm/m3 at the temperature of
34°C and assuming an exponential decrease of N, with a scale height of 2 km,1s
42.1 cm, along a vertical path.
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Once a AR value is known, a corresponding phase angle or phase error A¢
can be determined by

Ab= ARZ = AR “+ (3.28)

where p is the phase constant-and is equal to2n divided by the wavelength A.

The doppler frequency error f associated with the range and phase errors is
given by

= 1 A¢
fo = o 2% {3.29)

where the rate of change of phase with time is involved. Thus fp involves the
rate of change of refractivity along the path in question. The value given by
Eq. (3.29) may also depend in practice to some extent on the interval of time
At used to measure A¢.

For- paths at elevation angle ¢ of about 10° or greater, the range delay
equals the vertical or zenith -value divided by sin ¢. That is

= AR }
aR(g) L) (3.30)

Table 3.3 shows values of pAR{p) or range error for elevation angles of
0°, 5°, and .50°, based on the 1966 Standard Atmosphere for 45°N latitude in
July and including an assumed-humidity-profile model. These values represent
total delay .due to both the dry component of the air and water vapor. Note
the large values of the range error for 0° and 5°.

The widely used constants provf&ed by Smith and Weintraub .(1953) have
been employed for calculating refractivity in.this chapter. When extreme.

precision 1s important, reference can be made to values provided by Thayer
(1974).
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APPENDIX 3.1
RELATION BETWEEN WATER VAPOR PRESSURE AND DENSITY

The perfect gas law in the form applying to one molecular weight of gas
s
pv = RT (A 3.1)-

where -p is pressure, v fis spéc1fic volume, R is the gas constant, and T is
temperature in kelvins. To obtain density o in kg/m3 use

=M -.-.pM'
v RT (A 3.2)

P

where M 1s the mass of a kg mel. Using Sl units throughcut and setting p = e
N/m2 or Pa, M = 18 kg, and R = 8.3142 x 103 J/(K kg.mol),.one obtains
e 18 2165 x 107 e

. kg/m> (A 3.2)
8,3143 x 107 T T

If ¢ is to be expressed in mb, however, rather than N/mé (Newtons /me}

e (18) (103). . 0.2165 ¢ (A 3.4)
8.3143 x 107 T T

(Total level pressure in a standard atmosphere is 1013 mb or 1.013 x 105
N/m2).

Finally for ¢ in gm/m3

p = 216.5 e gm/u@ (A 3.5)
T

In using SI units for M and R, we follow the usage of the U.S. Standard Atmos-
phere (1976), for example.
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CHAPTLR 4

ABSORPTION, SCATTER, AND CROSS
POLARIZATION CAUSLD BY PRLCIPITATION

4.1 ATTENUATION BASED ON RAYLEIft AND MIL SCATTERING

Raindrops cause attenuation of radio waves by both .absorption and scat-
ter. Absorption involves dissipation of some of the energy of an electromag-
netic wave as heat. Scatter involves diversion of some of the energy of the
wave into directions other than the forward direction. In the case of a beam
of electromagnetic radiation, for example, it is said that energy fs scattered
out of the beam. The term extinction is applied™to the sum of absorption and
scatter. Attenuation constants can be defined for absorption, scatter, and
extinction such that

“ext ® “abs * %sca (4.1)

where the «'s are attentuation constants and can be identified by their sub-
scripts.

Analysis of absorption and scatter by rain drops has often been based
upon the assumption of a spherical drop shape. For drops that are small com-
pared to wavelength, the theory of Rayleigh scattering tends to apply, and for
drops that have sizes comparable to wavelength the more complicated Mie scat-
tering theory, or refinements of 1it, must be used. The frequency range over
which Rayleigh scattering applies is further restricted below what would be
predicted on the basis of raindrop size alone by the Tossy nature of raindrops
which is responsible for absorption.

A further compiication is that the shapes of the larger drops are not
spherical. Drops with radii < 170 um are essentially spherical, whereas dropé
with .radii between 170 and 506>um are closely approximated by oplate spher-
oids. (An oblate spheroid is formed By,rotating an ellipse about -its shortest
axis.) Between 500 and 2000 um, drops are deformed into asymmetric oblate
spheroids with increasingly flat bases, and drops > 2000 um develop a concave
depression 1in the base which  is- more pronounced for larger drop sizes
(Pruppacher and Pitter, 1971). The ratio of the minor to major axes of oblate
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sphercidal drops is equal--to 1-a, where a is the radius in cm of a spherical
drop having the same- volume. Figure 4.1 shows an example of the shane of 4
larye drop.

Figure 4.1. Form of a large raindrop (Pruppacher and Pitter, 1971).

The -cotal or extinction power-density attentuation constant o for rain
can be expressed as

o * N(a) Cext(nc’ —Ai-)d'a (4.2)
J a )

where a is drop radius, n. is the complex index of refraction of water (which
varies with temperature), and Ao is wavelength in air. Cgoys is an extinction -
coefficient which is a function of n. and alxg: N(a) da (having units of
1/m3) represents the number of drops per unit volume in the size interval da
and is determined by the distribution of- drop sizes which is a function of
precipitation rate. Distributions of drop sizes have been determined empir-
ically, the most widely used and tested distribution being the Laws and Parson
(1943) distribution. The Marshall and Palmer (1948) distribution is also well
known. The Laws and-Parsons data (Table 4.1) obtained by collecting raindrcps
in- pans of flour do not provide N(a) da, but M(a) da, the fraction of the
total volume of water striking the ground due to drops of a given size. To
determine N(a) da, one must use M(a) da and also v(a), the limiting terminal
velocity of raindrops, in
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N(a) da = ..M(a) dak- (4.3)

&

via) a” 15.1
Herc R 1s the precipitation rate ifi mm/h, v(a) is in w/s, a is in cm, Mfa) da
1s nondimensional, and N(a) da is the number of drops per m3 in the size
interval-da. The Laws and Parsons data utilizes a finite value of da of 0,025
cm and £q. (4.2) is evaluated in practice when using this distribution as a
summation instead of as an integral. Values of v(a) are given in Fig. 4.2,

The Marshall and Palmer distribution made by making measurements of
raindrops on dyed filter papers has the form of

N(R, a) = N, c7Ca (4.4)

where R is rain rate and a is drop radius. N and Ny are sometimes stated in
units of cm'4, corresponding to the number of drops per ¢md in a size range of

1 cm in radius. In these units, N0 hes the value of 0.16. If a is in cm and
R in mm/h

¢ = 82 R-0.21 (4.5)

The number of drops in a volume V, in units of ¢md, having radii between a and
a + da is given by N da V. Tne Laws and Parsons distribution also can be
approximated by an equation of the form of Eq. (4.4).

The determination of C, ¢ 1s usually based upon the Mie scattering theory
for spherical drops (Kerr, 1951; Kerker, 1969; Zufferey; 1972). Cgyq has the
form of

A 3

Cext(nc, Ta—)- o Re 2, (2n+1) (a + b)) (4.6)
° n=1

where X is wavelength in air and a, and b, are coefficients involving

spherical Bessel and Hankel functions' of complex arguments. Cext and S,

which gives the amplitude of the forward scattered wave, are related by

a\_ a '.
Coxt (nc’ X“)‘ —x Re S, ('.‘c’ -r) (4.7)
o} Bo 0

where B is the phase constant 2 n/xo.
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Table 4.1 Laws and Parsons Distribution Giving the "erg..it of Voiume Reaching
Ground Contributes by Draps of Yaricus Sizes .

Aain Rate, mm/i
Drop Radius
Limits, atmm) 0,25 1.25 2.5 17.5 25 50 100 150-

- ———

0-(.125 1.0 0.5 0.3 0.1
0.125-0,375 27.0 1C.4 7.0 2.5 1.7 1.2 1.0 1.0
0.375-0.625 50.1 37.1 27.8 11.5 7.6 5.4 4.6 4.1
0.625-0.875 18.2 3.3 32.8 24.5 18.4 12.5 8.8 7.6
0.875-1.125 3,0 13.5 19.0 25.4 23.9 19.9 13.9 11.7
1,126-1.378 0.7 4.9 7.9 17.3 19.9 20.9 17.1 13.9

1.375-3.625 1.5 3.3 101 2.8 156 184 17.7
1.625-1,875 0.6 11 &3 82 109 150 16.0

1.875-2.125 0.2 0.6 23 35 67 9.0 119

2.125-2.375 0.2 1.2 21 33 68 7.7

2.375-2.625 0.6 1.1 1.8 3.0 3.6
2.625-2.875 0.2 0.5 L1 17 2.2
i 2.875-3.125 0.3 0.5 1.0 1.2
= 3.125-3.375 0.2 0.7 1.0

lu&; 1

epeir

- FE A s T R S i

=i *Drop radius iiterval, da = 0.25 cm, Multiply percentage values by 0.01 to
-é obtain M(a) da, e.g. for 50 mm/h and 1.125-1.375 mm M(a) da = 0,209,

;;ﬁ After J.0. Laws and D.A. Parsons, "The Relation of Drop Size to Intensity,"”
Eﬁ& Transactions of the American Geophysical Union, pp. 452-460, 1943.

For frequncies-of-about 3 GHz and less, the "Rayleigh approximatifon" can
be used instead of the Mie theory. For this case, Coxt takes the simple form

of
Coxt St ﬁkgi . (4.8)
A (K. +2)% +K
r i
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Figure 4.2. Terminal velocity of raindrops at six pressure levels in a summer
atmosphere as a function of the equivalent spherical dfameter.
(From Beard, "Terminal Velocity and Shape of-Cloud and Precipita-
tion Drops Aloft," Journal of the Atmospheric Sciences, May
1976.) The pressures of 1013, 900, 800, 700, 600, and 500 mb cor-
respond roughly to altitudes of 0, 975, 1950, 3000, 4200, and 5600
m of the U.S. Standard Atmosphere, 1976,

where a 1is drop radius, Ao 1s wavelength, Ki 1s the imaginary part of the

relative dielectric constant “of water, and K. is the real part. As ng =K¢

where n. is complex index of refraction and Ke 1s complex relative dielectric..
constant, values of K. and Ky can be determined from knowledge of ne. For i,

= 10 cm, K, s 78.45 and Ky 1s 11.19 at 20°C.

Rather thar calculating the attenfuation constant by use of Ed. (4.2), an
effective or bulk index of refraction m, can be determined for a medium con-
sisting of water drops in empty space (using m for the index of refraction of
the medium to distinguish from n, the index of refraction of water). The
ndex m. is given in terms of the forward scattering function S, by
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Figure 4,4. Rain rate versus frequency for specific values of attenuation
constant (Zufferey, 1972).
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2m a
M - 1=3§ = f N(a) So (nc, ) da (4.9)
0
a

The approach using an effective 1ndex of refraction has been discussed by van

de Hulst (1957) and Kerker (1969), bhut eariy consideration of the concept is
attributed by Kerker to an 1899 paper by Rayleigh and 1830 and 1898 papers.by. ...
Lorenz. The real part of the complex index determines the phase shift due to
rainfall and the imaginary part of the index determines attenuation, the rela-
tion being that

=By m Np/m {(4.10)

where o is the field-intensity attentuation constant in Nepers per m, § 1§
2n/xg, and my is the imaginary part of the refractive index. To obtain the
attentuation constant in dB/m multiply the value of « from Eq. (4.10) by 8.68
and to obtain the value in dB/km multiply also by 1000. (Alternatively,.one

can obtain a power-density attenuation coefficient by using ap = 2 By my and
then multiplying by 4.34 to obtain attenuation in dB/m.)

Values of the real and imaginary parts of the complex index of refraction
are shown in Fig. 4.3a and b. The values of m; can be used to estimate the
attenuation constant by use of Eg. (4.10). Plots of rainfall rate versus
frequency for specific values of the attenuation constant are given in
Fig. 4.4, These curves show that attenuation increases with rainfall rate and
frequency, up to about 100 GHz or more.

4,2 EMPIRICAL RELATIONS BETWEEN RAIN RATE AND ATTENUATION

Values of the attenuation constant can be calculated as a function of
frequency and rain rate by use of the Mie theory of the previous section, and
empirical relations between rain rate and attenuation have also been de-
veloped. These relations have the form of

ap = a(f) R*(F) aB/km (4.11)
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- where a and b represent values which are a function of frequency, f, and R is
rain rate. First observation of -a-relation-of this type, but with b = 1, 15
credited to Ryde (1946). Values of a(f) and h(f) have since heen determined
by several workers including Zufferey (1972) who--gave sets of “values for Tight
and heavy rain, the dividing 1inc being taken as 10 mm/h. 01sen, Rogers, and
Hodge (1978) have analyzed the relation thoroughly and derived tables of
values of a(f) and b(f) for the Laws and Parsons and Marshall-Palmer distribu-
tions and for the drizzle and thunderstorm distributions of Joss. For the
Laws ana Parsons distributions they made separate determinations for the low
rain rate values of 1.27, 2.54, 12.7, 25.4, and 50.8 mn/h {designating these
values by LP ) and for the high rain rates of 25.4, 50,8, 101.6, and 152.4
mm/h (designated by LPy). The tables of 0lsen, Rogers, and Hodge include the
range from 1 to 1000 GHz for temperatures of 00C, 209, and -10°C. Vvalues for
frequencies of 15 GHz and lower for T = 090 are given in Table 4.2 for the LP|
and LPy rain rates,

Figure 4.5 shows valuas of attenuation constant as given in CCIR Report
721 (CCIR, 1978a) with credit to Olsen, Rogers, and Hodge. Values of a and b
have also been provided by Crane (1966) on the basis of the Laws and Parsons
distribution. His values for frequencies of 15 GHz and Jower are given in
Table 4.3.

e In addition estimates of the attenuation-constant for frequencies below
10 GHz can be taken from Fig. 4.4, For frequencies of 3 GHz or less values of
the attenuation constant can be calculated by using Eq. (4.8) for Cext

Interest 1in attenuation due to. rain tends to be concentrated at the
higher frequencies above 10 GHz where the attenuation is the greatest, but the
plots. of Figs. 4.4 and 4.5 extend below 10 GHz as well. The values from the
two. figures are in general agreement, both showing that. for frequencies of
10 GHz or less and rainfall rates of 100-mm/h or less, the attenuation con-
stant has a value of about 3 dd/km or less. Attenuation constants of this
order of magnitude, while less than for higher frequencies, may still be
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Figure 4.5. Attenuation constant as a function of rain rate and frequency
(CCIR, 1978a).
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F Table 4.2 Values ot a and b of Eq. (4.11) from Olsen, Rogers, and Hodge (1978)

ff for T =0°C and for Laws and Parsons Low and High Rain Rates.

g;

=

Freq. ¢ b-
(GHz) LP LPy LPL LPy,

;{’ 1.0 6.41 x 107° 5.26 x 1075 0.891 0.947

" 1.5 1.45 x 10-4 1.14 x 1074 0.908 0.976

- 2.0 2.61 x 107 1.96 x 104 0.930 1.012

) 2.5 4,16 x-10-4 2.96 x 1074 0.955 1.054
3.0 6.15 x 10-% 4,12 x 104 0.984 1.100
3.5 8.61 x 10-% 6.42 x 10-4 1.015 1.150
4.0 1.16 x 10-3 6.84 x 10-4 1.049 1,202
5.0 1,94 x 10-3 1.12 x 10-3 1.113 1.274
6.0 3,05 x 1073 1.99 x 10-3 1.158 1.285
7.0 4,55 x 103 3.36 x 1073 1.180 1.270
8.0 6.49 x 10~ 5,35 x 10~3 1.187 1.245
9.0 8.88 x 10-3 8.03 x 10-3 1.185 1.216
10 1.17 x 102 1.14 x 10-2 1.178 1.189
11 1.50 x 10-2 1.52 x 10-2 1,171 1.167
12 1.86 x 1072 -+ 1,96 x 1072 1,162 1.150
15 3.21 x 1072 3.47 x 1072 1.142 1,119




Table 4.3 Parameters for Computing Attenuation Constant for 0°C, Laws and
Parson Distribution (Crane, 1966),

f - GHz a{f) b(f)
1 0,00015 0.95

4 0.00080 1.17

5 0.00138 1.24

6 0.00250- 1.28
7.5 0.00482 1.25
10 0.0125 1.18
12.5 0.0228 1.145
15 0.0357 1.12

serfous, and concern about attenuation due to rain is.thus not confined to the
higher frequencies but includes all of the X-band (8-12 GHz). Attenuation in
the S-band (2-4 GHz) is usually not a serious problem or earth-space paths
unless the elevation angle is very small but may nevertheless need to be taken
into account.

Attynuation due to rain increases the loss factor L, appearing in equa~_ - -
tions._describing system performance and determining signal-to-noise ratio
(Sec. 1.1). It should be kept in mind also that rain increases the system
noise. temperatire, Tsys» as well. The 1increase 1in Tsys may play a more
important role in reducing the signal-to-noise ratio than the 1increase in L

for systems having low values of Tsys’ This consideration s discussed
further in Chap. 7.

4.3 STATISTICAL ANALYSIS OF ATTENUATION DUE TO RAINFALL

Procedures for calculating the attenuation constant for propagation
through.rain as a function of rain rate have been considered in previous sec-
tions. For describing the expecfed attenuation along an earth-space path,
however,.-one--needs to model the occurrence of rain along the -path and needs to~
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know the lengih of path that is—exposed to rain. Furthermore the data may be
nceded in statistical form. The statistical data are usually presented-as
plots showing the percentage of time that rafnfall rates are exceeded.

4,3.1 Rainfall Data

A first step in developing-an understanding of the effect of rainfall on
propagation in a particular area may be to-obtain raw data on the occurrence
of rainfall there. When sufficient raw data have been accumulated, it-can be
put into statistical form.

Published data on rain are available for the United States from the
National Climatic Center (Asheville, North Carolina 28801) of the National
Weather Service. They supply Hourly Precipitation Data, issued- menthly by
state (including monthly maximum rainfalls for periods as short as 15 min for
a number of stations in each state); Climatological Data, issued monthly by
state (includes daily precipitation amounts); Climatological Data - National
Summary, issued monthly (includes monthly rainfall. and greatest rainfall in
24h); Climatoldgical Data ~ Annual Summary {in¢ludes maximum rainfalls in
periods ranging from 5 to 180 minutes); Local Climatological Data, issued
monthly (includes hourly rainfall for individual weather stations); and Storm
Data, published monthly for the United States. In Canada Monthly Records for
Western Canada, Northern Canada, and Eastern Canada and a monthly Canadian
Weather Review are available from Supply and Services Canada, Publishing
Centre (Hull, Quebec KDA 059). Data for a-number of other -countries are on
file at the National Weather Service Library, Room 816, Gramax Bldg., 13th
Street, Silver Spring, MD.

Rain gauges are the means used for obtaining most of the National Weather
Service rain data. A common type of gauge is supported in a vertical position
and has a receiving area ten times the cross section of the measuring tube to
facilitate precision in measurement. The amount of precipitation is deter-
mined by use of a hardwood measuring stick. Automatic tipping-bucket and
universal weighing gauges are in use at National Weather Service stations that
are manned by their own personnel (First Order Weather Stations), and chart
records from these gauges can be obtained from the National Climatic Center.
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If it is deemed advisable to obtain additional data on rainfall and/or
attenuation due to rainfall because of a tack of detailed published data, a
variety -of options are available if sufficient support and time can be Justi-
fied. One can set up their own rain gauges of the tipping bucket or weighing
types  Radar can monitor precipitation over a wide area -using the concepts
discussed in Sec., 4.5 for bistatic scatter. For monostatic radar the dis-
tances Ry and Ry are the same, however, and the-scattering volume V is propor-
tional to R for widespread rain, so the ratio of NR/NT is proportional to
1/R? as shown in £q. 4.12 (Flock, 1979).

2 3 2
Sup Sypct T c

v LS
A C

W, G

R _
W; = Z (4.12)

1024 (gn 2) R

G is the radar antenna gain, Oyp and ¢yp are the half-power beanwidths of the
antenna, ¢ is about 3 x 108 m/s, T is the radar pulse length, A is wavelength,
and K. is the complex relative dielectric constant of water. 7 is & db where d
is drop diametcr and is related to the rain rate R by Z = 400 R}+4 for the
Laws and Parsons distribution and Z = 200 R1:® for the Marshall and Palmer
distribution, See Sec. 4.5 for further discussion of the basis for this rela-
tion that aliows estimating R over the radar coverage area.

Another approach to measuring- attenuation due to rain on earth-space
paths is to use radiometer techniques. QOne procedure of this type involves
using the Sun as a source. When a source having an effective temperature Ts
is viewed through an absorbing medium having an effective temperature of T,,
the observed brightness temperature Tb is given by

Tp=Tget + T (1-eT) (4.13)

where 1T is referred to as optical depth and is the integral of the power-
density attenuation coefficient along.the path (/ % d¢). The temperatures of
Eq. (4.13) are measures of puwer, as k Tb B, where k is the Boltzmann constant
and B is bandwidth, is power. The first term on the right-hand side of Eq.
(4.13) represents the power from the Sun attenuated by the Earth's atmosphere,
and the second term represents thermal noise emitted by the Earth's atmos-
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phere. The 5Sun subtends an angle of 0.5° viewed from the Earth, and 1f the

_ antenna of the radiometer 1s perfectly aligned with the Sun and the Sun fills
the beam, Ty {s the effective brightness temperature of the Sun, Otherwise Tg
is the average brightness-temperature within the antenna beamwidth, as deter-
mined by the temperature of the Sun itself and the low background level of
ahout 2,7 K.

The object of using Eq. (4.13) 1s to determine t due to rain. This can
be accomplished by firsi usina the Sun as a source and then switching away
from the Sun. The difference between the two values of Ty obtained “in this.
way 1§ Ts e~ and if Tg 1s known then T {s known. The temperature Tg can be
determined by using the Sun as a source when no rain—is present. (Some
attenuation due to the gasecus constituents of the atmosphere may need to be
taken into account as well.)

If the value of Ty of Eq. (4.13) can.be determined then it is not neces-
- sary- to use the Sun as a source. Instead one can point away from the Sun and
T record

ok e s il WL SRS AT
P
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Th =Ty (1 -e™") (4.14)

from which T can be determined. T; can be determined originally .from measure-
ments utilizing the Sun. T; {is in general less than the physical temperature
of the volume of the sky where rain is falling because total attenuation.is
due to scattering as well as absorption. _Eq. (4.14) can only—be used with T
equal to actual temperature when attenuation is due to absorption aloune.

Data on attenuation due to rain, rather than on rain rate, have been
obtained by several means. An advantageous procedure for obtaining data on
earth-space paths is to use beacon signals on satellites. NASA has sponsored-
an extensive program of study of "attenuation due to rain by this meaps, mostly
at frequencies above 10 GHz (Bostian et al., 1973; Ippolifo,. 1978; Kaul,
Rogers,- and Bremer, 1977; Vogel,” 1979).— The Bell Laboratories (Hogg and Chu,
1975, Cox et -al., 1980), COMSAT (Harris and Hyde, 1975) and other agencies
have been active as well. CCIR Report 564-1 1includes a summary -of -
measurements ‘using.ATS satellites (CCIR, 1978b).
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4.3.2 tffective Path Length

Two eonsiderations about the length of the path: through rain on earth-
space links are as follows:

1. The average rain rate R along a path through a region where rain is
falling tends to differ from the instantaneous point rain rate Rp,
and this difference should be taken into account in estimating total
attenuation along a path. Onc approach Is to set R = r Rp'where R
and Rp have the same probability of occurrence and r is an effective

- path average factor which must be determined empirically. Pased
Targely upon modeling of data for the C, D, and E rain rate regions
of Figs. 4.8 and 4.9, an expression for r, apparently applicable
primarily to those regions, has been developed (CCIR, 1978¢). The
expression has the form of

- Rp‘““” (4.15)

where D is the horizental projection of the path through rain,
Application of Eq. (4.15), using values of v(D) and (D) determined
empirically, yields the plots of Fig. 4.6, The horizontal projec-
tion D is related to path Tength L through the rain by D = L coso
where o 15 the elevation angte of the path. The product Lr can be
regarded as an effective path length., Also R can be regarded as an
average rain rate, and the process of determining r can be referred
to as path averaging.

2. Temperature decreases with height and above the 0°C {sotherm
precipitation tends to cccur as snow rather than rain. Snow causes
considerably less attenuation than rain, and it is the length of the
path up to the 0°C isotherm that largely determines-attenuation due
to precipitation. (Liquid drops are more strictly confined below
the 0°C isotherm for 1light rains than for heavy rains). For ¢ >
10° the path length L can be takzn %0 be equal to the height K of
the 0°C. isotherm above the surface divided by the sine of the
elevation angle or
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where H, is the height of the 0°C isotherm and Hg is the height-of
the -surface.  The height of the 0°C—isotherm H, varies with
latitudz and meteorological conditions. Figure 4.7 shows values
cf H, as a function of “latitude and probability of occurrence.

A variety of procedures or methods have been used for determining an
effective path lergth. In comparing the various approaches, Kaul, Wallace,
and Kinal (1980) have determined that, for an elevation angle of 45° z2nd a
latitude of 40°N, an effective path length between 4 and 5 km is reasunable.

4,3.3 Models of Attenuation Due to Rain

Severa! ~tatistical models of attenuation-due to rain have been developed
and refined and updated from time to time. The goal of the-models 1s to pro-
vide statistical descriptions of-attenuation but for this purpose one can use
data on rainfall or attenuation or a combination of both. When data-on rain-
fall are used as the data base, values of attenuation can be calculated from
the rainfall data.

For locations of First Order Weather Stations —in the United States and
for-Tocations having similar records elsewhere, data are available to provide
reasonably satisfactory statistical descriptions of rainfall. Earth stations,.
however, may be located elsewhere than where weather stations are found, and
1t 1s thus desirable to divide the Earth into regions haviﬁg similar rainfall
characteristics and to attempt to-obtain statistical descriptions of these
characteristics, Selection of regions can be done on a large scale in rough -
accordance with the natural regions of the Earth (Sec. 1.4). A number of
variations of such classifications exist. They agree generally on principal
features but may disagree on detail and terminclogy. It has been suggested,
however, that classifications made from biological, geographical, or agricul-
tural viewpoints may need some modifications for telecommunications purposes
(Segal, 1980). Figure 4.8 and 4.9 show the regions used in the Crane (1980)
global.model, and Fig.. 4.10.shows_ the regions_used. in.Canada.... . ___
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The 8 rafn- rate regione of Fio 4.8 correspond to the natural regions
introduced in Chap. 1, lable 1.3 tairly well. The rain rate regions are iden-
tified by letters 1in Fig. 4.8, and these letters are included in Table 1.3
when there is a clear correspondence. The largest discrepancy hetween Table
1.3 and the rain rate regions of Fig. 4.8 occurs with respect to regions 6, 8,
and 9 of the table (grasslands and steppes, desert, and regions of Mediter-
ranean climate) and rain rate region F of Fig.-4.8. Region F tends to include
all 3 natural regions - 6, 8, and 9 - except that some of the grasslands-of
the Great- Plafns of the United.States appear to be included in rain rate
region D-of Fig. 4.9. Regions 6, 8, and 9 of Table 1.3. are quite distinct
from each other and from natural regions 3, 4,~and 5 (rain rate regions (, D,
and E£). Southern California (region 9), for example, has long completely dry
summers, winter rains,—and-very little thunderstorm activity near the coast,
while the Great Plains (region 6) have maximum precipitation and frequent
thunderstorms in the suimmer. The desert in Arizona (region. 8) also has maximum
precipitation and some severe thunderstorms in summer. 1t appears that
further study of the telecommunications-characteristics of regions 6, 8, and 9
{region F) is needed.

In areas where sufficient data are available, such as portions of Europe
and North America, more detailed divisions than can be shown on worldwide or
continental maps. may be desirable. A variety of such subdivisions could be
formulated. It-should be taken into account that in mountainous areas of
western North America and elsewhere, any broad- general scheme of classifica-
tion has fts limitations. Quite detailed rainfall maps, perhaps for fndi-
vidual states, would be advantageous in such cases.

Regardless of what divisions or subdivisions are selected or whether one
od1y uses data from a particular—weather station, plots such as those of
Fig. 4.11 can provide a basis for system design. Published rainfall data for
the United States are available for periods as short as 5 minutes, and chart .
records may provide estimates for shorter periods, It is the Climatological
Data - Annual Summaries that include maximum rainfalls for 5-minute periods
and also for periods up to 180 minutes.

Characteristics of some of the models and analyses of attenuation due to
rainfall that have been developed will now be described briefly.
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1. Rice-Hoimberg Model %

Using a variety of meteorological data, Rice and Holmberg (1973) formu-
tated a model which predicts distributions of t-minute paint rainfall rates.
The model gives the cumulative number of hours in a year that the rain rate-.
may be expected to exceed a specified value during t-minute periods, e.g. l~-
minute periods, 5-minute periods, etc. The model involves the use of 3 basic
parameters which are M, the annual rainfall in mm; 8, the average annual ratio
of thunderstorm rain to total rain; and D, the average number of days for
;1 which the precipitation equals. or--exceeds 0.25 mm. M and D are determined
directly from recorded .data, and B fs derived from data on the greatest
monthly precipitation values in mm and the average-annual number of days with
thunderstorms. In considering this model one can set M = M; + M3 where Mj
represents thunderstorm or convective rain and Mp represents stratiform rain
which tends to be of relatively wide extent and long duration. Convective
rain tends to involve high rain-rates but for only comparatively short
periods. The parameter 8 represents the ratio Mj/M,

G s

Tpx

g

2, Dutton-Dougherty Model, Modified Rice-Holmberg Model

The Dutton-Dougherty model predicts total attenuation from precipitation,
clouds, and the clear air. For attenuation caused by rain it uses a modified
Rice-Holmberg model (Dutton, 1977). An incentive for modifying the Rice-
Holmberg model is that while the original model provides P(R), the percent of
time that vainfall rate R is exceeded, given values of R, it is difficult to
invert to obtain R, given P(R). That is, if one wishes to determine the rain
rate R that is exceeded 0.01 percent of the time, for examnle, it is difficult
to do so by using the original Rice-Holmberg model. The. modified Rice-
Holmberg model overcomes this problem. Like the original model it uses .the 3
parameters, M, B, and D. Stratiform rain is assumed to be uniform up to the-
fﬁ rain-cloud base and to decrease to zero at the storm top height, while con-
gﬁ;' vective rain 1is assumed to increase slightly, in terms of 1liquid water
e content, up to the rain-cloud base and to then decrease to zero at the storm
top height.




- The modified Rice-Holmberg model is available as a computer program from
E. J. Dutton of the Boulder Laboratory facilities of NTIAZITS (303 497-
3646), Some .-results of interest, obtained by use of this_cumﬁuter*progrmm
have been published fcr Curope (Dougherty and Dutton, 1978) and the United
States (Dutton and Dougherty, 1979). The papers. provide maps of Europe and
the United “States that show contours of constant 1l-minute rainfall rates in
mm/h, corresponding to values equaled or exceeded for 1, 0.1, and.0.01 percent
of the time. A percentage of 1 represents 87.7 h/yr, 0.1 percent corresponds
to 8.7/ h/yr, and 0.01 percent is equivalent to about 53 min/yr. The papers
also include contours of the standard deviation in mm/h of annual rainfall
rates corresponding to the percentages of 1, 0.1, and 0.01., Data for 30 yrs
were used for the United States,

3. Lin and Lee Models

Lin (1977) and Lee (1979) describe and analyze procedures for obtaining
rainfall statistics from data published by the Natfonal Climatic Center for
the United States. Lin provides an empirical relation for computing attenua-
tion as follows:

AR, L) = & (R) .._.L_L- dB (4.17)
1+
L(R)

where A is total attenuation expressed as a function of rainfall rate R and
path length .. The parameter “p is the attenuation constant and has the form
of*aRb, L {s actual length, and L (R) is a characteristic path length given
by

2636

LR) = =
R =%z

km for R.> 10 mm/h (4,18)
Slightly different values can be used for a and b for vertica11& and hori-

zontally polarized waves in the expression for &
by Chu (1974).

D at 11 GHz, based on analysis
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4. Piecewise Uniform Rain Rate Model

The piecework uniform model (Persinger et al., 1980) is a quasi-physical
model developed to eliminate the need for effective path lengths, It involves
the assumptions that the spatial rain rate distribution s uniform for low
rain rates but becomes fincreasingly nonuniform as the peak rain rate in-
creases. Total attenuation A 1s determined from

L
A Z a(R;) a (4.19)

where L is the path Tength which is divided into N equal intervals, « is the

attenuation constant corresponding to rain rate- Ry of the.ith division or
cell, A two Tevel model has been developed for which

R, for 0 i_ﬂ < CL
Ry = R, forCL <z <t (4.20)
where
R 1 R1 < 10 mm/h
Rx = R] »X‘ (4-21)
Rl 0 Rl 3»10 m/h

In terms of these quantities, the expression for A can be written as
A= [Ca(Rl) + -0 aR) L R (4.22)
Based on experimentai evidence for the eastern United States, C 1s taken to be

0.2 and x is taken to be -0.66. ﬁath tength L is found. by using a height
extent of rain H and a basal length B with
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4.0 km,mid latitude (4.23)

3.5 km,hiah latitude, above 40°
H =
4.5 km,Tow 1atitude, below 33°

and B = 10.5 km. then

|,..2

{H/sm 8 6 2 8
(4.24)

B/cos 0 6 < 0g
with gy = tan"! H/B and e the elevation angle.

It is stated that as a larger-data base becomes available the two-level
model could be expanded to multiple levels and to include climatic zone depen-

.

L .

—#@ _ dence.

Py 5. Goldnirsh and Katz Analyses

Y

o

- B Goldhirsh and Katz- (1979) and Goldhirsh (1979) have used radar and dis-
=8

= drometer data as aids in analyzing and predicting attenuation due to rain.

Radar, by recording. the intensity of rainfali along a path and the height

qf- range over -which echoes are received, can provide prediction of effective path
i%: Tength, The disdrometer is an instrument for measuring drop size distribu-
3 tions. The relations used for calculating attenuation are

.

- N

A(t) = 2;‘ o, Ar (4.25)
{ R - i

with oy the power-attenuation constant for the ith range bin and Ar the radar
range-resolution. The -constant ay 1 related to radar reflectivity Z by

- L - = b )
) a; = al] (4.25)
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Z 1s determined experimentally by- use of an- equation of the form of
£q. (4.12), and a and b are determined empirically to make the values of ay

agree with the values of a, given by Eq. (4.2), based on Mie scattering- theory
utilizing the drop size distribution given by the disdrometer.

6. CCIR Report 563 of 1978

The Earth is divided in this report into 5 regions and curves are pro-
vided giving the percentage of an average ycar that rainfall rates are
exceeded for the 5 regions. The curves giving the rain.rates exceeded as a
function of percentage cf time extend at the low end to-0.001 percent, corres-
ponding to about 5,3 min/yr.

7.  CGCIR Study- Group Doc. P/106-E.

A document written for the -Special Preparatory Meeting for WARC-79 (CCIR,
1678¢) uses the rain rate regions of Fig. 4.8, Fig. 4.11, or Table 4.4 for
determining the rain rates exceeded as a function of percentage of time, and
the procedure for determining path length that has already been described in
Sec. 4.3.2, This model, utilizing 8 rain rate regions, was developed in
recognition- of the shortcomings of the 5§ rain rate regions of Report 563 of
1978. The model of 1978 and this study group model are forms of what have
been referred to as global models. The equation for the total attenuation A
along a path, according to the working group- model, has the form of

(AL

A T e e . - g o -
—rRE

o e AT R E P TR A

TRe

B

. H ~§(D) b
A= T v(D) Rp a Rp (4.27)

where quantities are as defined in Sec. 4.3.z. The procedures of this model
are easy to grasp and apply, assuming sufficient data for the determination of

-8 (D9
=y (D) R .
r=y(D) 5

8. 1980 Global Model

— This-form of global model by Crane (1980) uses a somewhat more complex-
procedure for estimating attenuation than that of the CCIR Study Group but is
otherwise very similar. The number of rain rate regions is 8, and the same 8§
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regions are used as in-the Study Group Model (Fig. 4.8)7 The United States is
covered hy b regions with one region, D, divided-into 3 subdivistons—as—im
Fig. 4.9. Figure 4,11 or Table 4.4, giving rain iates as a function of time
exceeded for the 8 regions, are utilized. The-model is based entirely upon
rain rate data- and utilizes the empirical relation ay w o RY (same as aR")
for converting rain rate to attenuation....-Table 4.5 gives rain rates as o
function of time exceeded for the regions of Canada. 1In the discussion of the
model, 1t 1s stated that Eq. (4.15) produces the desired relationship between
rain rate- at a point end that averaged- over a- path bhut that because the
attenuation constant 1s a nonlinear function of rain rate the form of
tq. (4.27) of the CCIR Study Group Model 15 not adequate for estimation of
total attenuation. Numerical differentiation involving Eq. (4.15) has been
carried out and has Ted to relative path rain-rate profiles which chow that
when high point rain rates occur, the most-intense rain is found close to the
sampling location, When rain rates are Tow at the sampling location, however,
higher rain ratcs are likely at distances 1n excess of 6 km away. Approxima-
tion of the profiles by exponential functions leads to an expression for

attenuation along & horizontal path of length D that involves 3 such functions
as foTlows.

uid B cBd B cBD
gl e -1 be b'e
= . - d <D <22.5« 4,28
A(Rp’ D) uRp [ uB c8 ¥ cB ] - - Km ( )
8 euﬁn -1
A(Rp, D) = otR.p [ — 0<Dh <d (4,29)

with A in dB, Rp in mm/h,

= 1nl besd] (d in km)
—.—-—-T‘—- AN
- 0.17 : e
b =23 Rp (Rp in mm/h)
¢ = 0.026 - 0.03 2&n Rb
d =

3.8 ~ 0.6 %n Rp
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tor elevation angles ¢ greater than 10°, D 1s given by

S (4.30)

where Wy is the height of the 0°C isotherm from  Fig. 4.7 and H, is the
height of the surface [consistent with Eq. (4716)]. Attenuation Ag along a
path of length L is given by

L A(Rp, 0) AR , D)

P

Al 5 e - = 4,31
5 I} cos 0 ( )

for ¢ > 10°. For elevation angles less than 10 °, see Appendix 4.1.

It is reported that the mean deviations between model predictions and
measurements in particular situations are smaller than 14 percent. The model
applies to percentages of occurrence as small as 0.001 percent, and it fis
asserted that the model provides good results for the low percentages of 0.001
and 0.0l whereas other models fail for these Yow percentages.

PERS A

~

8. 1982 CCIR Model

The rain-rate regions of the 1982 CCIR model are shown in Figs. 4.12-
4,14, and t: 2 rain-rate values for these regions are given-in Table 4.6, In
addition, contours of constant rain rate exceeded- for 0.01 percent of the time
are provided in Figs. 9.8-9.10. Path length L is determined as in Sec. 4.3.2,
except that the curves of Fig, 4.7 are now considered by the CCIR working
group involved to give heights that are too great at low latitudes. Figure
9.11 shows the same curves (Method 2) as in Fig. 4.7 and also a new Method 1
curve for maritime climates, with a modification of the latter for 1low
latitudes. This modification of CCIR IWP 5/2 is shown by the dashed curved in
the figure and is also-described by

:
3
"i
b

i
,fg\

e
3
.
%-.
_.f

k4
1

+

bp| 5-1 - 2.16 Tog [1 + 10 (9-—-%5—21) ] } (4.37)

H =

where ¢ is latitude and ppvis an empirical height reduction factor given by

p op= 0.6 4 < 20°

pp = 0.6+ 0.02(p - 20°) 20° < ¢ < 40°
. op = 1.0 ¢ > 40°
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Figure 4.13, Rain-rate regions of Europe and Africa (CCIR, 1982).
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Figure 4.14, Rain-rate regions-of Asia and Oceania (CCIR, 1982).
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Note that for latitudes Tless than 20° the height H 1is reduced by a factor
of 0.6.

In using the model, a path reduction factor T is introduced such that
A = up L rp dB (4-J3)

where A 1s attentuation in dB, L 1s path length, and p is the path reduction
factor. The value of'rp is determined from-

90

" 3FCD ¥TD (4.34)

where- D is the horizontal projection of L and Cp is given by Table 4.7 for
continental ¢limates. (Cp is 4 for a probabiTity of occurrence of 0.01).

Table 4.7 Coefficient Cp for Determining Reduction Factor p for
Continental Climates,

Percent of Year 0.001 0.01 0.1 1.0

Cp 9 4 0.5 0

4.4 DEPOLARIZATION DUE TO PRECIPITATION -

The term depclarization refers to a degradatioﬁ or change 1in
polarizatfon, as from purely vertical linear polarization to tinear
polarization at an. angle slightly different from vertical.  This latter -
condition is equi§a1ent to a combinatfon of vertical polarization, of a wave
having an amplitude close to the orignal amplitude, and ..horizontal _
polarization, of a wave having a small but finite amplitude. Precipitation
can cause such an effect.
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The possihility of usimg two orthogonal linear or circular polarizations
simultaneously on the same path is of much interest, but the ability to do so
is limited-te some degree by antenna characteristics and depolarization caused-
by precipitation or other phenomena, The two orthogonal linear pclarizations
are generally referred to as vertical and horizontal, but for earth-gpace
paths, the polarizations tend to be rotated somewhat from the local vertical
and horizontal axes (Lougherty, 1980.). The two orthogonal circular polariza-~
tions are right and left circular polarization (Sec 2.1.1). Two orthogonal
polarizations™ are sometimes referred to as cross polarizations, and, espe-
cially, a wave of-the opposite or-orthogonal polarization that is produced by
a process Of depolarization is known as a cross-polarized wave. The produc-
tion of a cross-polarized wave can result in interference between orthogonally
polarized channels of the same path.

In considering questions of “wave polarization 1in transmiSsion- through
rain, the ratio of the power of a wanted or copolarized wave to the -power of
an unwanted or cross-polarized wave is often pertinent. A copolarized wave
has the-same polarization as the transmitted wave, or the wave incident upon a
regifon of rainfall, and the cross-polarized wave has the opposite or
orthogonal polarization.  Letting Eyp and Epp represent electric field
intensities of copolarized or wanted waves and Ej, and Ep; represent field
intensities of cross-polarized or unwanted waves and expressing the power
ratio in dB, the ratio may take the form-of-20 log 511/E12, for example. The
first subscript représents_either a reference or original polarization, and
the second subscript represents an actual (resulting or final) polarization.
Thus, Ejp 15 a field intensity having polarization 2. It may have been
derived from a wave of original polarization 1, or polarization 1 may merely
be the reference polarization of the system in gquestion. A ratio of the above
type 1s commonly .referred to by the term cross polarization discrimination
(XPD). For the example considered,

XPD = 20 Tog Eyy/E1> (4.35)
The use of the term discrimination is pertinent in some cases, but the notation

XPD has—heen used also to describe the polarization of a wave whether a
process of discrimination is—involved or nct. For example, if a receiving
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systen has a linear, horizontally polarized antenna but an incident wave is
1inearly polarized at an angle 1 with respect to the horizontal, it may be
said that

XPD = 20 log cot = (4.,36)

as Eq) = Eg cos v and Ey, = Eo sin 1, where Ey is the total-field fntensity of
the wave and Eyy and Ey, are components along horizontal and vertical axes.

In the above {llustrations of XPD, it is seen to be a value in dB
representing- the ratio of copolarized or wanted power to cross-polarized or
unwanted power. Note that -the cross-polarized power would be - interfering
power if it was desired to use polarization 2 for a second signal channel. A
related quantity, cross-polarization 1solation or XPI, can be illustrated by

XP1 = 20 Tog Eyy/E5; (4.37)

XPT fs also a value in dB and -~epresents the ratio Of copolarized power to
interfering power (taking Esp to be a field intensity having polarization 1
that may have been produced from a wave that originally had only polarization
2 and that in any case is unwanted). XPl has the advantage of being a direct
measure of interference, but XPD is easier to determine experimentally (by
receiving singly polarized satellite signals with a-single antenna having
orthogonally-polarized feeds). Theoretically, the two quantities XPD and XPI
should have the same value.

Depotarization due to precipitation is caused by the nénspherica] shape
of° raindrops and ice crystals; spherical rafndrops do not cause
depolarization. - Depolarization would not occur in the case of spheroidal
raindrops either if the electric field .ntensity vector of a 11ne9r1y
polarized wave were tc lie.strictly parallel to either the long or short axes
of the raindrops (although the attenuation for the two cases would be
different). 1In the general case, however, the roughly spheroidal drops tend
to be tilted or. canted with respect to the electric field intensity vectors of
incident vertically or horizontally polarized waves as well. Wind contributes
to canting and, even in the case of apparently vertical fall, the drops
normally_exhibit_a distribution_of_canting angles.
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Differential attenuation and phase shift ef field components parallel to
the long and short axes of symmetry of raindrops are what produces depolairi-
zation. The effect of differential attenuation on a Tinearly polarized wave
is shown in a qualitative way in Fig. 4.12, where the ellipticel cross-section
of a canted ohlate. spheroidal raindrop. is depicted. A circularly polarized
wave 1s equivalent to the combination of two linearly polarized waves that
differ-by 90° in both spatial configuration and electrical phase, and depolar-
ization occurs for circularly polarized waves also. Indeed, it develops that
the degradation of XPD due to rain is worse for circularly polarized than
linearly polarized waves (Chu, 1974).

Taur (1974) has reported erperimental results showing a degradation of
XPD to about 12 dB for 4-CHz circularly polarized transmissions from INTELSAT
IV to the COMSAT Laboratories near Washington, D.C. He compared these results
with prediction based on differential attenuation A and differential phase
shift B as indicated by

1+ e‘M‘jB

—TE
1- eA 38

XPU = 20 log (4.38)

The observed values of XPD were somewhat lower than the predicted values.

Quantitative analysis has provided numerical values of differential
attenuation and phase for waves that have field intensities along two
-~ _.___orthogonal axes symmetrically oriented with respect to oblate-spheroidal and
Pruppacher-Pitter raindrops (Morrison, Cross, and Chu, 1973; Hogg and Chu,
1975; Oguchdi., 1977; Kaul, Wallace, and Kinal, 1980). Further analysis of
cross-polarization_has led to a relation between XPD, attenuation of the
copolarized or original wave A, e1evat1onuaﬁg1e ¢, and polarization tilt angle
with respect to the horizontal t (Nowland, Olsen,-and Shkarofsky, 1977; CCIR,
1978b). The expression used by the CCIR in Report 564-1 is

XPD = 30 log fgy, - 40 log (cos 6)

- 20 Tog (sin 2t) ~ 20 Tog A (4.39)

4-42




“(p} ut umoys sae Y43 yo_sjusuoduod (eI1749A
puU? [BIUOZLUOY YR pul “%u UL UMOYS due saxe asdiL||3 ayr 01 (9| e4ed SUSLIy Jo squduodwor
s LeoL343a 43buet ou st UELI, £31sudqui PIati D:14309(3 [PI01 Y1 ‘{(ejuted jol uoBas aya
wouy Suibiawd uvodn smyy -ALAUOJIS 40w pIzenualle sL pue juauodwod '4aYlo 3yl ueyyl 4agem
pLAbL{ 549G S431unolud sixe ofew 3yl o3 (2[eded Jusuoduod WYk ‘umoys aue sdoupuied
pmumugmmnm 541 JO S3xe JouLw pue Jofew Syl 03 (J|ieued ade 1Pyl J *3 J0 sijusuodwod 3Yy31 (Q)
uy  -2¥'3 se pajeuSisap St SADM 3yl 40 AILSUBIUL PIILY TLAIIILI BYT IU43yM ‘(e) ut umoys
se 40L1ezZiae|0d 4«PAUL| [@313434 A[3IDL41S sey uorlelrdidsud jo uctbaua e uO IaeM JuIPLOUL
3y, -uoijeziue(odap buronpoad ul uOLIPNUIIIL [RLIUIUISILP JO IO4 Y} JO UuOLIBAISAL(]

® C) (o)

' ’
. {
T 1‘3

UALITY

A

L

POO Q

R

Okttt

QF

3 1
mZ(E.u SNWVHL, UZ_m

ONI

“GI*y d4nbL4

4-43

R SR Y S TSV

XTI

ey DG




" For a fixed value of A, the XPD increases with freguency, which would indicate
that XPD wouid bhe Tow (poor) for low frequencies. Attenwation, however,
increases with frequency. LEquation (4.39) is considered to be valid for

1d3 <A <15 dp

10 di < XPD < 40 dB
8 GHz < f < 40 GHz
10° < 1 < 80°

10° <o < 60°

The relation is provisional and should be used with caution. It has the
form of

XPD = a - b log A (4.40)

One approach to depolarization studies has been to empirically determine
values of a and b for particular situations and to analyze how the values of a
and b vary with frequency and elevation angle. Some results for a and b for
11.7 @Mz, not far above 10 GHz, that have been obtained at Virginta
Polytechnic Institute and State University (VPI & SU) and the University of
Texas (UT), are shown in Table 4.7.

Occurrences of low values of- XPD when attenuation is low have been
attributed to dice crystals, which cause small- attenuation but can
significantly degrade XPD. Relations between XPD and attenuation-that are
developed for rain should not be extended..to low values of attenuation for
this reason (Bostian and Allnut, 1979).

Data -on rain depolarization at 4 GHz have been obtained by Yamada et al.
(1977). For such relatively low frequencies attenuation values are low and
are not useful for predicting XPD either. Depolarization at such 1low
T 7 frequencies is considered further in Sec. 9.4.3.
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Table 4.7 11.7 GHz XPD Date. In the Case of the UT-Values, XPD Lxceeded-the
Yalues Shown for the Percentages of Time -Indicated. [Table ts5 a '
Preliminary Yersion Assembled from Data 1n Kaul, Wallace, and
Kinal, 1980.]

source %PD 0 Appticability

YPI & SU 44,7-22.€ log A 33° Augs 1877

¥P1 & SU 36.3-16,2 Tog A 33° 1978

uT 42,9-17.3 log A 50° 10% Occurrence

uT 35.0-13.4 leg A- 50° 50% Occurrence )
ut 31.5-12.6 log A 50° 90% Occurrence

As with atmospheric effects in general, attenuation and degradation in
XPD due to rain are mnst cevere on lcw-elevation-angle paths, Lin (1974)
describes the occurrence of a squall -1ine of heavy rain that produced 7 dB of
attenuation and a degradation of XPD from 27 B down to 9 dB on a 42-km 4 GHz
. path. The path length thrcugh rain of 42 km is considerably greater than for
most earth-space paths, and some of the depolarization may have been caused by
multipath propagation {Hogg and Chu, 1975).

','zilll ot

"A._‘

4.5 BISTATIC SCATTER FROM RAIN '

In considering the propagation of signals through a region of rainfaill,
interest commonly centers on the degree of attenuation of sfignals propagating
in the forward direction. Another effect, however, is that rain scatters
energy into all directions, with a resulting potential for interference with
earth-satellite or terrestrial line-of-sight telecommunicaticn systems. Such
scatter can be referred to as bistatic scatter, using the term bistatic as for |
radar operations in which the transmitter and receiver are at different loca- '
tions.
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The process of bistatic scatter can be described as follows. The puwer
density P in W/m? at a distance Ry from a transmitter having a power output -of- -
Wi watts and an antenna gain of Gy 1s given by

Poo o (4.41)

At the location where the power density is P, consider a target having a radar
cross section of nV m? where n is the cross section per unit volume and V is
the total volume taking part in-the scattering process. . In the present case V

{s the common volume of the transmitting and receiving antennas as shown fin
Fig. 4.16.

Considering the common scattering volume to be small such that the dis-
tance from-the trarsmitter to any part of it is Ry and the distance from the
receiver to any part of the volume is "~ the common volume 1is presumed to
radiate isotropically the power incident upon it 50 that the received:power

Wp, intercepted by an antenna with an effective area of AR at the distance of
Ros is given by

W.G-NV A
7 R
g = ——=—— (4.42)
(4m) Ry Ry
Making use of the relation between gain G and effective area A, namely G =
4np/A2, the equation can be put into the form

2
A
T (4n) R1 R2 L Tt

where a factor L has heen added to take account of attenuation of the incident
and scattered waves and any polarization mismatch. Assuming for simplicity

that Rayleigh scattering applies, the cross section per—unit volume n is given
by
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Wty fey] 2540 nt/m (4:44)
X R

where K. {5 the complex index of-refraction-of water at the frequency 1n ques-
tion and summation is shewn over all of the drop diameters d within-a unit
volume., This summation is commonly represented by the symbel 7 so that

-2
5 K ~1
¢

_m 2,3
o= ;1' REH:NZ Z a/m (4.45)

Empirical relation¥ have been derived between Z and rain rate R. For the Laws
and Parsons drop-size distribution

7 = 400 R1.4 (4.46)

\ -

\\\ /

—&/ &/\)-

-
ANTENNA ——

Figure 4.16.—~Fhe cross-hatched area is a two-dimensional representation of the
common volume of the transmitting and receivirg antennas.
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with Z 1n mnb/m3 and R in mm/h. Another form of the-relation between Z and R, y
which-is a slight revision of the relation proposed by Marshall and Palmer and =
is based on their drop-size distribution ¢

Z = 200 R1.6 (4.47)

In monostatic radar observations of rainfell n can be determined from
Eq. (4.43) and Z can then be determined from Eq. (4.45}- except that for mono-
static radar R; and Ry are the same and V is vroportional to distance squared
so that Wp/Wr varies inversely with distance squared if rain fills the radar
antenna heam-width. In Eqs. (4.44) and (4.45) a1l lengths are inm. To con-
vert from Z in m®/m3 to mmS/m3 for use in Egs. (4.46) and" (4.47) multiply by
1018,

For calculation of interfering signal levels one can assume rafn rates R
and calculate Z and n for insertion into £q. (4.43).

4.6 CONCLUSION

‘ Much of the finterest in effects of precipitation_on telecommunications
o has been directed to freguencies above 10 GHz, but the various models of at-
% tenuation due to rain are applicable to--frequencies below- 10 GHz as well.
Attenuation and noise due to precipitation-may be important for frequencies as
low as 8 GHz or lower and need to be taken into account for frequencies as low
as 4 GHz. Depolarization, the production ofcross polarized components that
have polarizations orthogonal to the original polarizations, increases with
attenuation- for frequencies above.8 GHz. For lower frequencies, differential
phase shift rather than di fferential -attenuation tends to make the major con-
tribution to depolarization, and significant depolarization may take place at
frequencies as low as 4 GHz (Taur, 1974; Sec. 9.4,3). Backscatter from pre-
o cipitation is important in radar observations at frequencies as low as those -
: of the L band (near 1300 MHz), and bistatic scatter from rain is a potential
source of fnterference for telecommunication system operations at frequencies
this Tow as well as at higher frequencies.
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- Water in the form of a thin layer of film over a radome or reflector and
as the tiny drops of clouds or fog, as well as in the form of the larger drops
of rain, can affect the performance of telecommunication systems. It has been
pointed out that a given water content integrated 2long a path_causes more
attenuation when the water is in the form of a thin slab than when it occurs
as fog or rain. Hogg and Chu (1975) used the water content of a stab 1 mm in
thickness, corresponding to a rain of--25 mm/h over a 1l-km path or fog of
0.1 g/m3 over a 10-km path, to illustrate this point. Avoiding the use of
radomes and using blowers to eliminate water films are means for minimizing
system degradation due to water films.

Loyt

Effects of clouds are considered in the following Chap. 5. Among -the
effects are a slight range delay, above that due to the gaseous constituents
of the atmosphere. The same effect occurs for rain, for which the excess
range (or time) delay can be determined from the real part of the complex
index of refraction m. of Sec. 4.1 by taking [Re (Mmc-1) dg namely the inte-
gral of the-real part of m, minus unity over the-path. Further consideration
of range delay due to 1iquid water, whether of the tiny drops of fog or the
larger drops of rain, can be found in Sec. 5.1,
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APPENDIX 4.1
1980 GLOBAL MODEL .

For elevation angles o less than or equal to 10° in the 1980 Global
Model, Crane (1980) states that- D Is given by

n

D =Evy (A 4.1)

with

n

y = sin-1 { cos 0 PHQ +E,% sin? o

H0 + £
1/2 |

¢ 28 (Ho-Hg) + H 4 HE ]’

- (Hg +E) sin 6 (K 4.2)

E is the effective earth radius and the value of 8500 km, corresponding to k =
: 4/3 (Sec. 3.2, Table 3.2) is suggested. H, is the height of the 0°C isotherm,
B and Hg is the height of the ground (height of station).

Also for o <10°

: 2 2 1/2 ,
- L= HGE + H)P + (B + Ho)® - 2(E #Hg) (E +Hy) cos ¥ (A 4.3)

4-54




CHAPTER 5
EFFECTS OF SMALL PARTVICLES AND BIOLOGICAL MATTLR

5.1 CLOUDLS AND FOG
5.1.1 Introduction

Clouds, dust, and vegetation and their effects on propagation are the
principal topics considered in this chapter. Clouds &nd fog are hoth composed
of minute water droplets or ice crystals suspended in air. Fog forms near the
Earth's surface, and clouds occur at higher levels. Roth-clouds and fog form
through- cooling, clouds when air cools adiabatically while rising—for example
and fog by contact and mixing. Fog also sometimes forms by increase of water
content~ Clouds are of three basic types - cirrus, cumulus, and stratus
(Donn, 1975).

Cirrus clouds are high, thin, separated or detached clouds. They usually
form above ahout 9 km (about 30,000 ft) and consist of thin crystals or
needles of ice rather than liquid water. Cumulus clouds are the majestic
billowing white clouds of summer and fair weather generally. Their base is
typicaliy flat and they have considerable vertical extent. Stratus clouds
have a large horizontal extent covering all or-most _of the sky and showing
little structure. They tend to have a uniform grey color. If a cumulus or
stratus cloud occurs above its normal tevel, the term alto precedes thr
name., If a cloud is associated with rain, the term nimbus may be added to the
basic name. Thus, nimbo stratus clouds are rain or snow clouds, and cumulo-
nimbus clouds, which develop from cumulus clouds, are the clouds of thunder-
storms, Clouds combining the characteristics of two of the basic types have
names such as stratocumulus and cirrostratus.

Drop sizes and liquid water contents in cumulonimbus clouds are given in
Table 5.1, adapted from Ludlam (1980). The table shows values—of drop concen-
tration N, mass density p, and mean radius r for particular cumulconimbus
clouds, which have relativeiy large val -s of liquid -water content. The
entries are arranged in groups or classes.




Table 6.1

Parameters of Cumiulonimbus Clouds
{adapted from Ludlam, 1980) .

Class N/cm3 p(g/m). r{im)-
a 290 0.05 3.45
590 0.13 3,78
281 0.65 8.2
b 30 0.03 6.2
41 0,025 5.26
85 0.06 5.52
c 229 0.60 8.55
182 0.95 10.76
285 0.66 8.21
220 0.51 8.21
119 0.70 11.2
d 195 1.6 12.5
99 5.0 22.9

Fog -has four principal categories - radiation fog, advection fog, frontal
fog, and upslope fog. Radiation fog forms when the Earth, and consequently
the-air immediately above 1it, éoo1s on clear nights. Advection refers tc
horizontal movement, and advection fog forms when cold air passes over a warm
sea surface and when warm moist air passes over a cold surface. The latter
mechanism is responsible for about 4/5ths of all maritime fogs (Donn,. 1975).
Frontal fog is important over the continents-and results at a front where warm
air. moves over cold air.- Clouds form in the warm air, and 1f rain falls from
the clouds 4t will add moisture to the cold air underneath which may already
have been humid and near the dew point. The result is the formation of fog in
the cold air. Upslope fog forms, when humid air ascends a gradually sloping
plain .as in the interior plains of the United States. Ice fog forms at Tow
temperatures in the order of -34°C (-30°F) and lower and is aggravated by man-
made po11ut16n. Ice fog is a problem ir winter in Fairbanks, Alaska {(Benson,
1965, 1970).




The discovery that radar echoes can be received from clouds at frequen-
cies of 3 Gz and Tower suggests that clouds have a degree of structure that
causes partially coherent backscatter-echoes (Gossard, 1979). The contribu-
tion to coherent backscatter from water vapor in the cloud is helieved to be
much more important than the contribution from water droplets,

b.1.2 Atteruation

Attenuation of radio waves by clouds can be calculated on the basis of
Rayleigh scattering theory, as the droplet sizes of c¢louds are small compared
to wavelength., The power attenuatien constant o for propagation in clouds is
proportional to ligquid water content py as shown by

a =Kp dB/kn (5.1}

where X, 15 a proportionality factor that fs dependent on frequency as shown
in Fig. 5,1. ttenuation values for frequencies of 16 6Mz ard lower are
small. The factor Ky, has a maximum value of about 0.1 in this frequency
range, and 5 g/m3 15 a quite oxtreme value for o,. Thus the attenuation due
to clouds or fog at 10 GHz 1is unlikeiy to he more than 0.5 db/km, and
attenuation values decrease as frequency decreases. Even higher values of
density from 6 to 10 g‘/m3 have been reported (Valley, 1965), but dense clouds
more comwonly have a density of only about 1 g/m3.

For the low frequencies of this handbook, for which Fig. 5.1 cannot be

read accurately, numerical values of the attenuation constant can be obtained
by using

K-l
_f 6n o
oy ® [0‘4343 pl Im(. R_cjr.f) ]pg dB /km (5.2)

where A 1s wavelength in cm, Im indicates the imaginary part of, Ko is the

complex relative dielectric constant of water, and o, is water content in
g/m3‘ The constant KC is a function of temperature and frequency. It has the
value of 78.45~j 11.19 for T = 20°C and » = 10 cm. Table 5.2 shows values of
the 1imaginary part of '(Kc“l/(KcTZ) = -R, adapted from Battan (1973) and
originally provided by Gunn and East (1954). Equation (5.2) can be used for
ice as-well as water clouds if the density of ice is taken as 1. See Battan
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for justification for this step. The equation s based upon the theory of
Rayleigh scattering which can be appifed to particles which are sufficiently
small compared to wavelength,

An alternative expression for attenuation in a cloud for frequencies from
1 to 5C GHz that does not require knowledge of K. has the following form
(Staelin, 1967).
(4.343)p, 1000122 (B91T)-Ly 5
(1 F e dB/km (5.3)

7
P A

T is temperature in kelvins and eguals 273 plus the temperature in °C, A is
wavelength {r cm, and o, is water content in g/m3.

Values for total attenuation at frequencies of 2.3, 8.5, 10, and 32 GHz
as calculated by Stobin (1981) are included in Table 6.3. The model utilized
for calculations includes cloud layers having combined thickness as shown and
also includes the small contributions to attenuation due to water vapor and
oxygen as well as the larger contribution due to clouds. Values for the com-~
bined effect of water vapor and oxygen in a clear atmosphere are also $hown
for reference (the entry for Py = 0). The condition g T 1.g/m3 and a total
ctoud thickness of 4 km is referred to as a worst case, but it is possible for
values of , as great as 6 g/m3 or more to occur. See Table 7.1 for a more
complete listing, Fig. 9.5 for a map of cloud regions of the United States,
and Slobin (1982) for further information.

5.1.3 Noise

The contributions to system noise temperature due to clouds, water vapor
and oxygen (primarily due to clouds) are shown in Table 5.3 also. For con-
sidering these values, Eq. (3.25) is repeated below,

. =T, i1.a"T
Tb Tse Ti (1-e ') (3.25)
The equation applies to the brightness temperature Ty when a -source at a tem-
perature of T is viewed through an absorbing region having an effective tem-
perature of T;. The parameter ¢ represents optical depth, namely ja di ,
the Tntegral of the power density attenuation constant along the path. In the
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Figure 5.1, Theoretical attenuation by water cloud at various temperatures
as a function of frequency (CCIR, 1978a) .
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Table 5.2 Im (-R), adapted from Rattan {1973),—

Substance T(°C) Im (-R), » = 10 cm Im (~R), A = 3.21
Water 20° 0.00474 0.01883
10° 0.00628 0:0247
0° 0.01102 0.0326
Ice 0° 9.5.% 10-4 9.6 x 1074
-10° 3.2 X 10-4 3.2 X 104
~20° 2.2 X 1074 2.2 x 1074

R = (Kc-l)/KC+2), where K. 1s the tomplex relative dielectric constant.

Table 5.3 Values of Attenuation and Contributions to System Noise Temperature
of Cloud Models.

Total S-Band X-band X=band

K.~Band

Thick- (2.3 GHz) (8.5 GHz) (10 GHz) 32 (GHz)

oL ness Zenith Zenith Zenith Zenith

T(K) A(dB) T A T A T A

0.5 2 2,43 0.040 6.55 0.105 8.25 .133 61,00 1.083
0.7 2 2.54 0.042 8.04 0,130 10.31 ,166 77.16  1.425
1.0 2 2.70 0.044 10.27 0.166 13.85 ,216 99,05 1.939
1.0 3 3.06 0.050 14,89 0,245 19.66 .326 137.50  3.060
1.0 4 3.47 0,057 20,20 0,340 26.84 457 171.38 4,407
.0 0 2.15 0,035 2.78 0.045 3.05 .049 14,29 0,228
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case considered here, the first term has a small value and may possibly —be-
neglected or considered a constant, and the major contribution to T, comes
from the second term, The temperature T, can be measured, and if .t.1s known
or can be estimated and the first term can be estimated—or ignored then a
value for Ty can be determined- from Eq. (3.25). Conversely, if values for-T;

and Tt are known or _can be assumed, -then Ty can be determined. Values for T4
generally range from about 260 K to 280 K.

To 1llustrate the latter procedures, let us assume an attenuation of 1 ¢8
and a value of 273 K for T1.. Then using

AdB =10 Tog L =10t 1ogloe = 4,343 1 (5.4)

where A is attenuation and L = 1/e”" and is a loss factor, 1 = 1/4.343, =" =
0.794, and--Tp, = 56 K [neglecting the first term of Eq. (3.25)].  An
attenuation of only 1 dB 1is seen to be associated with a fairly targe

contribution to system noise temperature. The subject of noise is treated
more fully in Chap. 7.

Attenuation and nofse due to clouds are modesi but not tnsignificant at
frequencies of 10 GHz and lower. Table 5.3 includes entries for 32 Gz which
illustrate the--fact that the effects of clouds are more serious at higher
frequencies.

5.1.4 Range Delay

In Sec. 3.7, the range or group delay due to dry air and water vapor were
considered.” "Liquid water in the form of clouds and the-larger drops of rain
may also make a contribution to range delay.

Under the influence of the cinusoidally time-varying electric field of an
incident electromagnetic wave, the small spherical droplets of clouds act as
tiny antennas having an electric dipole moment P1- By application of
Laplace's equation (Ramo, Whinnery and Van Duzer, 1965, for example), it can

be shown that, when the drop diameter is small compared to wavelength, pj-is
given by

e e i v g 3 s -

e

O)




p=3v("ai . (5.5)
1 ;?;2) 00
where V is the volume of the spherical particle and n is now the index of
refraction of water at the frequency in question. The quantity ¢, is the
electric permittivity of empty space (8.854 X 10~12 farads/m) and Ey 1s the
clectric field 1intensity of the-.incident wave 1in volts/m, In a region
containing N such particles per w.it volume

P = Np, = 3NV -1 ¢ E (5.6)
Py Za) 00 '

where P is the eiectric dipole moment or electric polarization per unit volume
(considering only the effect of the spherical water particles and neglecting
all other possible contributions to P}, The basic relatfons, by definition,
between E, D (electric flux density), and P for an isotropic medium are that

D=eoE+P =eo(hxn =eJE (6.7)

where K is relative dielectric constant and x is electric susceptibility. The
relative dielectric constant K (commonly .designated by €,) is equal to € /64,
where € is the electric permittivity of the medium. D and P have units of
coulombs/mé. From Eq. (5.7)

K=1+x (5.8)

where K 1s an effective relative dielectric constant of a medium consisting of
small spherical water droplets in empty space.

The excess range delay in the medium is proportional to tne index of
refraction of the :;edium minus unity. As n has already been used for the
index of refraction of water, however, we will use m for the index of
refraction of the medium. Index of refraction squared equals relative
dielectric constant. Thus

m =K (5.9)
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. Then as in general (l+a) b% = l4a/2 for a<<l and in this case¢ x 1is much less
) than )

m=1+ x/2 {5,10)

By comparison of Eqs. (5.6) and (5.7)

2
X = 3NY (..._._...nznl) (5.1])
n“+2
and
2
no1e e AW (12_}.) (5.12)
n +2

The relation for determining the excess range delay aR due to the liquid water
content of the troposphere is

AR = / Re (m-1) di (5.13)

The expression indicates that the real part of m-1 should be used. This
notation is needed because the index of refraction of water is complex and m
is therefore complex also. The real part of m determines the phase shift and
range delay, and the imaginary part determines attenuation. In deriving
Eq. (5.12), no mention was made of the lossy nature-of the droplets, but
relations derived for a lossless medium can be applied to the Tossy case by
merely utilizing the proper complex value in place of the real value. Whereas
the index of refraction of dry air and water vapor -are independent of
frequency. _in the radio frequency: range up to about 50 GHz the index of
refraction of liquid water is a function of frequency and temperature.

To illustrate the range delay due to water droplets in a cloud, corsider
the range delay for a zenith path througﬁ a dense cloud 1 km thick and having
a water- content of 1.g/m3. For a frequency-f = 3 GHz and temberature T =
20°C, it can be detérmine§ from curves given by Zufferey (1972) that n = 8,88
- j0.63. As water has a density of 1 g/cm3, the water content of 1 g/m3 fills

only 10-6 of a cubic meter. Then NV of Eq. (5.12) is 1076 and it develops :
that ‘

EE 5-9
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Re (m-1) = 3/2 (0.967) (107°) = 1.45 x 10°°

As a region of uniform water content and a thickness of 1 km—is assumed, the
integral of €q. (5.13) simpiifies to tuceme the product of Re (m-1) and 103 m
so that aR, = 1.45 X 106 (1073} = 1.45 X 1073 m = 0,145 cm. For f = 10 Gz,
n = 8,2«31,8 and the value of R is 0.144 cm, while for f = 30 GHz, n = 6-j2.8
but AR is still about 0.144 cm. The excess range delay in this case is quite
insensitive to the value of n, which condition might be anticipated by noting
that n? appears 1in both the numerator and denominator of Eq. (5.12). The
excess delay is therefore insensitive to frequency as well. The water content
of 1 g/m3 assumed in the above example is that of a rather dense cloud, hut it
has been reported that the maximum water content of Tlouds 1ies between 6 and
10 g/m3,

Raindrops are considerably larger than the small droplets of clouds, and
to analyze the effects of raindrops one must generally use the Mie scattering
theory or refinements of it. The technique of deriving an equivalent index of

refraction can nevertheless be employed for rain; this approach has- been

utilized most extensively for determining the attenuation constant for propa-
gation through rain. If m = m, - jm;, the field intensity attenuation con-
stant o is given by

o = Bomi Neper/m (5.14)

where B, = 2m/X, is the phase constant and A, is wavelength for propagation in
empty space. (One.Neper equals 8.68 dB.) The phase constant. 8 for propaga-
tion through a region of rain is given by

B =B mr radian/m (5.15)

For calculating the excess range delay AR due to rain, one can use

AR = /Re (m-1) dl.= /(mr-l) d1 (5.16) -
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Tables giving_values of m.-1 have been provided by Setzer (1970), and Zufferey
(1972) has presented these values—in graphical form. Setzer's value for my.-1
for a rain of 25 mm/h at a trequency of 3 Giz, for example, is 1.8 X 1079,
The excess range delay in a 1 km path of uniform rain of that rate is (1.8 X
1076) (103) = (103) = 0.18 cm, a value comparable to that for a zenith path
through a cloud 1 km thick. For heavy rain of -150 mm/h the delay would be
0.92 cm in 1 km.

For estimating total excess range delay due to rain, one needs an esti--..-. .
mate of effective path length through rain, This topic of "effective path
length has been considered with respect to estimating attenuation—due to rain
(Sec. 4.3.2). Effective path lengths through rain tend to be in.-the order of
4 or 5 km for an elevation angle of 45° at a latitude of 40°N and these fig-.
Ures can be used as a rough guide, In contrast™with attenuation in rain which
increases with frequency up to about 150..GHz, excess range delay decreases
above 10 GHz and stays nearly constant below 10 GHz to 1 GHz or Tower but has
modest maxima in the 6 to 10 GHz range, depending on rain rate (Fig. 4.3a).
It appears that the excess range delay due to rain may be of significance in
some heavy rainstorms.

5.2 SAND, DUST, AND OTHER PARTICULATES

Sand and dust storms may reduce visibility to 10 m or Tess, reach.a
height -of 1 km or more, and extend for hundreds of kilometers over the Earth's
; surface. Based on extrapolation of laboratory measurements at 10 GHz by Ahmed
= and Auchterionie (1975), it has been estimated that the attenuation constant
”i@? for a particulate.density of 10 g/m® s less than 0.1 dB/km for sand and
0.4 d8/km for clay (CCIR, 1978a). It was concluded that total attenuation
along an earth-space path should be less than 1 dB.
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An analysis by Bashir, Dissanayake, and McEwan~(1980) for 9.4 GHz has
included the case of moist sandstorms and, assuming oblate spheroidal parti--
cles, has provided different values of attenuation for horizontal and vertical
polarizations. Values for attenuation for moist saédstorms were as high as
1.83 dB/km for horizontal polarization. For dry sand the values were about
0.27 dB/km. Values for particulate density per m3 of air were not given, but -
information on particle volumes was included. If the particles themselves




have densities of 1 g/cm3, the particulate densitics or loading in air would
he ahout 1 g/m3. Thus, particulate densities in the order of 1 to 10 g/m:j
have been assumed for obtaining estimates of attenuation in-the cases cited
here.  Bashir-et—at—{19801~concluded that attenuation in sandstorms could be a
problem for domestic-satellite services 1in desert areas if sandstorms were
encountered at both of two earth stations that were communicating via satel-
Tite. The possibility of depolarization and interference due to scatter in
undesired directions were also considered. The effect of sand storms on
microwave propagation has also been analyzed by Chd (1979) and Ghobrial
(1980), and Goldhirsh (1982) has presented a unified, quantitative treatment
of the effect of dust storms over desert regions on radar operations. The
attenuation constant for propagation through dust or sand storms at centimeter
wavelengths, as presented by Ghobrial and repeated by Goldhirsh is

1.029 x 10° k.

o = > in; ! b2 P'i r‘? dB/km {5.17)
[mr+2) +ﬁmp

where K. and Ky are the real and imaginary parts of the complex relative
dielectric constant of the dust or sand particles, Ny is the total number of
particles per m3, % is the wavelength, and P; is the probability that the
particle radius lies between ry and ry +4ry.  The quantity Kyp/[{K, + 2)2 +
K%m] represents Im [-(K. - 1)/(K. + 2)] as in £q. {5.2) except that Eq. (5.2)
refers to water drops. The effects of dust and sand on radar performance tend
to be more serious than for earth-space communications because of the longer

paths through dust or sand storms and two-way propagation over such paths.

Many aerosols of natural and manmade origin occur in the Farth's atmo-
sphere and might occasionally have a slight effect-on-telecommunications -on a
local scale. Two sources of information on aerosols (particulate matter of
the atmosphere) are Clouds and Stofms by Ludlam (1980) and Man's Impact on the-——
Global Environment (SCEP, 1970). Most interest in such particulate matter is

related to air pollution or scientific considerations. Clearly visible clouds
of pollen-are given off by some trees, e.g. pine trees, during spring wind-
storms, and pollen from various plants is a source of hay-fever. Measure-
ments in the-plume-ef the Mt. St.-Helens eruption of May 18, 1980 showed that
particle number densities about 9.3 km downwind in the 0.01 to 10 um diameter
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range were from 4 to 1000 times the number density in the ambient air. For

particles <2 pym {in diameter the mass loading was about 9.5 X 1075 g/m3 com-
| pared with less than 107 g/m3 in the ambient afr (Hobbs ct al, 1981). Even
| interplanetary space is not completely empty but 1s permeated by the scolar
wind and has a dust content of around 10-17 or 10-18 g/m3 (Berman, 1979;
Halliday and Mcintosh, 1980),

5.3 BIOLOGICAL MATTER

Vegetation can have important effects on r.dio wave propagation, espe-
cially in the case of mobile communications., Flogks of birds are cSsentially
L large blobs of water as far as effects on radio waves are concerned and they
: can attenuate—and scatter incident waves. Insects as well as birds are
; readily detectable by radar means and can have an effect-on-propagation when
they occur in large concentrations, as in the case of swarms of locusts in
Africa. The effects of these various forms of biological matter on propaga-
tion are considered briefly in this section. Vegetation is attached to but
not part.of the ground, except for roots, and is therefore included in this

Chap. 6.

Propagation through the vegetation of dense-forests- and jungles has been
treated by considering the forest to be a lossy dielectric having a complex
relative dielectric constant ¢. and-a complex index of refraction n. = n,
jng. . In-such a case, an electromagnetic wave s attenuated by a factor e~ed =

e£onid where Bo = 21/A, and is the free-space propagation constant, ny is the
magnitude of the imaginary part of the complex index, and d {is distance. The
attenuation due to this factor isTthe excess loss above that due to spread-
ing. Using the forme, = ¢ {1=3 tan &) for the complex relative dielectric
constant, Tamir (1974) has reported that measured values of ¢ range from 1,01
to 1.1 and tan 8 values range from 0.01 to 0.15, The yuantities €. and n are

related by ¢ = n 2.

TR Y

gy

In addition to a direct path through a section of forest, there may be
additional paths as shown in Fig. 5.2. In this model TR is the direct path.
Rays incident upon the upper boundary at angles equal to or greater than the
critical angle 6., measured from perpendicular to the boundary, experience
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chapter, whereas phenomena of the solid or liquid Earth are considered in-
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Figure 5.2. Ray paths in an idealized furest environment (Tamir, 1974; CCIR,
1978b).

total reflection and energy may thus reach the receiver by a path such as
TABR, for example.

Waves which skim over the tree tops following a path 1ike TABR have been
referred to as lateral waves (Tamir, 1974). Some energy may also be reflected
from the ground as at S and $' and eventually reach the receiver location.
Attenuation on direct paths 1ike TR and reflected paths {is very high, and for
other than short paths propagatfon 1s said to be by lateral waves, or by a sky
wave for lTower frequencies.

Using data from several sources.in the frequency range from 100 MHz to
3.3 GHz, LaGrone (1960) found an average excess attenuation constant , of
1.3 X 10-3 fﬁg;7 d8/m for propagation through woodland. Other data for
propagation through woodland in the frequency range from 30 MHz to 2 GHz are
summarized in Fig. 5.3 (CCIR, 1978b). For propagation over a grove of trees
when transmitting and receiving antennas are sufficiently far from the trees,
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Figure-5.3. Excess attenuation in propagation through woodland (CCIR, 1978b).
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transmission has been found to be priwarily by diffraction (Latrone, 1977),

when the antennas are closer to small groves of trees Yess than 400 m in

extent, Weissberger (1980) found -the attenuation A in dB for a particular et
. 0

of data to be given hy A = 0.197 fﬁﬁﬁ”q d“"&“ where t 95 freouency in

MHz and. d-1s distance in i,

Because of the highly variable nature of forests and vegetation as
regards density, specics, habits of growth, wedstur: content, how recently it

has rained, and topography, 1t is very difficult :0 estimate attenuation in——

advance. Any exprésston or curve such as those given -should-be-used only to
obtain a very rough idea of possible effects. The preceedings of a workshop
on radio systems in forested and/or vegetated environments contain considera-
bie discussion about propagation in such environments (Wait, Ott, and Telfer,
1974}, The paper by Tamir (1974) on lateral waves and a quite comprehensive
though- brief—paper. by Hagn (1974) are included in the proceedings of tiis
workshop. A1) information reported here is for terrestrial paths but should
apply to some degree for earth-space paths.

Effects of birds and insects on telecommunications can be expected to be
localized. In the near vicinities of breeding and wintering colonies of birds
and along major migration routes in the spring and fall, concentratiens of
birds could disrupt communications momentarily or increase the bit -error rate
for digital communications. Concentrations of sea birds occur in summer in
arctic and subarctic areas,-including the Aleutian and Pribilof Islands and
Bering Strait of Alaska, Baffin Island cf Canada, etc. MWintering areas of
waterfowl and cranes in North America include the Gulf Coast, southern New
Mexico, and interior valleys of California. The areas of bird concentration
are féeduent1y in or-near wildlife refuges operated by federal agencies
(Butcher, 1955}, and contact with personnel of the wildlife agencies, the U.
S, Fish and Wildlife Service 1in the-United States, and the Canadian Wildlife
Service in Canada, would be advisable if consideration is being given to
installations near wildlife refuges or other areas of bird concentration.
Concentrations of blackbirds and starlings are sometimes & problem in towns
and cities. 1In addition to causing attenuation of transmissions, large flocks
of birds scatter incident electromagnetic radiation and make good radar tar-
gets (Eastwood, 1967; Flock, 1974). Thus they have the potential to cause
interference between two or more telecommunica’ions or radar systems.
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The pollen introduced into the atmosphere by trees and other plants falls
under the heading of biological matter. Afrborne cottonwood seeds are plenti-
ful 1n certain areas (e.g. Boulder, Colorado) 1in the spring. As they are
detectable by “radar they have some potential for causing interference also,
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CHAPTER 6
TERRAIN EFFECTS AND MULTIPATH PROPAGATION

6.1 GROUND WAVES AND EFFECTS OF TERRAIN

Previous chapters have dealt largely wth atmospheric effects on radio-
wave propagation, but terrestrial telecommunication 1inks and  earth-space
transmissfons at small elevation angles- or between satellites and mobile
receivers may be- influenced by the electrical “properties of the Earth's sur-
face and by features of terrain., Reflections from the solid Earth, manmade
structures, and bodies of water may result in multipath propagation-which is
characterized by fading. This topic is treated in Sec. 6.2. A brief treat-
ment of other effects of the Earth's surface on radio-wave propagation is
given 1in this section. In. Secs. 6.3-6.5, the three classes of mobile-
satellite services--land-mobile, marine-mobile, and aeronautical-mobile--are
considered.

6.1.1 Ground Waves

One means by which radio waves propagate from one location to another--is
by ground waves. In analyzing propagatica near the Earth's surface what are
referred to as ground waves are-often separated into space waves and surface
waves. A space wave consists of the direct wave from transmitter to receiver
and the reflected wave, if any. that reaches the receiver after reflection
from the Earth's surface. It is the surface wave that is most strongly-
affected by the electrical properties of the Earth. The attenuation of the
surface wave 1is high and surface wave propagation-is limited to short
distances for high frequencies. The surface wave 1s the principal component
of the ground wave for frequencies of.a few MHz, is of secondary 1mpdrtance at
VHF (30-300 MHz), and can be neg1écted for frequencies -greater than 300 MHz
(Bullington, 1977},

An approximate expression for- the attenuation or loss factor-Lg for a
surface.wave-is

L = -1 > (6.1)
1 — J 2nd/A(sin 6 + 2)
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for horizontal polarization and
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(k- 35 - cos? o)
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for vertical polarization. Ly has @ maximum value of unity. The expression
is most accurate for Lg < 0.1 and within 2 dB in amplitude in any case but in
error in phase by 180° as Lg * 1 (Bullington, 1977). 1In the above expressions
o/weo can be replaced by its approximate equivalent 60ox, The conductivity o
is in mhos/m, © is the elevation angle, w = ZIf where f is frequency, e, is
the electric permittivity of empty space (8.854 X 10712 F/m}, and K is the
relative dielectric constant. If using 60 oA, A is in m. Surface waves are
most important at frequencies below the 100 MHz lewer 1imit of this handbook
and in a region within a few wavelengths of the ground. They can be neglected
in most applications of microwave mobile communications (Jakes, 1974, where
the microwave range is treated as from about 450 MHz to 10 or 20 GHz). A more
thorough treatment of surface waves can be found in Jordan and Balmain
(1968). Ground-wave propagation at frequencies from 10 kHz to 30 MHz 1§ con-
sidered in CCIR Recommendation 368-3 (CCIR, 1978a).

6.1.2 Effects of Obstructions

Obstructions along a path-in the form of hills and bui!dings introduce
1oss with respect to free-space propagation, and the loss varies with.time
because tropospheric refraction varies with time. For considering the effect
of obstructions, the concept of Fresnel zones is useful. To introduce this
topic consider Fig. 6.1 which shows two paths TPR and TSR between a transmit-
ter T and a receiver R. TPR is a direct path, and TSR is lunger than TPR. If
TSR-= TPR + A/2 where. X is wavelength, the region within the radius r {in the
plane perpendicular to TR), at the distance dy from T and dp from R, is
defined as the first Fresnel zone. The particular.value of r in this case
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Figure 6.1, Geometry for consideration of Fresnel zones.

is the first Fresnel zone radius and is designated here by F;. The above con-
cept can be extended.to--the case when TSR = TPR + nx/2, for which the corres-
ponding Fresnel zone radius can be designated as F,. The significance of the
first Fresnel zone is that all the elements of radiation passing through this
zone have components of electric field intensity that add constructive'y.
Radiation passing through the second Fresnel zone (values of r between Fy and
Fz), however, interferes destructively with radiation passing through the
first Fresnel zone, that passing through the third Fresnel zone adds construc-
tively with that in the first zone but makes.a smaller contribution, etc. The
process can be understood in terms of-Huygen's principle which states that
every elementary area of a wavefront can be regarded as a source of secondary

spherical waves. When r is small compared to dr and dp, it can be determined
that

Fy - ! m (6.2)

-.-where d = dr + dy and all.lengths are in meters or that
deR

17,3

— FI. L 4 m (6.3)

if distances—are in km, f is measured in GHz, and Fl is in meters. For the

situation-where dy is apprcximately equal to d the expression for Fj corres-
ponding to Eq. (6.2) is




Fp= o Jag M (6.4)
The value of Fy is related to that for Fy by

Fo= JnFL (6.5)

one might think that a satisfactory signal ampl1itude would result on a
telecommunications 1ink as long as a direct line of sight from the transmitter
to the receiver is provided, but consideration of Huygen's principle suggests
that having a direct line of sight may not be sufficient. The analysis of the

- effect of an obstruction’approximating a knife edge is -given in texts on——
optics, for example that by Jenkins and White (1976), and in Jordan and
galmain (1968). The results are convenientTywexpressed in terms of the ratio
h/Fy of path clearance he to the first Fresnel zone radius Fi. 38 in Fig+
6.2. 1f the edge of the- knife-edge obstruction is--at the direct line of
sight, a loss of 6 db is encountered. ToO avoid attenuation a ¢ciearance of
about 0.6 Fy 18 required. Note that the Fresnel zone analysis is in terms of
field intensity. Forizero clearance the total field intensity at the receiver
location is reduced to 0.5 of the value for a completely unobstructed path, A
reduction of field intensity to 0.5 corresponds to @ reduction of power to~~
0.25 and therefore to the loss of 6 dB. In analyses of diffraction a8 para-
meter v equal to y2 . /Fy may pe utilized and resulting values of attenuation
may be plotted as a function of v instead of hc/Fl‘ The parameter v is used,
for example, in CCIR Report 715 (CCIR, 1978b)..and " in Jordan and Balmain
(1968),

The field intensity beyond an opstacle is dependent upon the form of the
obstacle. Whereas the loss due to @ knife-edge obstacle at grazing incidence
is 6 dB, the corresponding value for a smooth spherical earth is about 20 dB
{8ullington, 1977). Formulas and nomograms for determining the 10ss due to
diffraction by a smooth spherical earth are given in CCIR Report 715. This-
same report and CCIR Report 236-4 discuss propagation over {rreguiar terrain,
and Ha1l (1979) also treats this difficult topic. Muttiple knife~edge dif-
fraction is the subject of a paper by Deygout (1966). His approach is to--
first determine which knife-edge ohstacle causes the greatest loss and to
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Figure 6.2, Attefiuation dué to knife-edge diffraction, with relation to free

Figure 6.3.
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determine this loss. Then locations and additional losses are ealculated for
the other knife-edge obstacles. Assis (1971), noting that the assumption of a
knife-edge often gives everly optimistic results, employs the approach of
Deygout but applies it to the case of rounded obstacles. He provides a set of
curves (Fig. 6.3) which give 1055 as a function of H/Fl, where H {s the height
of the obstacle above a direct unobstructed path from transmitter to receiver,
and the parameter 4 where

= 213 W13, (6.6)

with A the wavelength, r the radius of curvature, and Fy the first Fresnel
zone radius., Note that the condition H/F1 = -0.6 corresponds to hc/Fi = 0.6
and to free-space propagation, Also H/F = 0 and « = 0 is the condition for
the loss of 6 dB mentioned for inife-edge diffraction, and H/Fl =0 and o=
1.5 corresponds roughly to the loss of 20 dB mentioned earlfer as well. For
positive values of H/Fy, corresponding to obstructions extending above direct
unobstructed paths, 1osses are shown to increase above those for H/Fy = 0. An
alternative approach tc propagation over irregular terrain uses the theory of
integral equations (Ott, 1971) instead of diffraction theory.

It is possible for the signal beyond an obstacle, such as a mountain, to
be larger than if the obstacle was not present. This condition occurs due to
diffraction alone in the case of a knife-edge obstacle as in Fig. 6.2, but in
this case the enhancement. in signal level occurs when there is a direct line-
of-sight path, with an obstacle below the direct path. More commonly the term
obstacle gain is applied when there is no line-of-sight path. In this-case
obstacle gain involves multipath propagation as in Fig. 6.4, for example,
where four paths exist between a transmitter and a receiver on the- opposite
side of an obstacle. Obstacle~ gain depends upon the occurrence of favorable

~__—

Figure 6.4. Possible ray paths contributing to obstacle gain.
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phase relations hetween the signals arriving over the different paths., It can
be destroyed by meteorological variations and thus may he subjet-to fading hut
can be used to advantage in certain circumstances (Kirby et al.. 1955; Hall,
1979).

The losses associated with the occurrence of obstactes on mobile commun-
ication systems are commonly referred to as shadowing losses.

6.2 MULTIPATH PROPAGATION
6.2.1 Introduction

The term nultipath refers to a conditior in which energy reaches the
receiver of a telecoimmunications system Ly wmorz than one path. Multipath oper-
ation tends to be undesirable, because the signals arriving over the different
paths tend to arrive with variableé relative phase, with the result that they
alternately reinforce cach other and interfere destructively. The total
signal is then characterized by fading involving repeated minima, and the dan-
ger exists that the minima will fall below the acceptable signal level. The
signals arriving over the different paths also have different time delays
which cain result in intersymbol interference in digital systems. Multipath
propagation may result from reflections from land and water surfaces and man-
made structures. Muitipath propagation may also arise from atmospheric
effects alone, in the absence of reflections from surface features.

Reflections from a plane surface and the total electric field intensity
which results when field intensities arriving over two paths are summed can be
considered with the aid of Fig. 655. The figure shows direct and reflected
rays reaching a receiver at a height hyp above a flat, smooth surface at
h = 0., The transmitter is assumed to be sc far away that-the two rays can be
considered to be parallel at an elevation angle of 6 from the horizontal.
Assuming also a—perfectly conducting surface and horizontal polarization, a
180° phase shift will eccur upon reflection so that at h = 0 E,. = -E;, where
En is the field intensity of the reflected wave and E; is the field of the
incident wave of path 2 of Fig. 6.5. The difference in length of paths 1 and
2, A%, is 2hp sin 6. If A% = X/2 (or n A/2 with n odd), maximum total signal
intensity will be recorded as the combination of the -180°—phase shift on
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Figure 6.5. Direct and reflected rays for space-earth path employing horizont-
al polarization (electric=field intensity vectors perpendicular to
the plane-of the drawing).

reflection and the phase shift of 180° corresponding to ag = A/2 results in
signal reinforcement. If ag = A (or na/2 with n even), destructive interfer-
ence between the two.rays occurs as they then differ in phase by 180°. It
might seem that satisfactory operation is assured if g is chosen so that ag =
nr/2 with n odd. The discussion to this point, however, has neglected the
atmosphere., In the Earth's atmosphere the ray paths will be curved to some
degree and variable with time so that destructive and constructive interfer-
ence may take place alternately even for a fixed receiver location and
height. In mobile operations, furthermore, the receiver position with respect
to reflecting surfaces will vary and the height will not necessarily be
optimum at any particular location,

The phase shift ¢ corresponding to the difference 1n path length ag = 2hp
sine is given by _

4nhRsino

.= S w— (6.7)
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where . 15 wavelength, 1f the field intensities Fl and Ep of rays arr"lv'lng O,

”

over the two paths of-Fig. 6.5 have the same amplitude Eq» the total field .
intensity—can be found to be given, with the ald of Fig. 6.6, by

Zbpsino ) o
IEl= |2L0 sin —— ‘ = |2t0 sin ,?m|; (6.8)
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?‘ Figure 6.6. Phasor diagram illustrating how field intensities of direct and
1 reflected rays (E; and Ep) add to give total electric field
t~ intensity E,
L
b The two phasors Ey and Ep represent field intensities arriving over paths
:; 1 and 2 at the receiver location of Fia, 6.5. In the absence of the phase
| reversal of 1800 upon reflection, E; would have the direction of E,. Taking
_@’ account of the phase reversal, the components of E] and Ep along the vertical
%: axis add so that £ = 26, sin ¢/2.
b
3
f; For terrestrial paths, the analysis of how direct and reflected waves
v combine to reinforce or-interfere destructively can be analyzed with the help -

of Fig. 6.7. For the case that d>>hp and d>>hy and for propagation- over a
flat earth a2 = rp - rq = 2rhthg/d. The corresponding phase difference

¥

¢

e gy

(6.9). . .

For a perfgctly conducting surface and assuming equal field intensities Ej for -
the two paths it .develops that after taking account of the-reversal of phase
on reflection

SO
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Figure 6.7, Direct and reflected rays for terrestrial path.
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The relations for the terrestrial path have been included for comparison with
those for a path from space to earth. Equation (6.8) can be obtain&d from Fq.
(6.10) by replacing hy/d by sino.

(6.10)

Y\?}-@-

The approaches shown for earth-space and terrestrial paths..can be modi~
fied to take account of earth curvature when necessary (Beckmann and
Spizzichino, 1963, Flock, 1979). Earth curvature affects the phase relation
betweer direct reflected rays and may also result in a decrease in the magni-
tude of the refiected ray. The latter conditicn tends to be most important
for aerdnauticai-mobile systems and is mentioned further in Sec. 6.5.

The different time delays of the signal arriving over the different paths
when multipath propagation occurs also tend to be of most importance for aerc-
nautical-mohile systems, for which the differences tend to be greatest. The
time delays tend also to be of greater importance for=digital systems-than-for— -_._
systems employing analog signals.

6.2.2 Reflection Coefficient for Specular Reflection

The complex electric field intensity E,. of the reflected wave on path:?
at h = 0 has-an amplitude and phgse angle thqt is given by the product of Ei'
the electric field intensity of the incident wave at h = 0, and the reflection
coefficient o (Fig. 6.5). Thus, at h =0, E. = ,E; or
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;{ where all 3 quantities may be complex, It is evident that the reflection co-

E; efficient determines the awmplitude and phase of the reflected wave, with

%f respect to the incident wave. The--greater the magnitude of p, the greater is

é@ the potential for harmful fading.

3

=

The reflection coefficient for a smooth surface 1s a function of the
relative dielectric constant X, conductivity o (mhos/m), elevation angle o,
and angular frequency » = 22f. For a horizontally polarized incident wave the
reflection coefficient p, 1s given by

AL

sin O - JK-j ()/U)E.o - (:Os2 0

hoE / e (6.12)
1 N 1 ~ 2 8
sin G + N Ko j O/Mho cos O

The angle ¢ is measured from the horizontal. The symbol ¢, represents the
electric permittivity of empty space, 8.854 X 10712 F/m.

fhe usual form for py the reflection coefficient for vertical polariza-
tion, or for the electric field intensity vectors in the plane of incidence
(the plane of the drawing as shown in Fig. 6.8}, is

{K -iO/wfol sin O -\/ K=j o/wey = cos2 0

(6.13)

kel
n

(K -jc/weo] sin 0 +\/K-j U/weo - C052 o)

Figure 6.8. Electric field intensity vectors for vertically polarized wave,
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Note that ! Ao v B ot wmve and Pr., the field
intensity of the reflected wave, are not strictiy vertical unless ¢ = 09, On
the contrary 51 and Er have horizontal components, and the relation between
these horizontal components at h = 0 is determined by the beundary conditions
which apply at this surface. Consistent with Fig. 6.8 it has heen assumed in
advance that the-horizontal components are oppositely directed. Thus for a
perfectly conducting surface py © t+l, consistent with the horizontal compo-
nents of £, and £, being cqual and opposite so that the total tangential fiela
intensity is zero at the surface of a perfect conductor, But for ¢ = 90°
where horizontal and “vertical” polsrizations are indistinguishable, op = -
1. The reason for this discrepancy is that different initial assumptions are
made about the directions of E; and E, for the two polarizations. For
horizontal polarization E; and E. are assumed to be in the same direction
whereas they are assumed to be in opposite directions for vertical polariza-
tion. As two vectors pointing in the same direction but 180° out of phase are
equivalent to two vectors pointing in opposite directions but in phase, the
two results are actually compatible. It would seem more logical to *+ «at the
two polarizations in the same way so that e, would equal--1 for o = 900 and
o ==, Then the discrepancy referred to above would not occur, and it would
not be necessary to provide an explanation of it. The form.of Eq. (6.13),
however, is widely used, as in Jordan and Balmain (1968) fur example. Plots
of pp, and o, are given in Fig. 6.9.

An interesting characteristic of the reflection coefficient for vertical

polarization is that when both media are 10ssless and a wave is incident from

medium 1 to medium 2, o, goes to zero for a particular elevation angle ep
defined by

o, = tan~l [—— (6.14)

This angle is referred to as the Brewster angle., If medium 1 is air

o =tan-l |1 (6.15)
p / K,
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Figure 6.9. Reflection coefficients for plane average ground. A: horizontal
polarization; B: vertical polarization (CCIR, 1978c).
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For o 7 0, a minfmum [p | stil1 tends to occur, and as it is o/wey that

appears in Lq. (6,13} the minimum tends to be quite pronounced for large
values of w,

6.2.3 Surface Roughness

| The discussion of reflection in Secs. 6.2.,1 and 6.2.2-assumed-a -perfectly
smocth refiecting surface, consistent with reflection in the forward direction
only. If a surface 1s rough, however, energy is reflected or scattered in
other divections as well, with the result that the magnitude of the forward
reflection coefficient is reduced. A commonly accepted criterion for rough-
ness is the Raylefgh criterion, which can be explained with the help of
Fig. 6.10. Consider two rays A and B such that ray A follows a path that is
longer than that of ray B by n rad, the two rays being reflected from loca-
ticns that differ in height by ah. As the two rays differ in phase by « rad
(assuming the same phase angle for their forward reflection coefficients) they
interfere destructively for forward reflection. Tnerefore it can be argued
that some of the incident energy is scattered in other than the forward direc-

tion. The amount ag by which the path length of ray A exceeds that of ray B
is given by

'

4
:
:
E
£
N

A2 = 20h sin g (6.16)

and the corresponding phase difference a¢ is set equal to z» so that

4r

Ap = ah sing = x (6.17)
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Figure 6.10. Basis for Rayleigh criterion.
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from which

A

ah > 4 sino

(6-18)
can be taken as the criterion for roughness. If it is desired to have a
criterion for smoothness, one might use

A
sh < eTis (6.19)

The integer in the denominator is arbitrary and may be larger than 8 (16, for
example). Note that we have allowed a range of Ah for which the surface s
not defined as either rough or smooth.

As large reflection coefficients for torward reflection tend to be un-
desirable, the occurrence Of high degrees of surface roughness of possibly
reflecting surfaces can generally be looked upon with favor. In the case of
reflection from a rough surface some degree of specular reflection may still
occur and diffuse scattering takes place as well. Specular reflection fis of
the same type as that from a smooth surface. It is directional, coherent in
phase, and tends to have small fluctuations in amplitude. Diffuse scattering
exhibits little directivity, is incoherent in phase, and in mobile communica-
tions tends to exhibit large fluctuations which are Rayleigh distributed
(Beckmann and Spizzichino, 1963). The following section treats the Rayleigh
probability density function.

6.2.4 Statistical Characteristics of Multipath Signals

In considering—the statistics of multipath signals received by moving
mobile receivers, a distinction can be made between the rather rapid fluctua-~
tions that occur over short di3tances of a few tens of wavelengths when the
mean signal is essentially constant and the slower variations in mean signal
Tevel that occur as the vehicle moves over large distances and experiences
shadowing losses (Jakes, 1974)., For analyzing the rapid variations,.it can be
assumed that the received field 1ntens1iy E can be expressed as the sum of two
components that are separated by 90° in phase such that

E = x(t) cos wt +y(t) sin ut (6.20)

6=15




The- quantities x(t) and y(t) represent. the amplitudes of the two orthogonal
terms, and both are assumed to have normal or Gaussian distributions with 7.ro
means and the same variance ¢2 such that

2
) _ X
p(x) = - e, 2 (6.21)
g
,/2n g .
and
2
1 - y
ply) = e 2 (6.22)

where p(x) and p(y) represent probability densities. Assuming that p(x) and

p(y) are statistically independent, their joint probability p(x,y) is given by :
: x2 +.Y2
pix,y) = p(x) ply) = 5 e » 2 (6.23) .
(o]
2o
It 1s desirable to know the probability density of the total field inten-
sity amplitude which will now be designated by r. The relation between r, x,

and y is

2 2

r-.=x 2

ty
To determine plr) one can begin by using the relation (Beckmann, 1967) -

plryg) = plx,y N (6.24)

where J {s the-Jacobian defined by

- _3)( oy ' 5
J T et} (6.25)
G X y
Yy 3¢

The derivatives can be evaluated by noting that

X = rcos ¢ (6.26)
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Figure 6.11.Normal or Gaussian and Rayleigh probability density” functions
(Jakes, 1974).

and U X |
y =rsin¢ OF POUT OIS § {(6.27) "
from which ‘
J = cos ¢ sin ¢
|
-rsiné rcos ¢
i = r(cos? ¢ + sin2 ¢) = p
so that
| plrie) = T ¢ 2f (6.28)
‘ ‘ ono
s To obtain p(r) one can integrate with respect to ¢ from O to 21 with the
B
& result that
e
e . _ v o - 2
g p{r) = 5 e 202 = - e a (6.29)
. ;_‘ o
; where o = 202 is the mean square value of p(r). This function is known as the
& Rayleigh probability demsity function. The forms of the Rayleigh and normal
?* density functions are shown in Fig. 6.11.
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The probability density 1in this case for phase, pl¢), 1is uniform with
ple) = 1/2n for 0 < ¢ < 2u. Considerable experimental evidence. exists to the
effect that the signal received by a land mobile receiver (-in ground-to-ground
service) is Rayleigh. distributed on a local scale. A good approximation to a
Rayleigh distribution tends to occur for as few as four to six multipath com-
ponents {Schwartz, et al., 1966), In cases when the number of rays is very
small, however, the Rayleigh distribution may not be applicable. The Rayleigh
distribution can be considered to be a special case of more general distribu-
tions including the m distribution (Panter, 1972) and the Wefbull distribution
(Beckmann, 1967; Shepherd, 1972}, and forms of these distributions may be
applicable when the Rayleigh distribution is not.

When expressed in dB, the slower varfations in mean signal level tend to
follow the normal or Gaussian distribution and to have a probability density
of the form of

2
(x-xo)

p(x) = ——ouu e 2 (6.30)

JE;' - 20

where now x = 1In y with y representing field intensity and Xg = 1n Yo with Yo
the mean field intensity. [Values in dB represent 20 logjg (y/y,) but our
interest is not in dB values as such, and the natural logarithmic relationship
is sufficient and convenient for present purposes.} To obtain the probability
density of field intensity one can use. -

p(x) dx = ply) dy

and note that as x = In y; dx = dy/y so that ply) = p(x)/y and thus

[1nly/y 0)12
1 - ——

ply) = ———ou e 2 (6,31)

This probability density- is known as the lognormal probability density func-
tion.
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The probability distributfon for combined Rayleigh and lognormal fading

has been analyzed by Hansen and Meno (1977). The probability donsity of o

constant vector and—a signal following the Rayleigh distribution is the Rice
or Rice-Nakagami density function described by

2.2

2r _(rfct)

{p(r) = — e G I0 (

) (6.32)

_&r
(¢}

where r is the total electric field intensity, ¢ is the peak field intensity
of the constant line-of-sight component, a 1s the mean-square value appearing
in the Rayleigh. distribution [Eq. (6.29)], and I, 1s the modified Bessel
function of the first kind and zero order (Nortonm et al., 1955; Beckmann and
Spizzichino, 1963; Beckmann, 1967).

6.3 LAND-MOBILE SATELLITE CHANNELS

Any earth-space path may experience reflections and resulting multipath
fading, but fixed earth stations can be designed tc minimize multipath prob-
lems. Mobile satellite services are especially vulnerable to multipath fading
for two principal reasons. One is that they must operate in a large- variety
of locations which in general cannot be selected or prepared in advance. The
major factor contributing to fading, however, 1s the movement of the
vehicle. No matter how reliable the signal may- be when the..vehicle is
stationary and in a favorable location, fading becomes a potential probiem for
a moving vehicle,

Certain measures can be. taken to minimize muitipath fading. The use of
directional antennas -which discriminate against reflected rays is one impor-
tant means. This approach is most effective..in the case of satellites at
rather high elevation angles, as contrasted to terrestrial services and low-
angle satellites. Circular polarization has the favorable feature that
reflected rays above the Brewster angle tend to have the-orthogonal circular
polarization from that which 1is transmitted. As receiving antennas are
designed for the transmitted polarization, they are insensitive to the ortho-
gona! polarization of the reflected ray. Thus multipath fading, resulting
from interference between direct and reflected-rays, is minimized.
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Measurements have-been made of signal intensities of transmissions from
the ATS-6 satellite to mobile receivers at 860 MHz and 1550 MHz in a number of
cities in the United States {Hess, 1980). The data reported are--primarily
from Denver, The excess path Toss for 90 percent spatial ceverage for 90 per-
cent of. the time- for urban areas is about 25 dB and quite fnsensitive to
frequency. The statemen: 1s made.that the comparable value for suburban/rural
areas s under 10 dB. fhe probability density of signal intensity is found to
be different from that of the Rayleigh distribution.

Another study (Brisken et al., 1979) using the ATS-1 and ATS-3 sateljites
determined that ground-reflection multipath and ignition noise affected satel-
1ite communications less than terrestrial mobile communications. Position
determinations of a less precise nature’ than planned for . the GPS satellites
(Sec..6.6) were made by measuring the transit times of coded-transmissions
from the two satellites to the mobile vehicle and back. Measurements were
made mostly in the Washington, DC area and in southwestern states, especially
Colorado, Arizona, and California.

The planned Land Mobile Satellite Service (LMSS) is intended to provide
narrowband, primarily- voice, communications via satellite between land mobile
vehicles, generally in rural areas, and earth stations (Knouse, 1980). The
coverage area of LMSS will include the continental United States, Alaska,
Canada, and possibiy Hawaii. The satellite-to-mobile upljnk and downlink_fre-
quencies will be in the 806-89C MHz band and the satellite-to-earth station
fréquencies will be in the 2550-2690 MHz portion of the S band. A downlink
frequency of 868 MHz and an uplink frequency of 823 MHz have been used for
uplink and-downlink analyses, respectively, in the UHF band. A large LMSS
satellite antenna will proviue multiple, spot beams. Although LMSS is
intended primarily for rural areas, it is planned that LMSS will be compatible
with urban cellular mobile phone service. It has been planned to employ a 5
d8 margin for multipath fading and to not provide additional margin for
shadowing. The decision ‘to not attempt to compensate for shadowing involves,
among other factors, the concept that the service 1s intended mostly for rural

areas where a line-of-sight path will be-maintained.for a-large percentage of
the time.
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6.4 MARITIME-MOBILE SATELLITE CHANNELS

Maritime-mobile satellite systems encounter multipath effects which

generally arise from reflection and scatter from the surface of the oceans and
seas.

The electric field intensity at a maritime-mebile receiving antenna, due
to signals transmitted from a satellite, is the vector sum of components
associated with the direct wave from the satellite, a specularly or coherently
reflected wave, and a diffusely or incoherently scattered wave. The field
intensity of the diffuse wave nomally has a Rayleigh distribution. The
magnitude of the reflection coefficient for the specularly reflected wave is
decreased below that for-a smooth surface by surface roughness which can be
characterized by the factor s, given by

s = -%%- sin o (6.33)

where h is the rms sea wave height, ) is wavelength, and 6 is elevation angle
(Beckmann and Spizzichino, 1963; CCIR, 1978¢c). 1If the first Fresnel zone con-
tains a large number of scatterers, the roflection coefficient can be

expressed as the product of the coefficient ., for a smooth surface and a fac-
tor k where

2.2
K= e S (6.34)

Values of the reflection coefficient for a smooth plane sea are shown in Fig.,
6.12. In practice, with normal sea conditions in most areas, multipath

reflections from the sea surface are said to be primarily diffuse (CCIR,
1978d).

The MARISAT maritime satellite communication system utilizes geostation-
ary-satellites over the Atlantic, Pacific, and Indian oceans and shore sta-
tions at Southbay, Connecticut; Santa Paula, California; and Fucino, Italy
(Lipke et al.,, 1977). -Fach satellite receives transmissions at 6 GHz from
shore stations and translates them to 1.5 GHz for. transmission to ships.
Transmissions from ships to satellites are at 1.6 GHz and those from the
sate}lites to the shore stations are at 4 GHz. An allowance of 4 ds for
short-term fading is provided for the L-band (1.5 and 1.6 GHz) 1inks.
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Figure 6.12.Reflection coefficients for smooth plane sea. Al horizontal
polarization; B: vertical polarization (CCIR, 1978c).
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6.5  AERONAUTICAL -MOBILE SATELLITE CHANNELS

Recause of the heights at which afrcraft fly, aeronautical-mobile
sateliite operations involve considerations—.that may not be fimportant- for
vehictes and ships that arc confined to the Earth's surface.

For surface operations, multipath propagation is of importance primarily
because of the resulting fading. For aeronautical operations, however, time
delays of the reflected rays, with respect to the direct rays, may be of
importance as well. The time delay is greatest when an aircraft is- directly
benecath a satellite. For an afrcraft at an altitude of 15 km, for example,
the time delay of the reflected ray is 100 us, For the north Atlantic afr
routes and a geostationary satellite at 300 Tongitude, the aelay times for
aircraft between 8 and 17 km are between about 20 and 60 us (CCIR, 1978d).

The problem of multipath time delays is treated in the CCIR references
(Report 505-2) under the heading of modulation interference. The interference
due to multipath propagation is also referred to as intersymbol™ interfer-
ence. The time delays mentioned above do not cause significant garbling of
voice signals. The effect on data transmissions depends on the relative mag-
nitude of the time delay and the bit length. When the two periods are compar-
able, errors may .arise unless remedial measures are taken, If the bit period
is Jarge compared to the propagation delay and sampling is done at-the center
of each bit period, problems are minimal.

For small elevation angles and aircraft heights above about 10 km, the
reflection from a smooth surface is reduced-by the Earth's curvature below the
value for a plane earth.- The factor by which the reflection coefficient is
reduced is known as the divergence factor D (Beckmann and Spizzichino, 1963)
and is illustrated in Fig. 6.13 for two different aircraft heights.

Aircraft can range over land and sea and also over areas of ice and snow
such as the Greenland ice cap and Antarctica. Reflection coefficients for
such surfaces, consisting of snow which gradually changes with depth to com-
pact snow and finally to ice, are illustrated in Fig. 6,14,
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Figure 6.13.Divergence factors, D, for reflection. from a smouth spherical
earthi A: aircraft at 3,300m, B: aircraft at 10,000m (CCIR,
1978¢).

Aircraft in flight pass through the maxima and minima -f the interference
pattern which tends to be set up by,reerction, and they experience fading
which is a function of the applicable refiection coefficients. The vertical
separation, AhR,.hatween maxima of the interference patteén can be found from
Eq. (6.8), assuming reflection from a plane surface, by setting

2nAhR,sih 0~ -

ORISR

A

from which

AhR = m— (6.35)
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reflection coefficients for ice caps such as

those of Greenland and Antarctica. A: horizontal polarization,
B: vertical polarization (CCIR, 1978c).
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Table 6.1 1ists values of shp as determined from Lq. (6.35) for various eleva-
tion angles o.

30
60

4
7
3.
15 1.
1
0
9C U

D Dt D DS NS D D

Table 6.1 Vertical separation betwcen maxima of interference pattern,

Ascending and descending aircraft pass rapidly through the maxima and minima
in the interférence pattern. For the elevation angles of about 150 and great-
er even aircraft in nominally level flight experience the full range of fading
because of the limited ability to maintain constant height.

In flight over water the Doppler spectrum of the sea-reflected signal
introduces spectral spreading of the received signal, as a function of the
elevation angle of the aircraft with respect to the origin of the reflected
signal. Values of the measured Doppler bandwidth between points at 1l/e of the
peak amplitude for L-band transmissions from ATS-5 are shown in Fig. 6.15.

An AEROSAT satellite system specifically designed for aircraft communica-
tions has been proposed but never funded. Volume VIII, Mobile Services,
Recommendations and Reports of the CCIR, 1978 includes a Targe number of
reports that nrovide information pertinent to mobile communications, including
satellite~mobile communications. The contents of Report 505-2 of this volume
have been especially useful in the preparation of Sec. 6.5.

6.6 THE NAVSTAR GLOBAL POSITIONING SYSTEM

The three previous sections have involved consideration of multipath
effects that may be of importance to the three-categories of land, maritime,
and aeronautical mobile communications services. In-addition, the effects are
pertinent to radionavigation systems, including the pending MAVSTAR Global
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Figure 6,15. Doppler bandwidth as a function of elevation angle, hased on 1550

MHz transmissions from the ATS-5 satellite to a 707-type aircraft
(CCIR, 1978c).

Pesitioning System (GPS) (Milliken and Zoller, 1978). The system will provide
three-dimensional position and velocity information to mobile or. fixed
receivers anywhere in the world whether on land or sea or in the air. Origi-
nal” plans called for 24 satellites in 12-hour orbits at an altitude of 20,183
km in 3 ortiogonal planes (8 in each plane). Budgetary considerations have
required a change to operation with a total of 18 satellites (Book,Brady, and
Mazaika, 1980). Signals are transmitted at two L-band frequencies, 1227 and
1575 MHz, to permit correction for ionospheric time delay. The satellites
carry precision clocks, and if the user-has a precision clock signals from 3
satellites are sufficient to determine position. A fourth satellite is
required for most users, however, who must have a clock of reasonable accuracy
but will not have a precision clock. The fourth satellite provides the neces-
sary correction for the offset of the user clock. Position determination
involves the employment of two codes, the P code which provides precision
measurement of time and the C/A code which provides easy lcck-on to the sig-
nal. It is expected that multipath propagation will cause errors in position

determination of 1.2 to 2.7 m. The overall error ih range is expected to be
3.6 to 6.3 m.
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CHAPTER 7
RADIO NOISE

7.1 SYSTEM NOISE.TEMPERATURE AND ANTENNA TEMPERATURE
7.1.1 Basic Concepts of Electrical Noise

L. Electrical noise is developed in resistors or conductovs, due to the ran-
dom motions of electrons. The available noise power p at the terminals of a
resistor 1n a 1 Hz bandwidth at radio frequencies is independent of the-value
of the resistance and frequency and is given by

p = KT W/Hz (7.1)
where k is Boltzmann's constant (1.381 x 10723 Jz) and T fis temperature in

kelvins (K). The noise power P in--a bandwidth B in the radio frequency range
is therefore given by

-~
»

P = kTB W (7.2)

with B in Hz. The standard reference value, Ty = 290 K, is normally used for
T for noise power calculations.

If a receiver or amplifier has a resistive input impedance, the noise
power at the output terminals of the receiver will be

P = ngoB + Pf W (7.3)
where g is the power gain of the amplifier and P; s noise which is generated

internally within the amplifier. The noise performance of an amplifier can be
measured by use of a noise figure F where F is defined by. the relatien

F = ———— (7.4)
_h__“ﬁith the subscripts representing output and input and with pin = kTgB. Alter-
natively, a noise temperature Tp can be used to describe the nofse performance
of the receiver such that
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Pout = 9k (Tg.+ TR)B (7.5)

Making use of Egs. 7.3-7.5, 1t can be established that

TR
F=1#+ TE (7.6)

and

Tp = Tp (F-1) (7.7)

An advantage of using Tp as a measure of the noise introduced by the receiver
is that 1t refers to the input terminals of the receiver and is additive with
respect to temperatures representing other noise sources that may be applied
to the receiver input terminals, as in Eq. (7.5).

Consider next a resistive or dissipative attenuator at the temperature
To. In many applications, one simply considers the power output of the
attenuator to be the input power times the power "gain" g, of the attenuator
$0 that Pout = Pip9a. It 1s convenient when working with attenuators, and
with nofse, to use a nofse temperature in place of noise power itself, In
that case

Tout = Tin 9a (7.8)

A resistive attenuator, however, does more than. attenuate. It adds noise as
well, and it is advantageous to refer this noise to the input terminals of the
attenuator in the same way that receiver noise was referred to the {nput
terminals of the recejver. To carry out this procedure, it is necessary to
determine the input temperature of an attenuator- such that the temperature
accounts for the noise generated by -the attenuator and is consistent  with
Ea. (7.8), The advantage {s, as with receivers, that this noise temperature is
additive with respect to noise temperatures representing other sources of
noise that.-may be applied to the-input of the attenuator. Then one can use
£q.(7.8) for an attenuator with T, representing either the attenuator by
itself or the sum of the attenuator input noise temperature and a temperature
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representing another noise source such as an antenna. _(See Fig.7.1,) It

develops that for an attenuator by itself (no 1nput)

ORIGERAL 52 o
Tin = (253 - 1) Tg UF Puui QuAL (7.9)

and
{(7.10)

Tout = (1 - ga) T

If an antenna which introduces nofse corresponding to the

with 25 = 1/9;.
temperature Ty 1s connected to the input terminals of the attenuator then

Tin =Ta t (25-1) Tp (7.11)

and
(7.12)

Tout = Ta 9a * (1-g3) T

b ———o0 Tou

Figure 7.1, Concept of noise temperature of attenuator. For both systems Tg ¢
= Tip 94+ In Fig. 7.1a, no input 1is connected to the attenuator

and Ty = (25 - 1) Tgo  In Fig. 7.1b, Typ = Tp + (24 = 1) Tps
where Ty s the antenna noise temperature,
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One additional basic relation is needed in order to define system noise V¥

temperature, Consider a system consisting of two separate parts connected in
series as in Fig. 7.2.

Figure 7.2, System of two parts connected in-series and having temperatures of
T, and T,.
1 2

It develops that

T

Tin = Tl + _g_ (7.13)

1
Thus, if 97, the gain of the first part, is greater than unity, T, plays a
greater role in determining Tin than T,. Each of the two parts of the system
may be an amplifier, attenuator, or combination of amplifiers and attenua-
tors.  The concept 1illustrated by Eq.(7.13) can be extended to additional
stages. For example, for a system of three parts, Tin = Ty + To/gp + T3/9197-

7.1.,2 System Noise Temperature

Following Kraus (1966), system noise temperature Tsys is defined with the
aid of Fig. 7.3, suggesting a telecommunications receiving system including an

:
|

Figure 7.3, Locations where TsyS'a"d T are defined.

|
i
i
J
i
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antenna having. a noise temperature of TA' a dissipative transmission Tline
which acts as an attenuator at a temperature of T, = T, and a receiver having

a noise temperature of Tp. Tg o 1s defined as referring to the antenna termi-
nals and is given by

Tsys = Ta * (F4-1) Tg + £.Tq (7.14)
Noise introduced by the antenna is accounted for by Tp- Then follews a term
representing the input temperature of an attenuator at a temperature of To
[corresponding to Ty of Eq. (7.13)]. Finally, % 4TR corresponds to T,/g; of

Eq. (7.13) when Ty = T and 1/gy = Ra,

Some analyses of telecommunications links make use of Tg, defined at the

receiver terminals, rather than TsyS' It is simple to convert from Tsys to Tg
by using

Ts = Tsys 9a (7.15)
resuiting in

TS = TA ga + (1"9a) TO + TR (7.16)

Either TsyS or T¢ caa be used, if carrier power and noise power are defined at
the same location, either the antenna terminals or the receiver terminals.
Noise power X at the antenna terminals is given by

X =k Toy B (7.17)

X =k Tg B (7.18)

Note that if 8, = ﬂa = 1, corresponding to zero attenuation between the
antenna and receiver.

Tsys =Tg =Tp *+ T (7.19)




The effective noise temperature of the- antenna T, (not i4s physical tem-
perature) accounts for all the noise appearing at the output terminals of the
antenna, including sky noise and noise of terrestrial origin. The term sky-
noise includes noise emitted by the constituents of the Earth's atmosphere,.
namely gases, hydrometeors; and other matter such as-dust, It also includes
extraterrestrial noise emitted by the Sun, Moon, planets, and universe and the
2.7 K component which fills space. Terrestrial noise may be picked by the
side Tobes or as a result of antenna.spillover and blockage, in the case of an
earth-station antenna. The main Tlobe, however, of a satellite-borne antenna
{s usually pointed at the FEarth and thus receives noise of terrestrial
origin. Interfering signals also constitute noise whch contributes to Iy

The system noise temperature can be decreased by placing a preamplifier

at the antenna terminals. In that case, for a system otherwise the same as
that of Fig. 7.3,

(ka-l) T0 + zaTR

TS_YS = TA + TPRE + 3 (7020)
PR

For this procedure to be most effective, the noise temperature of the pre-
amplifier, Tppg, must be Tow and the gain of the preamplifier; gpgp, should be

high. In the above expressions 24 and gppp are numerical values and not dB
values.

The various contributions to Tp are considered in the following section,

7.2 ATMOSPHERIC CONTRIBUTIONS TO NOISE TEMPERATURE

The principal types of naturally occurring radio noise, generated exter-
nally-—-from the receivers of telecommunications systems, are the noise of
lightning discharges- {commonly referred to as atmospheric noise), cosmic
noise, thermal radiation from the atmosphere and nearby terrain and objects,
and noise from the Sun, Moon, and distant planets. Noise from lightning pre-
dominates for frequencies below about 20 MHz, and cosmic noise tends to be
most imporﬁant between about 20 and 1000 MHz. Above 1000 MHz, atmospheric
thermal noise tends to predominate, when the antenna points into space and not
towards the Sun or some other streng discrete sourse. Noise from lightning
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occurs mainly at frequencies--below the range of this handbook and cosmic noise
is considered ir Sec. 7.3, Attention is directed in this section to atmos-
pheric thermal radiation.

A basic relation concerning noise applies to the noise temperature Ty
recorded when observing a noise source, represented by a temperature Tss
through an absorbing region. The relation for the zenith case is

Ty = Tg el 4 Jf T(h) a{h)e™ dn (7.21)
0
with
L [ a(h) dh
0
and
h
o= J afh) dh
0

with o(h) the absorption constant expressed as a fun.tion of height h (Waters,
1976). When T(h) is a constant, a change of the variable of integration made
by noting that a(h) dh equals dr allows carrying out the integration and
obtaining the simpler form (with.t = 75)

Tp =Tge™ +T; (1-e™") (7.22)

The first term of Eq. (7.22) shows that the noise source beyond the absorbing
region is attentuated by a factor e~'. The second tem represents atmospheric
thermal noise whieh may be generated whether there is a noise source Tq beyond
the absorbing region or not. (If T is zero, corresponding to no absorption,
the second term is zero.) If attenuation due to scattering occurs as well as
absorption, Eq. (7.22) may need to be modified such that «(h) in the second
term represents absorption only. However, Eq. (7.22) may still be used as it
is with o(h) representing extinction, even when there is scattering, if an
appropriate, effective temperature Ty can be determined. In this case, Ty
will be less than the actual physical temperature of the absorbing region.
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One procedure for determining Ty {involves alternately pointing at the Sun

2

;i and away from the Sun. The difforence in the two values of T, gives Tg ™"
%; and, from T, e™' and the two values of T,, Ty (1-e~') can also be deter-
? z mined. By also recording-Ty when pointing at the Sun with no absorbing region
g (no clouds or precipitation) in between and correcting for the rather small
) absorption due to gases, one can then determine T itself for the Sun., Know-
%5' ing T, then allows determining e~' when clouds or precipitation are nresent.
%t Finally, as all the cther quantities of Eq. (7.22)arz known, Ty can be deter-
;‘ mined as well. Ir practice, this procedure is followed.whether 1t is known
g. that T(h) is actually a constant or not.

=

g' Extraterrestrial noise corresponding to a noise temperature of 2.7 K is
2 always present as well but this value is small and can be accounted for or

A AS 1,

MNP L, AT Y. o2l S8Rl

ignored, in the latter case resulting in

134

Tb T-I (1-9-1) (7'?3)

GAE

T

The value of the effective temperature T; will be different at different times
and locations, but taking it as 280 K appears to give generally good results
in temperate regions. Wulfsberg and Altshuler {197Z) found that 284 K was a
suitable value for Hawaii. In other cases, where scattering becomes signifi-
cant, lower temperatures such as 273 K or 260 K (CCIR, 1981) have been used.
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Figure 7.4 shows the ratio of the extinction (total attenuation)
constant to the absorption constant for a 12 mm/h rain model and for a-cloud
model. It can be seen that scattering is not important for clouds for fre-
quencies below about 50 GHz, but {s significant for a 12 mm/h rain for
frequencies above about 5 GHz., Figure 7.5 shows a plot of Eq.(7.23)for Ty =
280 K and also shows the relations T, = 60 Agg which-applies for sufficiently
small- values of absorption.
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For low-noise systems, the decrease in signal-to-noise ratio (SNK) due to
the accompanying increase in noise is larger than the decrease due to signal
attenuation, for attentuation «p to-about 10 d8. This condition is 1llustrat-
ed by Fig. 7.6 which is based upon Eq.(7.23)with T4 = 280 k and upon
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SNR = C/X (7.24)
with C reduced from the free space value by a factor of e™ and
X =k (Ty + Ty)B = kT8 (7.25)

where T, is the system noise temperature in the absence of the-contribution Ty
and Ty = Tp+T; is the system noise-temperature when T, is included. As the
optical depth v is a power-density attenuation coefficient rather than a co-
efficient for field intensity,

4.3t = Agp \7.26)
where A is attenuation in dC.

The dotted line in Fig. 7.6 divides the figure into two regions. To the
left and above this 1ine, the decrease in SNR due to the increase in-noise is
greater than the decrease due to attenuation while the reverse is the case to
the right and below the line. For example, if Ty = Tp = 18 K as may occur in
the NASA-JPL Deep Space Network, then atmospheric absorption of 1 dB will
result in an increase of noise power of about 6.5 dB and a total decrease in
SNR of 7.5 dB. Of the 7.5 dB decrease,._about 87 percent is due to the
increase-.in noise. For large earth stations of the type used for satellite
communicationg, Ty may be between 50 and 100 K, for which a 1 dB increase in
absorption will result in a 2 to 3.3 dB increase in noise and a 3 to 4.3 dB
decrease in SNR,

Attenuation due to the gases of the troposphere was illustrated in Sec.....-

3.6, and attenuation caused by rain was discussed in Chap. 4. Some values of
atteruation and-noise due to clouds. were given in-Sec., 5.1.3, and a more ex-
tensive set of such values is given in Table 7.1 (Slobin, 1981, 1982). For
low noise systems, especially for frequencies above 10 GHz but also for fre-
quencies as low as 8.5 GHz, clouds are an important source of noise. The
values of Table 7.1 apply for zenith paths (elevation angle of 90°). - Attenua-
tion for elevation angles other than 90° can be obtained from
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Aok i < R

Alo) = zenith

YT dB (7.27)

for values of 6 above. about 10°., For Tower elevation angles, the following
expression has been used.

A
ith dB
A(6) = zeni (7.28)

2 .
sin 0 + 0,00235 + sin ©

Figure 7.7 Shows values of noise temperature for an atmosphere having a
vater vapor density of 10 g/m3, according to CCIR Report 720 {1978) (solid-
Tine curves) and according to a JPL program (various symbols) (Smith and
Waters; Smith, 1982b). The noise temperatures from the JPL program are higher
in the valleys between the peak temperatures than the CCIR curves. For a
zenith path (elevation angle © = 90°), the noise due to water vapor is small
for frequencies of 10 GHz and lower. Note, however, that for values of 0 of
10° and less, water vapor makes a rather large contribution to system noise.
For 8 = 0°, as for a terrestrial path, the noise temperature due to water
vapor 1s about 140 K at 10 GHz.

7.3 EXTRATERRESTRIAL NOISE
7.3.1 Introduction

While studying atmospheric noise from thunderstorms, Jansky, an engineer
with the Bell Telephone Laboratories, first identified radio. noise of extra-
terrestrial origin (Jansky, 1932, 1933). The identification was made while
cunductfng direction-finding observations at a frequency of 20.5 MHz. Three
sources of noisc were recorded--noise from nearby thunderstorms, noise from
distant thunderstorms, and noise of.cosmic or extraterrestrial origin., The
cosmic noise came from a region having a right ascension angle near 18 h and a
declination -angle near -10 deg, which is the direction of the center of the
Galaxy. Jansky noted that the extraterrestrial noise was often the 1imiting
factor with respect to the detection .of _weak signals in the frequency range he
was working in.

7-14




-3 bue
UOLIBAD[D YT £ YILM 3,02 40 dunjeaadud] adejuns e pue /b g 40 AJLsuap aoden ad3jem e 404 Awmm:
02/ 140d3y Y1J) pue (S[0oquAs snoraeA) weusboud 40 ay3 mmmzawa Junjeuadus) astou AYS jo uostaedwo) <z°7 aanbiy

(ZHO) ADNINDIY

' $
s z {71

PRt
5 %
<
) L
B
e | =
3
o oot
N ]
S0 ] i
- [tel H
: X |
J 3 ~ [
3 |
% .
| g
acd H
m H
0380
= (9261 'SAALVYM) o =8 O ooz
0 0l =8 v
v
- < s (2461 ‘SHILVM) 006 =6 O 1
O o ©
)
Q o0 4
SO O NNV A N oL ,
R I ] i | ST N T TR S | 1 1 1 00¢




o

. Mhckh A 4
o)
&
—
H

—_ Reber followed up on Jansky's work™ By constructing and operating a

receiving system having a 9.5 m paraboloidal reflector in his backyard in
| Wheaton, 111inois. Utilizing a frequency of 160 MHz, he constructed the first
B radio map of the Milky Way (Reber, 1940). Later he investigated the intensity
' distribution-of-cosmic noise at 480 MHz (Reber, 1948).

The first recorded recognition of radic emission frcm the Sun was made in
1942 by Hey (1946), who was concerned with radio noise causing interference to
5-m radars in southern England during World War II. Jamming by German forces
was suspectéd at first in a particular case 1n February 1942, but it wac
concluded that the noise was associated with a large sunspot. Later in the
same year, Southworth (1945) of the Bell Telephone Laboratcries observed ther-
mal emission from the quiet Sun at centimeter.wavelengths. Reber (1941) did
not succeed in detecting the Sun by radio means until 1943-44, as at frequen-
cies of a few hundreds of MHz the Milky Way appears brighter than the Sun when
viewed with a broad-beam antenna.

The first observation of emission from a discrete radio source,-Cygnus A,
"T'was made by Hey, Parsons, and Phillips (1946). The identification as a dis-
crete source was originally made for the wrong reason, namely that emission
from the source was thought to vary in amplitude as mentioned when introducing
the subject of jonospheric scintillation (Sec. 2.6.1). Observations by Bolton
and Stanley (1948), utilizing the resolution obtained by interference between
direct and reflected-rays at a-location on a cliff over1ook{ng the sea, how-
ever, showed that the source was-indeed discrete, in fact confined to 8' of
arc. Their observations were made mainly at 100 MHz, for which they reported
that the source had an effective temperature of 4 x 108 K. In the same year,
Ryle and Smith (1948), utilizing a frequency of 80 MHz, identified another
strong discrete radio source, Cassiopeia A.

The brightness of the sky at radio frequencies does not correspond to
that 2t optical frequencies, and it has been difficult to identify radio
sources with visible objectss The first such identifiéation was made by
Bolton, Staniey, and Slee (1949), who identified the radio source Taurus A
with-the—crab Nebula, the espanding shell of the-supernova of 1054 A.D. The
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prediction in 1945 by van de Hulst of emission by neutral hydrogen at 1421 MHz

(Kraus, 1966) and the subsequent detection of such emission by Ewen and .
Purcell (1951) at Harvard was an important .development. The emission- by

neutral hydrogen is due—to a hyperfine transition between two .states corres-

ponding to the electron spin being parallel or antiparallel to the spin of the

nucleus (the proton). The probability. of spontaneous emission of this type is

very low, hut the extent of 1interstellar space 1s so vast that the total
amount.-of emission by hydrogen in space is sufficient to be observable in our

galaxy and also in nearby galaxies.

Since the early developments mentioned above many discrete sources of
radio emission have been identified and much progress has been made in mapping
and cataloguing the discrete sources and background radiation. Interesting
histories of the radio observations of extraterrestrial sources have been
given by Shklovsky (1960) and Hey (1971), and a valuable thorough account of
radio astronomy has been prepared by Kraus (1966). Radio sources are useful
for calibrating radio telescopes and, in discussing this topic, Wielebinski
(1976) has presented a list of radio sources. The proceedings of IAU Sympo-
sium No. 74 include reports on a number of efforts in the mapping of radio
sources (January, 1977), and recent treatments of radio sources have been
presented by Fomalont (1981), Kellerman and Pauliny-Toth (1981), and Miley
(1981),

The discovery by Penzias and Wilson (1965). of microwave background radia-
tion corresponding to about 3 K in temperature was an important development
which earned the Nobel Prize for them (Wiison, 1979). The radiation is
believed to be relict radiation from the formation of the universe, 1t dis-
plays a high degree of isotropy, varying by enly about-0.003 K in 24 hours.
Shakeshaft-.and Webster (1968) analyzed the values- of microwave flux-at 12
different frequencies as. reported by various observers. They concluded that
the values were in agreement with blackbody radiation from matter at 2.68 K,
and a value of 2.7 K is commonly assigned to microwave background radiation.

7.3.2 Thermal Emission

Radio noise may be due to thermal or non-thermal emission and may cover a
continruum of frequencies or occur at a discrete line frequency.-
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Thermal emission from black bodies obeys the Rayleigh-Jeans Taw in the 0

radio-frequency range so that the noise power density w received from a uni-
form source is given by

AT 2 :
w ——é- 95 N/m /HZ (7-29)

whera k 1is Boltzmann's constant (1.38 x 10723 J/K), T is temperature in kel-
vins, A 1s wavelength in m, and g 15 the 501id angle subtended by the
source. It can be seen that w varies inversely with wavelength squared or
with A to the -2 power. The exponent, n, of X, is known as a spectral index '
(Kraus, 1966). A hot blackbody emits thermal radiatfon and thus tends to be a

strong emitter at infrared and optical frequencies but a weak emitter at radio !
frequencies. '

Emission from neutral hydrogen is 1ine emission (most prominently at the
discrete frequency of 1421 MHz), but emission from fonized hydrogen, such as
occurs near hot stars, is a form of thermal emission. The thermal radiation
comes - from free electrons experiencing acceleration, as when deflected in
passing near a proton. The spectral index for jonized hydrogen can range from
0 to -2. Flux from a region of fonized hydrogen is as described by Eq.(7.29),
but T can be either a constant for which n = -2 or can vary as wavelength
squared for which n = 0. Recall that the brightness temperature Ty, when view-
ing a region of intrinsic temperature T; having an.optical depth of T is given
by

Ty = Ty (1 -e7) (7.30)
For a region containing free electrons t is-inversely proportional to frequen-
cy squared or directly proportional to wavelength squared, and for high

frequencies (e.g. 3 GHz) for which v is very small

Tp =Tyt Ty by

Then the T of Eq.(7.29)becomes Ty and is proportional to wavelength squared so
that- n = 0. For lower_frequencies for which T is large Ty 2 Ti’ w vartes
inversely as A2, and n = -2.
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7.3.3 Non-thermal Emission

The mechanism believed to be responsible for most-non-thermal radio emis-
sion 1is synchrotron radiation. The form of radiation occurs when high
velocity electrons follow spiral paths in magnetic fields (Jackson, 1962;
Kraus, 1966). The electrons may be cosmic ray -particles having relativistic
velocities. Alfven and Herlofson (1951) first suggested that the intense
radio emission at low frequencies 1s due to synchrotron radiation. Consider a
relativistic electron moving in a circular orbit. Under this condition,
radiation from the electron is concentrated in a narrow cone of width o which.-
is- pointed in the direction of the instantaneous velocity, as suggested in
Fig. 7.8. An observer in this direction will observe a short burst of linear-
ly polarized radiation, with its electric field intensity.vector oriented as
shown in the 1illustration. Such radiation has a broad frequency spectrum,
The spectral index for synchrotron radiation derived from cosmic-ray particles
tends to be arourd 0.75 so that the power density of the radiation, w, is pro-
portional to A0:75,  Note that unlike the case for thermal emission, the spec-
tral findex for non-thermal emission is positive. Table 7.2 gives flux
densities, w, and spectral indices for a few of the strongest discrete sources
of radio noise, at a frequency of 400 MHz.

ELECTRON
E —_—
- TO

& OBSERVER

Figure 7.8. Beam of radiation from a very high velocity electron,

Line emission from neutral hydrogen is a form of nonthermal emission. It
has provided a picture-of the spiral structure of our galaxy.
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TABLE 7.2
Flux Densities and Spectral Indices
For Some Nontherma! Radio Sources (Kraus, 1966).

w at 400 MHz {n Janskys (Jy)- Spectral
Source (multiples of 10-26 W/mé /Hz) Index
Cassiopefa A 6,100 0.77
Cygnus A 4,500 0.7 - 1.2
Taurus A 1,230 0,27
Virgo A 580 0.83

Hydra A 133 0.87

Cassiopeia A; 1in our galaxy, is the most intense discrete source of radio
noise in the sky, other than the Sun. Cygnus A, the second most intense noise
source other than the Sun, is external to our galaxy. It is actually a galaxy
itself, and as it is an exceptionally intensc source of radio waves it is
known as a radio galaxy. Many radio galaxies radiating-from 10 toilo6 times
more radiowave power than normal galaxies-have been discovered. Both Cassio-
peia A and Cygnus A are nonthermal sources.

7.3.4 The Sun, Moon, and Planets

The Sun emits as a blackbodr with a temperature near 6000 K in the opti~
cal range, but at radio frequencies (below about 30 GHz) the emission from the
quiet Sin is greater than that for a blackbody -at this temperature and emission
from the disturbed Sun is much greater yet at radio frequencies. Radiation at
a particular frequency f, where f = fp, comes mostly from a layer located just
above a critical layer having a-plasma angular freguency “p = 2“fp given by

2 _ qu

P me
©

("]

where N is electron density, q 1s the electron charge, m is the electron mass,
and g, is the electric permittivity of empty space. As N decreases with alti-
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tude, the lower frequencies are emitted frem higher regions of the solar
corona, The Sun appears larger and brighter at radio frequencies than for
visible frequencies. The equivalent blackbody temperature for radio
frequencies under disturbed conditions may be 1011 op higher {Kraus, 1966),
Note that wp 1s- the same quantity that appears in K = 1 - wp/wz, where K = n?
s the relative dielectric constant for the ordinary wave in a plasma [see £q.

(2.9)].

Radio emission from the Sun can be classified into three components, that
from the quiet Sun, a slowly varying component from bright regions, and bursts
from transient disturbances such as flares (Kundu, 1965; Elgaroy, 1977). The
slowly varying component is most prominent in the 3- to 60-cm wavelength
range. Emission at 10.7 cm has been recorded for many years at Ottawa,
Canada~ Data from observatories recording radiation at 3, 10.7, 21, and 43 cm
and 169 MHz are included in Solar-Geephysical Data reports issued by NOAA,

Boulder;: Colorado. Bursts are classified into centimeter bursts, decimeter.

bursts, and bursts at meter and decameter.wavelengths, The latter are further
divided into Types k5 1I, III, IV, and V.

Centimeter-wave bursts have a rapid rise in intensity and a slower
decline and cover essentially a smooth continuum of frequencies. The more
complex decimeter bursts show a great variety of fluctuations superimposed on
the continuum. Typ2 I or noise storm radiation consists of a slowly varying,
broadband enhancement of the normal solar radiation on which a series of
bursts near 5 MHz are superimposed. The enhanced radiations last from hours
to days, and the bursts last from a fraction of a second to several seconds.
The radiation is strongly circularly polarized. Type Il and 1II bursts are
intense events whose frequencies drift lower at rates of about 1 MHz/s and
20 MHz/s, respectively. Type IV bursts cover a smooth continuum of
frequencies having wavelengths from centimeters to decameters and last from
about 10 minutes to a few hours. Type V bursts are also continuum events but
last only for seconds to minutes and are usually limited to meter wavelengths.

When the beam of a receiving antenna comes close to the Sun, the noise
due to the-Sun increases in a manner dependent upon the characteristics of the
antenna pattern and the relative positions of the Sun and the antenna beam.
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Figure 7.9 shows -the recorded increase in system noise temperature for the
64-m, S-band antenna of the Deep Space Network of the Jet Propulsion lLabora-
tory when tracking Pioneer € (Nov., 1968, near the solar maximum).

Radio emission from the Moon was first detected, at a wavelength of
1.25 cm,'by Dicke and Beringer- (1946). The mean-brightness temperature of the
Moon for the S and X bands 1f about 240 K (JPL, 1977), and the Moon has the
rather large angular size of about 0.5°. The observed temperature at micro-
wave frequencies varies slightly with the phase -of the Moon,- reaching a maxi-
mum about 3.5 days after full moon. As for the general case, the noise
temperature of an antenna that is pointed at the Moon is the average tempera-
ture for the beam. If other sources of nofse can be neglected, the average
temperature is dbout

240(amo0n/Rantenna)

where Qvoon, the solid angle of the Moon fs (n/4)e§Oon » With 8ygon the angu-
lar width of the Moon and @zptensa the So0lid angle of the antenna (as a rough

rule of thumb about %- SHp$Hps where er and op are the half-power beam-
widths).

Emission from the planets is of much interest from the viewpoint of radio
science, the intense, sporadic, and fluctuating emission of decametric radia-
tion from Jupiter being especially noteworthy. Equation(7.30).gives the rela-
tion used-by JRL (1977) for estimating the increase, Tpl’ in_system-noise tem-
perature due to certain.planets at the S and X bands, assuming the planets
fall within the antenna beamwidth.

2
) Sox
Pl 8nkR
In- Eq. (7,30}, 5, 1s the flux density in-~ufm2/Hz at a range of 1 AU
(1.5 x 10!1m), R 1s the range.of_the planet in AU, k is Boltzmann's constant
(1.38 x 1023 J/K}, » is-the radio wavelength, G is antenna gain modified to
include atmospheric attenuation, g is- the planet.earth-probe angle in deg, and
8yp 1s the half-power beamwidth of ‘the antenna in Jeg. The flux densities S,
in Janskys (Jy) at 17AU (1 Jy = 10726 w/iw2/Hz) for some of the planets are
given in Table 7.3.

2 2
T g e 277 0 /8 (7.30)
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TABLE 7.3
Flux Density S 1n Janskys (Jy)
at one AU (1 Jy = 10720 w/m?/lz) .

S-hang X-bang
Yenus 0.53 Jy 7.4 Jy
Mars 0.050 Jy 0.68 Jy
Saturn 14 Jy 170 gy
Jupiter 91-118 Jy 330 Jy

7.3.4 Satellite Operations

A radio map of our galaxy at a frequency of 200 MHz for a beanwidth of
17° is shown in Fig, 7.10. The pTot is in galactic coordinates and is quite
symmetrical with respect to the galactic equator. A noise temperature of
1200 K is shown for the center of the Gataxy. Figure 7.11 shows a similar
plot, hut for a frequency of 250 MHz and in celestial coordinates, with the
zero declination line corresponding to the Earth's equator. For geostationary
satellites the corresponding values of declination § are restricted to about
#8.7°. (For an earth station at the highest possible latitude of about 81.3°
for communicating with a geostationary satellite, g = sin-l 6356/(35,785 +
6356) = 8.7° where 6356 is the polar radius and 35,785 km is the altitude of a
geostationary satellite.)

The contours of Fig. 7.11 are in units of 6 K above 80 K, the value for
the coldest parts of the sky. For ar 18 h right ascension angle and Q°
declination, for example, the value from Fig. 7.11 is 37 and the corresgonding
brightness temperature Tp 15 6 x 37 + 80 = 302 K at-250-MHz. To estimate the
brightness temperature at a higher frequency note that the brightness B at
radio frequencies for a biackbody at a temperature T is given by the Rayleigh-
Jeans radiation law

B = 2%1 W/m2 /Hz/rad2 (7.32)
A
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It can be shewn (Flock, 1979) that an antenna receiving radiation frem a-
blackbody, assuming that it fills the antenna-beam, will receive the power per
Hz, w, given by

w = kT H/Hz (7.33)

For the case of nonthermal radiation, an equivalent blackbody temperature can
be assigned even though blackbody-radiation theory does not apply. It the
spectral index for nonthermal radiation ts +0.75 and T of Eq.(7.32)1is to be
defined—as an equivalent blackbody brightness temperature so that the Ray-
leigh-Jeans law can be utilized, then T must vary as A2+75 or 72375 (Sinith,
1982a). On this basis the total brightness temperature at a microwave.
freguency f; can-be determined from T for 250 MHz (referred to as fo) by

e 1-2.75
- i
Ty(f) = Tb(fo)[rg] + 2.7 K (7.34)

For example, if f; = 1 GHz,
Ty = 302(4)72:75 4 2.7 = 9.4 k
while for fy = 4 GHz

Ty = 302(16)°2:75 + 2.7 = 2.8 K

The quantity 2.7 K represents the microwave background-radiation investigated  _.

by Penzias and Wilson (1965), and Ty for f; = 4 GHz is close to this microwave-
background level. It can thus be noted that the brightness temperature T, is
a strong function of frequency and decreases to a very low value in the S
band.,

For frequencies above 2 GHz, the extraterrestrial sources of importance
are the Sun and a few non-thermal sources such as Cassiopeia A, Cygnus A and

X, and the Crab nebula (CCIR, 1981). Examination of Fig. 7,10, however, shows. .

that the non-thermal sources mentioned are not of concern for geostationary-
satellite operations as they fall outside the range of & of +8.7°, For ‘deep-
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space missfons, the value of 6 can be near +23+5%5- corresponding to the eclip-
tic, or larger and somewhat larger values of noise may he encountered than for
gecstationary satellites,

7.4 NOISE OF TERRESTRIAL ORIGIM

The receiving antenna of an uplink to & satellite points at the Earth
which has an effective temperature T, that is commonly taken to be 290 K. The
noise temperature of "this antenna {s the average temperature within the beam,
as mentioned for the case of the Moon (Sec. 7.3.4). (If the Earth fills the
beam the brightness temperature is T,, and if the Earth fi17s only part of the
beam the temperature will be less.) Work in progress (Smith, private communi-
cation) indicates that~T, actually has a value less than 290 K and probably
less than 2C0 K for frequencies below 10 GHz.

If one wishes to examine noise of terrestrial origin more precis2ly, it
can be noted that temperature over the Earth's surface varies with Tocation
and time and that the brightness temperature of an area is not the actual
temperature but the true temperature multiplied by emissivity, which is less
than 1. (Emissivity can approach but never exceed 1.) The variation 1in
brightness temperature is the basis for certain passive remote sensing tech-
niques. The scanning microwave spectrometer on Nimbus 6, for example, pro-
duced passive microwave spectral 1images of the Earth and maps showing
temperatures of- atmospheric layers as well (Staelin et al., 1977). The per=
manent fce and snow cover of Antarctica and Greenland, for example, showed as
having low brightness temperatures ranging from 140 to 160 K at 31.65 GHz.

For the case of a-downlink from a satellite, the sidelobes and backlobe
of the earth-station receiving antenna pick up small amounts of radiation from
the Earth. Thus the Earth provides- at least a slight contribution to the
noise temperature of-even a very high-quality earth-station antenna. The mag-
nitude "of the concribution must usually be determined empirically. Any object
in the field of view of an antenna contributes to antenna noise temperature
unless it is a perfect conductor. In determining the level of microwave back-
ground radiation, Penzias and Wilson (1965) found in a-particular case an
antenna temperature of 6.7 K when the antenna was pointed to the zenith, of
which 2.7 K was cosmic relict radiation, 2.3 K was of atmospheric origin, and
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079 K was Judged to be due to ohmic losses in the antenna and-back-lobe res-
ponse. The latter value is for a very high-efficiency horn antenna and can be
considered to be an absolute minimum value. ¥
Noise of terrestrial origin may be natural or man-made. Consideration of
man-made radio.noise {s outside the scope of this handbook but a useful treat-
ment has been provided by Skomal (1978). Chapters are inciuded in his text
about noise from automobiles, electric-power systems, and industrial, scienti- :
fic, and medical sources. It is stated that unintentionally generated noise :
of. metropolitan areas may arise within any pcrtion of the radio spectrum
between 30 Hz and 7 GHz. Line spectra, perhaps occurring as high-integer
order harmonics of & fundamental signal, are often encountered below 500 MHz. !
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CHAPTER 8
PROPAZATION EFFECTS ON INTERFERENCE

8.1 INTRODUCTION

As a result of the congestion of the frequency spectrum and the geosta-
tionary orbit and the related widespread use of frequency sharing, considera-
tion of interference has assumed an_important role in earth-station siting and
other aspects of telecommunication-system design. Interference may arise
hetween terrestridl systems, between terrestrial and space systems, and be-
tween space systems. Attention is given here to interference involving space
systems, whether between space systems or bet.'een space and terrestrial sys-
tems, Space-system earth stations, which normally transmit high power and
have sensitive receiving systems, may cause finterference to terrestrial sys-
tems when transmitting and may be interfered with by terrestrial systems when
receiving. In addition, one earth station may interfere with another. Also,
earth - stations may receive interfering, unwanted transmissions, as well -as
wanted signals, from satellites. Likewise satellites may receive interfering
transmissions from other than the intended earth station, and terrestrial sys-
tems may raceive interference from space stations.

In Sec. 8.2, some basic considerations are presented concerning the sig-
nal-to-interference ratio for a single wanted or service transmission and ‘a
single interfering transmission arriving over a direct path,

In consfdering the problem of 1interference to or  from an earth station,
analysis may be separated into two.stages. In the first, a coordination area
surrounding the earth station 4s determined. This area, based on calculating
coordination distances 4n all directions from the earth station, 1s defined
such that terrestrial stations outside the area should experiencé or cause
only a negligible amount of interference. To determine coordination distances
information on transmitter—powers, antenna gains, and permissible interference
levels is needed. For the earth.station, the gain towards the physical hori-
zon on the azimuth considered is used. For terrestrial systems, the maximum
antenna gain is used. When considering interference due to scatter from rain,
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it- 1s assumed that the beams of -the two antenna systems intersect in a region
where rain is falling, The -coordination procedure 1s- thus hased on unfavora-
ble assumptions with respect to mutual interference.

After the coordination area has been established, potential interference
between the earth station and terrestrial stations within the coordination
area can be analyzed-in more detail. In this stage of analysis, the actual
antenna gains of the terrestrial stations in the directions toward the earth
station will be used. Also, 1t 1s determined-whether the beams of the earth

station and terrestrial station truly do fintersect, in considering scatter-

from rain. Terrestrial stations within the coordination area may or may not
be subject to or cause significant interference depending on the factors taken
into account in the second stage of analysis.

Two propagation modes are considered for determining coordination area.
One involves propagation Over near-great-circle paths, and one involves scat-
ter from rain. Coordination distances dy and dy are determined for the modes
and the larger of the two values is used-as the final coordination distance.
Determination of the two diStances is considered in Secs. 8.3 and 8.4. Inter-
ference bhetween space stations and terrestrial--systems is discussed in Sec.
8.5. Procedures for interference analysis are summarized in Sec., 8.6, and
certain practical matters about the siting of earth stations are discussed in
Sec. 8.7.

From the propagation viewpoint, interference between terrestrial systems
and earth stations is concerned very much with transhorizon propagation. In
the late 1950's and early 1960's, transhorizon-propagation became of consi-
derable interest as a means of communication over long distances. The rather
weak but consistent troposcatter signals were and -are utilized for this
purpose, as the stronger but sporadic "signals due to ducting and rain scatter
do not occur for the high pe}centages of time needed for reliable gommunica-
tions. At the present time however, much interest in transhorizon propagation
is related to-interference. Ducting and rain scatter contribute to the higher
levels of interfering signals that occur for smaller percentages of time, and
they are highly important in interference analysis (Crane, 1981), The occur-
rence of ducting-is vividly displayed on PPI radar screens showing ground-
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clutter echoes. At times ducting causes ground clutter or other targets to
appear at considerably greater ranges than normally, Actually there 1s no
tirxed norma) appearance of the radar screen, as the maximum range at which
ground-clutter echoes appear fluctuates continuously.

In this chapter, attention is given to propagation effects on interfer-
ence and to determination of coordination area, with emphasis on basic con-
cepts. Additional detafls, including some of the empirically derived expres-
sions utilized for coordination analyses are ¢iven in- appendices, CCIR
Reports 569, 724, and 382 (CCIR, 1978a, b, ¢ and 1982a, b, ¢) and Appendix 28
to Radio Regulations (ITU, 1982) treat these topics and have been utilized in
the preparation of this chapter. Persons carrying out coordination analyses
will wish to refer to these reports, especially to Appendix 28 for legal
purposes; all of the charts, tables, and other details of the reports are not
repcated here. Instead, an effort has been made to provide explanatory back-
around material and summaries of procedures for use as an introduction and
reference on interference analysis. The material in the CCIR reports is sub-
ject to a continuing process of revision and updating as a comparison of the
reports for 1978 and 1982 indicates.

The procedure described in Appendix 28 of Radio Regulations must be fol-
Towed in determining coordination area if legal requirements are to be met.
The material of Appendix 28 concerning coordination area is essentially the
same as that of CCIR Report 382 for 1978: Study Groups 4 (Fixed Service Using
Communication Satellites) and 9 (Fixed Service Using Radio-Relay Systems) have
primary responsibility for coordination area; Report 382 is in Volume 9, pre-
pared by Study Group 9. - Reports 569 and 724, prepared by Study Group 5,
(Propagation in Non~ionized Media) represent its inputs to the coordination
problem. As thts handbook- is -concerned primarily with propagation effects, we
describe the approaches of Reports 569 and 724 as well as the procedures of
Report 382 and Appendix 28.

£.2 THE SIGNAL-TO-INTERFERENCE RATIO

The signal-to-noise ratio, C/X, of a telecommunicaticers link was given in
Chap. 1 in the form of
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(C/x)d[; = (EIRP)gpw - (Lpsign - LB (8.1)

+ (6p/Toys)ap = kapy = Bap

In this section, attention fis given to a corresponding signal-to-

interference ratio,- C/1. For considering this ratio, first separate EIRP into-

Pr and Gy where EIRP stands for effective isotropic radiated power, Py repre-
sents the transmitted power, and Gp represents transmicting- antenna gain.
Also, the loss factor L can be separated into Ap,o0), the attenuation in db,
expressed as a function of percentage of occurrence p and elevation angle o,
and the factor -20 log & renresenting polarization mismatch (Dougherty, 1980).
As & varies from O to 1, -20 log & is a positive quantity:. Separating—(EIRP)
apy @nd Lgg as indicated, Cqpy alone becomes

Copw = (Prlpw * (Grlep * (BRlge - (Lrs)as (8.2)
- Afp,g) + 20 log ¢

For Igpy, the interfering power arriving over a direct path, a similar expres~-
sion appTies, namely

Lagw = (PTi)dBN + (GTT)C‘B + (GR.i)dB - (LFS_‘_)dB (8.3)
~ Ajlp,0) + 20 Tog &4

where the subscript i refers to the interfering signal. The cuantity GT1 rep-
resents the gain of the antenna of the interfering transmitter in the direc-
tion of the receiving system being interfered with, and a similar interpreta-
tion applies to the other terms. Interference due to scatter-from precipita-
tion will be considered in Sec. 8:3. On the basis of Eqs. (8.2) and (8.3),
the (C/1)g4g ratio may be expressed as:

- (GTf')-dB + (GR)dB - (GRi)dB
+ 20 10g(ay/)+ Ay (p, o) - A (p,0) +20 log &/,

8-4
]
~35)1
- i . —
" " e T ; B e RTINS S e ol
e TR R R VM A B G SRR A o



T T O R p—
(AaLe 4 e i . AR

The term 20 Toq(d;/d) arises from the Lpg free-space basic transmission loss
terms which have the form of (4nd/A)2, where d is distance. In Eq. (8.4), d
fs the length of the path of the wanted signal and dy {is the length-of the
path of the interfering signal,

For analyzing transmissions from space to Earth or vice versa, the polar-
ization mismatch factor 6 equals cos U where ¢ is a polarization mismatch
angle to which there may be three contributions such that

0 = 0y + 04 +.04 (8.5)
The angle U, arises from geometrical considerations and can he determined from

0y = §B - uA (8.6)
With SB, the difference in back azimuths between the service path (to the
intended earth station) and the interfering-path (to the earth station being
interfered with). The back azimuth is t' anale to the earth station measured
from the north-south meridian of the subsatellite point. The factor &A repre-
sents the difference in azimuths of the two earth stations, azimuth in this
case being measured at the earth station as the angle from geographic north to
the great circle -path from the earth station to the subsatellite point (Fig.
8.1). The quantity o depends on the great circle distance Z between the earth
stations. On this topic, we follow the treatment by Dougherty (1980) and
reproduce two of his illustrations showing 0, as a function of B and A (Fiqg.
8.2) and ‘B and Z as a function of -earth station latitude and longitude with
respect to the subsatellite point (Fig. 8.3).

The angle 0; represents the Faraday rotation of a linearly polarized wave
that may take place in propagation tnhrough the ionosphere. The concept of
Faraday rotation is not applicable to the propagation of circularly polarized

waves. The relation for 0; used by Dougherty (1980) is

8 = 108°/f2 ' (8.7)
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with f the frequency in GHz. (This- value of o4 corresponds to the maximum
one-way effect of the ionosphere for an elevatien angle of-30°,) The subject
of Faraday rotation-is—treated in .Sec.-2.2. The angle 9, represents the pos-
sible rotation of the electric field intensity due to depolarization caused hy
arecipitetion., By definition, the cross polarization discrimination (XPD) is
aiven by

where [y; is the amplitude of the copolarized signal (having the origifal
potarization and after taken account of any attenuation due to precipitation)
and £yp 1s the amplitude of the orthogonally polarized signal produced by
depolarization due to precipitation. The angle 0, is tan-1 E11/F1p-

For determining the values of A (p,0) and & in Egs. (8.2) and (8.3), one
evaluates the service path under unfavorable conditions, using the 1loss
occurring for a small percentage of the time, corresponding to p = 0.01 per-
cent, for example. The interference path, however, is evaluated with the
miner iosses occurring for say 50 percent of the time. This practice takes
into account such possibilities as the wanted signal propagating through an
intense rain cell while the unwanted signal follows a path which misses the
rain cell and encounters negligible attenuation.

8.3 COORDINATION AREA BASED ON GREAT CIRCLE PROPAGATION

8.3.1 Basic Concepts

For determining coordination areas, attenuation needs to be given in two
modes of propagation of interfering signals (CCIR, 1982a, b, ¢). Propagation
mode one (mode 1), referring to propagation over a direct near-great-circle
path, occurs essentially all of the time. The second propagaticn mode (mode
2) 1is via scatter from hydrometers, principally raii, and may occur infre-
quently., In this section, some general considerations are presented, and
propagation mode—1_-is.discussed. Scatter from rain (mode 2) is treated in
Sec. 8.4,




In system planning, it 1s generelly required to estimate the relatively
intense interference level which is cxceeded for some small percentage, p, of
the time (e.g., p = 0,01 percent) and also perhaps the interference level
exceeded for about 20 percent {p = 20 percent) of the time. Corresponding to
high interference levels are Tow values of basic transmission Toss Ly (Fig.
8.4). Note that in considering attenuation due to rain (Chap. 4) concern was
directed to the small percentages of time for which maximum values of attenua-
tion occurred. Here the concern is for the small percentages of time for
which the highast interfering signal intensities occur.

The total loss factor, Ly, relating the interfering transmitted power,
PTi’ and the interfering received power, PRT’ is defined by

Lt = PT-‘/PRi (8.8)

An expression for the basic transmission loss, Ly, referred to above, can be
obtained by a modification of Eq. (1.2), namely from PRi = PTiGTGR/LFSL'
Identifying LFSL as Lb

PTiGTGR
Lb = LFSL = (8.9)
Ri

where Lpg is the free-space basic transmission loss and L represents other
system losses. In decibel values referring to p percent of the time, Eq.
(8.8) becomes

[Le(p)]gg = (Pr)gpw - [PRy (P)3cpy (8.10)

and Ea. (8.9) becomes

[Ly(p}]ag = (Pr dagw * (61)dp * (Gp)ds - [Pg, (p)]daY (8.11)
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Figure 8.4. Correspondence petween interference 1evel and basic transmission
loss. 1he interfering signal power will be above 2 certain level
for 0.01 percent of the time, as suggested by the arrow extending

upwards from the dotted line of Fig. 8.4a. The- high-interference
level: above the dotted- 1ine of Fig. 8.4a correspond to the low
values of bBasic transmission 108S pelow-the dotted 1ine of Fio.
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above- the solid line of Fig. 8.4a, and the corresponding values of
pasic transmission Toss will be below the solid Tine of Fig. 8.4b.
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power level to be exceeded for no more than p percent of the time. Further-——

information about permissible interference levels is given in Appendix 8.1,
The gains Gy and Gp are the gains of the transwmitting and receiving anten-
nas. For determining coordination distance, the horizon gain at the azinuth
considered is-—used for the earth-satellite station and the maximum gain fs
used for the terrestrial station. From Eq. (8.9), it can be seen that if Gy =

Gg = 1, Ly = PT1/PR§' For this reason, Ly is safd to be the Toss that would’

occur between isotropic antennas.

The basic transmission loss L, s seen to be the product of Lpg and L.
For a-line-of-sight path and for frequencies below 10 GHz, Ly will be roughly

but not exactly equal %o Lpg. 1In any casc, Lpg makes & major contribution to

L. The free-space basic transmission Toss Lpg was introduced fin Sec. 1.1.1
and defined there by

LFS = (47'(1/)‘)2 (8.12)

where d is distance from the transmitting to receiving locations and X is
wavelength. At higher frequencies, the dissipative attenuation associated
with water vapor and oxygen may make significant contributions to L,. Dissi-
pative attenuation of the interfering signal due to rain is not included in Ly
for the low values of p normally considered in applying Eq. (8.11) as L,(p)
then represents the low values of basic transmission loss that can be toler-
ated for only small percentages of time. When considering interfering sig-
nals, high values of Lb can be readily tolerated. It is the low values of Ly

that are of concern.
In terms of decibel values, Eq. (8.12) can be written as
(Lrg)gp = 20 log(4m) + 20 Tog d -~ 20 log X (8.13)
where d and A are in meters. Commonly, however, Lgg is expressed in terms of

frequency f rather than.wavelength A. By replacing A by c/f where ¢ = 2.9979
x 108 m/s, one obtains




k]

(Lpglyg = -147.55 + 20 log £ + 20 log d (8.14)

If f is expressed-in GHz rather than Hz, a factor of 180 dB must be added to
the right-hand side of Eq. (8:13) and 1f d is in km rather than m, an addi-

tiona)l factor of 60 dB nust also be inciuded. The expression for (Lpg)gg then
takes the form of

(LFS)dB = 92,45 + 20 log fGH,+'20 1og dkm (8.159

8.3.2 Line-of-S{ight Paths

Although Ly, may equal Lpg approximately for frequencies below 10 GHz for
a certain range of values of p, in the absence of horizon or obstacle effects,
the actual received. interfering signal on even a clear line-of-sight path
fluctuates due to the effects of multipath propagation, scintillation, and
defocusing and may be greater or less than that calculated from Lgg alone.
Thus although factor L of.Eq. (8.9) has been referred to as a loss factor, it
must be able to assume values either greater than or less than unity if it is
to be applicable to the situation considered -here. The variation of the
received level PRi with time provides the basis for specifying Pp. as a func-
tion of p. For line-of-sight paths; L can be expressed as A, + Ap - Gp and Lp
is given by-

(Lb)dB = (LFS)dB + Ao +Ap - Gp {8.16)

where Ay 1s the attenuation in dB due to oxygen and water vapor. (See., Fig.
3.11 for attenuation caused by oxygen; that due to water vapor can be
neglected below 15 GHz.) The coefficient Ap represents attenuation due -to
defocusing in dB, and Gp is an empirical factor in dB given by Table 8.1 for
paths of 50 km or greater (CCIR, 1982a).
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Tahle 8.1 Gp of Eg. (8.16) in dB (values which may be exceeded for p percent
of the time),

p 0,001 0.01 0.1 1
Gp 8.5 7.0 6.0 4,5

For distances shorter than 50 km, the values of Gp can be proportionally
reduced. To estimate the value exceeded for all but 20 percent of the time,
CCIR Report 569 recommends adding 1.5 dB to the value of Lpc (thereby increas-

ing Ly by 1.5 dB with respect to what it would be otherwise). The coefficient
Gp can be taken as zero for p = 20 percent.

Attenuation due to defocusing results when the variation of refractivity
with hetght dN/dh (Sec. 3.2) it3elf varies with height so that rays at dif-
ferent heights experience different amounts of bending. Rays traversing the
region, rays which were originally essentially parallel for example, then
became more widely separated than otherwise and signal intensity is conse-
quently reduced. It develops that the variation of dN/dh with height h is
proportional to AN, the decrease in refractivity N in the first km above the
surface., Figure 8.5 shows attenuation due to defocusing as a function of AN
and elevation angle © (CCIR, 1982d).

A given path may be a clear line-of-sight path for certain values of
oN/dh (Sec. 3.1) but may have part of the first Fresnel zone obstructed for
other values of dN/dh. The effect of obstruction 1is taken into account in
Sec. 8.3.3.

8.3.3 Transhorizon Paths

Majer attention 1in the analysis of interference between terrestrial
systems and the earth stations of space systems is directed to transhorizon
propagation. The term transhorizon path refers to a path extending beyond the
normal radio horizon for which diffra-tion 1{s a relevant propagation
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mechanism, as distinguished from a clear 1ine-of-sight path at one extreme and

a strictly troposcatter path at an opposite extremes For transhorizon paths, L
a diffraction loss term, Ag (dB) must be added to the free-space hasic trans-

missfon loss Lpg. In addition, account must be taken of ducting and super-
retraction which can be cxpected to accur for some percentages of the time,

When both the transmitting and receiving terminals of a 1ink are imwersed

in a duct, the basiz transmission loss Lb between the two terminals has been
shown to be given by

(Lydgp 2 92.45 + 20 Tog fgy, + 10 Yoy dy,, (8.17)
+0.03 depy + A

where AC(dB) is a coupling loss that takes account of the fact that not all of
the rays leaving the transmitting antenna may be trapped within the duct. The
dictance d in the term (.03 d is in km and 0.03 is the theoretical minimum
value of a duct attenuation coefficient vy, having units of dB/km (Dougherty
and Hart, 1979). Note that in the exprcssiun for (LFS)dB (Eq. 8.15), 20 Tog d
appears rather than 10 1og d. The basis for using 10 tog d for @ duct is that
a wave in a duct {s constrained in the vertical direction and spreads out only
in the horizcntal direction, whereas in free space a wave spreads in both
directions. Because Ly for a duct inciudes the term 10 log d rather than 20
log d, Eb for propagation in a duct tends to be significantly less than Lgg.

In the general case Yq in the equation for (Lb)dB for a transhorizon path
0.03 in Eq. (8.17)], depends on meteorological conditions, frequency, and
percent of time and can be determined only by empirical means. For establish-
ing the value of Yq» the Earth has been divided into four 2ones in CCIR Report
569 (CCIR, 1982a). These zones are:

Zone Al: coastal areas, i.e., land with an altitude less than 100 m
above sea level but not extending more than 50 km inland from

Zones B or C.

Zone  A2: A1l other land
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7one B:  seas, oceans, and other substantial bodies of water (as a cri-
terion, one which can encompass a circle of diameter 100 km) at
latitudes greater than 23.5° N or §, hut excepting the Black
Sea and the Mediterranean.

Zone C: seas, oceans, and other substantial hodies of water (as a cri-
terion, one which can encompass a circle of diameter 100 km) at
latitudes less--than 23.5° N or S and including the Black Sea
and the Mediterranean.

Taking account of the diffraction loss and ducting, the basic transmission
Tess L, for paths entireiy in one zone is given by

(Lplg = 92.45 + 20 Tog fgy, + 10 log dy,, (8.18)

*lvg *vg t vy t AL+ Ag

The attenuation constants Yo énd Y, refer to oxygen and water vapor. The
attenuation due to water vaper can be neglected for--frequencies below 15
GHz.  The attenuation constant for oxygen is shown in Fig. 3.11. In CCIR
Report 569, values of Yq are given as a function of freauency and percent p in
graphical form for the 4 zones. These graphs are reproduced as Figs. 8.6-~
8.9. The value of A. is given in the form of a table, reproduced here as Table
8.2,

Table-8.2 Values of Coupling Loss, AC (dB).

Percent of Time

Zone 0,001 0.01 0.1 1
A2 9 10 11 14
AlL,B,C 6 7 8 11

The value of Ag, the diffraction loss, is given in Report 569 as

Ks = 20 Tog [1 + 6.3 & (fdy)2/2] + 0.46 o-(fCr)l/3 (8.19)
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where f is frequency in GHz, dh {§the horizon distance in km, O 1s the hori-
zon elevation angle. in degrees, and Cr 1s the obstacle radius of curvature.
Equation -(B.18) can be solved for d by use of an interactive computer program,
using the value of L, which 1s the minimum acceptable value for a particular
value of-p.

The treatment of Report 724 is similar to that described above for Report
569, but in Report 724 only 3 zones A, B, and C are considered. Zone A is
land, excluding the coastal strip extending 50 km inland. The coastal strips
are included within Zones B and C which are otherwise the same as zones B and
C of Report 569. In Report 724, Yq 1s given by v4 = atp) + blp)g(f) where a,
b, and g are empirically determined expressicns which have different forms for
the three zones. The expressions are shown in Table I of Report 724 and are
reproduced in Appendix 8.2. The quantity A has a slightly different form in
Report 724, corresponding to letting d, = 0.5 km and Cr = 10 m in Eq.
(8.19). [See Eq. (8.21).]

The treatments of Report 382 (CCIR, 1982c) and Appendix 28 of Radio Regu-
lations (ITU, 1982) are similar to each other but Report 382 has received
updating from the 1978 version which has not yet been included in Appendix
28. The 1982 versions of the three CCIR reports referrred to (569, 724, and
382) were all updated with respect to the 1978 versions, but it was felt that
it was too early to propose-corresponding changes in Appendix 28, which
closely follows the 1978 version of Report 382.

Report 382 and Appendix 28 take account of essentially the same factors
as Reports 569 and 724 but in place of the 10 log d, Ygs and A terms of Eq.
(8.18), which all relate tc ducting, one empirically derived expression Bpdj
is employed such that the equation for L, takes the form of

(Lplgg =120 + 20710g f + edi-+ A, (8.20)

where

B = 8+ Byt By
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The factors fy and ) represent attenuation in dB/km due to water vapor and
oxygen, It is B,dq, where f& s expressed as a function of f and p and has
different forms for the 3 zones, that takes account of ducting and super-
refraction, The 3 forms are included in Appendix 8.2, The term Ap 1s the
same as Ag of Reports-569 and 724, with dy = 0.5 km and-Cr = 10 m as 1n Report
724, Making these substitutions result in

DLV et sl Lot tiait s AL T el Ao e

.-
Tt

Ay, = 20 Tog (1 + 4.50 ¢1/2) +q5!/3 (8.21)

Voo ik

Equation (8.20) can be solved for dy, the coordination distance corresponding
to the value of Ly which can be tolerated for p percent of the time.

Troposcatter signals, resulting predominantly from inhomogeneous scatter-
ing by random fluctuations of the index of refraction of the atmosphere, are
nornally weaker than the interfering signals due to ducting and super-
refraction. However, the tropospheric scatter signals may. be predominant for
percentages of time between about 1 and 50 percent and for percentages less
than one percent when high site shielding (A, values of 30 dB and greater) is
encountered.

8.4 COORDINATION AREA FOR SCATTERING BY RAIN

For considering interference due to scatter from rain, one can start with
a slightly modified version of Eq. .(4.43) which refers to bistatic scatter
from rain. Inverting this relation to obtain a total loss factor Ly » using
Gr, Gggs Ry, and Rgg to refer to the gains of the terrestrial and earth-
station antennas and their distances from the region of rain scatter, and re-

placing NT and WR by PT and~~RRT results in

i 1
PT1 ()3 RTZIRESZ L
Lt =-l5f——= - — (8.,22)
R 6.6 nV
i Tgs "

In this exression, L is a--loss factor (greater-than unity 1f truly_a loss), V
is—~the common scattering volume, and"n is the radar cross section per -unit
volume., For Rayleigh scattering n has the form of
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n= 7 m /m (8,23}

>4 KC + 2

where K. is the complex diclectric constant of water and is a furction of tre-
quency and temperature. When expressed in mmb/m3, the quantity 7 s related
to rainfall rate R in mm/h for a Laws and Parsons distribution of drop sizes
hy the empirical expression

2 = 400 R4 (8.24)

Physically, Z represents @ d® where d is the drop diameter and the summation
is carried out for all of the drops in a unit volume. For freguencies higher
than 10 GHz for which Rayleigh scattering does not apply, an effective or

modified value of Z, designated as Ze= is used for coordination distance
calculations.

Usually the earth-station antenna has a smaller beamwidth than the ter-
restrial antenna. Assuming that such is the case and noting that the scatter-
ing volume V is defined by the antenna with the smallest beamwidth, V is given
approximately by V = (n/4)02RE52D where 6 1s the beamwidth of the earth-
station antenna, Rgg is in distance of the earth station from the common scat-
tering volume V, and D is the extent of the common scattering volume along the
path of the earth-station antenna beam. Noting that the beamwidth 6 of an
aperture-type antenna is given approximately by Nd where d is the aperture
dimension, assuming a circular aperture, and recalling that the gain G of an
antenna is-related to effective area A by G = 4nA/Ne, it develops that 02 =
12/G and V = w3Res20/(4 Ggg). In Eq. (8.23) forn, | (Ke-1)/(Ke + 2) 12 has a
value-of about 0.93 (Battan, 1973), which is-close to unity. Substituting for
V and n and dropping numerical factors which affect the magnitude only
slightly, the expressdon for the loss factor L, becomes

L = ' = (8.25)
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An important point about this relation is that it involves only the distance
Ry of the scattering volume V from the terrestrial station rather than hoth ’
distances as 1in Eq. (8.22).

To consider the application of Eq. (8.25) further, we.convert to decibel-
values and utilize the presentations of CCIR Reports 469, 724, and 382 start- -
ing with the- 1978 versions of Reports 569 and 724 which follow the basic form ,
of Eq. (8.25) most closely. Replacing A% of the.original Eq. (8.25) by c?/f2 ~
so that 2?0 log ¢ -~ 20 log f = 169.564 - 20 log f replaces 20 log A, the resulf-
ing expression im the 1978 version -of Report 569, when applied to frequencies
below 10 GHz, is

n

- [Lt(Po]dB
- 10 Tog M - 10 Tog C + Yyry + B - 10 Tog 7

199 + 20 Tog (Rydygy - 20 log foy,

- 10 109 ka - 10 109 GT (8.26)

an
o5,

The numerical value of 199 is obtained, approximately, by adding 60 dB to
169.54 because of expressing R; in km rather than m and subtracting 30 dB
because of expressing D in km also. In the equation, Z is in mmG/m3 rather
than mG/m3 and use of these units introduces a factor of 180 dB, but express-
ing f in GHz rather than Hz introduces a factor of 180 dB-of opposite sign and
the two 180 dB factors cancel. The loss factor L of Eq. (8.25) is represented
by -10 Tog M where ™ is a polarization mismatch factor (Sec. 8.2), by--10 log
C which takes account of attenuation due to rain within the common scattering
volume, by yqor, for the attenuation due to oxygen, and by B which is a terrain
blocking factor. As M and C are less than unity, -10 log M and -10 log C are
positive quantities. See Appendix 8.3 for the form of C and for discussion of
B,

Considering the term -10 log Z where Z = 400 RI‘4 for a Laws and Parson l
) distribution, the rainfall rates R that are available are usually surface }
e rates. In some -treatments, as in the 1978 version of Report 382, it has been
assumed thdat the reflectivity Z decreases with height at a rate of about 1 i
dB/km. To take account of this assumed decrease-of Z with height when R is a
surface rate, it is only necessary %0 subtract the height of the common scat-

j
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tering volume in km. Tﬁis height b can be deterwined from h = £2/?kr0 (Eq.
3,18 and following paragraphs), where & 1n this case equals Ry ~ Rpgp namely
the difference between the distance of the terrestrial transmitter from the
scattering volume and the distance to the horizon of the terrestrial trans-

L

A
-

7|

7\ mitter (Fig. 8.10). Letting k = 4/3 and taking r, as 6371 km and Rp,. as 40
§§ km (corresponding to an antenna height of 100 m) results in Zkry = 17,000 and
% h = (Ry - 40)2/17,000. Thus

2 (R, - 40)°

A ( = PO Y,
| 10 log Z = 26 + 14 Tog R T730G (8.27)

In the 1982 versions of Reports 569, 724, and 382, however, Z is assumed to be
constant with height so that 10 log Z = 26 + 14 log R.

— The 1978 version of repart 724 uses essentially the same relation as in
the 1978 version of 569 but includes a table-giving values of D, referring to
it as rain cell diameter, as a function of rain rate and climatic region for
0.01 percent of the time. Both reports-include the attenuation due to water
vapor and a correction for the deviation from Rayleigh scattering, but these
are not applicable for frequencies below 10 GHz.

The corresponding expression in the 1978 version of Report 382 and in
Appendix - 28 of Radio Regulations (ITU, 1982) is also closely similar but
utilizes a normalized transmission loss Lo (0,01) defined by

[Lz (0.0I)JdB.": —(PT-i)dBN + (AG)dB - [PR(p)]dBN - F(p,f) (8.28a)

The normalized transmission toss is based on a gain Gy of 42 dB of the terres-
trial station antenna. The factor AG 1s the difference between the maximum
gain of the terrestrial antenna and 42 dB, and tables are given showing AG for
use when the earth station is a transmitting antenna and when it is a receiv-
‘;"’Tng station., A term -F (p,f) is also included in the texts cited as a correc-
tion factor to re1ate~cond1tions for the percentage of time p to the case when
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Figure 8.10.- Considering rain scatter involving a transhorizon path from a—
terrestria'lzstation, T, a grazing ray at the horizon will reach a
height of ¢%/2kr, = (R - R or)® /2kr, at the distance Ry - Rhopr from
where the ray is tangential to the Earth,'s spherical surface. The
elevation angle o corresroonding to the height h as seen from the
earth station, E, is tan~? h/ad.
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the percentage 1s 0.01, in the frequency band under consideration, but in

Report 382 of 1982, the normalized loss Ly, does not refer specifically to the ¢
percentage of 0.01 and no correction factor is included. The equation defin-

ing Ly then becomes

[Lap)dgp = (Pr )y + (4Chgy - [P, (p)]ny (8.28b)

In order to determine a form for L, (0.01) in terms of propagation
parameters, one can subtract 42 from the 199 of Lq. (8.26) te ohtain 157, thus
taking account of the assumed gain Gr of the terrestrial antenna of 42 .
Also one can express -10 ‘tog Z as 26 ~ 14 log R + (Rp - 40)2/17,000 but com-
bine the -26 + 157 to obtain a numerical coefficient of 131. The form of Ly
(0.01) as-utilized in the 1978 version of Report 382 then becomes, after com-
bining numerical factors and with »G = 0,

. -

(Lp(0.01)]gy = 131 - 20 Tog(Ry)y, - 20 log fe

-10 Tog C + Yory - 14 Tog R + (Ry - 40)2/17,000

Y e T,
o A T bl
. i

- 10 Tog Dy, (8.29)

oW

B

Equation (8.29) can be solved for the rain-scatter distance Rt by an

;i jterative process. The distance Ry, however, is not the same quantity as do,
% the rain-scatter coordination distance, as Ry 1s measured from the common
g‘ scattering volume rather than from the earth station. Thus the center of the
| 3‘ circle representing the locus of Ry is displaced from the earth station by the
» distance 4d where
(R. - 40)2
4 h T
iy tan @ ==
i : d 17,000 Ad
f and )
e (R_ - 40)" cot 0
E A F e (8.30)
- 17,000
i 8-26
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where o 1s the elevation afgle of the main beam of the carth station
antenna. The basis for the expression for tan o is shown in Fig. 8,10, The
distance ad 1s measured from the earth station along the azimuth of the main
beam of the earth station. A circle of radius Ry 1s drawn about the point so
reached, The circle 1s referred to as the rain scatter coordination con-
tour. The rain-.-scatter coordination distance dp is the distance from the

carth station to the rain scatter coordination contour on the azimuth under
consideration.

We now mention briefly the 1982 versions of Report 569, 724, and 382, In
the -1982 form of Report 569; £q. (8.26) has been modified and for frequencies
below 10 GHz takes the form of

[Lt(p)JdB = 199 + 20 1og(R)kp ~ 20 109 fgu,
- 10 Jog M - 10 Tog- C + Yoo

- 10 700 Z - 10 Tog B (8.31)

The quantity B is now entirely different from that of B of Eq. (8.26) and is
an integral expression that includes the factors D and Gy and also attenuation
due to rain outside the common -scattering volume {see Appendix8.3).

Stil1 slightly different expressions are given in Reports 724 and 382 for
1982, The form of Report 724 for frequencies below 10 GHz is

[Ly(p)lgg = 168 + 20 Tog (Ry)yy - 20 Tog fgy,

- 10 10g C + Yoo t T

-13.2 Tog R - 10 Tog Gy (8.32)
In this equation, a 10 1og D form does not appear nor is D accounted for in a
complex term like -10 log B of Eq. (8.31). Instead, D in km has been taken to
be given by~

D = 3.5 R-0.08 (8.33)
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where R is rain rate in mm/h.  This variation of D with R introduces an 0.8
Toa R term which when combined with the -14 log R term (of 10 Tog 7 = 26 4 14
Tog R) yields -13.2 log R. The coefficient 3.5 of £q. (8,32) results ina fac-
tor of about -5 dB (10 tog 2.5 = 5) which when combined with 199 and -2¢ from
10 log 7 gives the numerical coefficient of 168. The quantity T represents
attenuation outside the common scattering volume.

The corresponding equation in the 1962 version of Report 382 is

[Lylgs = 126 + 20 Tog(Rplyp = 20 Tog fg;
- 10 T0g C + Yory + 10 Tog B
- 13.2 1og R (8.34)

Here [LZJdB is 2 normalized transmission loss, and the numerical coefficient
of 126 is 42 dB less than the 168 of Eq. (8.32). Otherwise the sawe factors
are 1included, as 10 log B in this case is actually the same as I of Eq.
(8.32).

8.5 INTERFERENCE BETWEEN SPACE STATIONS AND THOSE- ON THE EARTH'S SURFACE

Interference between a space station and one on the Earth's surface may
take place, for example, when an earth station receives unwanted transmissions
from an interfering satellite as well as wanted transmissions from the satel-
1ite that serves the earth station. The analysis of Sec. 8.2, presented there
as an introduction to the analytical aspects of interference, applies directly
to this case, and some additional considerations follow.

Scatter from rain, which was not considered in Sec. 8.2 but may also
cause interference can be analyzed by a modification of the approach of Sec.
8.4 with Ry and Gp now taken to refer t0-the.1n£erfering satellite transmitter
rather than to a terrestrial transmitter,

Solar power satellites, which would intercept solar energy and transmit

energy to the Earth's surface as microwave radiation at a frequency of 2450°
MHz according to preliminary plans, present a potential interference problem
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for commnunication satellite systems. According to one analysis (CCIR, 1982d)
based upon Tlikely harmonic contenty the 1interfering signal scattered from
ratn, even at the fourth.harmonic, would be comparable with the signal level
received in the fixed satellite service.

In the absence of precipitation, the signal on a line-of-sight path from
a satellite will be attenuated by the atmospheric gases and perhaps by defo-
cusing but may experience a gain Gp due- to multipath and scintillation effects
as mentioned in Sec. 8,3.2. The gain due to multipath éffects and scintilla-
tion may be assumed to be zero for elevation angles above 5° and for per-
centages of time greater than one percent (CCIR 1982d).

8.6 PROCEDURES FOR INTERFERENCE ANALYSIS
8.6.1 Introduction

Previous sections of this chapter have outlined the theoretical basis for
interference analysis, with emphasis on basic concepts. Some empirically
derived relations and other details are reproduced in the appendices. In this
Sec. 8.6, practical considerations, fincluding procedures for determining
coordination distances, are summarized.

The procedures for interference analysis are subject to continuing
development and updating, and a number of variations in approach have been
i1lustrated in this chapter. The procedures of Appendix 28 of Radio Regula-
tions (ITU, 1982) carry legal authority, but they may be revised in the
future. (Resolution No. 60 of WARC-79 called for a revision in Appendix 28 of
Radio Regulations, and the 1982 version of Report 382, utilizing certain data
from Reports 724, 563, and 569, has: been proposed as a basis for any changes
in the Radio Regulations.) The differences. in the treatments of the several
CCIR :eports are in detail and refinement and relate to what losses are taken
into account and how to achieve the necessary compromise between a satfsfac-
tory degree of precision on one-hand and convenience and practicality on the
other. A basic problem is that some of the phenomena, such as ducting, must
be treated in a largely empirical way and the available data bases are
1imi ted.
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8.6,72 0ff-axis Antenns Gain

For calcutating the predicted intenstty of a terrestrial interfering sig-
nal at an carth station, it is necessary to know the gain of the earth station
antenna at the horizon at the azimuth of the terrestrial station (or for
determining coordination distance at all azimuthal angles). To determine the
qain, one must first find the angle of the horizon from the axis of the main
antenna heam at the-azimuth of interest. For the case that the horizon is at
zero ¢levation angle, the horizon angle ¢, measured from—the—-axis of the
antenna beam, is found by applying the Taw of cosiues for sides of a spherical
triangle, namely

COS¢ = €SO cos(mceg) (8.35)

where O is the elevation angle of the satellite the earth station {s servic-
ing, ag is the azimuth of the sateilite, and « is the azimuthal angle of
interest. If the horfzon is at an elevation angle 6, the corresponding rela-
tion becomes

Cosd = ¢0sB cosO cos(u;-ry.s) + 5in 0 sin OS (8.36)

5

Having determined ¢, it remains to specify a value for the antenna gain
at this angle. If the actual antenna gain is known as & function of ¢, it
should bhe used. If the gain is not known and the antenna diameter to wave-
length ratio D/A is 100-or greater, the feollowing relation, from CCIR Report
391 (CCIR, 1978d) and 382,. and Appendix 28 of Radio Regulations, can be used -
for angles greater than that of the first side lobe

G = 32 - 25 logs dB (8.37)
1f the D/x ratio is less than 100, the corresponding relation is

G = 52 - 10 1og(D/x) - 25 logs @B (8.38)
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The same sources give relations between the maximum gain G and /A, that in-—-

L%
Report 382 and Appendix 28 being

Y, P - G
20 Tog D/A Gmax 7.7 dB (8.39)

More precisely and completely than stated above, Report 382 and Appendix 28
gives the following set of relations

For D/x » 100,

2
- -3 (D¢ P .
6(4) = 6, - 2.5 % 107 A) 0 ¢y (8.40a)
G(o) = G G <O < 0, (8.40b)
2 G(¢) = 32 - 25 Tog ¢ 47 b 487 (8.40¢)
% G(p) = -10 48°< ¢ < 180° (8.40d)
2; where
{ . 200 ' s
f “n * 7D JGmax - § deg
-0.6
i =15.85 (2 de
‘ q)r‘ (A) 9
i _
o G] =2 ¥ 15 Tog D/X = gain of first side lobe (8.41)
N
%' For D/X < 100
8 6(¢) = G -25x1o"3(@‘i>2 0<¢ < (8.42a)
%_ ¢ max ) A b <ty )
; a(o) = 6, 4y < ¢ < 100 A/D (8.42b)
G(¢) = 52 - 10 log D/A - 25 log ¢ 1%% < ¢ < 48° (8.42¢)
6(¢) = 10 - 10 log D/A 48° < ¢ <180° (8.42d)
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For satellfte antennas, CCIR Report 5%8 (1978e) gives the following rela-
tions:

s G P |2 ., .
Glo) = Cpay - ,3(74-;) 4o < & < 2,60, (8.43a)
Y]
G(¢) = Gpay - 20 2.6 9y < & < 6.34, (8.43h)
G(9) = Gpay = 25 109{-——) 6.36, < ¢ < ¢; (8.43c)
0
G{¢) = =10 61 < ¢ (8.43d)

where ¢0 is one half the 3 dB beamwidth and ¢1 1s the value ¢ when Gy - 25
10g (-—J equals -10. In other words. G (¢) 1s never assumed to drop below
-10. o

8.6.3 Procedures for Determining Coordination Distance for Great Circle
Propagation

For determining coordination distances d; for great circle propagation,
Tt is necessary to first determine the basic transmission loss, Ly, as defined
by. Eq. (8.11), that can be tolerated for the percentage or percentages of time
specified (commonly 0.01 percent and perhaps 20 percent as well). The aliowa-
ble value of Ly is based primarily on factors other than propagation. For
determining the gain of the. earth station towards the horizon, which value is
needed in Eq. (8.11) in order to find Ly, find the angle ¢ and then the gain G
fn the. ¢ direction by using the procedure of Sec. 8.6.2, The quantity PR (p),
the maximum permissable interference level for p percent of the time that
appears in Eq. (8.11), 1s defined in Appendix 8.1.

Having decided .on a value for Ly, one can solve for distance d of Eq.
(8.18) of Report 569 (1982a) or for d from the very similar relation of Report
724 (1982b) or one can solve for dy of Eq. (8.20) of Report 382 (1982c) and
Appendix 28 of the Radio Regulations. In all three cases, the distances
whether d or d; originally are to be taken as coordination distance d;. Equa-
tion (8.18) follows more directly from the basic theory than-Eq.(8.20) butif
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legal requirements-are to be met, it is necessary to use the approach given in

Radio Regulations. The effect of ducting 1s accounted for empirically in all
cases,

For zones B and C (Sec. 8.3.3), 1f coordination distances turn out to be
greater than the values in Table 8.3, the values in the table should be used
instead as the coordination distance.

Table 8.3 Maximum Coordination Distances, Propagation Mode 1.

Percentages of Time

Zone 0.001 0.01 0.1 1.0
B 2000 km . 1500 km 1200 km 1000 km
c 2000 km 1500 km 1200 km 1000 km

8.6.4 Procedures for Determining Coordination Distance- for Rain Scatter

For determining the coordination distance for scatter by rain, one must
first find the total transmission loss Lt that can be tolerated_for some spe-
cified percentage of time, commonly 0.0l percent of the time. This loss is
that™of the interfering signal that fs scattered by rain and is the ratio of
the transmitted interfering power to the received interfefing'power as shown
in Eqs. (8.10) and (8.22), 1In addition,.or alternatively, certain approaches
including that of Repert 382 of the CCIR and Appendix 28 of Radio Regulations
for both 1978 and 1982, utilize the.normalized transmission loss Lo which is
based upon the assumption that the terrestrial antenna being considered has a
gain of 42 dB. The Toss L, is reduced with respect to Ly by 42. dB for this
reason, but {its final value may differ from Ly by a different amount. For
finding the value of Ly, use the definition of Ly of £q. (8.10). For finding
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Lo, use Eq. (8.28h), In both ~cases, 1t 1is necessary to first determine
PRi(p), and the procedure for doing this, the same procedure as when working
with great circle propagation, ts given in Appendix 8.1,

When the required loss factor, Lt or Ly, has been found, then one must
determine the rainfall rate R in mm/h- that applies for the specified per-
centage--of time for the location or climatic region being considered. IF
appropriate long-term data are available for the location in question, it
should be used. Otherwise one must use one of several models which show rain
rate exceeded a: a function of percentage of time for the various geographical
areas of the world.

Several such models are described in Sec. 4.3.3, and values of R, as a
function of percentage of time exceeded, are given in Table 4.4 for regions
defined for North America in Fig. 4.10 and in slightly more detail for the
United States in Fig. 4.9. Also, Table 4.5 gives values of R for regiuns of
Canada defined in Fig. 4.10, An additional geographical model, presented in
CCIR Reports 563 (CCIR, 1982e) and 724 (CCIR, 1982b) for 1982 is included 1n
Sec. 9.3.2 which deals with estimation of attenuation due to rain. Data con-
cerning this model are presented in twc ways. The regions of the world
utilized are shown in Figs. 4.12 - 4.14.and Table 4.6 shows the corresponding
rain rates as a function of percentage of time exceeded. In addition, Figs.
9.8 - 9,10 from Report 563 shows contours of fixed values of R that are
exceeded for 0.01 percent of the time.

Once the values of Lt and R- have been settled on, one can solve for-the
value of Ry, the distance of the rain scatter region from the terrestrial sta-
tion, by use of Eqs. (8.26), (8.29), (8.31), (8.,32), or (8.34) Equation
(8.29) is that utilized also in Appendix 28 of Radio Regulations and must be
followed if legal requirements are to be met. -

The value of Ry 1s the radius of a circle centered on the region of rain
scatter. The center of this circle {s displaced form the earth station by the
distance ad of Eq. (8.30), and dy, the coordination distance for rain scatter,
is the distance from the earth station to the circle at the azimuth under con-
sideration.
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If coordination distances for rain scatter turn out to he—greater than
those shown in Tahle 8.4, the values of the table should he used instead.

Table 8.4 Maximum Rain Scatier Distances (km).

Latitude (deq)

Percent

of time 0-30 30-40 40-50 50-60 60-70
1.0 360 340 290 260 240
0.1 360 340 310 290 260
0.01 370 360 340 310 280
0.001 380 370 360 340 300

8.7 SITING OF EARTH STATIONS

The siting of earth stations in basins or valleys surrounded by hills is
highly advantageous for minimizing radio interference. It is recommended in
CCIR Report 385 (1978f), however, that the angles of elevation of obstructiens
should not exceed about 3° in order to ensure maximum satellite availa-
bility. Where sufficient natural shielding cannot be found, artificial
shielding may be desirshle. Rada- fences built for suppression of signals at
Tow elevation angles have provided 20 dB..of protection (Crane, 1981). Place-
ment of the earth station antenna in a pit is reparted in CCIR Repaort 390
(1978g) to have provided 25 dB of protection in the 4 and 6 GHz fixed satel-
1ite bands. Ducting has the potential for producing the highest-level inter-
ference fields, but the effect of- ducting can be reduced by the measures_men-
tioned. Other siting precautions mentioned -in- Report 385 include a;oiding
line-of-sight paths between earth stations and interfering transmitters,
avoiding locating the earth station with less than a 5° discrimination angle
at the interfering transmitter between the path to—the earth station and the
main beam of the interfering transmitter antenna, and maintaining a minimum
distance of 50 km-when shielding of 3°7to 4° is available.—A distance of only
20 km 1is satd—to—be sufficient when the shielding has an elevation angle
of 10°,
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Reflections from- aircraft. can cause finterference, and earth stations
should preferably not be-located near areas of especially heavy aircraft
traffic. In the Federal--Republic of-Germany, some 19,000 events attributed to
aircraft reflections were observed during -a period of 10,000-hours on a 1.9
GHz troposcatter link. 420 km in length. The average-basic transmission loss
on this 1ink was about 236 dB but for 0.1, 0,02, and 0.095 percent of the time
the losses were 216, 213, and 210 dB respectively. The low levels of loss
attributed to aircraft (CCIR, 1982a) show the advisability of cansidering
potential {nterference due tc reflections from aircraft.

Although apparently not mentioned in the literature, reflections from
flocks of birds can also cause interférence, and the vicinity of major water-
fowl refuges or flyways should be avoided if possible. As far as the reflec-
tion of electromagnetic waves is concerned, birds act like large blobs of
water, They are thus effective scatterers of electromagnetic waves and
readily detectable by radar at L band and higher frequencies (near 1.5 GHz and
higher) (Eastwood, 1967). Migrating birds commonly fly at altitudes up to
about 3.6 km or higher.
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APPENDIX 8,1
PERMISSIBLE LEVEL OF INTERFERING EMISSION

Information on the permissible—Tevel- of interfering emission that is
included in Appendix 28 of Radio Regulations (ITU, 1982} 1s reproduced
helow., Reference is made in the following material to two tables containing
detailed listing of parameters..for the various frequency bands. These tabies
are not included here, but notes 1 through-4--discuss the parameters and pro-
vide information about their magnitudes.

23 Derivation and tabulation of interfererce parameters
231 Permitssible leve! of the interfering emission

The permissible level of the intesfering emission (dBW) in the reference
bandwidth, to be exceeded (6 no more than p% of the time at the output of the
receiving antenna of a station subject to interference, from each source of inter-
ference, is given by the general formula below:

F(p) = 10log (kT,B) +J+ M(p) ~ W 3
where:
M(p) = M(py/n) = My(p,) )
with:

k: Bolizmann's constant (1.38 x 10-2 J/K);

T thermal noise temperature of the receiving system (K), at the
output of the receiving antenna (see Nore 1)

B: reference bandwidth (Hz) (bandwidth of the interfered-with
system over which-the power of the interfering emission can be
averaged);

J: ratio (dB) of the permissible long term (20% of the time) inter-

fering emission power to the thermal noise power of the
receiving system, referred to the output terminals of the
receiving antenna (see Note 2);
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Po: percentage of the time during.which the interference from all
sources may exceed the permissible value;
n: number of expected entrics of.-interference, assumed to be
uncorrelated;
p: percentage of the time during whieh the interference from one

source may exceed the permissible value; since the entries of
interference are-not likely to accur simultaneously: p = po/n:

Mo(po): ratio (dB) between the permissible powers of the interfering
emission, during py% and 20% of the time, respectively, for all
entries of interference fsee Nore 3);

M(p):  ratio (dB) between the permissible powers of the-interfering
emission during % of the time for one entry of interference,
and during 20% of the time for all entries of interference;

w: equivalence factor. (dB) relating interference from interfering
emissions to that caused by the introduction of additional
thermal noise of equal power in the reference bandwidth, It is
positive when the interfering emissions would cause more
degradation than thermal noise (see Nore 4).

Tables I and II list values for the above parameters.

In centain cases, an administration may have reason to believe that, for
its specific earth station, a departure from the values associated with the earth
station, as listed in Table II, may be justified. Attention is drawn to the fact that
for specific systems the bandwidths B or, as for instance in the case of demand
assignment systems, the percentages of the time p and Po may-have to be
changed from the values given in Table 11, For further information ses §23.2

Note I: The noise temperature, in kelvins, of the receiving system, referred to the
output terminals of the receiving antenna, may be determined from:

Lem T+ (e=1)290+eT, (5a)
where:

T,: noise temperature (K) contributed by the receiving antenna;

¢: numerical loss in the transmission line (e.g. a waveguide) between
antenna and receiver front end;

T;: noise temperature (K) of the receiver front end, including all successive .
stages, referred to the front end input. .
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For radio-relay recéivers and where the waveguide loss of a receiving carth
station is not known, & value of € = 1,0 is 1o be used, -

Note 2: The factor J (dB) is defined as the ratio of total permissible long term
(20% of the time) power of interfering emissions in the system, to the long term
thennal radio frequency noisc power in & single receiver. In the computation of
this factor, the interfering emission is considered to huve @ flat pawer spectral
B density, its actual spectrum shape being taken into account by the factor W (sce
below). For example, in u 50-hop terrestrial hypothetical reference circuit, the
total allowable additive interference power is 1 000 pWOp (CCIR Recommenda-
tion 357-3) and the mean thermal noise power in a single hop may be assumed to
be 25 pWOp. Therefore, since in a frequency-division multiplex/frequency modu-
. lation (FDM/FM) system the ratio of a Nlat interfering noise power to the thermal
3 noise power in the same reference band is the same before and after demodula-
. tion, J is given by the rutio ) 000,25 expressed in dB, i.c. J = 16 dB. In a fixed-
satellite service system, the total allowable interference power is also | 000 pWop
(CCIR Recommendation 356-4), but the thermal noise contribution of the down-
link is not likely to exceed 7000 pWOp, hence J » —8.5 dB.

"5 In digital systems interference is measured and prescribed in terms of the bit
ervor rate or its permissible increase. While the bit efror rate increase is additive
in a reference circuit comprising tandem links, the radio frequency pawer of
interfering emissions giving rise to such bit erfor rate increase is not additive,
because bit error rate is not a linear function of the level of the radio frequency
power of interfering emissions. Thus, it may be necessary to protect each receiver
individually. For digital radio-relay systems operating above 10 GHz, and for all
digital satellite systems, the long term interference -pover may be of the same
order of magnitude as the long term thermal noise, hence J = 0 dB. For digital
radio-relay systems operating below 10 GHz, long term interference power
should not decrease the receiver fade margin by more than 1 dB. Thus the long
term interference power should be about 6 dB below the thermal roisc power
and hence J = ~6 dB.

- Note 3: Mo(po) (dB) is the “interference margin" between the short term (po%)
and the long term (20%) allowabie powers of an interfering emission.

For analogue radio-relay and fixed-sateilite systems in bands between
| GHz and 15 GHz, this is equal to the ratio (dB) between 50000 and
1000 pWOp (17 dB).

In the case of digital systems, system performance at frequencies above
10 GHz can, in most areas of the world, usefuily be defined as the percentage of
the time po for which the wanted signal is allowed to drop below its operating
threshold, defined by a given bit error rate. During non-{faded operauon of the
system, the desired signal will exceed its threshold level by some margin M,
which depends on the ruin climate in which the station operates. The greater this
margin, the greater the enhancement of the interfering emission which would
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degrade the system (o threshold performance. As a first order estimate it may be
assumed that, for small-percentages of the time (of the order of 0001% to
0.003%), the level of intesfering emissions may be allowed 1o equal the thermal
noise which exists at the demodulator input during faded conditions. Thus, My in
Tables 1 and 1 may, for digital systems operating above 10 GHz, be assumed (o
be equal 1o the fade margin M, of the system. For digiial radio-relay systems
operating below 10 GHz it is assumed that the short term power of an interfering
emission can be allowed 1o exceed the long term power of the interfering emis~
sion by an amount tqual to the fade margin of the system minus J, i.e. 417dB,
where / m ~6 dB,

Note 4 The factor W (dB) is the ratio of radio frequency thermal noise power to
the power of an interfering cmission in the reference bandwidth when both pro-
duce the same interference afier demodulation (e.g. in a FDM/FM system it
would be expressed for equal voice channel performance; in a digital system it
would be expressed (or equal bit error probabilities). For FM signals, it is defined
as follows:

Thermal noise power at
- the output of the receiving
antenna in the reference

Interference power in the
receiving system after de-

bandwidth

modulation

Power of the interfering
‘emission at the radio-fre. -
quency in the reference

Thermal noise power in
the receiving system after
demodulation

bandwidth, at the output
of the receiving antenna

The factor W depends on the characteristics of the wanted and the inter-
fering-signals. To avoid the need for considering a wide range of characteristics,
upper limit values were determined for the factor W. When the wanted signal
usés frequency modulation with r.m.s. modulation indices which are greater than
unity, ¥ is not higher than 4 dB. In such cases, a conservative figure of 4 dB will
be used for the factor W in (3), regardiess of the characteristics of the interfering
signal. For low-index FDM/FM systems a very small reference bandwidth
(4 kHz2) implics values of W not greater than 0 dB, In such case., a conservative
figure of 0 dB will be used for W in (3), regardless of the characteristics of the
interfering signal,

When the wanted signal is digital, W is usually equal to or less than 0 dB,
regardless of the characteristics of the interfering signal.
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APPENDIX 8.3
TERMS OF EQ. (8.26) OF REPORT 569, 1978 MAND EQ. CF REPORT 506, 1987
The expression for 10 log C, representing the attenuation due to rain

within the common scattering volume is given below. This term is the same in
the 1978 and 1962 versions of Report. 569.

. /1 -cos u . ~y, d_/5 1 tcos o
g - = r——n e WT oo Z_J ‘},,_ . R a ____‘“‘_.,‘__I«
) 10 log C ( 5 ) 10 log[)\R da (1 10 )J —)\R da( 5 >dl3

_ Yp © kR¥ , the rain attenuation coefficient in the rain cell (dB/km);
. (see Report 721);

da = the earth station main bzam section lying in the rain cell below
the 0° C isotherm (km);

=
vt
=
»

?i
'

ag is the azimuth of the terrestrial station relative to the earth station
beam azimuth, measured at the scatter volume (o
ap = 180° : back scatter);

r = 0% forward scatter;

The quantity B of Eq. (8.26) is a terrain blocking factor which -may have
a value of about 3 dB under some circumstances. For best acturacy in
determination of B, it should be determined on.the basis of the -geometry in
question. In the 1982 version of Eq. (8.26), the terrain blocking factor B is
omitted, and a term 10 log B refers to an entirely different phenomenon. In
the 1982 report, 10 log B accounts for attenuation outside the common scatter-
ing volume and has the form of

D
VAl ,
i 10 log B = 10 log |10 f dx + 10

- D '

97 g9y 1

~I's/10 Z
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Uy 15 the numerical antenna gain component of the tefrestrial station
in the direction of an inteyration element dx along the earth station
main bheam from DO to D

IlR is the rain ice-crystal transition height (km) (see §4.3 of
Report 563-1) and above the height HR in the reflectivity 1s assumed
to decrease by 6,5 dB per km of additional height.

The quantities 7 and 1y are attenuation coefficients derived on the basis of
the Crane path profite model (Sec. 4.3.2, No, 8). This approach is also

utilized in Report 82, "Scattering by precipitation,: CCIR, Vol. V, Propaga-

tien in Non-ionized Media, 1982. In the exgpression for 10 log &, D, s the
distance from the earth station to the intersection of the earth station main
beam axis with the horizon ray from the terrestrial station, and Dy is the
distance from the earth station along the beam to the 0°C isotherm at height
Hp. D is the distance from the earth station to the edge of the rain cell.
The 1982 version of Report 569 provides further information about ry and
and points out that when the gain gr does not vary much along the path from Do
to D~ or D, to D, it may be taken outside the integral sign.
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CHAPTER 9
ESTIMATION OF PROPAGATION IMPAIRMENTS

9.1 INTRODUCTION

Background wmaterial on the varfous propagation effects on satellite
communications has been presented in previous chapters, and in this chapter
attention 1s devoted to consideration of the magnitudes of the effects for use
in system design. The phenomena are treated in essentially the same order as
in Chaps. 1-8, Thus ionospheric effects are considered first. Table J.1
(same as Table 2.2) provides a summary of ionospheric effects (not including
ionospheric scintiilation).

9.2 IONOSPHERIC EFFECTS

9.2.1 Faraday Rotation: Determination of Longitudinal Component of Magnetic
Field

Many satellite communications systems employ c¢ircularly polarized waves
and therefore need not be concerned with Faraday rotation. Some sate!” ites
transmit linearly polarized waves which are subject to Faraday rotation,
however, and attention is given here to its estimation. One reason for using
linearly polarized transmission may be to obtain information about ionospheric
total electron content (TEC) which contributes to excess range delay and cther
effects in addition to Faraday rotation. At high frequencies, Faraday
rotation aleng a path is given in SI units by

¢ = 2—'%—%-}—1-9-4 .[NB Gos0y de rad (9.1)
where ¢ {is the Faraday rotation angle in radians, f is frequency in-Rz, N is
electron density in el/m3q B is the magnetic flux density of the Earth's
field, and 6g is the angle between the path and the 8 vector. The SI unit for
B is the tesla (T), alse commonly referred to as Nebers/m2 (Wb/m2).
Evaluation of the integral involves the values of N, B, and cos (g along the
path, but for some situations, for both geostationary and orbiting earth
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satellites, 1t is sufficiently accurate to replace B cos 0g by an average or
effective value B and take 1t outside the integral. Then the relation has

the form of
4 2.3 x 10° §
« b R e L f N ds
1. } {7 _
; 2.3 x 10° 7,
A1 = - (TEC) rad (9.2)
f
where
fNB cos (g ds 2
L T or Wb/m* {9.3)
Tha
. Table 9.1 Estimated Maximum Icnospheric Effects in the United States for
St Elevation Angles of About 30 Degrees and One-way-Paths [derived
" from Table VI, Report 263-4 (CCIR, 1978), first appeared in Smith,

E. K. and E. Reinhart, JPL Publication 77-71, October 31, 1977].

Frequency
Effect Dependence 100 MHz 300 MHz 1GHz 3 GHz 10 GHz
Faraday Rotation 1/£2 30 rot. 3.3 rot. 108° 12° 1.1°
Propagation delay l/f2 25 us 2.8 us 0.25 us 0.028 us 0.0025 us
Refraction e <re 7" <0.6'  <4.2" <0.36"
Variation in the 1/£2 20 min 2.2 min 12 sec  1.32 sec  0.12 sec
direction of of arc of arc of arc of arc of arc
arrival
Absorption 1/ £% 5 dB 1.1 d8 0.2d8 0.04 d8 0,008 d8
{auroral and 1<x<2
polwr cap)
Absorption 1/£2 <1 d 0.1 dd <0.01 dB 0.001 48 <10~% &8
(mid latitude)
Dispersion 1/¢3 0.4 0.0156  0.0004 1.5 x1073 4x1077
ps/Hz ps/Hz ps/Hz ps/Hz ps/Hz ps/Hz

Rkt




A variation of this procedure has been employed by Davies who uses

7

s wz..;_zp; f £N rad
5,
8.447 x 107
BRI F (rec) rad (9.4)

f

with F defined by

re- v iy 208 Tp? (9.5)
[ o

As the electron gyrofrequency f, in Hz equals 2.8 x 1019 g and (2.8 x 1010) X

(8.44 x i0”7) = 2,36 x 104, the two variations are seen to be compatible. The

values of TEC obtained by use of Egs. (9.2) and (9.4) are values for slant

paths. If it is desired to determine TEC values for equivalent vertical

paths, one may use

"
6 = 2-'.3-‘5?_’_}3-5’—:4 (TEC) rad (9.6)
[N Bcosog secxdn

with M= (9.7}

INdh

where x $s the zenith.-angle and dh represents an element of Tength in the
vertical direction (Titheridge, 1972). Davies (1980) has pointed out that the
use of an effective vertical content is advantageous when- comparing contents
A, over different paths but may be somewhat misleading because there may be no
existing vertical path that has the inferred vertical content.

Equations (9.3), (9.5), and (9.7) show what the values of 8., F, and M
_ represent but in practice it is generally considered that for gL, for example,
- the value at a height of 400 km, or at a height near 400 km such as 420 km,
Tow represents a sufficiently good approximation to what would be obtained by
evaluation of the integral expression.

The approach to be used to estimate Faraday rotation--depends on the

e degree of accuracy required.. If only a very rough estimate is needed for
- paths between an earth station and- a geostationary satellite in the
= conterminous United States one may refer to Table 9.1 or Fig. 9.1 if an
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estimate of TEC is available. 1If somewhat greater accuracy s needed, it may -
be advisable--to determine a value for EL for the path and to then use Egq.
(9.2) for calculating Faraday rotation as a-function of TEC. In determining
BL, one has a choice of using a simple dipole model of the Earth's field or
more sophisticated models. The dipole model 1is wuseful for preliminary
estimates or when.funding, facilities, and location do not justify the use of
more accurate models. The need- for a more accurate model than the dipole
model tends to be greater at low geomagnetic latitudes than at the higher
Tatitudes of the conterminous United States. It should be recognized in any
case that Faraday rotation is proportional to fonospheric TEC, which is highly
variable, and high accuracy in determining BL may not be justifiable. Also
the use of a fixed value of B introduces errors and if the highest precision
is desired one should theoretically evaluate Faraday rotation by using the
integral formulation or by use of a summation obtained by separating the
ionosphere into layers of known or assumed values of N, B, and cos bge

4G
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The view is taken here that it is useful in- some cases to employ a value
for §L obtained by using a dipole model for the Earth's field, and a procedure
for doing so is presented as Appendix 9.1. If one wishes to be assured of
greater accuracy than about 25 percent for determining EL,“Qne can make use of
the Environmental Data and Information.- Service (EDIS) of NOAA, Boulder,
Colorado.  They can supply values of the Earth's magnetic field and its
components by using one or more of several mathematical models. Alternatively
they will also supply program decks for carrying out the needed
calculations. A leaflet describing their services is available (Envircnmental
Data and Information Service, 1981). Also use can be made of the spherical
harmonic coefficients of the International Geomagnetic Reference Field
(Peddie, 1982) and a computer algorithm for synthesizing-the geomagnetic field
such as that by Malin and Barraclough (1981). A special ‘issue of the Journal
of Geomagnetism and Geoelectricity (vol.-34, no., 6, 1982) will be devoted to
the International Geomagnetic Reference Field.  The following Example 9.1
illustrates the calculation of EL, using a dipole model of the Earth's
field.™ The example utilizes the procedure described in Appendix 9.1.
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Example 9.1 Determination of B

Considering. an earth station at Fairbanks, Alaska (65°N, 148°W) and a
geostationary satellite at 148°W (on the same geographic meridian), this
example {llustrates how to find a value for Et.mﬁor evaluating Faraday
rotation, using the dipole model of the Earth's magnetic fields In the
example the-.geographic coordinates of the intersection of the dipole axis and
the Earth's surface in the northern hemisphere are taken as 78.3°N and 69°W,
the values used by Davies (1965)., Recent values given by Dawson and Newitt
(1982) are 78.8°N and 70.9°W.

From Eqs. (A9.14) and (A9.15) with né = 65°, (% = 78.3°, and tg = tp =
148° - 69° = 79°,

0 y= 64.667°N (geomagnetic latitude of Fairbanks)

¢ = 75.822°W {geomagnetic longitude of Fairbanks)

By a graphical construction, it is found that the path to the satellite
intersects the 400 km height of the fonosphere at about 55°. The coordinates
of this point, found by using Eqs. {(A9.14) and (A9.15) again, now with 0
55°, are

oy = 55.519°N
tm = 84.014°

g =

From Eqs. (A9.5) and (A9.6), using B, as 0.31 G (10,000 G = 1 Wb/m?) and
a/r = 6378/(6378 + 400),

H=0.146 G

1=20.425G

F =0.449 G
and F =

a,. 0.425 + a, 0.146

Converting to rectangular coordinates by using Egs. (A9.17) and (A9:18),
F = 0.0376a, + 0.359 ay + 0.268 a,.

Next one needs..to determine d = S - G, where § is the geostationary
satellite position and G is the earth-station position. For S, ey = 2.302°
and ¢, = 79.24° from Fgs. (A9.14) and (A9.15) with Sé = 0%,  Measuring
distances in-earth radii with the satellite at 6.6 earth.radii and expressing-
in rectangular coordinates by use of Egs. (A9.19-A9.21).

S = a, 1.231 + a, 6.479 + a, 0.2651.
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For G, 0& = 64.667° and ¢ = 75.822° and with G at a distance of 1 earth
radfus from the_center of the Earth
G =a, 0,107 + a, 9.415 + a, 0.904
Thus for d = 5 - G the result is that
d-= a, 1,12 + ay 6.06 - a, 0.639.
Then using F+d = Fd cos (g
2,048 = 2,784 cos op
cos og 0.736
0g. = 42.6°
and B = F cos b = (0.449)(0.736) = 0.330 G = 3.30 x 10°5 Wb/m?

If the earth station and satellite are not on the same longitude, one can
use the angle Z of Eq. (1.16) in place ofC' in a graphical construction to
find the smaller angle Z' for the intersection of the earth-space -path with
the 400 km level in the {onospheres Then in a figure like those of Fig. 1.2,
Z' can be shown as lying along the same path as Z but shorter in length.
Values for ©' and ¢' for the 400 km intersection can be obtained from those
for Z' and a by using relations for right spherical triangles (ITT, 1968 of
Chap. 1) namely

sin ¢' = sin Z' sin «

sin o' = tan ¢' cot «
where o {s the azimuth angle calculated by use of Eq. (1.17) and shown in
Fig. 1.2,

]

"

9.2.2 Propagation Effects Directly Dependent on TEC

The total electron content (TEC) along a path is the number of-electrons
in a column one square meter in cross-section (el/mz) that coincides in
position with the path. The TEC of the ionosphere has a pronounced diurnal
variation as illustrated in Fig. 2.6 and also varies with solar activity,
especially with geomagnetic storms which may result from solar activity.
Faraday rotation, excess time delay and associated range delay, phase advance,
and time-delay and phase-advance dispersion are directly proportional to
TEC.  Most ionospheric effects in fact tend to be more severe for high
values of TEC than for low values. Note that whereas much emphasis in this
handbook 1s on effects on the loss factor L and the system noise temperature
Tsys* both introduced in Chap. 1, in this subsection consideration is- given to
additional parameters, 1including excess time and range delay, which are
important to navigation and ranging systems.
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9,2.2.1 Faraday Rotation

The Faraday rotation angle is proportional to TEC as indicated by Eq.
(9.2) which 1s repeated below

4
p = 23 X10 g (rec) rad (9.2)
£ S

The theory of Faraday rotation was developed in Sec. 2.2, and Eq. (9.2) was
further justified in Sec. 9.2.1 which was devoted primarily to consideration
of EL, the longitudinal component of the Earth's magnetic fleld.

For systems using linear polarization, uncompensated Faraday rotation can
cause a polarization mismatch--loss 207 Tog o where & = cos? and 0, 1s the
polarization mismatch angle. This angle may equal the Faraday rotation
angle ¢ but may also be less than  (if a certain value of § was anticipated
and compensated for but the actual value of ¢ encountered was different). In
atddition to the diurnal variations of Faraday rotation and the variations with
the solar cycle, rapid variations, having periods of fractions of a minute,
are also sometimes observed. At Ascension Island at the equatorial anomaly
crest, rapid variations of about 90° at 136 MHz were observed at the same time
that intense scintillation was recorded on 1.54 GHz MARISAT transmissions (lLee
et al, 1982). Although Faraday-rotation can sometimes be troublesome or at
Teast must be taken into account-to-ensure satisfactory system performance, it
can be—a valuable tool for determining ionospheric TEC which causes excess
time delay that is important for radionavigation and positioning satellite
systems. Representative values of Faraday rotation are shown in Fig. 9.1 as a
function of frequency and TEC~

9.2.2.2 Excess Time and Range Delay
The excess time delay at due to the TEC along a path is given by

-7
- 40.3 2(TEC)= 1.34 x 12 (TEC) s (9.8)
cf f

oY

and the excess range delay AR due to the TEC is specified by

_ 40.3
AR = -;2—-(TEC) m (9.9)
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In Egs. (9.8) and (9.9), f is frequency in Hz and TFC is total electraon
content in e1/m2. It is evident that determination of 't and R requires
information concerning TEC.

Figure 9.2 shows time and range delay as a function of frequency for a
one-way path for TEC values of 1017 and 10-18 el/mé, Sometimes a known or
estimated value of TEC is available for a vertical path and it is desired to
estimate delay for a path as a function of elevation angle. Figure 9.3 shows
the excess range delay or error as a function of elevation angle for a TEC of
1018 o1/m” on a vertical path for frequencies of 100 MHz, 400 MHz, and 1200
MHz (Millman, 1980).
9.2.2.3 Phase Advance

The phase advance A¢ of an electromagnetic wave with respect to the value
of phase for propagation through a vacuum is also directly proportional to TEC
as expressed by

i B (TEC) rad (9.10)

The change in phase associated with a change in TEC is often of interest. For
example, one may wish to relate th® change 1in phase due to a traveling
ionospheric disturbance (TID) to the change in TEC. Using ¢¢ for the change
in phase associated with an increment A{TEC)in TEC,

S

-7
- _8..4.4._;_1_9__ A(TEC) rad (9.11)
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(after Klobuchar, 1978).
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9.2.2.4 Doppler Frequency

Frequency f and phase : are related by f = (1/2 )(ds/dt), and the Doppler
shift in frequency f. associated with a change in phase due to a TEC that is
varying with time i» given by

-7
- 1.34 x 10 d{TEC) ;
R Hz (9.12)

The average Doppler frequency during a time interval or count time T in which
the TEC changes by ATEC)is given by

p = MR g Hz (9.13)

9.2.2.5 Dispersion

The rate of change of time delay with frequency, or the time-delay
dispersion, is
dt _ 2.68 x 107/
- = —-—La*~§~—~—— (TEC) s/Hz (9.14)
df f
Applied to a pulse of length ¢ for which the associated bandwidth Af = 1/4,
the difference in time delay At between the two extreme freguencies of the
pulse is given by

-7
o= - E;@&_;JL- :f (TEC) s (9.15)

f
The effect of dispersion on a pulse pPopagating through the ionosphere is to
decrease the amplitude,increase the length, and introduce frequency modulation
(Miliman, 1980). Whether the effects are significant or not depends on the
values of f, ~f, and TEC.

9.2.2.6 Refractive Bending

It develops that the refractive bending or change in direction of a ray
traversing the ionosphere 1is proportional to the TEC also. The expression
given by Millman and Reinsmith (1574) for the elevation angle error ag for a

g-12
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satelitte for which the range R 1s considerabiy Tarqer than ry 51in "o + Where
ro 1s earth radius and Uo 15 elevation angle, is

Cos O
Y- WEKW_Q /R rad (9.16)

i
The quantity hj 1s the heignht where the median electron content occurs and 1s
genefaliy between 300 and 450 km. As /R is the range error along the path and
1s proportionial tq TEC, A0 1 also propartional to_TEC.

As irregularities in electron density such as TiD's move across the 1ine
of sight and cause variations in TEC, the same variations are reflected in 'R
and a6 and varfations in direction of arrival thus occur.

9.2.2.7 Prediction anc Measurement of TEC

TEC along a patn is highly variable and difficult to predict accurately,
but advance estimates or predictions of TEC may be needed for system planning
and in system operations. Techniques are available for measuring TEC and
these will be mentioned shortly, but their expense may preclude their use.

For some purposes it may be sufficient to estimate the maximum Faraday
rotation or excess range delay that could be encountered. To obtain this
estimate one may assume a maximum TEC of 1018 el/m? for a zenith one-way path
(CCIR, 1978a). At night the value of TEC may drop to about 1/38th of the
maximum value, Figure 9.3 11lystrates how effects praportional to TEC wil]
tend to vary as a function of elevation angle 9o in the range from 0° to 60°.
When the value of TEC is given without quatification 1t normally refers to the
zenith value, but the content along a slant path is often what is wanted.
This value is commonly assumed to be the zenith value multiplied by the secant
of the zenith angle » 4t an ionospherit height h somewhat.above that of the F
layer maximum, thus taking into account the preponderence of ionization on the
topside of the layer. A relation giving the zenith angle X in terms of the
elevation angle 6 of the path at the surface is

x = sinpt 0 Cos ¢ {9.17)
FEfF7T *
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where ro is the-tarth's radius and h 1s fonospheric height, commonly 300 to
A0G km (CCIR, 1978b)., For example if "= 30° and h = 350 km

et | 350 1 0
s = sin ‘\6’17-0-4:-—3-50- 0-866] = 65,176

Then sec + = 1,75 and the TEC for the slant path equals about 1.75 times the
value for a zenith path.

The probiem of predicting time delay due to TEC was considered carefully
by Kiobuchar and the working group of which he was the leader (Klobuchar and
Working Group, 1979) at the Solar-Terrestrial Predictions Workshop Program in
Boulder in 1979, It was concluded that monthly median values of TEC cculd he
predicted to within an rms deviation of 20 to 25 percent in the daytime and 30
to 35 percent at night but that geomagnetic activity causes about a 25 percent
deviation from the median valuss., For highest accuracy in TEC, real-time or
near-real time data are needed. A service is available for registeccd SELDADS
users that provides hourly TEC vaiues from satellite data. SELDADS is an
operational, real-time, solar-terrestrial environment monitoring system:
Further information about SELDADS and the TEC data that it can provide can be
obtained by writing to the Chief Forecaster, Space Environment Services
Center, RA32, National Oceanic and Atmospheric Administration, 325 Broadway,
Boulder, Colcorado 80303,

One means for obtaining real-time data on ionospheric TEC is to measure
the Faraday rotation of signals from beacons on -satellites. In addition to
the ijonospheric TEC, however, the total TEC along a path to a satellite or
space -vehicle may include a contribution from the plasmasphere that is about
15 percent of the ionospheric TEC by day ard 50 percent by night (Klobuchar
and Working Group, 1979). Measurements of time delay at two frequencies can
provide the value of the total TEC along a path. As discussed more fully in
Sec. 2.3.1, the total TEC is given in that case by Eq. (2.38) which is
repeated below.

2.2
TEC = g5 ﬁfl T2 (2.38)
- & 2 ,
1=
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The quantities Fiand f, are the two frequencies, ¢ 1s the velocity of- 1ight,
and 4t is the difference in the time delays ( Aty - Aty) at the two

frequencies.

Example 9.3 Effects Dependent on TEC

To 1llustrate the- effects dependent on total electron content (TEC},
frequencies of 870 MHz and 2.3 GHz, a TEC valoe of 1018 e1/m2, and a
longitudinal component of the Earth's magnetic field B of 0.38 G will be
utilized.

1. Faraday Rotation

870 MHz, 10%8 el/mé, 0.38 G = 3.8 x 10°3 Wo/m®

2.36 x 10% B (TEC) 2.36 x 104(3.8 x 107%)(1018)

£e (8.7 x 10%)%

n

1.17 rad = 67.6°

2.3 GHz, 108 e1/m?, 3.7 x 1075 wb/m?

8 2

8.7 x 10 Q 0

¢ = a1 67.6" = 9.67
<2.3 x 10 )

2. Time and Range delay (one-way transmission)

870 MHz, 108 e1/n?

s0.3 (TEC) , 403108 oo
7 8.2 *
f (8.7 x 109)

AR =

pt = — 5328 . 1.775 x 1077s = 0.1775 us
2.9979 x 10

2.3 GHz, 1018 e1/n?

8\.2

8.7 x 107 Y

AR = | ——— (63.24) = 7.618 m
(12.3 x 107 )
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2.9979 x 10
3. Phase Advance {(one-way transmission)

870 Mz, 10*3 ei/m?

18)

Ly

-7 -7
. 8.44 x 10" (TEC) = 8.44 x 107" (10

£ 8.7 x 10°

970.1 rad or Qﬂ%%L = 164.4 cycles

This very large advance in phase is probably of less interest than that
due to a change in TEC, A(TEC). Suppose that a traveling ionespheric
disturbance modulates the TEC by a factor of 0.01 so that A(TEC) = 1016, Then

-7

8¢ = ?_:44 X IOF A (TEC) = 9'701 rad
= 1.544 cycles
= 555.84 deg
This is still a large change in phase.
2.3 GHz, 10'8 e1/m?
b6 = .___,7;&7 x 100 ©.701) = 367 rad
2.3 x 10 = 58.4 cycles

For modulation of TEC by a factor of 0.01
s§¢ = 3.67 rad = 0,584 cycle = 210 deg
4. Doppler Freguency
870 MHz,  TEC = 1016 e1/m? in 100 s

Suppose that the change in TEC assumed for calculating s
(namely 0.01 x 1018 = 1016 e1/m?) took place in a perfod of 100 s. Then

.13t x 107 a(rEe) | 1.3 x 107 (10%)
0 f T, 8.7 x 10°(100)
= 0,015 Hz
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Sl '

2.3 Gz, TEC = 10°8 el/n® in 100 s o e Gl
8.7 x 10°
£y = 2L 2100 (0,016) = 0.0057 Ha
2.3 x 10
Dispersion

B70 MHz, TEC = 1018 el/m2, Af = 50 Mz

To consider dispersion we take as an exampie a bandwidth of 50 MHz which
miaht be utilized to reproduce a pulse of width 1 = 1/Af = 2 X 1072 us,

-7
: 0
)= 288 %10 ¢ mec
f

. 2.68 x

10

7

(5 x 107)10'8

(8.7 x 10

8)3

= 2.2 x 10785 = 2.2 x 1072 us

The time dispersion is seen to be slightly greater than the pulse width. It
thus appears that dispersion 1imits the bit rate (data rate for digital
transmission) to something less than 50 Mbps.

6.

2.3 GHz, _TEC =1

018

el/m?, Af = 50 MHz

B\ 3
at]= ﬁill&iﬂg.) (2.2 x 1078
2.3 x 10

= 1.19 x 1073 us

At a frequency of 2.3 GHz, a data rate of 50 Mbps appears to be possible.

Elevation Angle Error

870 MHz, 108 e1/n?

]
cos o

T

AR
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A range delay /R of 53.24 m was determined for this frequency and TEC,
Using 400 km for h; and taking Uy to be 40°

0.766 40.78
TR, (53.24) = .
2(4 x 10°) 8 x 100
= 6.1 x 1072
= 0.051 mrad
2.3 GHz, 108 e1/m?
0.766 5.835
A = =t (7.618) = ~——
2(4 x 107) 8 x 10

0.0073 mrad

9.2.3 lonospheric Scintillation

Scintillation is most severe in the equatorial region within + 20° of the
magnetic equator and at high Tatitudes, where two regions of peak
scintillation activity have been reported. One corresponds to the auroral
oval, and one is over the polar cap above 80° of geomagnetic latitude. In the
equatorial zone, scintillation is higher in the region of the equatorial
anomaly from about 15° to 20° north and south of the magnetic equator than
near the equator itself: In between the equatorial and high-Tatitude regions
are the middle latitudes where activity is less intense. In all sectors
pronounced nighttime maxima occur. The general pattern is as shown in Fig.
9.4. A recent review of the global morphology of ionospheric scintillation
has been provided by Aarons (1982). Some data concerning scintillation levels
are shown in Table 9.2 for the low frequencies of 137 and 254 MHz for. which
scintillation- tends to be intense. At Ascension Island in the equatorial
anomaly 27 dB peak-to-peak fading was recorded at 1.54 GHz compared to 7-9 dB

at Huancayo and Natal near the magnetic equator during the sunspot peak in
1979 and 198G (Aarons, et al., 1981),.

At equatorial latitudes, significant scintillation has been recorded in
the 4 and 6 GHz bands. In one case involving transmission on a 6 GHz uplink
and” a.-4 GHz downlink, fading reached 8 dB peak-to-peak (Aarons, 1982).
Examples of scintillation fading on 6 GHz links are also shown in Fig. 2.16.
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Figure 9.4, Pattern of occurrence of ionospheric scintillation (CCIR, 1978).

Although scintillation at middle latitudes is generally not as intense as
at equatorial and high latitudes, some cases of severe scintillation have been
recorded. During a magnetic storm on March 22, 1979, peak-to-peak
scintillation of 18, 10, 15, and 3.5 dB were recorded at 136 MHz and 1.7, 4,

and 12 Ghe, respectively, on different paths in and around Japan (Minakoshi,
et al., 1981),

Considerable data have heen accumulated on ionospheric sciatitlation and
the values quoted here give a rough idea of what margins may be needed to
protect against ionospheric scintillation. Table 9.3 gives values of fade
depths due to scintillation at midlatitudes (CCIR, 1982). Much of the data
has-not been presented or analyzed and summarized and made readily available
on a statistical basis, however, and it is difficult to reach firm conclusions
about margins. The data have commonly been presented as peak-to-peak values,
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Table 9.2 Percentage of Occurrence of Scintillation (CCIR, 1978).

(a) > 1G dB peak to peak, equatorial latitudes

Site Frequency Day Night

Huancayo (Peru) 137 MHz 3 14
254 WHz 2 7

Accra (Ghana) 137 MHz 0.4 14

(0400-1600 LT) (1600-0400 LT) .

(0600-1800 LT) {1800-0600 LT)

(b) > 12 dB peak to peak at

137 MHz, sub-auroral and auroral latitudes i

Site Kp Day Night
- (0500-1700 Lt) (1700-05Q0 LT)
Sagamore Hill 0 to 3+ 0 1.4
(Massachusetts) > 3+ 0.1 2
) Goose Bay (Labrador) 0 to 3+ 0.1 1.8
> 3+ 1.6 6.8
= Narssarssuaq (Greenland) 0 to 3+ 2.9 18
~ > 3+ 19 45 :
i”;» (c) >10 dB peak to peak at 254 MHz, auroral Yatitudes
=3
= Site Kp Day Night
‘. (0600-1800 LT) {1800-0600 LT) .
. Goose Bay (Labrador) 0 to 3+ 0.1 0.1
> 3 0.3 1.2 \
Narssarssuaq (Greenland) 0 to 3+ 0.1 0.9-
> 3+ 2.6 8.4
LT: Local time,
9-20
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Table 9.3 Distribution of Mid-Latitude Fade Depths Due to

lonospheric Scintillation (dB) (CCIR, 1982a).

Percentaqge Frequency (MHz}
of time 100 200 500 1000
Percent
1.0 5.9 1.5 0.2 0.1
0.5 9.3 2.3 0.4 0.1
0.2 16.6 4,2 0.7 0.2
0.1 25.0 6.2 1.0 0.3

and in the case of the 8 dB figure mentioned for 6 GHz-4 GHz 1inks not much
more than half of the 8 dB range appeared to involve a signal decrease and
nearTy half a signal increase ansve the unperturbed level. Thus, the needed
margin fis less than the peak-to-peak value and may possibly approach a value
as low as one half the peak-to-peak value.
in some cases cause a problem of overload.

The increase in signal level may

A WBMOD empirical computer model of global scintillation behavior has
been prepared by Fremouw and co-workers over a perfod of years. This model
has been described in the review paper by Aarons (1982) and in wore detail by
Fremouw (1982). Persons wishing to pursue the application of this model to
the estimation of ionospheric scintillation may contact DOr. Edward J.
Fremouw, Physical Dynamics, Inc., P.O. Box 3027,Bellevue, Washington, 98009.
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9.3 TROPOSPHERIC CLEAR~AIR EFFECTS
9.3,1 Introduction

Clear-air effects on propagation are influenced strongly by the elevation
angle of the path., For elevation angles above about 10° and for frequencies
below about 10 GHz, the effects on communication satellite operations tend to
be slight., For elevation angles of only a few degrees, the effects may be
severe, The low-elevation-angle effects have long been familiar to persons
concerned with terrestrial line-of-sight paths, for which margins up to about
45 dB may be utilized to combat atmospheric multipath fading., For downlinks
from satellites, it is difficult to supply targe margins and it has been
generally assumed that it would not be necessary to do so because large
elevation angles would normally be utilized for satellite communications. It
turns out, however, that in a number of situations it is desirable to be able
to utilize sateilite communications at low elevation angles. The problems of
low-angle propagation are well illustrated in a paper on measurements of 1.5
GHz MARISAT signals (Fan, Tseng, and Calvit, 1982). It was reported that
MARISAT serwvices were not available for paths having elevation angles below
10° because of severe signal degradation. Reflections from the sea surface
probably contributed to the problem, but atmospheric effects surely played a
major role.

The time delay due to the atmosphere may be important for navigation,
ranging, and time-transfer purposes (Spilker, 1977). The excess range delay
caused by the jonosphere on- earth-space transmissions can-be determined and
taken 1into account by transmitting two different frequencies but that
technique cannot be appiied to the- troposphere as the tropospheric index of
refraction does not vary with frequency within the frequency range of
interest..--

9.3,2 Refraction and Multipath Fading

The-variation of the index of refraction of the troposphere with height
causes ray paths to experience bending rather than to be straight lines.-.The
bending results in-elevation-angle errors, The exact amount.of bending and
the resulting elevation-angle error on a path depends on. the--index of
reflection profile as well ac elevation angle but representative values can be
determined for assumed index of refraction profiles. The results of such
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calculations for a U.S.
differences

standard atmosphere are shown in Table 9.4, The
in bending and eTevation-angle error values apply to the path
heights of 80 km and Tess that are shown. For the much greater heights of
geostationary satellites, elevation-angle error is equal

than smaller as for lower heights.

rather
Table 9.5 shows values of bending (equal
to elevation angle error for earth-space paths) for polar continental air and
tropical maritime air (CCIR, 1982b). '

to bending,

Table 9.4 Ray Parameters for a Standard Atmospherea’b (Crane, 1976).

Initial Elevation Clevation-Angle Range i
Angle Height Range Bending Error Error
(deg) {km) {(km) (mdeg) (maen) (m)
0.0 0.1 41.2 97.0 48.5 1z2.83
1.0 1311 297.8 152.8 38.79
5.0 289.,2  651.2 310.1 74.17
25.0 623.2 719.5 498.4 101.0
80.0 1081.1 725.4 594.2 103.8
5.0 0.1 1.1 2.6 1.3 0.34
1.0 11.4 25.1 12.9 3.28 i
5.0 55.2 91.7 52.4 12.51 '
25.0 241,11  175.7 126.3 24.41
80.0 609.0 181.0 159.0 24,96
50.0 0.1 0.1 0.2 0.1 0.04 ;
1.0 1.3 1.9 1.0 0.38
5.0 6.5 7.0 4.0 1.47
25.0 32.6 14.3 10.3 3.05
80.0 104.0 14.8 13.4 3.13
4).5. Standard Atmosphere Supplements, 1966, Environmental Sci. Serv. .

Administration, Dept. of Commerce, Washington, 0:C. (1966),

by, Sissenwine, D. D.Grantham, and H. A. Salmela, AFCRL-68-0556, Air Ferce
Cambridge Res. Lab., Bedford, Massachusetts (October 1968). !
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Taple 9.5 Ray Bending Values (CCIR, 1982b).

Elevation angle Average total ray-bending,
Polar continental air Tropical maritime
1° 0.45° 0.65°
2° 0,32° 0.47°
4° 0.21° 0.27°
10° 0.10° 0.14°

Day-to-day variation in A0

1° 0
10° 0.

Atmospheric multipath fading is a serious problem for very-low-elevation-
angle path-, whether terrestrial paths or earth-space paths. The amount of
fading is best determined by experimental data for the particular path, and
the margin to be utilized for fading depends on the grade of service needed.
An effort is iude here to distinguish between refractive multipath fading or
multipath propaagation on the one hand and scintillation on the other, but the
distinction is not always made clearly in the literature nor is- it always
possible to distinguish the two phenomena in practice. Atmospheric multipath
fading 1s generally restricted to angles less than 10° and is most serious
only for angles up to a few degrees. It is considered to result from iarge-
scale changes in refractivity and involves relatively long fading periods,
generally from around 10 s to a few minutes. Scintillation results from the
smaller-scale structure of turbulence and ¢louds and has short periods in the
order of a second and less. Though most intense for low elevation angles, it
does not decrease as rapidly with increasing elevation angle as does multipath
fading. Tropospheric multipath—fading tends to be insensitive to frequency
over the microwave frequency range. It is ofien closely associated with- the
occurrence of temperature inversions and disappears when the temperature
inversion is destroyed by the passage of cyclonic storms {Flock, 1960).
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Altheugh ~sometimes-referred-te as scintillation, the fading observed at 4
and 6 GHz in the Canadian Arctic at an elcvation angle of 1° (Strickiand, et

;Iﬁ al., 1977) is undoubtedly atmospheric multipath fading. The margins judqged to
}f. be required for such operation for three values of reliability or availability
- are shown in Table 9.6. The refractivity in the Arctic tends to be less than
| :} in other sections of the worid, perhaps excluding desert areas, and similar or
higher margins would probably be required elsewhere for the same elevation
angle, On a path in Hawaii at the slightly larger celevation angle of 2.5°,
Thompson et al. (1975) observed fading of 20 dB.

Table 9.6 6 GHz Link Margins for Tropospheric Fading at Eureka,
Canada, Elevation Angle 1 Degree (Strickland, et al

1977).
Retliability
Time Duration 90% 99% 99.9%
Worst two-hours 8.0 dB 18.0 dB 28.0 dB (Rayleigh)
Worst summer day 6.8 dB 15.5 dB 24.5 4B
Worst summer week (5 days) 5.4 43 13,0 dB 22,0 dB
Worst month, July (15 days) 3.3 dB 10.8 dB 20,3 dB

9.33.3 Tropospheric Scintillation

The term tropospheric scintillation is used here to refer to generally
Jow-amplitude, rapid variations (periods typically around 1 s and less) in
signal intensity. Such scintillation tends to be associated with small-scale
structure such as that of turbulence and c¢louds. The ampiitude variance due
to scintillation has been modeled as a function of frequency and elevation
angle (Ippolito, Kaul, and Wallace, 1981). The results of this analysis show
that scintillation amplitude increases with frequency and elevation angle
(Fig. 9.5).
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Figure 9.5, Amplitude variance for a 4.6m diameter aperture for
1 to 100  GHz (Ippolito, Kaul, and Wallace, 1981).

Examole 9.3 Tropospheric Refraction

The term tropospheric refraction includes elevation-angle error, ducting,
and multipath fading. The materials of this Sec. 9.3 and Chap. 3 include
11lustrative values of elevation-angle error and multipath fading, but it is
difficult to establish quantitative recommendations concerning the magnitudes
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of these effects. A1l are-a function of index of refraction. Calculation of
refractivity N is 11lustrated in this example.

The refractivity of the troposphere 1{s described by the foltowing
equation (Eq. 3,2).

N - 1.6 p, 3.73 x 10%
. 273 %107
T T

where N = (n-1) x 108 with n the index of refraction, p.the total pressure in
mb, e the partial pressure of water vapor in mb, and T the temperature in
kelvins. A value of N that could apply to Denver, Colorado will now be
calculated for the pressure of a standard atmosphere, a surface temnerature of
20°C, and water vapor specified in two ways-~first, as a water vapor density
of 7.5 g/m3 and secondly as a relative humidity of 60 percent.

From the U.S. Standard Atmosphere, the pressure p at anm altitude of 1600
mor 1L mite is 835 mb {compared to 1013 mb at sea level). The temperature of
20°C gives a temperature in kelvins of 273.15 + 20 = 293 K.

1. ., water vapor density, = 7.5 g/m3

Using Eq. (3.5), e

p T _ (7.5)(293) _
m - —‘—m-.‘gm - 10015 mb

. 77.6 (835) , 3.73 x 10° (10.15)
293 (293)7

3 3 AU

222.1 + 44,1

265.2

2. R.H. (relativity humidity) = 60 percent

From Table 3.1 for T = 20°C, e¢ (the saturation water vapor pressure) =
23.4 mb.

[44]
1

= eg(R.H.) = (23.4)(0.60) = 14,04 mb

v = 176 (835) , 3.73 x 10° (14.04)

293 (293)%
= 222.1 + 61.0
= 282.1
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The ahove values of N are rather low hecause of the reduced pressure at
the altitude of Denver. For the same water vapor contents of 7.5 g/m3 and 60
percent relative humidity but the sea level pressure of 1013 mb, the
corresponding values of N are 313.5 and 330,5 respectively.

To {l1lustrate what ts probably the maximum value of N that might be
encountered consider the temperature of 34°C and a partial pressure of water
vapor of 53.2 mb (values recorded at Sharjah, Saudi Arabia). For this case

N o 71.6 (1013) , 3.73 x 10° (53.2)
307 (30797

n

266.1 + 210.5

n

466.6

It is the variation of N with height that has the greatest effect on wave
propagation, a decrease of 157 N/km being sufficient to cause trapping or
ducting of a wave launched at an elevation angle of O degrees. S$till higher
rates of decrease can trap waves having elevation angles slightly greater than
0 degrees, An expression provided by Bean and Dutton (1966)

r2
"‘\n E - 1 ,p
AT L N

allows determining that for a decrease of 300 N/km (An/Ar = -0.0003088) in a
Tayer of thickness hy of 0.1 km at the Earth's surface (ro = 6370),

0p = 5.3 mrad = 0.3 deg

The angie Up is the penetration angle. Rays having smaller values will be
subject -to ducting.

9.3.4 Defocusing

Bending of rays is proporticnal to dN/dh, the variation of refractivity N
with height (Sec. 3.2), and when dN/dh itself varies across a wavefront rays
crossing the wavefront experience different amounts of bending. As the result
the rays become more widely separated than previously and sfgnal intensity is
reduced. Figure 8.5 shows the attenuation due to defocusing as a function of
elevation angle and AN, the decrease in refractivity in the first km above the
surface. Figure 9.6 shows the defocusing loss in a different way. Here the
loss corresponding to the average of many index of refraction profiles and the
standard deviation of the loss are shown as a function of elevation angle.
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The rasults wern ohtofod o e ©oMYeeew Mew York and can be considered
to be representative of an inland continental 1location. The loss i35 only
significant for low elevation angles.

9.3.5 Gaseous attenuation

The attenuation constants for oxygen and water vapor are shown. in Fig.
3.11 for sea-level pressure, a temperature of 20°C, and‘a water vapor density
of 7.5 g/m3. At 10 GHz, the attenuation for oxygen is about 0.007.dB/km and
it decreases only slowly to about 0.005 dB/km at 1 GHz. For water vapor the
value 1s ahout 0.0085 dB/km at 10 GHz, but the attenuation drops rapidly to
0.001 dB/km near 4 GHz. The values quoted are given by the dotted curves
provided by J.W. Waters of the Jet Propulsion Laboratory and for water vapor
are higher than the values previously used by the CCIR.

The total vertidal one-way attenuation due to the gaseous constituents of
the atmosphere from specified heights to the top of the atmosphere for a water
vapor density of 7.5 g/m3 is shown in Fig, 3.10. For 10 GHz and O km,
corresponding to sea level, the value is nearly 0.06 d8; for 10 GHz and a
height of 4 km the value is stightiy over 0.02 dB.

In treatments of coordination distance, it is usually considered that
attenuation due to water vapor can be neglected below 10 GHz but that
attenuation due to- oxygen should be included. This conclusion should be
modified slightly in light of the values provided by Waters, as the
attenuation due to oxygen and water vapor for a water vapor density of 7.0
g/m3 are comparable near 10 GHz. However for coordination distance analysis,
the recommended values of water vapor density range from 1 to 5 g/m3 and use
of these Jower densities is conservative when considering interference. It
appears- reasonable then to continue to neglect water vapor for frequencies
below 10 GHz,

8.3.6 Time and Range Celiy

The excess time and range delays for propagation of signals through the
Earth'; atmosphere consist of components caused.by the ionosphere and by the
troposphere. The-delay due to the fonosphere was considered in Sec. 9.2.2,

ORIGINAL PAGE 18
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Time delay /t and range delay ~R are related by AR = cit, where ¢ is the
velocity of Tight, 279979 x 108 m/s. The discussion in this section 1s-1n
terms of AR.

The excess tropospheric range delay—can be separated into the delay due
to dry.air AR, and the delay due to water vapor AR, or, somewhat more
conveniently, it can be separated into Ry and 4R, corresponding to the two
terms of the expression for the refractivity N of the troposphere (Sec. 3.7;
Flock, Slobin, ard Smith, 1982). The equation for N is

v 21760, 3.73 x 10%
; 2
T T

{9.18)

The range detay AR; for a vertical path due to the first term N; of Ea. 19.18)
is given by

iR, = 102 s Njan = 10"’/&%_2 dh = 2.757 x 107 A m (9.19)

for a latitude of about 45° (only slightly different elsewhere) where p, is
total surface pressure in mb. For p, = 1013 mb, the approximate value for sea
tevel, 2Ry = 2.31 ms The total oressure p = py * e where pq.1s the pressure
of dry air and e is water vapor. As py is much larger than e, 4Ry is largely
but not entirely due to dry air. Hopfield (I971) has determined that 4R; can
be determined to an accuracy of 0.2 percent or about 0.5 cm by measuring Poe

It is shown in Sec., 3.7 that ARy for a vertical path is given by
AR, = 1078 sNydn = 1,731 x 1073 f 2 dn (9,20}
2 2 ) T LEY

where o is the density of water .vapor in q/m3. Water. vapor density o in g/m3
and water vapor prussure e in mb are related by o = e 216.5/T where T is in

kelvi.s (derivation in Appendix 3.1). Determining a value for &R, requires.

information-on o and T as a function of height. As ¢ is highly variable and
difficult to predict from surface parameters, water vapor is responsible for a
larger error in range than is dry air even though the magnitude of ARy fis
typically only about 10 c¢m for o = 7.5’g/m3'at the surface. By the use of
radiometer technijues, however, AR, can be determined to an accurdcy of 1L or2
cm.
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Table 9.4 includes values of total excess tropospheric range delay for
paths to 80 ‘km at several different elevation angles.

Example 9.4 Tropospheric range delay

To illustrate the magnitude of excess range delay due to the troposphere,
consider first a zenith path at Denver, Colurata where the surface pressure
(for a standard atmosphere) is 835 mb. From Eq. (9:19) the typical delay
corresponding to the first term of the expression for N is

ARy = 2.2757 x 1073 p

1.9 m

A more precise value at a particular time could be obtained by using a
measured value of p, rather than the value for a standard atmosphere. For a
relative humidity of 60 percent and other conditions likewise as in Example
9.3, the delay corresponding to the second term of the expression for N could
be obtained approximately by first calculating the value of N, by use of

3,73 x 10° (14.08)
(293)?

61.00

N,

I}

Then assuming an exponential decrease of Ny with a scale height of 2 km

2Ry = 107 f 61.00 ¢ ~1/2000 4

1]

1075 (61.00) (2000)

12.2 cm.
The total delay AR for a zZenith-path would then be
AR = ARy + ARy = 2,02 m

For a path at an elevation angle of 30°, the corresponding delay would be 4.04
m. The calculation of bRy is i1lustrative only, and the precise determination
of AR, requires the use of radiometer techniques (Sec. 3.7).
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9.4 ATTENUATION AND DEPQLARIZATION CAUSED BY PRECIPITATION
9.4.1 Introduction

Attenuation due to rain increases with frequency throughout the microwave
range and has sometimes been considered to be important only for frequencies
above 10 GHz. However, while it is true that attenuation decreases rapidly
with decreasing frequency below 10 GHz, values of attenuation are nevertheless
potentially troublesome for frequencies of 8 GHz or lower. In-addition the
attenuation due to rain is accompanied by an Jncrease in antenna noise
temperature which further degrades the carrier-power-to-noise ratio (Sec.
9.7).

Depolarization due to rain is caused by the differences in attenuation
and phase shift of electric-field-intensity components that are parallel to
the major and minor axes of rain drops, which are roughly spheroidal in
form. FOr the differences in these quantities to be high, the absolute values
must generally be high. Thus depolarization tends to be most severe when
attenuation is high, and it might be expected that as attenuation is low for
frequencies below 8 GHz depolarization would also be lew. Attenuation at 4
GHz, for example, 1is only about 0.05 dB/km for a rain rate of 35 mm/h.
Depolarization does tend to decrease with decreasing frequency, but it does so
Tess rapidly than attenuation because differential phase shift as well as
differential attenuation contributes to depolarization, and differential phase
shift is relatively high for frequencies below 10 GHz. (Phase.. shift is
proportional to the real part of the effective index of refraction of a
medium, and this value is relatively high below 10 GHz for rain as shown in
Fig. 4.3a). It thus develops that depolarization due to rain may bs important
for frequencies of 4.GHz or lower,

Scatter of electromagnetic waves by rain is significant for frequencies
of 1.5 GHz or lower, as the intense echoes from rain on-L-band radar displays
indicate. Such scatter is a potential source-of-—interference.

Basic concepts and definitions concerning the propagation effects of rain
were presented in Chap. 4. Consideration is directed here to procedures for
estimating.-the_magnitude of the effects.
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9.4,2 Estimation of Attenuation Due to Rain
9.4,2.1 Step-by-step Procedure

In the design of telecommunication links, data-on propagation effects are-
needed in statistical form in order to provide as much assurance-as possible
that a certain signal level will be available for a specified percentage of
time. A sufficient data base is not available for all prepagation effests to
allow 1ink design on this Basis, but a considerable-effort has been devoted to
the development of satisfactory data bases and models to account for the
effects of rain in this way.

1f satisfactory statistical data on rain rate or attenuation due to rain
are available for the particular location 1in question they should be used.
Lin (1977) and Lee {1979} have described procedures for obtaining-the needed
rain rate statistics from data supplied by the Natienal Climatic Centér in the
United Statés. Lacking the information needed to proceed on the basis of
local weather data or not wishing to formulate statistical data from Weather
Service records, use can be made of models that have been developed for rain
rate and attenuation due to rain. The steps to be taken in estimating
attenuation are 1isted below.
1. Estimate Rain Rate

The first step in obtaining a value for attenuation due to rain is to
estimate the rain rate Rp that is exceeded for a certain small percentage (or
certain percentages) of time, commonly 0.0l percent corresponding to 53
minutes per year. For this purpose, use should be made of statistical data
for the particular location, if satisfactory data are available, or of several
models described in Secs 4.3.3. Prominent among these is the 1980 Global
Model by Crane (1980a, b). Figure 4.8 shows the rain-rate regions of the
world according to this model,and Fig. 9.7 shows rain-rate regions of the
United States iR more detail. The rain-rate values for these regions are
given in Table 9.7. Figure 4,10 shows rain-rate regions for Canada, and Table
4.5 gives .corresponding rafn-rate values for Canada.

The 1982 CCIR model uses similar but somewhat different rain-rate regions
{CCIR, 1982¢). These are shown in Figs._4.12-4.14, and the corresponding
rain-rate values are given in Table 4.6. Contours based on the model of
constant rain rate exceeded for 0.01 -percent of the-time are provided in CCIR
Report 563 and are reproduced here as Figs. 9.8-9.10. This type of
presentation provides considerable information at a glance.
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Figure 9.8. Rainfall contours for 0.01 percent of the time for the Americas.
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The large-scale world-wide or continent-wide maps of rain-rate regions
are extremely valuable but suffer from lack of detail., This statement is
especially applicable to the western United States where large variations in
rain rate occur within short distances. Rain rates on opposite sides of
mountain ranges, for example, are often drastically different. As pointed out
in CCIR Report 563, additional data are needed to improve the accuracy and
resolution of the information on rain rates. An observation period of many
years and rain gauges with adequate- sensitivity and time resolution are
required for this purpose. A considerable amount of data on the effects of
rain have been accumulated for the eastern United States and are reflected in
Fig, 9.7. For the United States, we recommend using the rain-rate regions of
Fig, 9.7 and the values of Table 9.7. For Canada, we favor the regions of
Fig. 4.10 and the values of Table 4.5. for the rest of the world, we favor
the regions and values of the 1982 CCIR model. (Figs. 4.12-4.14 and Table 4.6
or Figs. 9.8-9.10 for a percentage of occurrence of 0.01.)

2. Determine Attenuation Constant (dB/km) Corresponding to Rain Rate

For the rain rate Rp determined in step 1, find the corresponding
attenuation constant “p by use of an expression of the form of ap = aRP.
Yalues of the coefficients of a and b have been provided by Olsen, Rogers, and
Hodge (1978) and their values for frequencies of 15 GHz and lower are
reproduced as Tables 4.2 and 9.8. The table includes values LP, and LP_
calculated in accordance with analyses for high and low rain rates. It is
recommended that the LP, values be used for rain rates of 30 mm/h and less and

that the LPy values Be used for rates above 30 mm/h.

If it is desired to distinguish between horizontal and vertical Tinear
polarization, values of a and b for the two linear polarization are given for
a limited number of frequencies in Table 9,9 (CCIR, 1982d). For circular
polarization, the value of a (a.) is given by

ac = [ay + ay + (ay - ay) cos?g cos?t 1/2 (9.21)

and the value of b is given by

b = Laydy + (ayby - ayby) coso cos?+ 1/2a, (9.22)
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Table 9.8 Values of a and b of £q. (4.11) from Olsen, Rogers, and Hodge

(1978) for T = 0°C and for Laws and Parsons Low and High

Rain Rates.

Freq. a

(GHz) LP, LPy LP, LPy
1.0 6.41 x 107° 5,26 x 107 0.891 0.947
1.5 1.45 x 1074 1.14 x 10-4 0.908 0.976
2.0 2.61 x 1074 1.9 x 1074 0.930 1.012
2.5 4.16 x 107 2.96 x 1074 0.955 1.054
3.0 6.15 x 1074 4.12 x 1074 0.984 1.100
3.5 8.61 x 1074 6.42 x 1074 1.015 1.150
4.0 1.16 x 1073 6.84 x 1074 1.049 1.202
5.0 1.94 x 1073 1.12 x 1073 1.112 1.274
6.0 3.05 x 1073 1.99 % 1073 1.158 1.285
7.0 4.55 x 1073 3.36 x 1073 1.180  1.270
8.0 6.49 x 1073 5.35 x 1073 1.187 1.245
9.0 8.88 x 1073 8.03 x 1073 1.185 1.216
10.0 1.17 x 1072 1.14 x 102 1.178 1.189
11.0 1.50 x 1072 1.52 x 1072 1.171 1.167
12.0 1.86 x 1072 1.9 x 102 1.162 1,150
15.0 3.21 x 1072 3.47 x 1072 1.142 1.119
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where W and V refer to horizontal and vertical polarization, « is the
elevation angle of the path, and ' {s the polarization tii% angle (see Sec,
9.4,3.2),

Other means are available to obtain a value of "poas 4 function of
frequency and rain rate. Figures 4.3h and 4.5, for example, can be used for
this purpose with “o given by (2v/*)my 1f Fig. 4,3b is used. As in some cases
these figures can provide unly an approximate value because of the way they
are ploited,they are perhaps best used as a rough check on the values obtained

by using " arP.

Table 9.9 The Coefficients-a and b for Calculating Attenuation for
Horizontal and Vertical Polarization (CCIR, 1982d).

Fr?gﬁi?cy ay ay bH bv
1 0.0000387 0.0000352 0.912 0.880
2 0.000154 0.000138 0.963 0.922
4 0.000650 0.000591 1.12 1.07
6 0.00175 0.00155 1.31 1.27
8 0.00454 0.00395 1.33 1.31
10 u,010] 0.00887 1.28 1.26
12 0.0188 0.0168 1.22 1.20
15 0.0367 0.0347 1.15 1.13

3. Determine path length L and horizontal projection D

In addition to the attenuation constant, “p in dB/km, information on the
path length L through- rain is needed to detearmine total attenuation along the
path. Rain is essentfally confined to the region below the height of the 0°C
isotherm, and this height has been considered to vary with- latitude and
percentage of time as shown 1in Fig. 4.7. By use of this figure, one can
determine the height H of the 0°C i= .cherm for the latitude and percentage or
probabiiity of occurrence. The hei,nt H can be expressed as the difference Ho
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- Hg, where H, is the elevation of the 0° isotherm and Hg is the ground
elevation, The more recently prepared Fig., 9.11 shows the same curves-for-.-—--
héight H as Fig. 4.7 but refers to them as Method 2 curves, where Method 2
applies to continental climates and/or percentages of occurrence greater than
0.1 percent. Also, Fig. 9.11 includes a curve for 0.0l percent -for Method 1,-
which -has been formulated for maritime climates. It is now belfeved, however,
that both the original Method 1 and Method 2 curves give values of i that are
too large far the lower latitudes (tropical reginns), and Fig. 9.11 includes a
dotted modification of the Method 1 curve that has been proposed by a 1982
CCIR working party (IWP- 5/2) for the lower latitudes. The relative advantages
of Methods 1 and 2 for locations in the United States where the modification
for Tower latitudes is not applicable are under continuing review. The
modified Method 1 curve appears to be preferable for use in tropical regions.

For elevation angles above 10°, determine the Tlength L of the path

be 8500 km for k = 4/3 1n the absence of contrary informatien. If using the
Crane Global Model, however, determine L and its horizontal projection D by
the procedure of Appendix 4.1 for elevation angles less than 10°.

‘; through rain by use of

.

A

? L H =H°—Hg

¢ SR 0 3Tn o (9.23)
»

.

-?; where o 1{s elevation angle. For elevation angles less than 10°, various
1

L expressions have been devised, that included in CCIR Report 564 (CCIR, 1982)
B being

2 2H

W L= (9.24)
_5? (sine + ?.H/krO)l/2 + sinc

5.

3 - where kry 1s the effective radius of the Earth (Sec. 3.2) and can be. taken to
%

For elevation angles greater than 10°, find D by using

D=L ¢oso (9.25)-

4, Path reduction factor; effective path length

i The average rain rate along a path through rain tends to differ from the
; rain rate at a garticular point. For high values of rain rate Rp, the average

rate tends to be- less than Rp, as intense rain {is generally restricted to
- localized areas. A common approach to the estimation of attenuation is to
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determine a path reduction factor which can be viewed as modifying the value
of Rp to aobtain an effective value of R or as wodifying [ to obtain an
effective path length. Crane (1980), however, determines a value of 0 as
mentioned for step 3 but instead of calculating an effective rain rate or path
Tength determines attenuation by an expression using three exponential
functions that have been devised to account for the expected variation of rain
rate with distance from a recording location, as a function of rain rate.

Following CCIR Report 564 for 1982, we determine a reduction factor r

p!
which for continental climates and Method 2 has the torm of

" TWFETD (9.26)

where D is in km and Cp is given by Table 9.10.

Table 9.10 Coefficient C, for Determining Reduction Factor r, for

Continental climates {CCIR, 1982e). P
Percent of year .0001 0.0t 0.1 1.0
Cp 9 4 0.5 0

Note that for the commonly used percentage of p = 0.01,

"o "0+ 4D

This relation--for p = 0,01 is considered to hold for both maritime and
continental climates (and thus for both Methods 1 and 2). For other
percentages than 0,01 for maritime climates (Method 1), however, the
recomended procedure is to first determine the total attenuation Ay g tor p
= 0.01 and to then use the relation given by £q. (9.28) for percentages of 0.1
and less (rather than referring to Table 9.10 for these percentages).

5. Calculate attenuation

Having determined the- values ofl,p, L, and ps attenuation A in dB can be
calculated by using the simple relation
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A= “p L "o dB (9.27)
This relation—applies for all- percentages of occurrence for continental
¢limates (using Method -2) and for p = 0,01 or p > 0.1 for maritime climates
(using Method 1). For values of p other than 0.01 (but 0:1 or less) for

maritime climates first calculate Ag gy for p = 0.01 and then use

~-a

Ay = g0l (UP‘UT\) (9.28)

with a = 0,33 for 0.001 < p < 0.01 and a = 0.41 for 0.01 % a = 0.1.

It should be kept in mind that-attenuation due to rain.is accompanied by
an increase in system noise temperature. Thus the degradation in signal-to-
noise ratio due tc rain is more severe than that caused by attenuation alone,
especially for Tow-noise systems. Section 9.7 and Chap. 7 are cevoied to the
subject of noise.

Example 9.5 Attenuation Due to Rain

For an example.of attenuation due to raim, we use the rain rate exceeded
for 0.01 percent of the time at a frequency of 8.5 GHz and a latitude of 40°
in region Dy of North America or in central Spain. The procedure followed is
generally that of the 1982 CCIR model but differs from it in some details.

1. For North America, Table 9.7 shows a value of 35.5 mm/h, and.Fig.
9.9 {indicates that about 35 mm/h {is suitable for central Spain.
Also reference to Fig. 4.13 and Table 4,6 confirm that 35 mm/h is.a
reasonable figure for central Srain. We therefore settle on 35
mm/h as being suitable for both the D; region of North America and
central Spain.

2. To determine the attenuation. constant Aps use

ay = atf) RF)

where R is rain rate and a and b are given by Olsen, Rogers, and

Hodge (1978) for 0°C. Table 9.8 gives values of these constants
for frequencies of 8.0 and 9.0 GHz, and reference to the original
paper indicates that linear interpolation should be suitable. For
a rain rate of 35 mm/h, use the LPy values.
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The values of a, b, and ap for 8.0 GHz and 9.0 GHz and the

interpolated values-for 8.5 GHz are as follows:

3.

and

5'

e . PR Nk
8.0 5.35 x 1073 1.245 0.447
9.0 8.03 x 1073 1.216 0.606
8.5 6.69 x 103 1.231 0,532

For determining the path length L and the horizontal projection D,
use Fig. 9.11. For a latitude of 40°, the original and modified
Method 1 curves agree. It s only for lower latitudes that they
differ. From fig. 9.11, the height from the Method 1 curve is
about 3.7 km. To determine L and D, information on elevation angle
is needed. For purposes of {llustration, the elevation angle is
arbitrarily taken to be 42°. Then

L R

o
n

L cos 6 = (5,53)(0.743)
= 4,11 km

The path reduction factor ’p is given by

r o230 . 90 =90 _ 0.84%
p 90 +40 90 F 16.4% ~ 106.44 '
The total attenuation A 1s calculated by using A = o
resulting in
A = (0.532)(5.53)(0.846)
= 2.49 dB

Lr

P p?

See Example 9.7 for consideration of the decrease in C/X due to the
noise associated with an attenuation of -2.49 dB.. .If the Method 2
curve for 0.01-pe§cent were used the value of H would be about 4
km, D would be 4,44 km, rp would be 0.835,and A would be 2.66 dB.
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9.4.3 Depolarization

9,4.3.1 Introduction

The degree of depolarization may be described in several ways. The terms
cross polarization discrimination (XPD) and depolarization or cross
polarization have an inverse relation. The quantity XPD was defined by Eq.
(4.32) as 20 Yog Ey1/Ejp where Eqy is the copolarized or wanted signal and £,
is the cross polarized or unwanted signal which may have been produced by a
process of depolarization. The terms depolarization and cross polarization
may be used, however, to represent 20 log 512/511' It- can be noted that a
high value of XPD, for example 40 dB, represents a favorable condition
corresponding to a small value of depolarization or cross polarization, namely
.40 d8. Also the low value of XPD or 10 dB for example represents an
unfavorable conditions corresponding to the quite nhigh level of ¢epolarization
of -10 dB.

9.4.3.2 Relation between XPD and A for rain for frequencies above 8 GHz

For frequencies above 8 GHz and for attenuation values above about 1 dB,
%PD and copolarized attenuationi A have been related by

XPD = 30 log fgu, - 40 log (cos @)

-K

- 10 log % [1 - cos (4T)e ™

+ k2 - 20 10g A (9.29)

This expression is given in CCIR reports 563 and 722 for 1982 and differs
slightly from an earlier version which did not include k2 .and for variation
with T used the form of -20 log [sin 2|¢ - 7|1, sometimes written with ¢ taken
as zero as -20 log sin 2t. In Eq. (9.29), 6 is the elevation angle of the
path, © is the polarization tilt angle (of the etectric field vector of the
wave) with respect to the horizontal, and A is attenuation in d8. The
quantity » equals 0.0053 o% where o is the effective standard deviation of the
raindrop canting angle distribution and can be set equal to =zero as a
conservative design measure, and <% 2 0,0024 0% where o, is the standard

m
deviation of the canting angle ¢, assuming it to have zero mean and a Gaussian
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distribution. The angles ¢ and oy, are in degrees. For application of Eq.
(9.29), one can use 5° for o (CCIR, 1982f).

The term - 40 log (cos ©); where 0 {s elevation angle shows that XPD
increases as elevation angle increases: The term is positive for-0-» 0° as
cos ¢ is then less than unity and log (cos ¢) is negative. The relation
between XPD and 0, however, should only be used for 10° < ¢ i_60°, or for a
smaller range of U, The term involving T shows that XPD is the lowest for
tilt angles + of 45° and highest for horizontal and vertical polarizations for
which the electric field intensity vectors are essentially parallel to the
major and minor axes, respectively, of raindrops. Circular polarization fis
equivalent to 1linear polarization with a tilt angle of 45° as far as

- depolarization is concerned, and circularly polarized waves have lower XPD
(higher depolarization) than linearly polarized waves unless the latter have a
tilt angle near 45°. In summary

1. XPD is higher (depolarization lTower) for paths at large elevation
angles than for paths at low elevation angles.

2. XPD is higher (depolarization lower) for vertical and horizontal
polarization than for circular polarization or linear polarization
at an angle of 45°.

3. For frequencies above about 8 GHz, taking only rain into acceunt,
XPD has the form of U - V log A, with A copolarized attenuation and
U and V as indicated in Eq. (9.29). Use Eq. (9.29) with the
appropriate values of A, 0, and T and with k2 = 0 and K% = 0.06 for
estimating XPD. The value of attenuation A can be estimated by the
procedure of Sec. 9.3.2.

It should be -recognized that the use of Eq. (9.29) provides only a rough
estimate of XPD. If statistical data relating XPD and rain rate or XPD and
attenuation are available for - the particular frequency and location they-
should be used instead.
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Example 9.6 Depolarization at 10 GHz

Applying Eq. (9.29) to the case of a linearly polarized wave with f = 10
—;ﬁ. GHz,- 8 = 40°, © = 80°, and A = 4 dB, corresponding to a very heavy rain, the
calculated value of XPD is 31.15, meaning that the desired copolarized signal

{s 31.15 dB above the unwanted cross polarized signal. For a circularly
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polarized wave corresponding to T = 45° but with other parameters the same,
the calculated value of XPD s 22.72. If the polarization is linear at the
same frequency, tilt angle,. and attenuation as originally but the elevation
angle is 10°, the calculated- value of XPD 1is 26.79 but if the attenuation
increases to 10 dB, as might possibly be the case for a path at a lower
elevation angle and the same rain rate, the calculated XPD is 18.83, The
values of the parameters mentioned are summarized in the following table and
the calculation giving the first entry then follows.

11tustrative Calculations of XPD

f A XPD
(GHz) (deg) (deg) (dB) (dB)
10 40° 80° 4 31.15
10 40° 45° 4 22.72
10 10° 80° 4 26.79
10 10° 80° 10 18.83
For the first row of the table
-y 2
XPD = 30 log fGHz - 40 log {cos 6) - 10 log % [1 ~-cosdre M) - 20 Tog A
= 30 - 40 (-0.1157) - 10 Tog 5 [1 - cos 3200(0.9418)]1 - 20 Tog A
= 30 + 4,628 + 8,561 - 12.041
= 31.15

9.4,3.3 Depolarization due to ice particles

Clouds above the 0°C 1isotherm consist at least in part of ice
particles. These have a variety of shapes but-are asymmetric and when they
have a preferred orientation may cause depolarization not aceempanied by
appreciable attenuation- (Bostian and Allnut, 19795 Cox, 1981). The
depolarization 1in this case 1is produced primarily by differential phase
shift. Rapid changes in depolarization due to-ice particles have been
correlated with lightning strokes, (Howell, 1977; McEwan et al., 1977). The
relative amounts of rain and ice depolarization vary considerably with
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location and weather. Also when attenuation fis high, depolarization is due
primarily to rain but when depolarization is accompanied by only low values of
attenuation a larger amount of the depolarization is due to ice. Chu (1980)
has suggested the simple procedure-of adding 2 dB to the depolarization due to
rain alone (subtracting 2 d8 from the XPD) in order to account for the effects
of ice particles. Elsewnere it has been stated that an allowance of 2 dB may
be sufficient for North America but that a value as much as 4 or 5 dB may be
needed for the maritime climate of northwestern Europe (CCIR, 1§82e).

9.4.3.4 Depolarization as a function of differential phase shift and
differential attenuation

For frequencies below about 8 GHz, Eq. (9.29) whieh relates XPD to
attenuation is not suitable for estimating XPD because at these frequencies
differential phase shift ptays an important role in causing depolarization.
One may then need to place greater reliance on any suitable experimental data
concerning XPD that may be available. However expressions have been developed
for XPD that take into account both differential phase shift and differential
attenuation. For circular polarization, Taur (1975) and Miya (1981) use

XPD = 20 1 [1———m+ EMB] (9.30)
= og . .
1-e *
and for linear polarization they use
2 _A+jB
XPD = 20 log |1 tAT_tE (9.31)
(1 -e J ) tant

where A represents differential attenuation and B represents differential
phase shift. Also Chu (1980) has concluded that depslarization is
proportional to the differential propagation constant (a2 + (ag )2
where A« 1s differential attenuation and B8 {is differential phase. This
differential propagation constant,_furthermore, is proportional-to frequency
from about 4 to 30 GHz. Thus while Ao decreases more rapidly that frequency
below 10 GHz, J'(Aa)2 + (AB)%  decreases at essentially the same rate that
frequency decreases.

Based- on these considerations, Chu (1980) has developed a procedure for
estimating depolarization at any frequency, elevation angle, polarization, and
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Tocation where rain statistics are available by extrapolation of data from
other sources, including 19/28 GHz COMSTAR beacon measurements. For

converting depolarization D from one path to another when rain distributions
are available for both paths, Chu gives

(Dl)dB - (D?_)d‘% =Py - P2

i (V(AQJZ + (ap)? % coszt1 L
(JYAG)E + (AE)EJZ c05202 Ly
where the P's represent polarization factors which are zero for circular
polarization and for linear polarization are given by

= 10 log ? [1 - cos 41e™8 ] ! AA (9.33)

The expression involves the same dependence on elevation angle © and
essentially the same dependence on polarization tilt angle t as in Eq.
(9.29)., The quantities J(Aa 2+ (ap)? for the two paths represent
differential propagation consteats per km and the L's are path lengths. The
term A/2 equals 5 1og(uv/aH)z where o« s the attenuation constant of a
vertically polarized wave and «y is the attenuation constant of a horizontally
polarized wave. The sign of + AA/2 Should be chosen to favor (give a higher
value of P for) quasivertical polarization than nauasihorizontal
polarization. Chu includes curves giving J( Au)2 + | AB)2 {for zero
elevation angie) as a function of rain rate and frequency (Fig. 9.12), and ay
and % can be determined by using Table 9.9 with oy = a,R ¥ and oy = ayR ",

Figure 9.13 shows the application of the procedure outlined to comparison
of depolarization at 4 GHz for linearly polarized transmissions on a path.with
an elevation angle of 38.6° in New-Jersey with depolarization on a path with
an elevation angle of 9° in Japan where circular polarization was employed.

Further. information on the low values of XPD which may.be_encountered at
the Tow elevation angles utilized on some 4 GHz-carth-space paths trom Japan
is shown in Fig. 9.14 (Kobayashi,1976). Low values of XPD have also been
reported to- Taur (1974) at 4 GHz on paths terminating at Washington, D.C. and
having higher elevation-angles.
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Fxample 9.7 Comparisan of Depolarization for Different Paths

The application of fq. (9.37) to the comparison of depolarization on two
difforent paths will now he illustrated.  Let Station 1 have an elevation
angle of 10° and circular polarization. let Station 7 Have an elevation angle
of AUGY and quasivertical polarization with a tilt angle © of 75°. Assume that
both stations operate at 4 GHz, that Station 2 1is reported to have a
depolarization of -30 di, and that it 1is desired to determine the
depolarization of Station L. The comparison will be made for the same rate of
35 mm/h at both stations. Station 1 can be expected to nave a higher
depolarization (less favorable condition for frequency sharing) than Station 2
so that Uy - 0y should be positive.

As Station 1 has circular polarization Py is zero. The principal term of
Po, namely
-8 2
10 1oq }.[1 - cos 4 e "1 =10 logy [l - cos 3000 (0.9418)1 = - 5.77

where the exponential term has the same value as in Example 9.6. ([In Eq.
(9.33), - is in radians whereas it is in degrees in Eq. (9.29)]. By using
values of a;, ay, by, and by from Table 9.9 it is determined that /A/2 is
1.19. Therefore

Py - Py =0 - (-5.77 - 1.19) = 6.9.

Considering rext the second term of £q. (9.32), the propagation constants
are the same if the same rain rate is assumed and the difference in
depoiarization due to this term is

cos?i, | cos? 10° ( __}____
20 1og 7_7“2“1_‘_1_ = 20 1og s 31n110
Cos L, cos™ 40 (-____73)
sin 40
= 15.73
Thus
(Dy)gp - (Dy)gp = 6.96 + 15.73 = 22.69
and

(-30) = 22.69

1

(Dl)dB
(Dy{)gg = 22.69 - 30 = -7.31




To take account of diffarent frequencies or rain rates use can be made of Fig.
9,12, For example if Station 2 operated at 8 GHz with the same depolarization
of ~30 dB, but station 1 remained at 4 GHz, the ratio of propagation constants
of £q. (9.32) would be roughly 1/2 and in place of 15.73 for the second term
of £q. {9.32) one would have ahout 9.7. Then (Dy)4 would be about -13.3.

Note that whereas Station 2 was known to operate with a depolarization of
-30 43 (or ¥PD of +30 d3), Station 1, at the same frequency and rain rate but
a different path, was predicted to have an unsatisfactory depolarization value
of ~7.3 4B (XPD of +7.3 d3) in the first case considered.

9.5 EFFECTS OF CLOUDS, DUST, AND VEGETATION

Attenuation due to clouds is normally no greater than 0.5 df for a
vertical (zenith) path for frequencies of 10 GHz and less. For the same
conditions otherwise, the attenuation would be 1 d8 for an elevation angle of
30° and 2.88 dB for an elevation angle of 10° if the attenuation were 0.5 dB
for a vertical path. As every dB of attenuation may be important, clouds may
be of significance for frequencies as low as 10 GHz and somewhat Tlower (as
well as for higher frequencies for wiich th 1ttenuation is greater). Also as
was indicated for the case of rain, dissipative attenuation is accompanied by
an increase in noise and both effects contribute to a degradation in signal-
to-noise ratio. Section 9.7 and Chap. 7 specify and discuss further the
relation between attenuation and noise. Table 7.1 gives noise temperature and
attenuation values for 12 different cloud madels.

IEE sl

N
N
e

Although effects due to clouds do not become as intense as those due to
rain, Shey occur for larger percentages of the time: For operations for which
propagation impairments occurring for relatively high percentages of the time
= (such as 1 to 10 percent of greater) are pertinent (rather than or in addition :
k to small percentages such as 0,01), the effects of clouds assume the greatest
] relative importance. In a study of effects of clouds by Slobin (r982), the
;;f Urited States has been divided into 15 regions shown in Fig. 9.15, For these !
' regions data on cumulative distributions of zenith atmospheric...noise
temperatures due to clouds have been provided. Figure 9.16 shows such
distributions for 5 of the 15 regions mentioned.

Very little data on attenuation due to sand and dust are available. For
earth stations in desert areas where serijous sand or dust storms are known to
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occur, an-allowance of-1-.d8. for attenuation due to sand and dust on a one-way
path appears to he advisable if high-quality service is required.

Attenuation due to vegetation could be a factor for 1land mobile
systems. The questions of whether to provide a margin for attenuation cauz-d
by vegetation- and how much of a margin to provide 1f the answer to the first
question 1s affirmative appear to be primarily questions of policy rather than
questions that can- be answered on the_hasis of quantitative, technical
considerations., The view could be taken that vegetation causes a degree of
shadowing and that providing for shadowing is impractical. 0Or one could
arbitrarily specify a margin of a dB or two if it is planned to operate
extensively 1in forested terrain,  Background material on the effects of
vegetation 1is presented in Sec. 5.3. Additional experimental data are
required if this topic 1s to be treated in a satisfactory quantitative manner.

9.6 PROPAGATION EFFZCTS ON MOBILE SYSTEMS

Two of the systems used as examples in Chap. 10 are mobile systems, and
the link equations for these systems include margins for propagation effects.

9,7 RADIO NOISE
9:7.1 Basic Relations

The system noise temperature, Tsys’ and the noise temperature, Tgs of the
receiving system of Fig. 9.17are given by

TsyS =Tyt (ﬂa - l)To + RaTR {9.34)
and

Ts = TAga + (1 - ga)TO + TR (9.35)

In these equations, T, is the antenna noise temperature, T is the attenuator

0

temoerature (taken here to be 290 K}, and Tp is. the receiver noise
temperature. The factor g, is the attenuator gain and has a maximum value of
one; the factor 2, equals 1/g, and has a minimum value of one. If there is ~o0
attenuation Tys = Ts = Ta *+ Tpe
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Figure 9.17. Noise temperatures of a receiving system.

The brightness temperature Ty, recorded when observing a nofse source Tg
through an absorbing region having an intrinsic temperature T; and causiny an
attenuation represented by e”* is given by

Tp = Tee™ + Ty(l - &™) (9.36)

Note that g, and e”' are alternative ways of representing attenuetion and that
if Tq = 0, Egs. (9.35) and (9.36) are identical in form. In the above three
equations, noise temperature is 'ised as a measure of noise pawer. To obtain &
value for noise power itself, multiply the temperature by Boltzmann's constant
Kk (1.381 x 10723 ,/K) and by the bandwidth B, The differences in Egs. (9.35)
and (9.36): when Tp = O Ties only in the fact that the attenuation of Eq.
(9.35) is considered to- be due to a transmission line or device whereas the
attenuation of Eqs (9.36) 1s that experienced by a wave in propagating through
an absorbing region of the atmosphere. In both cases the noise generated in
the absorbing medium is thermal noise.

In the case of a satellite receiving.system, Tp may be approximately
equal to T,. That is, the antenna noise may be primarily that due to an
absorbing region along the path possibly plus noise of distant origin that is
attenuated—by the abso;bing region. Actually other ncise sources, such as
terrestrial noise picked up by the antenna sidelobes and backlobe make at
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Teast a small contribution to Ty as well. 1In some situations the value of the
term Tse“ of Eq. (9.58) may be much smaller than that of the second term and

Tp=Ty (1 -e™) (9.37)
Also in some cases absorption may be negligible and then Tp =Ty = Tg.
Consider that a signal 1is propagating through an absorbing region, for
example a region where rain is falling. The signal.is attenuated by a factor
e~ or by Agg where A = 4,34 1, Also the antenna receives noise given by Eq.
(9.37) as Ty (L - ™), Vvalues of T; have been determined empirically and may
range from 260 to 290 K. The degradatfon in signal-to-noise ratio (C/X),
compared to the case when no rain is present is given by

T
. ~ 2

or

A(C/X)dB = AdB + 10 log —r— (9.38)

where T, 1s the system noise temperature in the absence of the absorbing
region and T, = Ty + Ty 1s the system noise temperature in the presence of the
absorbing region

The concept presentad here applies regardless of what the .absorptive
attenuation is due to (rain, clouds, or atmospheric gases). Note that the
magnitude of 10 log [(Ty + Ty)/Ty] depends on the relative magnitudes of Ty
and Tp. If Ty>> Ty, 10 Tog £(Ty + Ty)/T;] is small. For a Tow-noise system,
however, for which Ty {s small, 10 log [(Ty + T,)/T{] tends to be relatively
large and may be larger than Agg. Thus for low-noise systems.and for
attenuations up to about 10 dB, the degradation in the C/X ratio due to noise
may be larger than that due to attenuation. This result is illustrated by
Fig. 9.18 for T; = 280 K.

9.7.2 Noise -Sources
9.7.2.1 Extraterrestrial Noise

In the Tower decade of the frequency rahge of this handbook from 100 MHz
to 1000 MHz (1 GHz),_extraterrestrial or cosmic noise is the dominant type of
nofse. Atmospheric thermal noise clearly dominates above 10-GHz, and the
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frequency range from 1 to 10 GHz has the least noise of natural origin of the :
radio-~frequency spectrum,

The most intense extraterrestrial radio noise sources other than the Sun
are non-thermal and have positive spectral indices, which means that their
noise powers increase with wavelength and decrease with frequency. Figure
7.11 shows radio emission from that part of the celestial sphere of {nterest
to telecommunications utilizing geostationary satellites (declination angles
from +8.7° to -8.7°) and dincludes data for larger declination angles as
well. The plot is in celestial coordinates with declination angle & measured
from the celestial equator which is an extension into space of the Earth's
equator. Declination angles of + 8.7° correspond to the highest possible
: latitudes (i.81-3°) which can be used for communication with geostationary
j: satellites. For an earth station in the narthern hemisphere at a latitude
] of 6', the extraterrestrial noise received is that from a strip of sky behind
the satellite having a declination angle § given by

A

4 = -1 sin o' -
) = - tan [m—m—} (9-39)

and equals -6.3% for 0' = 40°, The fraction sin 8'/(6.6 - cos 0') is a ratio
of distances measured in earth radii, geostationary satellites being at 6.6
earth radii from the center of the Earth. By examination of Fig., 7.11 (or a
clearer original version) and from the accompanying discussion of Chap. 7, it
can be determined that the maximum nofse temperature at 250 MHz for an earth
station at a latitude of 40° that is communicating with a geostationary
satellite 1s 850 K., For other frequencies an equivalent blackbody temperature
T can be determined by assuming that T varies as £72*N yhere n s the spectral
index and can be taken as 0.75 for frequencies less than 250 MHz (Smith,
1982a). In addition, for microwave frequencies, the microwave background
temperature of 2.7 K should be included in TB, the total brightness
temperature. Thus for a microwave frequency f,

~2.75

+ 2.7 K (9.40)

f
. i
Ty(Fy) = Ty(fghl )

where fo = 250 MHz.

T




9.7.2.2, Atmospheric Thermal Noise

Thermal noise generated by the atmospheric gases, clouds, and rain is
related to attenuation in these same media by Eqs. (9.36) and {(9.37)} of Sec.
9.7.1. Knowledge of attenuations and the intrinsic temperatures of the media
allow estimation of noise temperatures.

Detailed analyses of the attenuation and noise due to gases (Smith, 1981,
1982b) and clouds (Slobin, 1981, 1982) have been prepared. Yalues of
attenuation due to gases are shown in Fig. 3.11 and discussed in Sec., 9.3,
Table 5.3 provides some data on attenuation an’ atmospheric thermal noise due
to clouds, and Table 7.1 presents more detailea information on the same
topics. For many purposes the attenuation and noise due to the gases can be
neglected for freguencies of 10 GHz and lower, but for low-angle paths and for
coordination-area analyses the effects of oxygen may need to be taken into
account. As discussed in Sec. 9.5, the effects of clouds may need to be taken
into account for frequencies of 10 GHz and somewhat lower.

9.7.2.3 Terrestrial Noise

A principal consideration about terrestrial ncise is that the receiving
antenna of an uplink to a satellite points at the Earth which has commonly
been taken to be at a temperature of 290 K. Evidence is accumulating,
however, that the brightness temperature of the Earth may be considerably less
than 290 K. The receiving antenna of a downlink from a satellite points at
the sky but nevertheless picks up at least a small amount of terrestrial
noise, ranging from onre or a few degrees for a very-high-quality antenna to
tens of degrees or more.

Example 9.8 Decrease in Signal-to-noise Ratio Caused by Absorbing Region

a. Consider a receiving system with a system noise temperature Tsys =Ty =
100 K in the absence of attenuation along the transmission path. Assume
next- that an attenuation of 1 dB occurs along the path in an absorbing
region where the intrinsic temperature is 280 K. Because of the absorbing
region Tsys increases to a new value Tp. This example demonstrates how to
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calculate T, and the total decrease, /KC/X)dB, in signal-to-noise ratio.
The relation between v of Ty = T;(1 - e™') and attenuation A 1n dB is

. o
3y
this case v = 1/4.34 = 0.23 and ™' = 0.794, Thus using Ty = T4(1 - e™*)
Tp = 280 (1 - 0,794) = 57.6 K
from Eq. (9.38)

A(C/X)dB =1+ 10 log 100 + 57.6

=1+ 1,98 = 2,98 dB
Next determine (C/X)4g for the extremely Tow value of T, of 25 K, with
conditions otherwise-as in part a. Now

(C/X) g = 1 + 10 Tog 25—;33&

=1+5,19=6.19 d8

For the very-low-noise system of part b, the total degradation iA the C/X
ratio is over six times that due to attenuation alone, and even for the
Tsys of 100 K of part a. the total degradation is three times that for
attenuation alone.

For the attenuation due to rain of 2.49 dB of Example 9.5, assuming Ty =
100K,

. 2.49 ~T .
T = m = 0.574 and e = 0-563

Then

and

Tp = 280(1 - 0.563) = 122.24

(C/X) g = 2.49 + 10 Tog %&3"

2.49 + 3.47

n

5.96 dB
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APPENDIX 9.1
DETERMINATION OF EL USING DIPOLE MODEL

In this-appendix, a procedure is described for determining a value of § ,
for estimating Faraday rotation as a function of {onospheric TEC. The
procedure can be applied to any ionuspheric -height; it fs recommended that the
value at a height of 400 km be used in the absence.-of information pointing to
a different choice. For a particular earth-station location and path, the
geographic latitude and longitude of the intersection of the path with the
400 km height level Can be determined by graphical or other means.

The dipole model may be described by assuming a scalar magnetic potential
V given by V = -M cos 0/r2, where M 1s dipole magnetic moment, ¢ is the angle
measured from the dipole axis, and r {is the distance from the center of the
Earth. Then F = -v¥, where F is the total maynetic flux density vector and
has a vertical component Z given by Z = 3¥/or = 2 M ¢os G/r3 and a horizontal
component H given by K = %-%% = M sin O/r3 . The dipole axis should ideally
pass through the observed north and south magnetic dip poles but their
positions, which vary with time, are not directly opposite from each other or
consistent with a purely dipole field. The north magnetic dip pole 1is near
EVlef Ringnes Island in the Canadian Arctic. The axis of the dipole model
that best approximates the observed field overall intersects the Earth's
surface at different locations, namely the north and south geomagnetic
poles. The north geomagnetic pole 1s 1in Greenland, very close to the
northwest coast. Its position was taken to be 78.3%N and 69% 1in 1965

and Newitt (1982) give values of 78.8°N and 70.9%.

Rather than specifying a value for M, the magnetic moment, the
expressions for Z and H can be given in terms of By, the magnetic flux density
at the Earth's surface at the geomagnetic equator. They then become

a3
1=28, (‘F“‘) cos @ (A9.1)
and

H = 8, (&) 3sin 6 (A9.2)
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(Davies, 1965). 1In a 1982 paper on the magnetic poles of the Earth, Dawson




Fo= (4 + 22)1/2 (A9.3)

Eg where a is the Earth's radius (mean value about 6371 km). Substituting the
E; expressions for H and 7 into Eq. (A9.3), it becomes
% ' F =8y (—?7:)3 [s1'n2 o + 4 cos® (}]]/2

= By (—%—)3 [sin®0 + 3 cos?o +1 - sin2(>]1/2

= By (<293 11 + 3 cos? 0 1172 (A9.4)

Equations (A9.1), (A9.2), and (A9.4) refer to the angle 0 measure from the
polar axis, but for some purposes it is more convenient to use the magnetic
Tatitude ©0', which 1is measured from the magnetic equator, In terms of
latitude, ¢', the expressions become

BN UL LIS

2 =28y (293 sin o’ (A9.5)

H = By (8- cos o' (A9.6)
and

FeBy (293 [1+3sin001"/2 (A9.7)

If in Eq. (A9.7) F is held constant, it develops that the radial coordinate r
corresponding to a particular value of F is given by

r=k'all+3sin?o'3/0 (A9.8)
where
k' = (By/F)1/3

The quantity F represents the magnitude of the total magnetic flux
density. To obtain a plot showing the direction of the magnetic flux density
vector (or showing the magnetic flux lines), note that the direction of the
vector at a particular point is as indicated by

dr _ 17
BT {A9.9)
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where an fncrement of length along a field line, d%, has a component dr in the

radial direction and a component rd¢ in the horizontal direction. Rearranging
Eq. (A9.9) leads to

%‘ihé-. do = 2 coto do (A9.10)

Integrating this expressfon from the point on the-geomagnetic equator where r .
=ka tor=rand fromo =49/2 to

r 0
9; = 2 cote de
ka /2
d

i Eg“ =250 sin o = e sine

an

from which

r = ka sine (A9.11)
or, in terms of latitude o',

r = ka cos? o (A9.12)

Note that a particular field line that crosses the equator at r = ka will
intersect the Earth's surface at cos o' = (1/k)L/2,

An additional parameter describing the Earth's magnetic field is the dip
angle 1 which can be determined from

tan I = ~é— =2 cot® = 2 tan @' (A9.13)

To estimate the value of BL for a particular path, one can- first
determine the geographic coordinates of the point where the path intersects
the 400 km height level. ~Then one can convert the locations of the- ground
station, the 400 km intercept, and the satellite to the spherical coordinates
of the Earth's geomagnetic field.. The_applicable relations are

1 a i 4 i + - _
sin oy = sin 8y sin oy + cos 8g cos 6y cos(eg - ¢p) (A9.14)
and . ( )
cos 6' sin (¢; =~ ¢
sin ¢ = g i f (A9.15) —
cos 8
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where the primes represent latitudinal quantities, oy 1s the magnetic latitude
of the Tocation of interest, ()é ts 1ts geographic latitude, u é is the
geographic latitude of the north geomagnetic pole (the intersection of—the
dipole axts and the [arth's surface), ¢, is the magnetic longitude of the
location of interest, ¢q is its geographic longitude, and ¢p is the geographic

longitude of the north -geomagnetic pole.

Having expressed all quantities in magnetic coordinates [previously the
subseript. m was not used but Eqs. (A9.1)-(A9.13) are all in magnetic
coordinates], one can then obtain-vector representations of d, the path from
the earth-station to the satellite and F, the total geomagnetic field at the
400 km fntercept. One can then determine the angle between the magnetic field
and the path at 400 km by using

Fd cos GB = F'd (A9.16)

where 95 is the angle desired and F°d is the scalar dot product of vectors,
The magnetic field F and the locations of the satellite (S) and the earth
station (G) can be most conveniently described in spherical coordinates
initially, but to find d = § - G and to take the dot product they are
converted to rectangular coordinates by use of

a. = sine cos ¢ a, +sino sin¢ a, +coso a, (A9.17)

a,= Cos 6 cOs ¢ a, + COSO sin ¢ ay - sine a, (A9.18)
for F and

x=1r sind cos¢ (A9.19)

y = r sing sin¢ (A9.20)

2 =r Ccos b {Ag.21)

for the locations of ‘the earth station and satellite. Note that in these.
expressions 0 is colatitude,- the polar angle of spherical coordinates, rather

than latitude o' (8' = n/2 - ). Once the magnitude of F and the angle 6y are-
known one has § L from

EL = F-cos 04 (A9.22)

As shown by-£q. (9.2), Faraday rotation is proportional to E[ and TEC
and inversely proportional to frequency squared. Section 9.2.2 considers the
value of the TEC,
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CHAPTER 10
SPACE~COMMUN ICATEONS SYSTEM DESIGN

10.1 INTRODUCTION
10.1,1 Performance Requirements

The role of propagation phenomena- in earth-space telecommunications
system design is 1illustrated in this final chapter, and it is necessary to
inciude consideration of related aspects of design as well., The propagation
Toss L and the system noise tgmperature—Tsys, introduced in Chap. 1, appear in..
the telecommunication —1ink power budget equation, and reference to system
design in this chapter refers primarily to formulation of link budgets. In
earlier.chapters, including Chap. 9, Estimation of Propagation Impairments,
this handbook treats additional topics, including time and range delay, phase
advance and Doppler frequency, and refractive bending. Also Chap., 8 is

devoted to propagation effects on. interference and determination of coordina-
tion area.

The system designer may have the function of meeting system requirements
posed by the user, but in the process of attempting.-to do so it may -develop
that the requirements present problems- and may need to be modified. To mini-
mize this possibility; i1t i3 advantageous for the system designer, or-someone
with experience with system design and performance, to be involved in specify-
ing the requirements. The design of .a.complicated system like a telecommuni-
cation system, however, is in any case largely an iterative process, starting
with a preliminary design, rather than a true synthesis. The amount of
readily available information dealing specifically with system design. is
Timited. One useful treatment of the subject has been provided by Ippolito,
Kaul, and Wallace (1981) 1in the final chapter—of NASA Reference Publication
1082 for the design of systems operating at frequencies from 10 to 100 CGHz.

Some minimum signal-to~noise ratio is needed for satisfactory operation
of a telecommunications-system, and information must be available or a deci-
sion must be reached in some way as to what this value is. [We wi1i use C/X
generally as in Eq. (1.6) for this ratio but certain related quantities may be
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i used instead 1in particular casesl.. Because of the characteristics of the
‘ —_— propagation medium, C/X tends to be a random variable and, as 1t {s usually
impractical to design a system so the C/X never- drops below any particular
desirabie Tevel, a specification should norm2ily be made, if possible, of the.
permissable percentage of time for which (/X may be below the desired level.

i'- This specification also defines the signal availability, namely the percentage.
| C - of time that a specified C/X ratio should be available.- Alternatively, or
additionally,-a~specification may be made concerning outage, such as the mean

outage duration, the distribution function applying to the time until the next

‘ cutage, etc. In some cases the statistical nature of the phenomena affecting
S C/X may not be known, and it may not be possible to design a-system to have a
~-predetermined availabiiity or specific outage characteristics. In such cases,
one may nevertheless need to estimate the margins to be provided for the
phenomena under consideration. For example, a margin- of so many dB must be-
allotted in some cases to take account of the reduction in signal Tlevel
associated with ionospheric scintillation or multipath fading due to reflec-
tions from terrain even though a satisfactory statistical description of these

phenomena may not be available,

10.1.2 Digital Systems

For digital systems performance quality is generally measured in-terms—of
the bit error rate (BER), and the BER is.a function of the energy-per-bit to
noise -~power -density ratio, Eb/No' {When referring specifically to digital
systems, we will.use N, instead of the X, of Chap. 1 and elsewhere). The
emiergy per bit Eb is related to C, the carrier power, by

where R is the information rate in bits per second. Therefore,
By ¢
N NR
0 0

(10.2)

- Equation {10.2) shows that C/N, = REy/N, and that if bandwidth B equals”
bit rate R, Ey/Ny = C/NSB = C/N (same quantity as C/X).-More generally C/N =
Ep R/NGB. The ratio R/B depends on the type of -modulation and coding used.
For uncoded binary phase-shift modulation (BFSK) employing phase values of Q°
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and 180°, B may be- equal-to R. For uncoded quadriphase modulation (OFSK)
employing phase values of 0°, 90°, 180°, and 270°, the bandwidth B may he only
half the bit rate R, as fer each phase there are two corresponding hits
(Feher, 1983; Freeman, 1981)., Coding of digital transmissions s used as a
means of minimizing errors or to reduce the needed Eb/No ratio and therefore
the power C needed for a fixed BER. Coding involves adding redundant symbols
to an information symbol sequence and requires additional bandwidth. beyond
that of the original uncoded signal..—The ratio of the number of information
bearing symbols to the totel number is known as the rate of the code and has
values such as 3/4, 2/3, ete., with 1/3 usually being the minimum value of the
rate that is used. A number of error correcting codes and procedures for
decoding at the receiving terminal have been devised. Convolutional coding
and Viterbi decoding (Heller and Jacobs, 1971) are widely used. The perform-
ance of a Viterbi decoder depends upon the rate R, the number K of consecutive
information bits encoded (e.g., 4,. 6, or 8), the levels of auantization Q (1
to 8), and path tength (e.g., 8-, 16-, or 32-bit). Figure 10,1 shows #1lus-
trative plots of BER versus E /N, for Viterbi decoding and for no coding.,

10.1.3 Analog Systems

The allowable noise in analog systems used for voice comumunications may
be specified in pWOp,.standing for noise power in picowatts (pW) at a point of
zero relative level (0) with psophometric weighting (p) utilized. We consider
here how the system designer, given the permissable value of pWOp, can deter-
mine the corresponding minimum signal-to-noise ratio C/X.

In Recommendation 353, the CCIR (1978) advises that the noise power at a
point of zero relative level 1in any telephone channel used in FOM-FM (fre-
quency division multiplex-frequency modulation) telephony in the fixed satel-
Tite service should not exceed the following values:

10,000 pWOp psophometrically-weighted one-minute mean power for more than
20 percent of any month

50,000 pWOp psophometrically-weighted one-minute mean.power for more than
0.3 percent of any month

1,000,000 pWO unweighted power (with an integration time of 5 ms) for
more than 0.01 percent of any year.
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For RF levels above the FM threshold—{commenly 10 dB ahove the noise
level), the noise expressed in pWOp can be related to carrier power C by (GTE,
1972)

10 Yog pWOp-= - Cugy - 48,6 +-F gy - 20 Tog Af/fey (10.3)

where F is the receiver noise figure, Af is the peak frequency deviation of
the channel for a signal of test tone level, and f., 1s the center frequency
occupied by the channel in the baseband,

Solving for-Cypy, and then subtracting 10 log kT =10 Tog KkTg * Fgp =
-174 dBm + F g for Ty = 290 K, yields *

(C/Xg)gy = (C/KT)gg = 125.4 - 20 log Af/fcy - 10 Tog pHop  (10.4)

For determining C/X, use X = X,B where B is bandwidth. Values of 20 log
af/fe are given in GTE (1972) as -1.82 dB for an 120-channel system with
emphasis, ~9.2 d8 for a 300-channel system with emphasis, etc.

10.1.4 Allocation of Noise and Signal-to-Noise Ratio

A communications satellite system consisting of an uplink and a downlink
is subject to thermal noise generated in the uplink and -downlink, to inter-
modulation noise generated in the satellite transponder in an FOMA system, and
to interfering signals which may bde received on the uplink or downlink or
both. Considering all the individual noise sources to be additive at the
downlink receiver input terminal, the ratio of carrier power C to total noise

density (Xq)p 1s given by

0
C . (10.5)

G, Tl DT (gl e ),

where (XO)D is generated in the downlink, (XO)IM represents intermodulation
noise, and (X,); represents interference noise. The quantity (Xj)y; is derfved
from but not equal to the noise (XB)U at the satellite (uplink) receiver input
terminal. In particular (X )y = (Xg)y ¢/Ly where g is the gain of the satel-
lite transponder and L, 1$ the total downlink loss factor (defined so as to be
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greater than unity). Starting from. Eq. (10.5), 1t can be shown by a process
of algebrafic manfpulation that

"*1 o 1 + 1 N 1
TC/T;S (7R T /%) '(m'o'y
T u N M

+

1
Tﬁ?Y;Y; (10.6)

The ratio (C/XO)T appears a8t the. downlink receiver input terminal; the ratio
(C/XO)D would be observed at this location {if the input signal for the down-
1ink was nofseless and fnterference riofise was negligible. The ratio (C/Xy)y
applies at the satellite--receiver fnput (uplink) terminal- ard.--also at the
downlink (earth station) receiver input terminal if the Xo in the latter case
is recognized as (XO)U mentioned above. [The values of C at the two locations
are related in the same way as (Xoly and (X'g)y.]

If one knows the values of all of the terms of Eq. (10.6) but one, that
unknown quantity can be determined trom Eq. (10.6).

The noise contributions to a satellite system can be divided or allotted
in varfous ways. The total allowable noise of 10,000 pWOp s separated in the
INTELSAT system nofse budget into the three major categories shown below.

Space segment 8,000 pwWop
Earth stations 1,000 i
Terrestrial interference 1,000

Total noise 10,000 pWOp

By the space segment, reference is made to noise in the uplink and down1{nk,

intermodulation noise generated in the satellite transponder, and interference
other than terrestrial-interference.

10.2 DIVERSITY RECEPTION

Diversity reception of several types, most prominently site diversity,
space diversity, and freguency diversity, may be advantageous for particular
applications. For satellite communications site diversity can be used to
reduce the effect of attenuation due to rain. Site diversity takes advantage
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of the fact that high rain-rates fend “to occur only dver arcas of limited
extent. For example, the probab111ty that rain rates greater than 50 mm/h will
occur Jointly at two locations 20 km apart is reported to be. about 1/15th the
probability that a rain rate greater than 50-mm/h.will occur at one location
(Miya, 1981), Most interest in site diversity has been directed to frequen-
clies above 10 CHz for which attenuation due to rain is most severe (Ippolito,
Kaul, and Wallace, 1981].

For terrestrial 1line-of~sight paths, space and frequency diversity are
used to combat fading due to atmospheric multipath fading and reflections. from
surfaces (GTE, 1972). The form of space diversity most commonly used involves
vertical separation of two receiving antennas on the same tower.

The performance of a diversity system can be characterized by diversity
gain and diversity advantage, which are shown in Fig. 18:2. Diversity gain is
the difference in dB, for the same percentage of time, between the attenuation
exceeded on a single path and that exceeded jointly on the two paths to two
sites. Uiversity advantage is defined as the ratio of the percentage of time
that a given attenuation is exceeded on a single path to that exceeded jointly
on two paths.

Site diversity to minimize the effects of attenuation due to rain may be
useful for critical applications at frequencies.below 10 GHz (but above about
6 GHz) but must be weighed against the alternative of providing a margin to
cover the expected attenuation. For the higher attenuations and consequently
the higher values of diversity gain and diversity advantage that tend to be
encountered at higher frequencies, the advantage is more apt to be on the side
of site diversity.

Likewise, space diversity may be helpful on low-angle satellite paths
where atmospheric multipath fading or reflections  from sea or land surfaces .
are a problem. An example of this type is provided by the Canadian arctic
where, in the 6/4 GHz band, a space diversity system involving two arctic
receiving sites is expected to reduce the required propagation margin from 20
to 8 dB (Mimis and Smalley, 1982)
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Figure 10.2.
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are employed 1in a diversity - system (Ippolito, Kaul, and
Wallace, 1981).
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O3 TELECOMMUNICATION LINK BUDGETS

Provision of a satisfactory signal-to-noise ratio for a specified per-
centage of time is the aspect of-system design that is treated here, and the
Hink power budget cquation 1s used for this purpose. The equation may he
written for (;/kTsyS = L/%, where C 1s carrier power (W), k 1s Boltzmann's
constant (1,38 x 10723 J/K), and Tsys 1s the system noise temperature (K).
The ratio G/X, 1s referred to as the carrier power to noise density ratio, as
k Teys 1s the noise power in & i Hz bandwidth. To obtain C/X, the carrier
power to nofse ratio in a bandwidth 8, one can simply divide C/X, by B as X,
the noise power in a bandwidth B, equals k Tsys B. The quantity (/Xy was
introduced in Chap. 1 where it was written in the form of

C EIRP GR

R Al et s 118.7)
Sys FS™ 'sys

where LIRP stands for equivalent isotropic radiated power, Gp is the gain of
the receiving antenna, Lpg 1s the free space bacic transmission loss, and L is
a loss factor defined to be greater than unity for a true loss. The propaga-
tion medium plays a major role in determining L and Tsys’ and Eq. (10.7) shows
that C/X, varies inversely with L and TsyS' In carrying out telecommunication
systems design, one works in detail with the expression for C/Xq (or C/X)
usually expressing it in decibel form-and carefully considering the factors
contributing to L and Tsys' Attention must be given to both the uplink and

downlink as they both affect the C/X0 ratio observed at the downlink receiver
input terminal.

For applying Eq. (10.7), it is customary to convert to decibel values.
Foltowing this practice

(C/XO)dB 2 (pT)dBW + (GT)dB + (GR')dB - kdBN (10.8)

- (Lps)dp =~ Lap = (Tgys)as

where for k we have used Boltzmann's constant times 1 K times 1 Hz (-228.6 dBW)
so that Tsys and B, the bandwidth, are then treated as being nondimensional.
Equation (10.8) 1s often written with (PT)dBw and (Gr)yy combined into
(EIRP)4py and with (Gp)yp and (Tsys)dB combined into (GR/Tsys)dB’ which 1is
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considered as a figure of merit of the receiving system. When the terms are
combined as indicated, the resulting form is

€/ gn = (EIRP)guy = (Lpslay = bap = kasw * (G/Tsyslay ~ (10.9)

When referring specifically to digital systems, we use No in place of X, hut
the meaning is the same.

The treatment of telecommunication power 1ink budgets here is primarily
by example. The first example, 10.1, {llustrates some of the basic types of
calculations pertinent to 1ink budgets, and the second example deals with a
hypothetical system operating at 8.5/8.0 GHz. Following cxamples deal with
particular systems using values quoted in the 1iterature.

Example 10.1 System Concepts

Some of the basic calculations pertinent to system design and operation
are 11lustrated in this example,

1. System noise temperature, TSys

The system noise temperature, Tsys’ is a neasure of nofse power as X,
the noise power density or noise power per Hz (same as No) equals k Tsys where
k is Boltzmann's constant (1.38 x 10-23 J/K), Also X, the total noise power,
equals k TsysB where B is bandwidth., System noise temperature is defined at
the antenna terminal as suggested in Fig. 10.3, which shows an antenna having
a noise temperature of Ty, a lossy transmission 1ine at the stanuard reference
temperature T, (taken here as 290 K), and a receiver having a noise tempera-
ture of Tp.

——

Figure 10.3. Receiving system, with location of TSys specified.
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For the receiving system of Fig, 10.3, Tsys 1s given-by

Tsys = Ta * (%a'l)To e Ty

To i1lustrate the calculation of Tsys’ Tet Tp equal 100 K and Tp equal 50 K
and consider that the transmission 1ine has a loss of 1 dB. In the expression
for Tsys’ g % l/ga where 92 1s less than unity and is the power “gain" of the
transmission 1ine, considering it as a Tossy attefivator. The relation between
95 and attenuation A in dB is

'AdB =10 ]Og ga
and for A =}
-1 = 10 log 9a

9a 0.794

)
3

a = 1/0, = 1.26
Substituting values inté the expression for Tsys

Tsys = 50 + (1.26-1) 290 + 1.26 (100)

b4

50 + 75.4 + 126

251.4 K

Note that if there were no attenuation between the antenna and receiver ga and
fa would equal unity and Tsys would equal Ty + Tp = 150 K,

The nofse nower density Xo corresponding to Tsys = 251.4 K is given by

><
n

o

—
n

-23
0 sys = (1.38 x 10723) (51,4

3.47 x 10721
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and
(Xgdgpy = 10 Tog (3.47 x 10721) = _204.6
Also
(Xo)gpm = ~174.6
Thus X, 1s 204.6 dB below onc watt (W), and 174.6 dB below one milliwatt (mW).
2, Autenna gain, G

The gain of an antenna having an effective aperture area Aasr s given by
9
4 Ae
)2

ff

where ) is wave'ength., The effective area equals the geometric area times an
efficiency factor x which generally falils between about 0.5 and 9.7. To
illustrate the calculation of G consider a freauency of 3 GHz, a paraboloidal
antenna having a diameter of 3 m, and an efficiency factor of 0.54. The wave-
length A = 3 x 108/3 x 109 = 0.1 m and

nd2 m9
Repf = (=) =5 (0.54) = 3.817 n?
Thus
4r(3.817) _
o = 4797
and

Ggp = 10 log G = 36.8°
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3.  Distance and elevation angle of geostationary satellite

Cunsider a receiving earth station at 650N and a geostationary satellite
on the same meridian. The dfstance d between the station and sateilite is
aiven by (Eq. 1.13).

a? = rg + (h + ro)2 - 2ro(h + ry) cos 0'

where r, is the earth radius, h 1is the height of the satellite above the
é _ tarth, and ¢' is latitude. Thus

.| @2 = (6378)2 + (35,705 + 6378)2

- 2(6378) (35,785 + 6378) cos 650

d = 39,888.6 km

To determine the elevation angle, the folldwing expression (Eq. 1.15) can be
solved for y which equals the elevation angle 6 plus 90°

(h+rg)? = g2 + rg - 2rqod cos y
(42,163)2 = (39,388.6)2 + (6378)2
- 2(6378) )39,888.6) cos y
cos ¥ = - 0,2868
¥ = 106.67°
6 = 16.67°

If the earth statfon were displaced by 10° from the longitude of the
satellite then in place of cos 8' = cos 65° = 0.4226 one would use ¢os 65° cos
10° = 0.4162. The result would be that d = 39,931,9 km and 6= 16,24, If
the difference {n longitude were 209, the-distance would be 40,060 km and the
elevation angle would be 15.00°,

<~
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Example 10,2 Link Power Budget Equation for ltypothetical 8.5/8.0 GHz System

For an example of a link power budget, consider a hypothetizal analog
system using 8.5 GHz for the uplink and 8.0 GHz for the downlink. The system
has a performance objective .0f .99.99 percent availability in an environment in
which a rain rate of 35 mm/h {s exceeded for 0.0l percent of the time, The
elevation angle of the..path is taken as 420 which allows using the results of
Example 9.5 for attenuation due to rain. A small earth-station antenna which
would be suitable for a portable system 1s considered.

The distance d to the satellite correspornding td the elevation angle of
420, can be found from Eq. (1.15),

(h+ry)% = d2+rZ .- 2rdcos v

withy = 420 + 900 = 1320 and turns out to be about 37,600 km. Ordinarily one
would start with a particular location to find the value of d and then find y,
but here we have determined a value of d consistent with an elevation angle of
429. Knowing d, (Lgg)yn, the free space loss can be determined from

(Lpshap = 20 109 (52

and is found to be 202.55 dB for 8.5 GHz and 202.02 dB for 8.0 GHz.

To formulate a link equation, some initial assumptions must be made about
the characteristics of the equipment to be utilized, the required C/X ratio,
the needed bandwidth, etc. The initial assumptions may later need. to be
modified., We assume a minimum overall or composite C/X ratio of-10 dB, a
bandwidth B of 5 MHz, a 3-m portable earth-station antenna having an effi-
ciency factor of 0.54, Tsys = 300 K for the earth station,-and GR/Tsys= ~-10 dB
for the satellite.

Allowance is made for a carrier-to-interference ratio of 1& dB, as well ‘
as-—for—thermal noise on the uplink and downlink. The C/X ratfos for the f

i0-14




uplink and downlink could be chosen to be equal, but it is easier to supply
relatively high power for the uplink so & somewhat higher C/X ratio is chosen

- for it, The combination of (C/X)y = 15 dB for the uplink, (CAX)p = 13 dB for
the downlink, and 18 dB for C/I qives an overall or composite ratio of 10,11
dB, thus satisfying the reguirement of 10 dB. As ordinary numbers, the four
ratios are 31.62, 19,95, 63.10, and 10.25, corresponding to 15, 13, 18, and
10.11 dB respectively and consistent with Eq. (10.6) without a contribution
for intermodulation noise, namely

1 1 1 1
= + +

(C/X)T (C/X)U TC/X)D (C/X)I

j Substituting numbers

1 1 1
o787 © e T T Y O€%.0%%

Uplink (8.5 GHz)

Attenuation due to rain is taken to be 2.49 dB (from Examzle 9.5),
gaseous attenuation is assumed to be 0.1 dB, and the pointing error loss is
taken as 0.3 dB. The gain of the transmitting antenna is calculated from Gy =
4nAeff/>.2 (Example 10.1, Sec. 2) to be 38,558 ur 45.86 dB. At this stage the
needed transmitter power Py can be determined by rearranging Eq. (10.9) to

give
(EIRP)gay = (C/%o)ag * (Leslas * Lap * kagw = (6p/Tsys)as
where

(C/XO)GB' = (C/X)dg + BdB

The quantity B is bandwidth which is 5 MHz and Bgg = 67 dB (relative to 1
Hz). Thus

(C/Xg)gg = 15 + 67 = 82 B
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Substituting numbers into the equation for EIRP,
(EIRP)gpy = 82 + 202.55 + 2,89 - 228.6 + 10
= 68.84 dBW

where

(EIRP) o1y

n

Pr)agy + (67)gg

so that
68.84 = (PT)dBw + 45,86

Finally PT = 22.98 dBW =~ 200 W. The various system parameters are -summarized
in Table 10.2A.

Table 10.2A
Uplink (8.5 GHz)

Transmitter Power, Pr 23 dBW (200 W)
Antenna Gain, GT 45,86 dB
EIRP 68.84 dBW.
Free Space Loss (Lgg) 202,55 dB
Losses (L)
Attenuation due to rain 2,49 dB
Gaseous attenuation 0.1 dB
Pointing error..- 0.3 @8
Total 2.89 dB
Satellite GR/Tsys ~10 dB
C/X 15 d8
C/Xy 82 d8
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Downlink (8.0 GHz)

The gain of the receiving antenna for the downlink (same antenna as for
the uplink) 1s calculated to be 34,169 or 45,34 dB, The system noise tempera-

ture Tsys is taken to be 360 K or 24,77 dB above 1K in the absence of attenua-
tion due to rain, and the GR/TSys ratio 1s thus 45.34 - 24,77 = 20,57 dB. The
assumed radin rate of 35 mm/h introduces an attenuation of 2.092 dB and an
additional contribution to the noise temperature given by

Ty = 280 (1 - &™) = 280 (1 - e~2:09/4.34) = 07,1 k

The total degradation i C/X due to rain is then given hy

(C/X)gg = 2.092 + 10 1og 2T:L 2300
= 2,092 + 1.325
= 3.02 B

Gaseous attenuation of 0.1 dB and a pointing error loss of 0.3 dB are as-
sumed. SoTving for EIRP and Py in the same way as for the uplink

n

(EIRPI gy = (C/Xo)gg * Bag *+ (Lps)gp

*leg  * kapw - (GR/Tgysiap

13 + 67 + 202.02 + 3.82 - 228.6 - 20.57

36.67 dBw

At this point it is necessary to have information on or to make an assumption
about the gain-of the transmitting antenna. Taking this gain Gr as 24 dB, the
transmitter power Pr §s given by

36.67 - 24 = 12,567 dBM
20 W

(P1) dgw

I3

System parameters are summarized in Table 10.28B.
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Table 10.7B
Downlink (8.0 GHz)

t

WL AN ARG YL LY

Transmitter Power, Pr 13 dBW (20 W)
Artenna Gain, Gr 24 DB
EIRP. .. 37 dBW
Free Space Loss (Lpg) 202,02 d8°
Losses (L}

= Attenuation due to rain 2.09 dB

3 Gaseous attenuation 0.4 dB

3 Pointing error 0.3 B

% Total loss 2,49 a8

3 Antenna Gain, Gp 45.34 B

%} Tsys 24.77 -dB (300 K)

{i GR/Tsys 20.57 dB

P Increase in noise due to rain 1.32 dB
C/X 13 dB
C/Xg 80 ds

Example 10.3 LMSS System

As an example in the UHF band, we consider the planned analog Land Mobile
Satellite System (LMSS) (Naderi, 1982). This system will utilize the 806-890
allotment for the satellite-mobile and mobile-satellite links and the S band
for satellite-base station and base statfon-satellite links. For the UHF
1inks, a design has. been prepared for a large (55-m) multibeam (87-beam)
? . of fset-refiector antenna on the sateliite with the separate beams formed by
% the use of 134 microstrip-patch feed elements excited in clusters of 7. The
? 87 beams would provide coverage of the entire conterminous 48 states (CQNUS)
of the United States. VUse of the UHF band provides a satellite system which
is compatible with the cellular mobile radiotelephone system presently in use
on a limited basis in two metropolitan areas and due for expansion to other
urban areas. At UHF, 95 voice -channels would be available per heam, each
requiring a 10.2 kHz bandwidth with a 15 kHz channel separation and_a total
bandwidth per beam of 10 MHz. The initial system to be used for testing the
concept, hawever, may. have a much smaller number of beams and channels. The
satellite-to-mobile 1ink operating for design purposes at 871 MHz is the most
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critical of the four links, and the items entering into the power 1ink hudget
for--this 1ink are shown in Table 10.3A. Some of the points in the following
discussion refer to 1ine items of this tahle,

Down'1nk

The required total or-overall C/X ratio {s taken to he 10 dB, and the
required minimum C/I carrier-to-interference ratio is 17 dB. Analysis of
intermodulation noise indicates that a 25 dB carrier-intermodulation noise
ratio is expected. To infitiate the 1ink design process, a 20 dB (C/X)U ratio
(carrier-to-thermal nofse ratic for the uplink) is assumed. Using the rela-
tion of Ea. (10.6) but applying 1t to C/X = C/EX,B), it is determined that
(C/X)p (for the downlink) must be 11.8 dB in order-for the carrier-to-overall
ratfo to be 10 dB (Line item 1), For designing the Tinks (up and down at UHF
and up and down at .S band), the 1ink budget in all cases begins-with the
carrier-to~noise requirement at the receiver terminal and progresses backwards
te find the needed transmitter power.

A number of the losses shown in Tables 10.3A are equipmental {in nature or
due to the fact that the system is a mobile system. For example a 4 dB loss
is shown to account for a mobile receiver not being at the center of a beam
but at a point of minimum signal. {(Line item 14). Also losses of 2 dB and 1 dB
represent pointing losses for the mobile and satellite antennas respectively
(Line ftems 15 and 16). The mobile antenna has a maximum gain of only 5 dB
and a correspondingly large beamwidth but the antenna may not always be
pointed towards the satellite as the mobile moves uphill and downhill. The
satellite antenna has a pointing stabflity of 0.04 deg but at a point at the

edge of the coverage area of a beam a pointing error of 0.04 deg could cause a
loss of 1 dB.

For system nofse temperature Tgyq the use of such a large antenna beam-
width for the.mobile receiver indicates a minimum_antenna temperature Ty of
290 K. In addition the LMSS must provide satisfactory performance in suburban
areas where man-made noise would be encountered. A value of Ty of 1.€(290) or
464 K as suggested in the ITT handbook {ITT, 1968) is used for this reason
{Line item 4). Taking into account also a receiver noise figure.-of 2 dB and
2.25 d8 for fnput circuit losses gives a T g of 991 K or about -30 dB (rela-
tivel to 1 K),
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For propagation losses, the following considerations apply. At UHF free
quencies attenuation and depolarization due to- precipitation are negligible.
Circular polarization is wused, and Faraday rotation is not a factor.
Tonospheric scintiilation is most severe at equatorial and auroral latitudes,
and the design 1is for the conterminous 48 states. (CIR Report 884  (CCIR,
1982) gives the data of Table 9.2 for mid-latitude fading due tou fonospheric
scintillation. The smallest percentage of time shown in the tahle 1s 0.1, far
which the fade depth 1s 1 di for 500 MHz and 0.3 dB for 1000 MHz. Thus-the
800-900 MMz frequency range is sufficiently high that scintillation effects
should not be severe, and as-the arade of service for the LMSS calls for a two
percent probability of system overload an allowance for fonospheric scintiVla-
tion has not been included among the losses., Observations of peak-to-peak
scintillations of 18, 10, 15, and 3.5 dB at 136 MHz and 1.7, 4, and 14 GHz
respectively in and around Japan (Minakoshi ei al., I1981), however, indicate
that ionospheric scintillation may--need to be taken into account in some
system designs at temperate latitudes, especially 1if a high grade of service
is required.

Mobile operations are subject to fading due to multipath reception in-
volving interference between rays following direct paths and rays reflected
from the Earth's-surface. On the basis of measurements made by use of the
ATS-6 satellite {Anderson et al., 1981; Hess, 1980; CCIR, 1982b) a 5 dB margin
for multipath effects has been utilized in the LMSS design (Line item 13). No
allowance has been made for shadowing, as it has been concluded that it is
unreasonable to provide service where a line-of-sight path does not exist
between the mobile and the satellites

Uplink

For the uplink opearting at 826 MHz, many of the same considerations-
apply. A 20 dB (C/X)y ratio at the satellite was assumed at the outset. This
ratio 1s achieved by using a mebile antenna gain of 5 dB and a transmitter
power per channel of 2.45 V or 3.9-dBW. The system noise temperature Tsys (or
effective receiver temperature, Line item 4) is 580 K rather than 991 K. A
principal reason for the difference is that the mobile receiver is assumed to
operate -in a 464 K suburban nofse environment whereas the satellite receiver
is assumed to receive radiation from the Earth at 290 K. The same multipath
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Table 10.3A
LMSS Satellite-To-Mobile Link Budget

Line Item Parameter Value Comnment
1 DownTink Carrier-to-Thermal 11.8 dB At the {nput-to-mobile
Nojse Ratio (C/X,B) receiver
2 IF Bandwidth (B = 10.2 KHz) 40,1 dB Assuming Envelope Normalized
(EN) FM (Channel Spacing =
15 kHz)
3 Carrier-to-Noise Density 51.9 dB (1) + (2)
Ratio (C/X,)
4 Effective Receiver Temperature 30 dB Includes: 464 K suburban
(991 K) noise; 2.5 dB input circuit
loss and a receiver noise
figure of 2 dB
5 Boltzmann Constant ~228.6 dBW
6 Miscellaneous Receiver Loss 2 dB
7 Required Received Power ~144.,7 dBW (3) + (4) + (5) + (6)
8 MaXimum Mobile Antenna Gain 5 d8 (G/T = -25 dB)
S Free Space Losses
(f = 871 MHz, » = 34.44 ¢cm} 182.8 dB Free space loss varies from
182.5 dB for southern CONUS
to 183.,2 @B for north-
eastern CONUS
10 Transmitting Antenna Gain 50 dB
11 Transmitting Circuit Losses 1 dB
12 Control Signal Power Requirement 1 dB
13 Multipath Fading 5 dB
14 Edge of Coverage Allowance 4 dB
15 Mobile Antenna Pointing Loss 2 dB
16 Satellite Antenna Pointing Loss 1 dB
17 Scanning Loss 0:5 dB
18 Required Transmitter Power- ~2,2 dBW (7) - (8 + 10) + (9+11+12+13
Per-Channel (0.6 W) +14+415+16+17)
(SCPC EIRP = 46.8 dBW)
19 Average Transmitter Power- -6.2 dBW For 40 percent voice
Per-Channel Using YOX (0.24 W) activity factor
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Tahle 10.38

LMSS Satellite-To-Mobile Link Budget

Line -1tem Parametor Value Comment
1 Downlink Carrier-to-Thermal 20 dB At the input-to-satellite
Noise Ratio (6/XyB) UHF receiver
IF Bandwidth (B = 10,2 KHz) 40,1 dB
Carrier-to-Noise Density 60.1 an (1) + (2)
Ratio (C/Xq)
4 Etfective Receiver Tempcrature 27.7 dB Includes: 290 K Larth's
(580 X) temperature, 1 dt cable
and diplexer luss, 2 df
receiver noise figure
5 Boltzmann Constant -228.6 dBW
6 Miscellaneous Receiver Loss 1 d8
7 Required Received Power ~139.8 dB (3) + (4) + (5) + (6)
8 Receiving Antenna Gain 49.7 dB G/T = 22 dB
9 free Space Loss
(f = 826 MHz, A = 36.32 cm) 182.4 dB Varicus from 182 dB
for southern CONUS to 182.7
for northeastern CONUS
10 Transmitting Antenna Gain 5 dB
11 Transmitting Circuit Losses 2.5 dB
12 Control Sianal Power Requirement 1 dB
13 Multipath Fading 5 dB
14 Edge of Coverage Allowance 4 dB
15 Mobile Antenna Pointing Loss 2 dB
16 Satellite Antenna Pointing Loss 1 dB
17 S¢anning Loss 0.5 dB
18 Required Transmitter Power- - 3.9 dBW (7) -~ (8 + 10) + (9+11+12+1!

Per-Channel

{SEPC EIRP

(2.45 W) +14+15+16+17)

= 6.4 dBW)
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fading allowance of & dB 1s used, and the samc values are alleotted for point-
ing-and edge of coverage losses. Parameters for the uplink are given in Table
10,38,

Example 10.4 MARISAT

The MARISAT system provides an cxample involving L-band operation for the
uplink from ship to satellite and C-band operation for the downlink from
satellite to ground station. The system parameters utilized in the example
and shown in Tables 10.4A and 1C.4B are taken from a paper dealing with appli-
cation of the MARISAT system to the transmission of scismic data at 56 kbps
from a ship or seismic vessel, with losses taken into account (Calvit and
Heitman, 1981). Table 10.4A follows.

Table 10.4A
Ship to Satellite Uplink (1.6405 GHz)

Transmitter Power, Pp 15.7 dBW

Diplexer/Feed Loss 0.6 dB

Antenna Gain; Gy 23.5 dB

EIRP (Transmitter Power Minus 38.6 dBW

Diplexer/Feed Loss Plus
Antenna Gain)

Free Space Loss (Lgg) 188.6 dB
Losses (L)
Wet Radome 0.5 dB
Polarization Coupling 0.2 dB
Atmospheric Absorption 0.4 dB
Total 1.1 dB
Satellite GR/Tsys -15.9 dB
C/Ng 61.6 dB

The values in the table are consistent with Eq. (10.9), namely
(EIRP) gy = (Lps)gp = Lap = kaaw * (Gr/Tsys)a = (C/Ng)as
as can be checked by numerical substitution, giving the result that
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38.6 - 188,6 - 1.1 - (-228.6) - 16,9 = 61,6 = (C/Nj)yp
Next consider Table 10.4B for the downlink.

Table 10,48
Satellite to Shorc Station Downlink (4,197 GHz)

Satellite EIRP 2 dBW
Free Space Loss (Lpg) 196.9 dB
Losses (L)
Atmospheric Absorption 0.3 d8
Rain attenuation 1.2 dB
: Polarizatien Coupiing 0.4 dB
. Tota) 1.2 dB
i Increase in Tg o Due to Rain 1.2 d8
Shore Station GR/TSys 33 di
C/Ng 64.3 dB

Inserting values from the table into Eq. (10.9) (combining the losses and
the increase in TSys to obtain 2.4 dB),

2 - 196.9 - 2.4 - (-228.6) +33 = 64.3 = (C/Ng)gp

Overall C/N, Ratio

The overall or composite C/N, value, neglecting interfereace, is found
from

1 1 1
= N + -u._mT_
[:;IojT 1 o'l (C/No D

in which (C/N ), = 106+16 = 1,445 x 105 and (C/Ng)p = 10643 = 2,96 x 105
_ .. The resulting-value of (C/Nj)y 1s 9.333 «x 105 or 59.7 @8.
The Ey/N, ratio can then be found from

EsMo = WR
0
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where R is tie data rate, namely 56 kbps in this case. Carrying out the cal-
culation in decibels, 10 Tog 5.6 x 10% : 47.5 dB and

(En/Nglgg = 69.7 ~ 47.5 = 12.2 dB

which 1s a satisfactory vaiue, as it was determined that a bit error raie
(BER) of better than 1 x 105 could be achieved with an /N, ratio above !
6 dB.

A film of water on an antenna or radome has the potential for creating o
loss, and for the uplink a Toss of 0.5 dB was assigued for the condition of a
wet radome on the uplink. A loss of 0.4 dB was assigned for atmospheric
absorption on the uplink, at about 1.6 GHz. At this frequency, true absorp-
tion of this magnitude is improbable, but a reduction in signal amplitude of
this magnitude due to fonospheric scintillation could very likely occur. For
the downlink at about 4.2 GHz, a generous allowance of 0.3 dB is provided for
atmospheric absorption, 0.5 dB is assigned for attenuation due to rain, and
1.2 dB is assigned for the incrEase in noise due to rain. The basis for the
rain effects is not stated but they correspond to intense rain such as might
be exceeded ifi region D3 of the United States for 0.01 of the time (63 mm/h)
or slightly higher. A greater margin would be needed at 1.6 GHz for iono-
spheric scintfllation at equatorial 1latitudes, and a considerably larger
margin would probably be needed for the degradation in signal-to-noise ratio
on paths at elevation angles below 109, It appears that the system actually
had a larger margin than that specifically assigned. A practical considera-
tion in shipboard operations 1s that ships are subject to large values of
pitch and roll in high seas, and these motions can result in degradation in
performance unless the antenna platform is extremely well stabilized.

Example 1075 Westar V

Westar V serves as an example of a C-band system, with the uplink operat-
ing at 6 GHz and the downlink operating at 4 GHz (Piraino and Schoen, 1982),
Tables 10.5A and 10.5B give some of the parameters for the uplink and down-
Tink. The system is a digital system having a bit error rate of 1 x 10-6 as a
performance objective without encoding and 1 x 10-11 when rate-7/8 convolu-~
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tienal forward-error-correction (FEC) encoding is employed. The overall Eb/N0
ratio required to meet these objectives is stated to he 14.5 dB. The various
contributions to this ratio are stated to be 22.9 dB for the uplink, 18.6 dB
for the downlink, 24.3 di for the adjacent satellite interference, 20.1 dB for
cross-polarized transponders, and 23.0 dB for {nterference from- terrestrial
microwave systems. MWhen these quantities are taken into account in an equa-
tion like Eq. (10.6) (which is written in terms- of ordinary numbers rather
than decibel values), an overall Ep/No value of 14.3 dB (close to 14.6 dB) is
obtained. The calculation is summarized in Table 10.5A. For the varijous
contributions to the overall E, /N, value, the numerical values were ealculated
from the dB values and then the reciprocals of the numerical values were
taken. The reciprocals were added to obtain the corresponding overall re-
ciprocal value, and then the overall npumerical and dB values were deter-~
mined. The bit rate for the system is 60 Mbps (quoted as 77.8 dB-Hz).

Table 10.5A

i Ey/No
%?f Reciprocals
_;g' Type B Numerical of Numerical Values
1 Uplink 22,9 194.984 0.00512861
!
g Down14 nk 18.6 72,4436 0.0138038
i Adjacent Sat. 24.3 269.153 0.00371535
% Cross Polarization  20.1 102.329 0.00977237
4 .
i3 Terrestrial 23.0 199.526 0.00501187
1
13
Total 14.3 26.7171 0.0374320

Uplink (6 GHz)
Parameters for the 6 GHz uplink are shown in Table 10.58.
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Table 10.58
6 GHz Uplink Budget

Earth Station EIRP 79.0 dBW
Free Space Loss 200.1 dB
Atmospheric Absorption 0.1 d8
Rain-Attenuation 0.4 dB
Wind Effect on Antenna 0.3 dB
Transponder GR/TSys ~6,0 dB

The values of the table are consistent with Eq. (10.9) repeated below.
(C/Nodasp = (EIRP)ggy = (Leg)ag - hap - kapw * (CR/Tsys)an
Substituting numbers into the right-hand side of Eq. (10.9)
(C/No)dB = 79.0 - 200.1 - 0.8 - (-228.6) ~ 6.0 = 100.7
Converting to (E,/Nj)qp by subtracting

Rgg With R

60 Mbps (Eq., 10.2),

"

(E/MNg)gg = (CNR)gg = 100.7 - 10 Tog 6 x 107

100.7 - 77.8 = 22.9 dB

Downlink 4 GHz

Parameters for the 4 GHz downlfink are shown in Table 10,5C.
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Table 10:5C
4 GHz Downlink Budget

Transmitter EIRF 33.3 dBW
Free Space loss, Lpg 196.6 dB
Atmaspheric Absorption 0,1 dB
Rain Attenuation u.1 d8
Wind Effect on Antenna 0.2 dB
Increase in Tsys due to Rain 0.3 dB
Earth Station GR/Tsys 31.8 dB

Substituting numbers into the right-hand side of Eq. (10.9) as following
Table 10.58,

n

(C/No)dB 33,3 - 196.6 - 0.7 ~ (-228.6) + 31.8

96.4

Converting to (Ey,/Ny)gp

n

(Ey/Nolgg = 96.4 - 77.8

18.6 dB

»

In the numerical equation, 0.7 represents the sum of atmospheric absorption,
rain attenuation, wind effect on antenna, and increase in noise due to rain.

For both the uplink and downlink, an allowance of 0.1 dB is made for
atmospheric absorption. Absorption due to oxygen and water vapor should be
somewhat less than 0.1 dB, and.the allowance. is generous but still small. An
allowance of 0.4 dB is made for rain attenuation on the uplink at 6 GHz, and
0.1 dB for rain attenuation plus 0.3-dB for noise due to rain is assigned for
the downlink. The basis for the attenuation values listed for rain is not
given,_but the values are reasonable. Effects due to rain-at- these frequen-
cies are small but should still be included in the 1ink.equations. The values
of attenuation are less than those for the rain rate of 35 mm/h considered in
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Example 9.L and appear to be based on a percentage of occurrence {percentage
exceeded) of 0.1 rathor than 0.01.

10.4 A GRAPHICAL MARGIN-DESIGN PROCEDURE

Insight into choosing suitable uplink and downlink margins in the pre-
sence of rain can be obtained by use of a graphical procedure described by
Calo, Schiff, and Staras (1978). Consider first Fio. 10.4 in which the curve
i1Tustrates the combination of uplink and downlink C/X ratios which can
provide the needed total or composite C/X ratio (10 dB in this case) in the
absence of rain. Equal C/X ratios of 13 dB for the uplink and downlink, for
example, can provide the composite value of 10 dB.

Now consider how the curve would need to be modified for the presence of
rain on the uplink enly of a TDMA (time-division-multiple access) system.
Numerical values will be used for purposes of illustration. If 3 dB of
attenuation is expected to be encountered, with a probability of p percent of
being exceeded where p is consistent with performance objectives, the original
curve of Fig, 10.4 can be moved to the right by 3 dB in order to provide a 3
dB margin for the wuplink. In addition the output power of the satellite
g repeater, which serves as the transmitter power for the downlink, will have
been reduced but, because of the nonlinear characteristic of traveling-wave
tubes, by not necessarily the same amount as the reduction in input power.
Assuming the reduction is 2 dB, the original curve can be moved upwards to
compensate by 2 dB, corresponding to increasina the downlink power and there-
fore the downlink C/X ratio by 2 dB. In Fig. 10,5, the curve of Fig. 10.4 is
redrawn and labeled A and the curve obtained by an upward movement of 2 dB and
movement to ‘the right of 3 dB is labeled as B. Next consider rain-causing
attenuation of 2 dB 1in the downlink with the same probability as for the
attenuation of 3 dB on the uplink. Whereas the receiving antenna of the
uplink receives noise corresponding to about 290 K from the-Earth, whether
there is rain or not, the receiving antenna of the downlink receives additional
noise when there is rain alona the path. Take the increase in noise-to be 2.
dB so that the total degradation. in C/X ratio for-the downlink is 4 dB. To
compensate for this degradation, the orig@inal curve A can be moved upwards by
4 dB to form curve C which therefore includes a margin of 4 d8. The point
where curves B and C intersect now corresponds to C/X values providing suffi-

R
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Figure 10.4. Values of downlink and uplink C/X ratios that
give a cemposite ratio of 10 dB in the absence
of attenuation.
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Figure 10.5. Illustration of graphical procedure for
determining downlink and uplink C/X ratios
such that the composite ratio-will be
satisfactory when propagation impairments
due to rain are encountered.
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Elent margins to accommodate simultaneous rain causing attenuations as indi-
cated for both the uplink and dewnlink. Assuming the probabilities of such
rain rates on the uplink and downlink are {independent, however, the accommoda-
tion 1s now for all hut 2p percent of the time rather than for all hut p per-
cent. Although the point of intersection of curves B and C may give suitable
C/¥ values for thé uplink and downlink (in the absence of rain but providing
suitable margins for rain), it may be desirable to choose a point slightly to
the righit along curve C so that C/X for the uplink 1s slightly higher than C/X
for the downlink.

Further discussion, including consideration of the application of the
technique %o FDMA (frequency-division-multiple access) is provided in the
original reference (Calo, Schiff, and Staras, 1978}).

10,5 COVERAGE AREA

1t may be necessary in system design to provide for service over a given,
possibly extensive, geographical area rather than only one particular earth
statfon. The relation between the service or coverage area, A.,., and other
system parameters, including C/X,, for one antenna beam 1is shown in Eq.
(1.11), from which k and other numerical factore were eliminated. The rela-

tion is repeated below but with k and Xpyr» the antenns efficiency, rein-
serted.

ALK
Acov(C/Xg) = ’Efﬁ'é%l (10.10)

sys
The relation is still shown as only an approximation for a reason to be ex-
plained in the course of deriving the expression. To derive En. (10.10) one
can start with Ea. (10.7). In this expression make the substitutions Lgg =
(and7n)2, Gp = 4ﬂAR/A2, and Ay = Kayr 41/0y, where Ap represents the effective
area of the receiving antenna andq, is the solid angle of the transmitting
antenna beam. Note that 47m/Q,, with Q4 in rad? or steradians, represents
antenna directivity by definition and that directivity times antenna effi-

ciency equals gain. After making these substitutions, the resulting expres-
sion for C/XO is -

PR

o et
QA sy

(10.11)

s
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)y definition the solid angle $4 subtended at a point by an area A that is
perpendicular to the line of sight from the point at a distance d 1s given by

Uy = - (10.12)

If now A is identified as Ao, and §y of Eq. (10.11) 1s set equal to Ach/dz’
Eq. (10,10) 1s obtained. The equation 1s only an approximation, and possibly
only a very rough one, bhecause A.,. most Closely approaches perpendicularity
in the vicinity of the subsatellite point and departs increasingly from per-
pendicularity with inereasing distance from the subsatellite point. A precise
analysis is bayond the scope &6f this handbook. Equation (10,10) {s of in-
terest, however, in that it shows the product Acov(c/xo) to be independent of
transmitter gain Gy. Increasing gain, for example, increases C/X, but de-
creases A.o, such that A.o,(C/Xy) remains constant. Also 1t is obvious that a
higher value of transmitter power is required, other factors remaining con-
stant, to provide a certain C/X, value over a large area than for a small
area.

Contours of constant EIRP for Westar IV and V are shown in Fiys. 106 and
10.7. These satellites provide coverage over the entire United States, with
an EIRP for downlink transmission at 4 GHZ of 34 JBW for the adjacent 48
states and with smaller values of EIRP for Alaska, Hawaii, and Puerto Rico.

W :
g ,34' ks
B i

’#m- For uplink transmission at 6 GHz, Fig. 10.7 s.ows the GR/Tsys value for the
E%ﬁb adjacent 48 states to be -6 dB.
=

A

Fm e
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Figure 10.6. EIRP contours for Westar IV and V at 4 GHz,

-10.8

Contours of GR/Tsys for Westar 1V and V at 6 GHz.

Figure 10.7.
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10,6 DISCUSSION

In the examples- and other material of this—chapter and Chap. 9, some
basic, practic.! considerations abnut the role of propagation effects have
been {llustrated. Emphasis has been on 1ink power budgets and propagation
phenomena affecting these, bhut depolarization was considered 1n Sec. 9.4.3,
including Examples 9.6 and 9.7. Note also that in Example 10.5 an allowance
was made for the depolarization or cross polarization- by the approach of
specifying a value for the signal-to-cross polarization ratio (20.1 dB in this -

case). The effect of this procedure 1s to treat the cross polarized signal as--— -—--

a type of noise. Also interference from adjacent satellites and terrestrial
microwave systems was treated 1n the same way. Diversity Systems have been
considered only briefly, as appears appropriate for frequencies helow 10 GHz,
and the reader wishing a more nearly complete treatment is reféerred to such
references as NASA Reference Pubiication 1082 (Ippolito, Kaul, and Wallace,
1981) and CRI Technical Report 1891 (Wallace, 1981). [Lxcess range delay due
to the ionosphere and troposphere was illustrated in Examples 9.2 and 9.3
respectively, Section 10.3 treats a graphical technique for determining suit-
able C/X values for the uplinks and downlinks of satellite telecommunication
systems.

Intermodulation noise, which occurs in multiple carrier systems, was
included in Examples 10.3 and 10.5. [Intermodulatfon noise varfes, depending
on the combination of carriers being simultaneously ampiified and on the posi-
tion of the carrier of interest on a frequency scaie. Thus it is difficult to
express it in a general form (Miya, 1981). The intermodulation noise gener-
ated in the traveling-wave tube or klystron amplifier is greatest when full
rated or saturation power is. being utilized and can be reduced by reducing
input power (and therefore output power). The reduction in power level is
referred to as backoff.. Intermodulation noise is only a problem for FDMA
(frequency~division-multiple access) systems as TDMA (time-division-multiple
access) digital systems are single carrier systems.

It is desirable to treat the propagation impairments, and conseauently
the evaluation of satellite 1ink availability, in a statistical manner. This
typs of approach has been quite well developed for the case of attenuation due
to rain, but less well deveioped for the other impafirments. In the other
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cases 1t 15 necessary to rely to a censiderable extent on operational oxper-
fence and representative valuec that have been reported. lome more nearly
complete analyses, however; have been made. fantin and Lyons (1978} in their
statistical analysis of propacnation effects 1n northern and southern Canada
included rain attenuation, ionospheric scintillation, tropospheric scintilla-
tion {including tropospheric multipath fading), aqaseous attenuation, and
pointing error due to wind.

While mild depotarization of ariginally orthogenally polarized channels
may be treated as noise and accounted for ir link design in this way; as in
Example 10,5, depolarization in some cases may be so severe as to cause system
outage. - --Adaptive techniaques for compensating for depolarization have been
developed for frequencies in the 4- and 6~ GHz bands where depolarization is
caused principally by rain induced differential phase. These technigues in-
volve the use of rotating phase shifters to restore orthogonality (DiFonzo et
al., 1965; Krautel et al., 1977; Yamada et al., 1981}, Theoretical analysis
applicable to this problem was carried out by Chu (1971, 1973). It was re-
ported by Yamada et al, (1981) that XPD under rainy conditions was improved
from 18 dB to 45 dR.

The graphical approach of Sec. 10.4 1s a useful supplementary design
tool. Further discussion of system desian procedures can be found in NASA
Reference Publication 1982 (Ippolito, Kaul, and Wallace, 1981) and in ORI
Technical Report 1890 (McGregor, 1981),
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