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8.4A REVIEW OF CORRELATION T E C B N I Q U E S  
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Aeronomy Laboratory 
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The problem of co r re l a t ion  analysis  i n  MST radar  i s  t o  determine the 
scat tered power, Doppler frequency and co r re l a t ion  t i m e  fo r  a noisy signal.  
is  assumed t h a t  coherent detect ion has been employed, with two accurately 
balanced quadrature receiving channels. 
integrat ion has been performed with a window length s ign i f i can t ly  less than the 
correlat ion t i m e  of the s ignal .  

I t  

I t  i s  f u r t h e r  assumed t h a t  coherent 

The analysis  problem may be looked a t  from the point of view e i t h e r  of 
Fourier analysis  or of co r re l a t ion  analysis,  and it must be emphasized t h a t  the 
two approaches, i f  used properly, give iden t i ca l  resul ts .  Why. then, use 
co r re l a t ion  analysis  a t  a l l ?  
correlat ion function shown i n  Figure 1. 
represented, f o r  example (with 118 sec coherent integrat ion t i m e )  480 pa i r s  of 
data  points ( r ea l  and imaginary). Ordinary d i s c r e t e  Fourier analysis  requires  
about 2 x 105 floating-point mult ipl icat ions,  a l l  involving transcendentals, 

The reason can be seen from the spectrum and 
I n  each case 1 min of data  i s  

I n  f a c t ,  however, only the area P under the echo spectrum. i t s  posi t ion f l  
and i t s  width f2 a re  required; these quan t i t i e s  have t o  be calculated from the 
spectrum by separate algorithms. 

It can eas i ly  be shown tha t  the quan t i t i e s  P, f l  and f 2  can be determined 
from the f i r s t  few values of the complex autocovariauce fuuctions,  shown on the 
lower part  of Figure 1. This function can be calculated out t o  a number of 
l ags  approaching the length of the sample, but almost no addi t ional  information 
i s  contained i n  the part  of the function beyond the f i r s t  few lags. 
examining such a function, it i s  necessary t o  make an assumption; namely, t ha t  
the curve for  lags  other than zero can be extrapolated back t o  zero t o  give the 
s ignal  power P and the noise power N as  shown; t h i s  i s  possible because the 
noise power i s  uncorrelated from one coherently integrated sample t o  the next, 
while the coherent integrat ion t i m e  has, as indicated above. been chosen so as 
t o  make the correlat ion between one sample and the next very good. 

In 

The correlat ion t i m e  (or t i m e  t o  co r re l a t ion  equals .5) is estimated as  
shown a f t e r  the noise power has been removed. The spectral  width f 2  i s  the 
reciprocal  of the correlat ion time. 
slope of the imaginary pa r t  of the co r re l a t ion  funct ion a t  the or igin,  care 
being taken t o  e l i m i n a t e  the unwanted variance N. 

The Doppler frequency f l  i s  found from the 

I n  pr inciple ,  only 3 points on the complex autocorrelat ion function need t o  
be calculated,  which would require  about 6000 mult ipl icat ions,  many fewer than 
t h e  number required fo r  the spec t r a l  approach. I n  f a c t ,  a l a rge r  number of lags 
(up t o  12) i s  of ten calculated with the idea of improving the analysis.  
described by COUNTRYMAN and BOWHILL (19791, the values of t he  argument of the 
complex covariance fo r  the various lags  can be weighted t o  give a more accurate 
value. 
Appendix 1. 
data. 

A s  

A maximum l ikelihood analysis  of the estimation problem i s  given i n  
T h i s  method of analysis  has not ye t  been applied t o  experimental 

The calculat ions of autocorrelat ion functions, .  however, need not 
necessarily use mult ipl icat ion a t  a l l .  BOWBILL (1955) described a method of 
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finding autocorrelations using the mean difference of separate samples r a the r  
than t h e i r  mean product. Appendix 2 gives a descr ipt ion of the algorithms used. 
This technique has been successfully applied i n  a microcomputer operating system 
fo r  the real-time processing of MST data (see paper 8.3-D). 

There a re  other ways i n  which the correlat ion process can be speeded up. 
IfAGFN an& FARLEY (1973) describe 11 methods. Table 1 i l l u s t r a t e s  several  of 
these algorithms, together with the efficiency i n  terms of use of the input 
data. It should be emphasized t h a t  the technique of Appendix 2 has an 
eff ic iency i n  excess of 95%. 
correlator  i s  worthwhile for  MST radar. 
coherent integrat ion,  which reduces the number of input data by about 2 orders 
of magnitude, makes a special  hardware device unnecessary, par t icular ly  with the 
use of algorithms such as those described i n  t h i s  paper. 

The question a r i s e s  a s  t o  whether a hardware 
It i s  my opinion tha t  the use of 

LAG 

Figure 1. Power spectrum and autocovariance function 
corresponding to a coherently scattered signal plus 
noise. 

Table 1 

Type of Correlation output Efficiency (W) 
- 

100 2 Mu1 tibit a P  

One-bit x multibit (2 fa) If 2op 6 4  
One-bit (2/n) sin-lp 41 
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APPENDIX 1. Maximum-Likelihood Estimation of C-S Parameters. 

Suppose t h a t  the r e a l  par t  of the complex autocorrelat ion function i s  given 
by 

r(T) = roexp(-ar2) COSUT + E ~ ( T )  

where Eo(T) = 1-r, ( T  = 0 )  
= O  (. > 0) 

and T = 0,  1, 2 ... n. 

Now le t  the observed autocorrelat ion function have r e a l  par t  R ( T ) .  
imaginary par t ,  i(T) = ro exp(-ar2) sinwT + E ~ ( T )  i f  the  r and i channels have 
equal s ens i t i v i ty .  

exp(-bn2) then the l ikelihood of a given set of I(?) and R(T)  is 

For the 

Now let the noise n on the r and i chanzxels have a Gaussian d i s t r ibu t ion  

and maximum likelihood amounts t o  a least squares f i t  of R ( T )  and I ( T )  by r(T) 
and i(T).  

Subst i tut ing for  r(-c) and i ( r ) ,  and neglecting T = 0,  
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Different ia t ing with respect t o  ro, a and w, and equating t o  0, w e  g e t  the 
following equations which must be s a t i s f i e d  simultaneously: 

2 "  n 

1 1 ro exp(-2a~ ) - C exp(-a.r2) [R(r) COW+ + I(T) sinwr] = 0 

APPENDIX 2. Rapid Pseudocorrelation Technique. 

Consider two voltages R(t)  and I(t),  nominally the r e a l  and imaginary pa r t s  
of the phasor of a radar re turn Signal. The  problem i s  t o  determine the center 
frequency and power, and correlat ion time, of an embedded s ignal  of frequency 
# *  

REPRESENTATION OF R (  t AND I (t 

The s ignal  of frequency w can be represented by a phasor S(T) a t  tha t  
frequency, giving % ( t )  coswt and S ( t )  cos(wt+4) i n  the voltages R ( t )  and 
I ( t ) ,  respectively.  
% ( t ) / S I ( t )  = constant. 
n ( t )  w i l l  a l s o  appear i n  R ( t )  and I ( t > ,  which i s  supposed t o  be completely 
uncorrelated from one pulse t o  the next. 

@ ( t )  and SZ(t5 are random variables ,  such tha t  
The phase s h i f t  $ is nominally a/2. A noise voltage 

We therefore have 
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Now a l l  these quan t i t i e s  may be r e l a t ed  t o  the  mean absolute values of the  
squared quan t i t i e s  by the r e l a t ion :  

<X2(t) > = kI<IX(t)1>I2 

where k i s  a constant fo r  a given waveform. 

EVALUATION OF DIFFERENCES 

From the expression f o r  R ( t ) ,  

s ince SR( t )  and nR(t) a r e  independent random var iab les .  Further,  w e  define 

R02 = $ SR 2 + NR 2 

- SR + NR2 + -  S 

1 2  2 
2 R + N R  I O 2  = - s 

<[sR(t) coswt + nR(t) 

1 2  1 + 
2 R  

2 

2 

p ( ~ )  COSWT] + 2NR 

P(T> COSWT] + 2NI 

and the l a t t e r  term i s  always zero. So 

R I  2 (T) = +  S: + T  1 2  SI + NR 2 + NI 2 

+ 2 <s,(t> SR(t + T) 5 1 c o s ( w t  + $1, 

= L s 2 + 1 S 2 + N R  2 + N I  
2 R  2 1  

Similarly,  

IR2(,)  1 S + 2 S + NR2 + N12 + SRSI P ( T )  cos(-w-r + $1 
2 R  2 1  
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POWER AND FREQUENCY CALCULATIONS 

From the  above r e l a t i o n s ,  

2R02 - RR2 = S,2 P ( T )  COSWT 

2 2 2 
210 - I1 = SI P(T) COSWT 

R I ~  - R O ~  - 102 = SRSI P ( T )  COS(WT + 4 )  
2 I R 2  - R02 - IO = SRSr p ( ~ )  COS(-WT + 4)  

and 

[(2RO2 - RR2)(2102 - 112>]1'2 = SRSIp(r) 

R12 + IR2 - 2(R02 + IO2) = 2 SRSIP(T) COSUT * cos4 
Normally, 4 i s  set t o  n/2, so the f i r s t  two equations become 

[(2R02 - RR2) (2102 - 112)]1/2 =I SRSIp(r) COSWT 

I R ~  - R I ~  = 2 S,S,P(T) s i n m  

and SRSr and WT may be found trigonometrically.  
measure of s ca t t e r ed  power. 
accuracy with which the  phase-quadrature channels have been adjusted. 

SRSI may be adopted as the  
The t h i r d  equation may be used as a check upon the  


