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Summary

The evolutionary growth of the Space Station and the diverse’

activities onboard .are expected to require a hierarchy of integrated, local

area networks cadable of supporting data, voice and video communications.

In addition, fault tolerant network operation is necessary to protect
communicationslbetween critical systems attached to the net and to relieve
the valuable human resources onboard Space Station of day-td;day data
system repair tisks. Aﬁ expgrimental, local area network is being
developed whidﬁ will serve as a festbed for investigating candidate
algorithms and?technologies for a fault to1érant, integratéd‘network.4 Thé
establishment éf-a set of rules or protocols which govern communications on -
the net is essential to obtain orderly and reliabie operation. A hieraréﬁy
of protocols for the e#perimenta] network is presented and procedures fdr

data and control communications are described.
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Introduction

The National Aeronautics and Space Administration is devoting part of

?1ts research efforts toward the development of technologies that Wil1

support the needs of an orbiting Space Station. One area of involvement
for Langley Research Center has to do with the development of data system
techho]ogies which fit into the context of Space'Stétion.aé_currently

envisioned. The Space Station should be established in eérth orbit in the

] early 1990's and will initially consist of a minimumvnumber of modules or

cdmpartmehts. There would then be a buildup phase where compartments are
added and joined as per the functional activities onboard the station. In
the mature phase, the Space Station will have reached its maximum
strugturéi size (but would allow for the replacement of modules) and will

possess its maximum operational capability.

The evolutionary growth of the Space Station, along Wfth the .

| uncertainty of that growth has implications on the design of the déta

- system. Electronic sysfems alsoAheed to be added or taken away to meet

changing requiréments and to accommodate the cbntinuiﬁg advances in
e]eétrqnics technology. One poténtial solution involves establishing a
hierarchy of computer networks for Space Station.ls2 Each module would
contain its own local afea network3s4 (LAN) which would be joinéd to
netwofks in other modules via'gatewayS'brvnodes'to form a Sbace Station-
wide network. The Space Station net would be able to comhunicate with
earth-based networks bver a telecommunications channel produéing a global

data communications and processing system.



While there are a large variety of localvarea networké currently
availab]e,3s4 they possess some notable weaknesses in terms of their
ability to address the divérse data communication requirements of the Space
Station. Commercially available LAN's lack.the performance characteristics
necessary to.accommddate certain high data rate applications ( 100
megabits/sec.), e.g. the transfer of real-time, video data‘to and from
points in the Space Station;. Fulllmotion video‘displayed at various WOFK
stations would augmeﬁt a workers'abi]ity to pérform_proximity operationsl
onboard thg Space Station, fhese opefations might involve a remote
process, which is honitored by a video cémera,vand a person in the 1oop-who
1s.workihg with a mechanical manipulator. In addition to theAperformancg-.
limitations, most existing networks are emp]oyed'fdr.office'automation
tasks and provide little (if any) f&h]t tolerance. The ability to detect
and recdver fromnnetwork faults 1s,particu1ar1y essential when critical
systems, such as on-orbit control, are attached to the net qnd dependent
Upén it for reliable data communications. It is aiso desirable to employ
fault tolerant networks even. though fhe attached systems are not critical
to‘miséion safefy. This would relieve the Vaiuable human resources onboard .

Space Station from time-critical, data systems maintenance chores.

The development of technologies for an integrated, fault tolerant
network capable of supporting data, voice and video communications is the
emphasi; of a research program at Langley Research Ceﬁter. An experimental
network is cubrently under development to investigate relevant de;ign

issues. Of importance to the desfgn of any network is the establishment of
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a set of rules which govern communications that occur on the net._ This
paper presents a description of the experimental network, describes a
hierarchy of protocols for that network and addresses protocol issues for

control and data cbmmunications on the net.
Experimental Network Description

One objecfive of the Langley data systems research and technology
program is to deyelop a local area network which.will serve as a testbed
for various network experiments. Of particular interest is the evaluation
of algorithms and techniques for high data rate communications énd fault

tolerant operation. Results derived from the experiments will provide a

- data base that will assist in defining future Space Station networks.

_ A critical design issue for the experimental network involved the
se]ection of an appropriate topology. While numerous topologies are
availabled (bus, ring, star), most provide only one or possibly two routes
between any message source and‘destinationlin the network. To obtéin a
sufficient degree of fault tolerance, it is essential'that the network
provide many alternate paths between attached systems. This allows
information to be routed around or away from faulty elements. The mesh’

topology (Figure 1) possesses this attribute which is the primary reason it

'was selected for the network design.

The nodes within the experimental mesh network of Figure 1 will

execute distributed control algorithms to manage the flow of data and
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control information in the net. They must supbért the attached hosts by
establishing data paths through the network and by insuring accurate
de1i§ery of data to the hosts. In addition,'tﬁe nodes will monitor the
operation of neighboring nodes and of the connéctiﬁg links to detect
failures or errors in the operation of.those eTemeﬁfs. As a simple
example, assume for the network of Figure 2 that ihe norma]Ipath of
communication between nodes 3 and 6 has been Lrok;n; The twd nodes detect
this condition (neither receives a response from the other) and fnformation
1s automatically rerouted through node 2. The testbed network will be used
to investigate various algorithms for faultJQeteétion and reéovery. These
algorithms must provide the nodes witﬁ'the abi1{ty to detect and isolate
inoperative e]ements,'babbling nodes or hosts ahdlnodes 6r hosts'which |

continually place erroneous information on the netwbrk.

Real-time, vidéo communications onboard thebépace Station will require -
a network whose data paths offer high throughput'énd minimum delay. This
reqdirement for vidéo,cannothbejobtained using_pécket switching concepts.6
The delays associated with segmenting large: files into'packets and.then
reassembling them at the destination are excessiVe;{ One so]utioh'is~to
establish a dedicated, high-througﬁpuﬁ circuit betwéeﬁ.communicating sites
on the net. This technique 1§‘known}as'circui;-switching. The '
experimental mésh network will be configured to support.cifcuit switching
(Figure 3) and the network nodes will be kesponéibfe for establishing a
host to host circuit prior to the start of communications. That circuit

will remain intact until al) data transfers between the two points



are complete. Ultimately, it is necessary to employ fiber optic links in
the network to accommodate video data rates. In addition, research fs
underway to investigate the use of integrated optical switching arrays in
the nodes. This would eliminate the delays associaéed with conyerting

~ between optical and electrical signals at each intermediate node.

As illustrated in Figure 3, éircuit switching will support voice and
data communications in addition to the video. However, some forms of data
communica£ions, such as interactive or bursty data, are_bettek suited to
packet switching. Using a dedicated circuit for this type of
communication results in less efficient utilization of the chanhe]. The
control information fdr this experimental network configuration will be
carried in short, control packets. A control packet is issued by its
source node and is stored and forwarded at each intermediate node until it
reaches the intended destination. Control information falls into one of
 four general categories: Commands, inquiries, notifications and
responses. Some examples include commands to configure 1ihks for circuit
establishment, inquiries as to the status of other nodes or hosté;

notifications of detected faults and responses to the above.



Hierarchy of Protocé]s

A1l network cbmmunications must be governed by a set of protocols.

| Adherence to thesé rules by communicating entities results in orderly data
exchanges and allows dissim11ar’systems to communicate over the netWork in’
an understandable manner. In addition, protocols attempt to'prOVide.'
reliable data transfers over less thaﬁ totally reiiable mediums. While the
network protocdl discip]ine encompasses a wide range of design issUés
(e.g. physical connectors, routing, applications), several fundémenté]
protocol functions are'pfesented in Table I. The remaihing sections of
this paper address these critical functions fo} data and control |

communications on the experimental network.

The hierarchy of protocols for the experiﬁentai mesh network are
presented in figure 4. The physica1'1ayer dgfipes‘the physical,
electrical, and functional characteristics of the network such as fiber
optic links and connectors and the particular data encoding scheme. Layers
1 and 2 govern the flow of conth]’packets around the network. When a
packet arrives at a node, the destination address contained ih the packet
is examined. If the addres§ m&tchés that of the'hblding node, the packet
4s accepted, decoded.and acted upon by the.nodé; If the address does not
match, the node refers to its local routing table and forwards the packet
f; a neighboring node in the direction of the destination. The transfer of
backets:between neighboring or adjacent nodes ié controlled by the node-to-
' ndde protocol. The.source to destinatfon protocol layer defines the

end-to-end procedure for control packet communications. The overall
network control activity is transparent to the‘attached‘host devices.



After a node gains network access for its attached host, it issues
control packets to nodes along the path to the intended destination host,
ordering them to configure a physical circuit (figure 5). Once this
point-to-point ciréuit has been constructed, data communications between
hosts can begin as per the layer 3 protocol. This protocol controls both
the host-to-host data exchange and communications 6ccurring over the
host/node interface. Host-to-host protocol procédures are, as much as

possible, the responsibility of the source and destination support nodes.

The highest level of protocol is fhe user or process oriented layer.
This defines, for example, how a user interacts with the various host
systems. This paper focuses on layers 1 through 3 of the protocol
hierarchy, since they involve the actual data and control communications on
the network. No attempt has been hade at this time to present a
correspondence between these protocol layers and those of the 7 layer
International Standards Organization's (I1S0) reference model.’ However, as
experimental results are obtained and the network definition becomes more

complete, and effort will be made to relate the hiefarchy of protocols for

_the mesh net to the IS0 model.



Node to Node Protocol

The node-to-node procedure manages the transmission of control packets
between adjacent nodes. It provides a methodology for detecting péckets
“which were corrupted over the connecting 1ink, retransmitting packets which
were in e}ror, acknowledging error-free transmissions and detecting
 duplicate packets. ngure 6 presents flow diagrams for both fhe sending
and.receiving node. After transmitting a packet, the sendeeraits to
receive an ackhow1edgment from the receiver. When the packet arrives at
| the receiver, a cyclic redundancy check (CRC) algorithm is applied to the
packet to check for bit errors. If the transmission was error-free, an
acknowledgment is returned to the sender and the sender discards its copy
of the packet. 1If errors were detected, the récéiver simply discards the
packet. The transmitting node will eventually time-out of the wait mode
and retransmit the packet. This positive acknowledgment scheme is similar
to that of Arpanet.8-9 It 1s important to note that the returned
acknowledgment for -a good transmission can also be corrupted; In.this
case; the sending node which is receiving the ackno&]edgment will discard
it, time-out and retransmit what will be a'dup11cafe copy of thé original
packet. A good npde-to-node protocol must include a mechanism for
detecting ddpiicate packets. o

A method. for duplicate detection is provided by the alternating bit
.protocol.lo For this scheme, both the send and receive channels connected
by a physica1 1ink maintain an odd/even (0/E) bit. The state of the
transmitter O/E bit and that of the receiver are initiaily the same. The



transmitter will include its O/E bit in the packet it sends to the
receiver. Assuming the packet was correctly transmitted, the recéiver
examines the state of the senders O/E bit contained in the packet. If the
0/E bit of the transmitter matches that of the feceiver, the packet is
accepted and the receiver complements jts O/E bit. If the O/Evbits do not
match, the packet is discarded as a duplicate. Regardleés, the receiver's
0/E bit is retdrned to the transm{tter»as an acknowledgment. When the
transmitter receives the acknowledgment, it compares the state of its own
0/E bit to the state of the receiver's. If they do not match, the paéket
was successfully transmitted and acknowledged and the transmitter then
complements its 0/E bit tb match that df the receiver. If the O/E bits
match, the acknowledgment is ignored as a duplicate.

As an exémp]e, assume that the O/E bit of the transmitter, [0/E],, and
that of the receiver, [0/E]g, are both initially '0'. The transmitter
successfully sends a packet containing [O/E]X to the receiver. Since
both 0/E bits match, the receiver accepts the packet, complements [0/E]R
to a ‘1’ and returns [0/EJy as an acknowledgment. Now assume that this
' packet containing the acknowledgment is corrupted on the link. The
transmitter discards it and eventually retransmits a duplfcate packet.
Upon receiptxof this packet, the receiver detects a mismatch between [0/E],
and [0/E]g and therefore ignores the duplicate packet. The receiver will
once agafn return [0/E]R as an acknowledgment.

This time the acknowledgment gets through to the tfansmjtter and it
- recognizes that [0/E], is a '0' and [0/E]y is equal to ’}'. Therefore,
the transmitter accepts the aéknowledgment and sets tO/Eﬁx equal to 'l’ in

preparation for the next transmission.
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To obtain greater link efficiency and utilization, more than_qne
logical channel must be assigned to the physiédl Tink connebting two nodes
‘(Figure 7). This allows consecutive packets;to_ﬁe forwarded without
waiting to receive an acknowledgment for an éar]jer packet. In addition,
acknowledgments can be "piggybacked" onto control packets headed in the
opposite direction of the paékets béing acknoW]edged. If none is
available, short, dedicated packets will be dséd to carry_the
acknowledgements back to the transmitter.

It is desirable to establish an expression from»which'the delay

associated with forwarding a packet from node-to-node can be computed. Let

Ty be the time between the arrival of a packet at oné node to: the arrival

" of that packet at the next adjacent node. Then, assumihgkno

retransmission:
TX =Tp + TQ +Tc +Tp . (1)
where . Tp = node processing time
TQ = packet wait time
.TC = data clocking time
Tp = channel propagation delay

TFhe node processing time is the time required to perform such functions as
error checking and route selection. Tq is the delay the packet
experiences waiting in the queue for an available output channel. T fis

the time required to clock the data out on the link and is defined as the

»



. The end-to-end packet delay can be expressed as:

11

length of the packet in bits divided by the transmission rate (bits/sec).

N

Z (1)

i=1

where N is the number of intermediate nodes between the source and
destination nodes.

To transmit a éontro] packet from onevnode’;o the next, a mechanism
must be established that provides synchronization, bit error detection and
data transparency. Bit oriented High-Levél Data Link Control (HDLC)
addresses these functions. The frame structure for bit oriented HDLC is
presented in Figure 8. The flag is a unique 8-bit sequence that delimits
the beginning and end of the packet. The stért flag provides the
synchronization necessary to locate the packet header énd the ending flag
defines the location of the frame check sequence. The frame‘check sequence
is either alé6 oE 32 bit CRC code which is employed by the receiving node
to detect packets that were corrupted on the link by bit errors. Daté
transparency is realized by applying a zerd bit insertion/deletion
algorithm to Bits between the two flags. This algorithm has the
transmitter insert a '0O' after it encounters five consecutive ones in the
packet. Therefore, a flag will not occur in the packet header, control
data or frame check sequénce. The receiver then removes any ‘'0' it

receives after five consecutive 'l' bits.
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A critical issue for the node-to-node design involves the sige of the
store and forward buffers in each node. The node storage must be of
sufficient capacity to assure every arriving packet of a temporary buffer
space. This is necessary to avoid flow control problems between nodes such
as the case where two adjacent nodes are unable to forward packets to each
other, due to lack of buffer space, and are forced to lose all incoming
packets (store and forward lockup).8 Node buffers must be sized for peak
traffic situations with additional buffers left over to guarantee 1npdt and

output to every arriving packet.
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Source to Destination Node Protocol

The interaction between the source node and destination node for the
end-to-end transmission of control packets in the experimental mesh network
is defined by the source to destination protocol. The responsibilities of
this level of protocol are lfsted in Table Il. As in the node-to-node
process, packets which were corrupted by bit errors must be detected at the
receiver or destination node and these packets must be retransmitted by the
source. A positive acknowledgment scheme will again be employed to notify

the source node of a successful transmission. In addition to the

corruption of packets, there is also the possibility that a packet could

get lost on its journey to the deStinatidn. This can occur when an
intermediate node goes down after receiving and acknowledging a packet but
before forwarding it to the next node. A packet could also be “boxed in"
by existing host to host circuits and be unable to reach its destination.
Regardless of the cause, the source node would fail to receive an
acknowledgment for the lost packet. It would eventually time out and
retransmit a copy of the packet to the destination. As a means for
detecting dbp11cate packets, the end-to-end'procedure requires that the
source node aésign a Sequence number to each packet prior to transmission.
This'ndmber uniquely identifies each packet so that if one arrives from a
prior point in the sequence it is recognized as a duplicate. For examb]e,'
when the destination node receives a packet, it compares the sequencé ‘

number (SN) to its expected sequence number (ESN) for the particu]ar source

| of the transmission. If the two are equal, the destination node éccepts
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the packet. If SN < ESN, the packet is discarded as a duplicate, It is
essential that each source-destinétion pair in the net maintain
synchronization between SN and ESN.

The source to destination protoc01 is i1lustrated by the flow d1agrams
of Figure 9. The source node assigns the approprlate sequence number to a_
packet prior to transmission. After the packet is sent, the transmitter
starts its timer and waits fpr an}agkpqw1ed%mgnt. If the packet is 

received error-free at the destination node, the node examines the sequence

number of the packet. 1f the packet is accepted (SN = ESN), the expected

sequence number of the destination is 1ncrehentgd by one. The expected
sequence.number is then réturned as an acknow]edgment to the source. This
will ackno;ledge not only the last racket transmitted but all packets sent
from the source to that destination of SN < ESN - 1. The return of ESN as
an acknowledgment provides periodic resynchronization between SN and ESN
for the particular source-destination pair. If the packet carrying the
acknowledgment is corrupted on its way to the source, the source will
discard it, time out and retransmit a ‘duplicate packet.‘ The duplicate w111
have an SN < ESN and will therefore be iénored by the destination. The
destination will once again send ESN back to the source as an
acknowledgment. A corrupted control packet will also be detected and
discarded at the destination, but no acknoy]edgmeﬁt is returned. Corruptéd
packets"arevrecovered.via the time out, retransmission mechanism of the
source node. ‘ |

The sequence with which control packets-arri;e and are operated on by

the destination node can be essential to the proper operation of the - -

w
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network. The protocol illustrated in Figure 9 maintains this seqqence.ll

The sequence of packet arrival can be further assured by defining-a window
size of one for the network, i.e. only one packet can be outstanding
without acknowledgment between any sourceFdestination pair. For example,
if node A sends a packet to node C, A must refrain from sending another
packet to C until C acknowledges the previous one. As the window size is
increased, so is the 1ikelihood of packets arriving out of sequence. This
is caused By packets taking different routes to the same destination or
packets being discarded due to bit errors. The sequential protocol of
Figure 9 specifies that only packets which arrive in sequence (SN = ESN)
are accepted, all others are discarded. This 1is suitable for use with
narrow window specifications; but, as the window size expands, an
inordinate number of source retransmissions may be reqdiréd (al1 packets of
SN > ESN are thrown away). Considering the hand shaking nature of control
packet communications on the experimental network (e.g. inquiry, response,
respond to response), a window size of one should not be restrictive for
the source/destination exchange.

The final task 1isted in Table II for the source to destination
protocol involves establishing provisions for flow control at the
destination node. If a node in the network continues to_receiye control
packets faster than it can decode and act upon them, its internal buffers
will eventually fill. The node is then unable to_aééept additional
packets. One course of action for the destination node is to sihp]y
discard a packet if no buffer is available and rely on the time §u£,

retransmission mechanism of the protocol to recover the packet. This is
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a tolerable solution if there is a high probability that the packet
generated by the second transmission will find a free buffer at fts
destination. As an alternate method, the destination could place the
originator of the discarded packet on a reservation list and send to the
source an "allocate" message when a buffer becomes available.8 The source
~would retransmit the packet immediately after receiving the allocation.
While this approach introduces additional complexity, it potentially
reduces the packet recbveny time.éince the source node can retransmit prior
to timing out.

Since the packet traffic on the experimental mesh network is limited
to contro] fUnctions (at leaSt in the initial design), node congestion is
likely to be infrequent and short lived. In addition, the control
information will be composed of brief, single packet messages to, as much
as -possible, avoid taxing. the storage capacity of the nodal buffers.

A possible format for the control.packets is presehted in Figure 10.
The packet is composed of a header, the text or network contro]-infdrmation
and an end-to-end CRC code. The frame check sequence described in~the_hode
to node procedure only tests for errors that occur -on the chnecting link.
Therefore, it is necessary to apply a second CRC code to the packet at its
destination to detect errors inflicted during the end-to-end journey. This
test takes into account the corruption of packets by the nodes themselves.
The header contains several packet control fie1ds. The first field holds
the odd/even bit of the transmitter as defined»byvthe alternating bit
protocol. This is followed by the number of the logical output channel and

the node-to-node acknowledgment bits (one per channel). The "receive
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ready" (RR) is a one bit %iéld thatﬂidentifies the packet to be a dedicated
acknowledgment for a éource to destination transmission. Thé RR packet is
used to carry the expected sequence number back to a source when no control
packet is available for that task at the destination node. No text is
included in the RR packet. The next two fields specified by the format are

the sequence number (SN) of the packet and the expected sequence number

(ESN) of the transmitting node. They are followed by an internal timer

which keeps track of how long the packet has been'trave]ihg in the

network. This allows a node to detect and kill old packets which have been
wandering excessively around the net without reaching their destination.

The intention is to avoid the possib]e confusion created by a late arriving.
packet which was originally assumed to be lost. The trace field is used by
the intermediate nodes to determine which nodes have received the packet.
The packet will not be returned to any node it has already visited. This
prevents looping or ping-ponging of packets between nodes. The last two
fields of the packet are reserved for the addresses of the destinatidn néde

and the source node respectively.
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Host to Host Protocol

The host to host protocol for the experimental mesh network
establishes procedures thch govern the communication between hosts over a
dedicated circuit (figure 5). This protocol layer insures error free
delivery of data to the destination host, supports large file transfers
(data and video) as well as 1hteract1ve data and voice communications and
provides flow control. The hosts rely on their supporting nodes to attend
to these procedures so that the process is, as much as possible, trans-
parent to the host systems. The protocol also addresses the exchange of
data over the host-support node inferface.

A versatile menu of procedures for pd1nt-to-p01nt communications are
offered by the Internationa]’Organizatioh for Standardizatfon High Level
Data Link Control (HDLC) protocol.l1 These procedures can be tailored to
meet the requirements for host communications on the experimental network.
HDLC addresses both unbalanced configurations,-where stations act in a
master-slave relationship, and balanced configurations, where stations have
equal status. The balanced configuration will be assumed for all host to
host exchanges on the network.

The format for an HDLC frame is presented in figure 11. The flags,
frame check sequence (FCS) and data transparency algorithm are identical to
that described for bit oriented HDLC (figure 8). The data to be trans-
mitted from host to host is contained in the information field. The frame
level control field consists of two 8-bit bytes (non-extended mode) one of

which is an address and the other conveys control information between host
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support nodes. The address can be that of the destination 6E originator of
the frame depending on whether the frame is a command or response,
respectively. This addressing scheme allows the destination to distinguish
between commands and responses since some frames can be either. There are
three poﬁsib]e classes of HDLC frames and the control field specifies to
which class the frame be]ongs. The information frame carries the data
across the circuit to the destination. Supervisory frames control the data
flow and support error recovery. Unnumbered frames are used primarily for
initialization and termination of a communications link as well as for
status reporting. |

The control field for each HDLC frame class is presented in figure
12. If the first bit of the field is an '0' the frame be]ongs to the
information class. If it is a '1' the frame 1§ either supervisory or
unnumbered depending upon the §Fate of the seéond bit. . The three bit N(S)
code spécifies the sequence number of the infdrmation frame (0 through 7)
and N(R) is the expected sequence number for &ata flow in the opposite
direction. As in the source to destination node ﬁrocedure, the expected
sequence number is used by HDLC to acknowledge errér-ﬁree frames. The
poll/final bit (P/F) controls master-slave communications between secondary
and primary stations in the unbalanced configuration. This bit is also
employed in one of the HDLC error recovery schemeg, The S field
contained in the supe}v1sory frame identifies oneqof the 4 types of
supérvisory frames. The 5-bit M field defines one of;32 types of

unnumbered frames; however, about 20 frames have actdd]ly been defined.
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A list of HDLC frames and their mnemonics is presented in Table III.
The "receive ready" (RR) acknowledges previously received 1 framés and
indicates that the particular destination is able to receive additional
frames. The "receive not ready“ (RNR) acknowledges 1 frames but signals
the sender that additional frames cannot be received at that specifi;
time. This supervisory frame is used 1n HDLC for flow control. “Reject”
(REJ) and “"selective reject" (SREJ) both report errors in received I frames
and request retransmissions from the source. HDLC error recovery
mechanisms will be described later in this paper. There are several "set
mode" commands in the unnumbered class which initialize stations for normal
operation (primary-secondary stations), for asynchronous operation and for
balanced configurations. The "set initialization mode" (SIM) command
initializes station specified procedures and its details are defined by the
application. The "disconnect" (DISC) command is employed to terminate
communicatons over the link. For a more detailed description of these and
other HDLC frames, the author suggests references_ll, 12 and 13. |

An example of a possible host to host data transfer on the
experimental network using the HDLC protoéo] is illustrated in figure 13.
After a dedicated circqit has been established between two host support
nodes, Sy and Sy, S issues a SIM command. This initialization command
sets sequence numbers and expected sequence numbers [N(S) and N(R),
respectively] at both locations to zero and might also involve reserving
storage at the destination host or matching speeds of the transmitter and
receiver. The destination support node must return an "unnumbered

acknowledgement” (UA) for the SIM command to cover the possibility of the
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command being corrupted on the link and discarded by Sp. If §; fails to
receive an UA response before timing out, it retransmits the SIM command.
After initialization is complete, the source support node, in the e*amp]e,
transmits the data from its host to S, enclosed in seven information frames
(I frames). It so happens that the HDLC protocol employs a window size of
seven which means that the source will cease transmitting after 7 frames
and will wait until it receives an acknowledgment before sending additional
I frames. Assuming that all I frames arrive at S, error-free, the
destination support nbde passes the data to its host and returns to S; a
“receive ready" (RR) frame with N(R) equal to 7. This will acknowledge all
transmitted information frames, I, through Ig. Since its host has no
additional data to send, the source support node issues a "disconnect”
(DISC) command to Sp. The communication is terminated when Sy acknowledges
the DISC command. At this time, the network nodes can disconnect the host
to host circuit. |

Figure 14 illustrates the use of the "receive not ready" frame for
HDLC flow control. Support node Sy transmits 6 I frames from its attached

host to support node Sp. Sy accepts I, through I3 but is unable to accept

" I4 and I5. This might be due to the fact that S, is receiving frames

fastef than it can transfer error-free frames to is host. Support node S»
sends a "receive not ready" to S; which acknowledges the I frames S, was
able to accept (up to I3). After waiting for a specified period of time,'
S1 resends I4. This periodic retransmission is necessary to account for
the situation where a "receive ready" (RR) may have“been sent by the

désfination but was corrupted on the link. Since Sp is still unable to
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accept additional I ffames, it responds to I4iwith another RNR frqme. When
the congestion has cleared at the destination, support node Sp sends a RR
frame to S; and S resumes normal transmission of information frames.

HDLC provides four techniques for the recovery of ‘I frames which were
corrupted by bit errors and discarded at the destination. While it is
doubtful that any system would employ all of the available error recovery
- schemes some subset of the four techniques wouid bé selected depending |
upon..the application fequirements. The technique which would most
certainly be employed by all applications is the time out mechanism. A -
transmitting station starts its iime out counter as Soon as it transmits
the first 1 frame. The receipt of an acknowledgment for some of the I
frames restarts the counter and the counter stops wheﬁ all frames are
acknowledged. The counter will then restart upqn@transmission of a new I
frame. Should the counter time out, the source retransmits all unacknow-
Jedged I frames. | B

| The second technique employs the subervisony frame "réject" (REJ)
sometimes_qé]]ed the unselective reject. When a destination receives. an
out-of-sequence frame (expects X, gets X+1) it realizes that the expected I
frame was corrupted on the link and lost. The destination returns a
"reject" frame containing 1ts‘expeéted sequénce number [N(R)] to the source
of the I frames. It will then discard ai_] 1 frames until it gets the
expected frame. When the sourcé station gets the REJ, it accepfs the
acknowledgment for @11 I frames up to N(R) - 1 and retransmits all

information frames from N(R).
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The frame reject procedure can be made more Efficient in terms of
minimizing retransmissions by using the selective reject techniqué. In
this approach, a destination that expects frame X but gets X+l accepts X+1
and all subsequent I frames. It then issues a "selective reject" (SREJ)
frame to the source with N(R) equal to X.:  After rece%;ing the SREJ frame,
the source retransmits only the I frame of sequence number X, |

The final HDLC error recovery technique is po]]/f1na1 bit check

pointing. This procedure allows a source station to 1nqu1re as to which of

its .1 frames have been successfu]]y received. The send1ng station sets the

- poll bit in a command (e.g. an information frame) and transmits the command

to the destination. The receiving station must reply as soon as possible
using an I or supervisory frame with the final bit set. vThis response
contains the expected sequence number, N{R),'which mi11jacknow1edge all
correctly received frames from the sender. The soorcevstation examines the
response and if all of its transmitted frames are‘not'acknow]edged;'the
source begins retransmission from 1 frame number~N(Ri.

Figure 15 provides an example of HDLC and its error.recovery
mechanisms employed for a large data fi]eztranSfer; This ﬁ]]ustrates a
possible host to host exchange on the experimental mesh network. To
achieve the maximum throughput for tnéldata transfer, fme sending station
(ST1) must continua]ly'transm{c conseCUtive I.framés/mithout interruption.
If the receiving station (ST2) fails to return‘an ackhomledgment for at
least some of the I frames before the HDLC. w1ndow s1ze is reached, ST1 will
cease transmitting and wait for the acknowledgement. ‘In figure 15a,

acknowledgments arrive at the sending station before the transmission of
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every 7th I frame is complete; therefore, there are no "gaps" in ;he
transmitted data stream. Of course, this examﬁle assumes that the receiver
has no difficulty accommbdating the rate of arrival of the I frames. In
addition, all information and supervisory frames are considered to be
error-free, |

Figure 15b'j11ustrates the recovery mechanism for the situation where
an I frame is corrupted on the communications channel. }Station 2 detects a
bit error in I; and immediateTy discards that information frame. When 12
arrives at ST2, it is.recognized as an out-of-sequence frame (ST2 expected
I but received Ip). The receiving station accepts subsequent frames but
sends a "selective reject" to ST1 which identifies the missing frame. The
sending station retransmits I; as soon as possible. after receivihg the SREJ
frame. Supervisory frames can also be corrupted by bit errbrs. In figure
15¢, ST2 returns a "receive ready" aéknowiedgment_to ST1 which becomes
corrupted on the connecting link. ST1 will discard the RR frame, cease
transmitting since the HDLC window size has been reached and eventually
| time out waiting for an acknowledgment. After timing out, ST1 resends the .
last'transmitted I frame, lg, with the poll bit set to a 'l'. Upon receipt-
of this poll command, the receiving station sends another "receive feady“
frame, with the final bit set, which acknowledges all I frames transmitted
&y ST1l. The sending station can then resume normal data transmission.

The high data rate imposed by'real—time, video data transfers'are
likely to prohibit ‘the use of HDLC error recovery schemes for_that class of'
network communications. The overhead associated with frame retransmissions

is excessive for this application. 1In fact, the mere acquisition of
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continuous data frames by the receiving node at 100 megabits per second and
their transfer to the attached host represents a signif{cant techiological
challenge. Fortunately, it is not necessary for large video files to be
totally error free to convey significant information when viewed on a
display. Therefore, a node receiving video data on the netQark mi ght
simply keep track of the number of corrupted frames in the.transmission'and
take corrective_action (e;g. path reconfiguration) if the number of errors
exceeds some predetermined threshold.

Examples of an interactive, full duplex data exéhange between network
hosts are presented in figure 16. The information frémes carry acknowledg-
ments (N(R)) for I frames traveling in the opposite direction and the . '
selective reject mechanism is once again used to recover corrupted I
frames. In figure 16a, the second I frame sent from stafion41 to station 2
(Iy) is corrupted on the Tink. This is detected by ST2 after it receives

the out of sequence frame I. ST2 returns a SREJ with N(R) equal to 1 to

_request a retransmission of I from STl. The I frame transmitted by ST2 -

after it receives the retransmission (I4) will contain an'acknow]edgment
for all 6utstanding 1 frames from ST1.

In figure 16b, the SREJ sent by STé to recover I; is also corrupted.
Station 1 will cease transmitting after it has sent the maximum number of
unacknowledged frames (HDLC Window = 7). After timing out, ST1 resends tﬁé
last transmitted I frame, Ij, with the poll bit set. ST2 respond§ with a
retransmission of the SREJ which prompts station 1 to resend Ij. After
receiving Iy, STZ can provide an up-to-date acknqw]edgment'to ST1 in a

subsequent I frame (I2'). The two stations can then resume their normal

prime data exchange.
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The 'host to host protocol must also address the fransfer of data
between the host ahd its support node. The hoét/ho&e interface for the
experimental network will consist of short, para11¢1 1ines_for high
throughput data transfers. Additional lines will Bearequired to convey
control information. A typical control exchange betwéed'the host and node
for a data word transfer might be, "Prepare to Ré&éivé a Word"/"Word
Received Correctly"/"Good." The procedure for‘%oét/node.commuHiCations
must also define a technique for detecting bit.errors in the delivered word
and for resending the word when errors are discovered. A simple error
detection algorithm (possibly a parity check) may be sufficient since the
probability Qf bit errors is reduced by the short length of the data path
and the reduced data rate per line achievéd via'parallelism. Finally, a
flow control method is required to allow the host or node to halt the data
transfers until it can “"catch up" with the sender.-.The HDLC Préceivé not -

ready" response can be employed for this purpose.
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Concluding Remarks

A hierarchy of protocols has been devised for aﬁ experimental mesh
network. This local area net will serve as a testbed for various network
experiments such as the evaluation of algorithms for fault tolerant
operation and integrated communications. Contrb] information on fhe'
network will be carried in dedicated, control packets. These packets will
be received and forwarded toward their destination by each intermediate |
node between the source-destination node pair. All data, voice and video
communications will be supported by circuit switching, i.e. a physical
circuit will be constructed by the network nodes between two cohmunicating
hosts prior to the start of a host to host data exchange. The rationale
for this design decision is based ubon the high bandwidth requirement of
the real-time video transmissions. However, interactive or "bursty" data
communications are better suited tb packet switching since it provides
improved channel utilization for that type of data., THerefOre, technfques'
are currently under investigation which would incorporate paéket switching
into the experimental network for ihteractive data_exchanges. Many of the
procedures described in this paper for contfo1‘packets could also apply to
the delivery of data packets. _ |

The rules which govern the flow of control ahd,data through the
network are set forth in layers 1, 2 and 3 of the fivg layered hierarchy of
protocols. In defining these protocols, particular emphasis was placed on
robust algorithms for error control and reliability. Ulfimately, these

procedures must be implemented within the mesh network to determine their



impact on network performance in terms of message delay and data

throughput.
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Synchronization

Delimitation
Data Transparency

Data Transfer

Error Control

" Flow Control
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TABLE 1
Protocol Functions

Coordinate Sender and Receiver Prior to Data
Transfer

Denote Start and End of Message
Permit Any Bit Sequence to be Included in Data

‘Support Controlled Data Transfer from Sender to
Receiver '

Insure Accurate, Reliable Data Delivery

Compensate for Excessive Arrival Rate of Data at
Destination



TABLE 1I
Responsibilities of the Source to Destination Node Protocol
Detect Bit Errors in the Delivered Packet

Retransmit Packets Which Were Corrupted on Their Journey to the
Destination

Return Acknowledgments to Source Node for Good>Transmissions
Recover Lost Packets
Detect Duplicate Packets

Provide Flow Control at the Destination Node

31



Class

Information

Supervisory

Unnumbered

TABLE II1

HDLC Frames

Name

Receive Ready
Receive Not Ready
Reject

Selective Reject

Set Normal Response Mode _
Set Asynchronous Response Mode
Set. Asynchronous Balance Mode
Set Initialization Mode
Request Initialization Mode
Disconnect

Unnumbered Poll

Reset

Unnumbered Information
Exchange Identification
Unnumbered Acknowledgment
Disconnect Mode

Request Disconnect

Frame Reject

Test

Mnemonic

RR
RNR
REJ
SREJ

SNRM
SARM
SABM
SIM
RIM
DISC
up
RSET
XiD
UA
DM
RD

FRMR
TEST
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FIGURE 2.
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Pz |
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FIGURE 7. NODE TO NODE EXCHANGE. A) ONE LOGICAL CHANNEL.,
Ny MUST RECEIVE AN ACKNOWLEDGMENT FOR EACH
PACKET BEFORE SENDING THE NEXT PACKET,
B) THREE LOGICAL CHANNELS., Ny CAN SEND THREE
CONSECUTIVE PACKETS BEFORE RECEIVING
ACKNOWLEDGMENTS.
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FIGURE 12, HDLC CONTROL FIELD
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