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1.0 INTRODUCTION

The Upper Atmosphere Research Satellite (UARS) will collect data pertinent
to the earth's upper atmosphere. This collected data will be gent to the
Central Data Handling Facility (CDHF) located at Goddard .Space Flight
Center (GSFC) via the UARS ground system. Once received by the CDHF, the
data will be processed and distributed to the, Remote Analysis Computer
Systezs (RACS.) An overview of the UARS ground systen is presented ia
Section 2.0,

In this Trade Analysis, three configurations have been developed for the
CDHF-RACS gysten. Section 3.0 describes the CDHF configurations. The IBM
CDHF coafiguration is presented in Section 3.1. The UNIVAC CDHF configura-

“tion 418 presented in Section 3.2. The VAX CLUSTER CDHF configuration 4is

presented ia Section 3.3.

RACS configuracions are presented in Section 4.0. The IBM RACS configura-
tions are detailed 1in Sectioa 4.1, UNIVAC RACS in Section 4.2 and VAX RACS
in Section 4.3. '

Due to the large on~line data estinmate of approximately 100 GB, a mass
storage gystem is considered essential to the UARS CDHF. An analysis of
several wnass storage systems is performed in Section 5.0. Specifically,
the Braegan ATL {s discussed in Section S.1, the RCA optical disk 4n
Section 5.2, the IBM 3850 {n Section 5.3.1 and the MASSTOR M860 {a Section
5.3.2.

The type of mass storage §ysten most suitable to UARS was determined to be
the automated tape/cartridge device. Two devices of this type, the IBM
3850 and the MASSTOR MSS were analyzed ia this Trade Analysis. ' In Section
6.0, the applicable tape/cartridge device is incorporated iato the three
CDHF-RACS configurations.

L e e m—a s
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In Section 7.0, the resulting CDHF-RACS configurations are paraceterized
according to the following trade factors:

performance capability

availabiley

compatibility wi:h exigting requirements

cozpatibility with existing/planned iastitutional systecs
{mplementation risks

0O 0O 0 0o o0 o

eage of use and user friendliness.
Costing of the configurations is performed ia Appendix A.

Of the three configurations developed for the CDHF-RACS systen, all are

‘uni-vendor designs. However, there has been som2 discussion of the

possibility of a nulti-vendor configuration. The most 'likely prospect
would be a UNIVAC CDEF and VAX BRACS with both utilizing the UNIX operating
systen. This 1s an idea that wsy well serve the needs of the UARS mission.
More research would need to be performad to establish the feasibility of
utilizing such a system. Appendix B discusses a UNIVAC CDHF-VAX RACS
systen in wmore detail.
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2.0 UPPER ATMOSPHERE RESEARCH SATELLITE SYSTEM OVERVIEW

The Upper Atmosphere Research Satellite (UARS) mission is to be coafigured

with 11 experimental instruzments, designed by nission iavestigators, which
vill collect data pertineat to the chemistry, dynemics and thermodynamics
of the earth’'s atzmospherec. Each wmission investigator is responsible for
his respective instrucent design and operation, goftware development, and
interpretation of data collected. All data collected by the instruments
will be routed through NASA networks and the UARS ground system to the UARS
Ceatral Data Handling Facility (CDHF) which will be located at GCoddard
Space Flight Center. The CDHF is to be designed so as to process data in a
batch envrionment, thus allowing mission iavestigators to devote their
efforts to data nnalyais.’ To date, the follouwing major CDHF requirecents
have been established:

o Production Processing of one day's worth of data in one work shifc
(1.e., 8 hrs.)

o Data Ingest from Data Capture Facility via a dedicated high-speed

data transfer link

L0, L1, L2, L3 production

Communication Interface and Data Transfer to/from RACS

RACS batch services

Data Management

Interfaces to other aecessary ground system componeats

© 0 0 0 0 o

Interface to Mass Storage Systen.

Mission investigators will be provided with Renmcte Analysis Computer
Systems (RACS) which will communicate with the CDHP by meaas of a UARS
project-provided network of proce sors, telecommunications controllers,
leaged lines, wmodems and other componeats as is necessary. RACS will be
oriented ctoward algoritho development, data interpretation and graphic
display. To most effectively accooplish these taska, the RACS must be
software coumpatible with the CDHF processing computers.

2-1



For analytical purpoees, wmuch of the data produced by UARS will have to be
kept on-line and available to the nission investigators at the RACS.
Because of the gize of this on-line data base (zost recent esticates place

this figure ac 100 GBytes), a nasa storage gystes will be incorporated iato
the CDHF coafiguration.

2.1 UABS Ground Systen Elemants

In addition to the PACS, the CDYF will have to cocmunicate with the other
cocponeats of the UARS ground system. Major elemcats of the UARS ground
system are shown in Figure 2-1. The RACS ead the CDHF are the only
facilities 1in the UARS ground system whose principle goals are gscientific
in nature. The other elezants of the ground systen are intended to support
the UARS gpscecraft, the CBDZP and the RACS. D::atlg of the ground systen
interfaces have been sddressed in othar UARS docuxents cnd will not be
elaborated upon in this Trzde Analysis. (Raference 1 sod 2)

2.2 UAES Dats Estinates .
The UARS data vill ba delivered to thz CDIF via the ground systez network
described in the previous paragraph. The UARS date bage will coasist of

instruzent data

orbit and attitude data
engiacering data °

on board computer data
systen goftware
processing coefficients
data analysis results
other (TBD).

O 0O 0 0 © 0 0 o

Estimates have been determined for these data types and are summarized i

Table 2-1. The levels of production processiag have also been estimated
and are summuarized f{a Table 2-2.

2=2
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MAJOR ELEMENTS OF THE UARS GROUND SYSTEL]

PAYLOAD O?ERATIONS
TORSS/
" Asc:m - o] CONTROL CENTER
. (racc)
[ }
ORBIT SUFPORT
TDRSS/ COMPUTATIONAL
NASCOM o FACILITY
{oscF)
FLIGHT
@~D DYN ALACS cou‘\‘w: D
SYSTEM (FDS) BMANAGEMENT
\ SYSTEN (Crs)
TCRS/ DATA CAPTURE CENTRAL DATA
NASCOIM ——— FACILITY - HANDLING FACILITY <
{DCF) (CoHF)
y
RACS

FIGURE 2-1
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Table 2~}

UARS DATA VOLUME ESTIMATES

Type of Data Voluze Per Day
Level O 202.1 HByte
Level 1} 173.5 ¥Byte
Level 2 79.7 MByte
Level 3 24.0 MByte
Quicklook 69.0 MByte
Engineering 10.8 MByte
Orbit/Atzitude . 7.0 MByte
On Board Computer (OBC) Data 32.4 MByte
Other TBD
Calculated Voluze 598.5 MByte/day
Coacingency 50% 299.2 MByte/day
Total Estimated Voluame 899.7 MByte/day
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Table 2-2

DAILY UARS PRODUCTION PROCESSING ESTIMATES

Time Required

Type of Processing (based upon a 1 MIPS nachine)

Ll Processing and I/C 11,474 seconds
L2 Processing and I/0 126,352 seconds
L3 Processing and 1/0 2,333 seconds
Total 140,159 seconds

140159 seconds = 4,87 shifts/day

3600 seconds/hr x 8 hrs/shift (1 MIPS machine)
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3.0 CENTRAL DATA HANDLING FACILITY STRAWMAN CONF IGURATIONS

The Central Data Handling Facility (CDHF) for the Upper Atmosphere Research
Sactellite (UARS) will be located at Coddard Space Flight Center and i3 to
serve as the price data processing center and ag the central data
repogitory.

The ctraditional configuration for a CDHF centers around a very large and
powerful maiafrese computer. Other components normally include a large
magaetic tape library, many disk drives and same-vendor recote facilities.
For the UARS misaion, several ianovative ideas are being considered for
{acorporation iato the CDHF configuration. First, a network of super-nini
computers, capable of satisfying all CDHF requirezents, is being investi-

gated. Second, an on~-line nass storage systen is being analyzed. These

points are addressed later in this docuzent.

While a super-aini network is being given serious copsideratica by the UARS
planning committees, the traditional large mainframe configuration has a
definite advoatage: the mainframe {s a proven configuration. Mainframe
coafigurations have been utilized in the past and have establighed a track
recorde Two different mainfracs configurations are being considered for
the UARS CDiF. Section 3.1 addresces the strawman for the IEM naiafraze
configuration. The atrawsan outline of a UNIVAC maiafrane coafiguration is
described in Section 3.2.

The super-mini chosea for the CDHF super-mini design is Digital's Equipmeat
Corporation's VAX 11/780. Digital has just recently annouaced a aew
networking technique kaown as “CLUSTERING.” With a VAX CLUSTER, many of
the problems associated with super-mini networks such as a lack of hier—
archical storage management, queuing problems, failure recovery risks and
repair difficulties have been avoided. In addition, the VAX CLUSTER
recains the super-mini advantages such aas uger friendliness, growth
capability and aetworking features. The strawcan coafiguratfon of the VAX
CLUSTER is presented ia Secticn 3.3.

' i
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The IBM, UNIVAC and VAX CLUSTER configurations are uni-vendor
configuraciopa. Having one vendor does simplify certain aspects of a
degign. For instance, two systems manufactured by the same vendor and
proceasing under the same operating system are often software compatible.
Thus, interfacing 4s much less complicated. However, dictating a uni-
vendor restriction for the UARS Data Handling Facility may not best serve
mission needs. There hes been some discussion anong Goddard personnel
concerning the possiblity of a multi-vendor configuration. The most likely
candidates would be VAX RACS linked to a UNIVAC CDHF with both utilizing
the UNIX operating system. Since this configuration has been mentioned as
a poosibility, some preliminary research has been conducted. (Appendix B
further explores this area.)

3.1 1IBM 3081 Strawmsn Configuration

The 1IBM 3081 i3 a mainfreme rated at 10.4 MIPS snd with a 16 HByte memory.
This particular cozputer 1s well known &ong Goddard Space Flisht Center
Data Handling facilities. For the RACS, the IBM 4300 serics nmini-computers
are being researched. The specific codel chosen would depend upon the
particular needs of the investigators. The IBM RACS configurations are
zote thoroughly discussed in Section 4.1 FPigure 3-1 provides a system
diagran of the IBEM 3081 CDHF configuration.

3.2 UNIVAC 1100/92 Straweman Configuration

The UNIVAC 1100/90 series is a multi-processor mainfrace. The particular
configuration most gsuited to the UARS CDHF seems to be the 1100/92 which
has two CPUs and two I/0 procesaors. It is rated at approximately 11 MIPS
with 12.6 MBytes of main memory. For the RACS, either the UNIVAC 1100/70
or the “Chaparral” L will be utilized. The Cheparral will be used for PACS

Note 1: The "Chaparral” was the code name used by UNIVAC for the UNIVAC
System 11 DDP before the System 11 [DP was formally announced.
Sperry/UNIVAC announced the System 11/DDP {a November, 1983,

3=2
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with MIPS requirzents of 0.5 MIPS or less. The 1100/70 series will be used
for those RACS with processing requirecents greater thaa 0.5 MIPS. Figure

3-2 provides a UNIVAC CDHF system dizgrzs. Detailed iaformation conceraing
the individual UNIVAC RACS configuration is presented in Section 4.2.

3.3 VAX 11/780 CLUSTER Strawaan Configuration

The super-mini configuration proposed for the UARS CDHF coasists of Digical
Equipment Corporation's VAX 11/780s ia a CLUSTER arrangement. The VAX
configuration is being considered primarily due to its popularity among the
nission investigators. The majority of mission iavestigators have worked
vith the VAX and find 1t both an effective analytical tool and a “friendly”
computer. The CLUSTER 48 a nev networking techmique just recently
ennouaced by Digital. The CLUSTZR arrzngemont is tte only VAX configura-

tion under counsideration becsuse it was deternmined to be the only arrange-

sent cspable of handling the extensive processing needs of UARS, Other
network - schenes offared by Digital, including DECaet snd ETHEﬁne:. vere
deterained to be too slow. In addition, CLUSTER 1a the culy scheme which
avoids th: standard super-mini network problems with storage managment,
access time, and failure recovery. »

Table 3-1 su=zarizes the VAX 11/7§0 characteristics. Figure 3-3 depicts
the VAX 11/780 system components.

3.3.1 VAX 11/780 CLUSTER Hardware
The VAX 11/780 CLUSTER hardware consists of the followiag elements:

VAX 11/780 processors

Mass Storage Systen

Intelligent Hierarchial Storage Controller HSC50
CI Cozputer Interconnect

Cl Interfaces

o O 66 o o

3=4
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Table 3=}

VAX 11/780 CHARACTERISTICS

Paraceter Rating
Word Lleagth 32 bits
Cozputer Speed

(Million Instructions Per Second) 0.70 M1PS

I/0 Rate (max)
-iozical Address
Progrea Size (max)
Synchronous Coczmunications
Asynchronous Communications

Comzmunciations Iaterface

13.3 MBytes/sec

4 GBytes

2 GBytes

1 Mbps

9.6 Kbps

56 Kbps

U VU 0
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o Star Coupler

VAX Processors:

nodes. The VAX 11/780 processor runs on VAX/WiS operating systen.

Mass Storage Systen:

‘The UARS vaAx CLUSTER would ut{lize the NMASSTOR Mags Storage Systen
(HSS).  MASSTOR has teaced vith Systens Industries to implemant a

the MASSTOR MSS.

HSC30:

The H8SCSO0 (Hfersrchica) Storage Controller) {15 a helf-ccntained,
intelligent, G233 atorage gubsystca that conaects one or zore proceg-
8073 to a set of pags storage disks, tapes. THe HSCS0, d{tgelf a
CLUSTER node, cocomunicates with C?U(s) by way of the CI and uses
Digital's Magg Storage Control Protocol for éo:znnica:ions. Corzunt-

The HSC50 offloeds utility operatioas such as disgk éhadowing, voluze
inage copying, and image backups fron the hoats, by performing thege
operations itself, To maximize throughput, the HSC50 handles
zultiple, concurrent operations on cultiple drives and optimizes the
physical operations, such as track seeks and rotational positioning.

The SDI/STI interfaces also use passive coupling, so they can be
disconnected and recomnected without disrupting other vax CLUSTER

device operationg. Each HSCSO can 8upport & combination of up to six
SDI or STI iaterfaces. '

3-8
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Computer Interconnect:

L4

The C1 (Computer Intercomnnect) is a high-gpeed, fault-tolerant, dual-
path bus. It allows processor nodes and intelligeat I/0 subsystem
nodes to be connected. Hodes ia a VAX CLUSTER use a multiaccess bus
topology that allows aay VAX processor node in the CLUSTER to talk to
any other VAX processor node.

The CI bandwidth is 70 Mbits per sccond. The CI has an ic=ediate
acknowledgement scheme wherein channel tice is reserved at the end of
each nessage for the destination to acknowledge receipt.

Cl Interfaces:

Star

The CI iaterfaces are intelligent controllers that commect processors
to the CI. Each interfaces attaches to one CI bus, the bus consiating
of two transait and two receive cables. Traffic is transmitted on
vhichever path {s avzailzble. I

Coupler:

The Star Coupler is the cozmon counection point for all CLUSTER nodes
connected to the CI. It connects together ali CI cables from the
iadividual nodes with a maxizun radius of 45 meters. The Star Coupler
can be configured to support VAX CLUSTER systems of up to 16 nodes.
The Star Coupler provides passive coupliag of the aignals from all
CLUSTER nodes by means of pouer splitter/combiner transformers. In
addition, the dual paths of tﬂe CI are electrically isolated from each
other.

For each node, IN znd OUT connectors are provided for each CI path. A
signal received from an IN connector is distributed to all OUT coa-
aectors. The Star Coupler terminates all cables with their charac-

teristic impedance. Tuis allows nodes to be connected or disconnected

e
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during norasl CLUSTER operations witiout affecting the rest of the
CLUSTER.

3.3.2 VAX 11/780 CLUSTER Software

The VAX CLUSTER goftwatre yields trzigsparent sharing of data among the
CLUSTER nodes. The five major cocponents of the CLUSTER software are:

VAX 11/780 Record Management Service (RMS)
Distributed File System

Distributed Lock Manager

Mass Storage Control Protocol (MSCP)

Job Queuing

‘'O 0 0 0 ©

Record Management Service:

BRMS provides capabili ies for data storage, retrieval, and
wodification; file manipula:iga; access code switching, =and record
formatting.

Distributed File Systen:

The Di#:ribu:ed File System allows VMS processors in a VAX CLUSTER to
share disk mass astorage. A disk volume shared like this appears to be
a local disk to each CPU. All access to the disk from any level above
the disk driver works traaspareatly.

The shared disk can be directly connected to one of the CLUSTER
processors. In this iostance, the MSCP Server on the procesgsor with
the local disk transparently provides the equivaleat MSCP services.
BMS uses the Distributed File System and the Distributed Lock Maaager
to provide file level and record level access to disk storage
throughout the CLUSTER.



With the MSCP server, such a shared file system allows for incremental
growth by enabling additional CPUs with their own local disk storage
to be added to the CLUSTER and then allowing users on the existing VAX
CLUSTER CPUs to share the new local processor owned file sSystem.

Distributed Lock Manager:

The VMS Distributed Lock Manager synchronizes access to resourccs for
processes. The Lock Manager provides a nanespace in which processes
can lock and ualock resource names. It provides a queuing mechanisam
80 that processes can be put into a wait state uatil a particular
resource is available. ’

Mags Storage Controi Protocol:

The MSCP ig s protocol for logical access to disks and tapes. It
permita any VAX/VMS Processor in the CLUSTER to access disks that are
connected locally to znother VAX processor CLUSTER ' node. ‘The MSCP
Server also includes voluze shadowing capability disk drives. These
disks appear asg if they were logically error free. Incoming 1/0
requests from other procegsors in the CLUSTER are received by the MScCP
‘Server. The MSCP Server uses the standard VAX/WMS device driver
interface to communicate with the local disks and passes the data back
over the CI to the requesting CPU,

Job Queuing:

Generic batch queues, coupled with batch execution queues that execute
on specific systems within the CLUSTER, enable the batch workload to
be shared. The . VMS default scheduling policy balances the shared
batch workload aczoss the CLUSTER. It does this by keeping the ratio
of active batch jobs to available batch slots as equal as possible on
each processor ncde.

3-11
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3.3.3 VAX 11/780 CLUSTER Estinates

Based upon the 0.70 MIPS effective throughput rating of the VAX 11/780 and
the requiremeat that the CDHF coafiguration be sized so as to process one

day's worth of data ia one eight-hour shift, the following calculations
were performed:

Required time (based upon 1 MIPS machine) 140,159.0 seconds i
VAX MIPS Rating 0.70 MIPS . f
140,159 _ 1 MIPS-second = 6.96 VAX-shifts

«70 MIPS/VAX x 3600 seconds/hr x 8 hours/shift

With a. contingency factor of 50Z and the requirement for a spare, this
increases the estimate to eleven VAXs. In addition, one VAX would be
needed to serve as the cox=unications base for the RACS, the CDEF and
Conmand Management. Thus, an esticated twelve VAX 11/780s will be
necessary to satisfy CDHF requirecents. Figure 3-4 shows a toﬁology of the
proposed VAX CLUSTER.

PRSP S O U
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4.0 REMOTE AMALYSIS COMPUTER SYSTEM STRAWMAN CONFIGURATIONS

Due to the varying aature of the UARS experimeats, the thirteen Remote
Analysis Computer Systems (RACS) have varying processing and memory
requirecents. Table 4-1 summzrizes thase requirementg.

4.1 IBM RACS Configuration

The IBM 4300 geries computers are being considered for the propogsed IBM
RACS coafiguration. There are four computers ia the 4300 series:

-Model MIPS _ ‘ Storage
IBY 4331 Model 1 < 1/2 \apPs IMB storage
IBM 4331 Model 2 1/2 MIPS 4MB storage
IBM 4341 Model 1 1 MIPS , 4B storage
IBM 4341 Model 2 > IMIPS  &MB storage

Table 4-2 1istsz the BRACS and their correspondiag IEM configurations.
Figure 4-1 depicts the IBM RACS~CDHEP configuration.

As indicnted ia Pigure 4-~1, the 3765 Cozmunications Controller provides for
the physical amanagement of the coz:unica:ion'ne:ubrk. The 3705 can serve
four hcut system channels. Ia addition, the 3705 can operate as a remote
communications controller or as aan intermediate network aode ia 2 rmulti-
systen aetworking environment. The 3705 can be configured to operate
either as a local or remote cocmunicatiens controller. External nodens are
supported for up to 230 Kbps. ‘Local attachnents are available without
zodens for speeds up to 57.6 Kbps.

4,2 UNIVAC RACS Configuration

Two UNIVAC co=puters are being considered for the proposed UNIVAC RACS con-
figuration the UNIVAC 1100/70 and the "Chaparral®. The 1100/70 séries is a

4l
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. ' ' Table 4-1

RACS PROCESSIKG AND MEMORY REQUIREMENTS

: RACS

Naval Besearch Lab (NRL)

Georgia Institute of Technology (GIOT)
Uaiversity of Washington

Laurence Livermore Laboratory (LLL)

National Oceenic and Atmospheric
Adninigtration (BOAA)

National Center for Atmospheric Regearch (NCAR)

Uaiveristy of Colorado

University of Michigan

NASA/Langley Research Ceater (LeRC)

NASA/Jet Propulsion Lab (JPL)

Southwest Research Institute (SRI)

Lockheed Palo Alto Research Labot#:ory (LPARL)

NASA/Goddard Space Flight Center (GSFC)

Processiag Menmory

(MIPS) (MBytes)
0.4 MIPS 1MB
0.6 MIPS 148
0.4 MIPS 1 MB
0.4 MIPS 1 M8
0.4 MIPS 4 MB
;J.S MIPS 1 M8
0.8 MIPS 6 MB
1.0 MIPS 5 MB
1.0 MIPS 2B

1.0 MIPS 1.3 48
1.0 MIPS 1 MB
2.0 MIPS 1 MB
4 MB

2.0 MIPS



Table 4=2
IBM RACS CONPIGURATIONS

RACS IBM
Cozputer
Naval Regearch Lab (NRL) 4331
Georgia Institute of Technology (GIOT) 4331
University of Washington 4331
Lawrence Livermore Laboratory (LLL) 4331
National Oceanic and Atmospheric 4331
Adninistration (NOAA)
National Center for . 4331
Atzospheric Research (NCAR)
Univeristy of Coloredo 4341
University of Michigan 4341
'NASA/Langley Research Center (LaRC) 4341
NASA/Jet Propulsion Lab (JPL) 4341
Southwest Research Institute (SRI) 4341
Lockheed Palo Alto 4341
Research Laboratory (LPARL)
NASA/Goddard Space Flighz Ceater (GSFC) 4341

Model
Model 2

Model 2

Model 2

Model 2

Model 2

Model 2

 Model 2

, Hodel 2

Model 1
Model 1
Model 1

Model 2

bﬂodel 2
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IBM RACS-CDHF CONFIGURATION

iIBM 3081
CDHF
3705
COMMUNICATIONS
CONTROL
| 1
I1BM 18M 18M 18M 1M 1M
4341 433 4341 an 4341 ’ 4341
MODEL 2 MODEL 2 MODEL 1 MODEL 2 MODEL 2 MODEL 2
U. OF MICHIGAN NRL : NASA/LaRC U. OF COLORADO NASA/GSFC - NASA/SPL
| 1
1BM 1BM 1BM 1EM 18M iBM 1BM
4341 an 4331 43 43N 4331 4331
MODEL MODEL 2 MODEL 2 MODEL 2 MODEL 2 MODEL 2 MODEL 2
U.OF
SR1 LPARL GIOT WASHINGTON LLL NOAA NCAR
FIGURE 4-1
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more powerful computer than the Chaparral and will be utilized for cthose
RACS with processing needs greater than 0.5 MIPS. Both the 1100/70 series

and the Chaparral run on the same operating system as the proposed UNIVAC
. CDHF 1100/92 maiaframe computer.

Comzunications between the RACS and the CDHF will be accomplished via
Distributed Comzunication Processors (DCP) sized to meet the needs of each
individual RACS. The DCP can perform either as a front-end processor or as
a remote procesgor. As a froat-end processor, it supports a direct-chaanel
interface to & host processing system and provides software controls for
transferring data betwezen the host and the communications network. As a
temote communications processor, the DCP transfers data over serial
cowzunications lises to a central host procesgor or other remote processing
or terminal equipment. There are three available sizes of DCPs:

o DCP 10 (smallest)
o DCP 20

o DCP 40 (iargest) .
All models of the DCP utilize two processing elemengs: a corm=unications
processor and a port processor. The comtnniéétions processor controls
network access and performs message processing. The port processor per=
forms 1/0 processing. The CDHP 1100/92 will utilize the largest DCP, the
DCP 40. Table 4-3 lists the RACS with their corresponding UNIVAC computer
configurations. Figure 4-2 depicts the UNIVAC RACS-CDHF configuration.

4,3 VAX 11/780 RACS Configuration

With this basic 11/780, one can expect a processing rate of 0.7 MIPS and

menmory of 2 MBytes. With optional expansions, the VAX 11/780 can be

. configured to neet the needs of most of the RACS. For the twvo largest

. RACS, LPARL and GSFC, a VAX 11/782 would be utilized. The VAX 11/782 is a
dual processor with approximately twice the processing capability of the

VAX 11/780. Processiag speeds' of both the 11/780 and 11/782 can be

4=5



Table 4-=3
UNIVAC RACS CONFIGURATIONS

RACS UNIVAC Distributed
Cozputer Communications
Procecsor
Naval Research Lab (NRL) : Chaparral DCP 10
Georgia Institute of Technology (GIOT) Chaparral DCP 10
University of Washington Cheparral ~ DCP 10
Lavreace Livermore Laboratory (LLL) Chapparal DCP 10

National Oceanic and Atmospheric
Adainistration (NOAA) Chaparral DCP 10

Rational Center for

Atzospheric Research (NCAR) Chaparral . _ DCP 10
Univeristy of Colorado 1100/71 Model H1 DCP 20
University of Michigan 1100/71 Model Bl i DCP 20
NASA/Langley Regearch Center (LaRC) - 1100/71 ‘odel HI1 .DCP 20
NASA/Jet Propulsion Lab (JPL) 1100/7)1 Model HI DCP 20
Southwest Begsearch Institute (SRI) 1100/71 Model Hl DCP 20

Lockheed Palo Alto 1100/70 Model H1 DCP 20
Research Laboratory (LPARL)

NASA/Goddard Space Flight Ceater (GSFC) 1100/70 Model H1 DCP 20
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UNIVAC RACS-CDHF CONFIGURATION

UiVAC
11C06/92
CDHE
DCP 4D
r—— 1
DCP/20 DCP/10 oce/20 DCe/z0 'DCP/2O ocero
1100771 CHAPARRAL 10971 100/71 - 1100/70 1100/74
v. OF Y. OF
MICHIGAN, NRL NASA/LaRC COLORADO NASA/QSFC MASANIL
[ 1
DCP/20 DC2/20 DCP/10 pCe/io DCce/i0 L©ee/t0 Dce/i0
1100/71 1100/70 CHAPARRAL CHAPARRAL CHAPARRAL | | CHAPARRAL | | CHAPARRAL
U. OF )
SRI LPARL Giov WASHINGTON LLL NOAA NCAR

FIGURE 4-2
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increased with the addition of a Floating Point Accelerator (FPA). Also,
memory can be increased to 16 MBytes in 2 MByte increments,

Cozmunications from the RACS to the CDHF communications base could be
accomplished via DECnet. DECnet provides a layered structure of protocols
which allow the RACS VAXs to cozzunicate with the CDHP VAX CLUSTER aad to
retrieve data from the mass storage system. Table 4~4 lists the RACS and
their corresponding VAX configurations. Figure 4-3 depicts the VAX RACS~
CDHF configuration.
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Table 4-4

VAX 11/780 RACS CONFIGURATIONS

RACS

Naval Regearch Lab (NRL)

Georgia Institute of Technology (GIOT)

Univereity of Washiagton

Lawrence Livecrcore Laboratory (LLL)

National Ocezaic and Atmospheric

Adninistraction (NOAA)

National Center for-

Atoogpheric Besearch (NCA#)

Univeristy of Colorado

Uaiversicy of Michigan

NASA/Langley Research Center (LaRC)

NASA/Jet Propulsion Lab (JPL)

Southwest Research Institute (SRI)

Lockheed Palo Alto
Research lLaboratory (LPARL)

NASA/Goddard Space Flight Ceanter (GSFC)

P e e sttt At A e iere A
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VAX Model

11/780
117780
11/780
11/780

11/780

11/780

11/780
11/780
11/780
11/780
11/780

11/782

11/782

FPA

8D

FPA .

FPA
FPA

FPA

FPA

FPA

Menory
Expeneion

4M3
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VAX RACS-CDHF CONFIGURATION

St e

CDHF —~ RACS
COMMUNICATIONS
BASE
VAX 11/7%0
DECnet
—
F
2 2M8 § 2MB FPA 2M8 M8 FPA 2M8 FPA
VAX 11/780 VAX 11/780 VAX 11/780 VAX 11/780 VAX 117782 VAX 11/780
U. OF ’ U.OF
MICHIGAN NRL NASA/LaRC COLORADO NASA/GSFC NASA/JPL
l . —
FPA FPA 2M8
VAX 11/780 VAX 11/782 VAX 11/780 VAX 11/720 VAX 11/780 VAX 11/780 VAX 11/780
U. OF
SR LPARL GIOT WASHINGTON. LLL NOAA NCAR

FIGURE 4-3
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5.0 MASS STORAGE ANALYSIS

One of the the principal functions of the UARS CDHF is to serve as the
ceatral repository of the various levels and types of UARS data. Tradition-
ally, data storage has Beea achieved via magnetic tape libraries. As data
is requested, data center persoanel wmust zanually count the tape oato the
tape drive. Data is then trzasferred from the tape to the digk for proces-
sing. However, this process is labor iatensive, error-prone and extremely
time-consuming. In addition, tape libraries require tremendous floor
space.

The  goal of the CDHF is to provide an accurate and cozplete data bage
capable of being accessed in a timsly manner. To saticfy this objective,
massive volunes of UARS data tust be kept “"on-1ine”. Table 5«1 summarizes
the UARS on-line data storage reqnircnedta. Before the advent of the mass
storage systea, data bzses were kept on-line by storing the data on spin~-
aing magnetic disks. Although this storage technique did succeed 1in
allowing tirely access to dsta, it retained the floor gpace problenm of the
tape 1library. It also consuned a trez=endous szmount of power and the disk
media was very expensive. For these reegons, efforts were made to design a
storage systen which would have the following properties:

0 storage capacity in the GByte range
o timely accees of data

o lov perscnnel requirement

o efficient use of floor space

o low power consuzption

Mass storage systems are available which can alleviate the iaadequacies of
the traditional manual magnetic tape library. They also are designed to be
much less costly than traditional disk storage. Three basic types of mass
storage systems vere analyzed for this report:
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; > Table 5-1

UARS ON-LINE DATA STORAGE REQUIREMENTS

1 On=-Line
Type of Data Volurz® Per Day Retention Tice
Level 0 202.1 MByte ‘ 10 days
Level 1 173.5 MByte 90 days
Level 2 79.7 MByte 90 days
Level 3 24.0 MByte 340 deys
Quicklook 69.0 MByte . ~ 1 day
Engineering 10.8 MByte 540 days
Orbit/Actitude 7.0 MByte 540 days
O Board Corputer 32.4 MByte 540 days

(0BC) Data

Other TBD TBD

Calculated Storage Requirement
Contingency 50%

Total Estimated Storage Requiremeat

5=2

Storage
Requirements

2.02 GByte
15.62 GByte
7.17 GByte
12,96 GByte
0.07 GByte
5.83 GByte

3.78 GByte

17.50 GByte

TBD

64.95 GByte
32.47 CByce

98.42 GByte



0 autonated tape library
o optical disks
o automated tape/cartridge device

Section 5.1 provides {aformation on the Bracgan Automated Tape Library,
Section 5.2 concerns the RCA Optical Disk Data Storage and Scction 3.3
discusges both the IBM 3850 and the MASSTOR MSS autorcated tape/cartridge
devices.

Four mass storage systems were analyzed for this analysis effort. The type
of mass storcge systen wost feasible for UARS purpose is the automated
tape/cartridge system. Both the IDM end the MASSTOR tape/cartridge product
should be considered for UARS. Ultimately, the choice of mess storage
product vendor will depend upon the CDHF computer configuration chosea.

5.1 Braegan Automated Tape Library

The automated tape library f{nvestigsted was the Broegen ATL 7110. The ATL
7110 consists of a housing zodule that provides physical storage space for
magnetic tape reels, a wmcchanical retrieval device, rmounting aad
diszounting components, and softvare to oanage the system. In addition to
the storage module, this syten requires a sufficient number of tape drives

to haadle the data load. These tzpe drives muct be placed adjaceat to the .

storage module.

The maximum ATL 7110 configuration consists of 16 storage units and 32 tape

drives. Each storage unit provides space for 440 standard reels; however,

- each automatic reel-mounting device reduces capaéity by 28 reels. If the

maximum configuration ({.e., 16 storage units and 32 tape drives) is
utilized, cthe system can handle 6144 standard reels. The correspondiag
data capacity i{s approximately 1100 GBytes:

61464 reels x 2400 feet/reel x 12 inches/feet x 6250 Byte/inch = 1100 GBytes.

i |



Hovever, with normal use, inter-record gaps would reduce capacity by 33Z.
Thus, the zdjusted data capacity would be:

1100 GBytes x 66% efficiency = 726 GByctes

This figure corresponds to 45.4GByte/storage unit. Since the best estimate
of on-line storage required for UARS is 100 GBytes, the required number of
storage units is three.

As opposed to a traditional tape library, the ATL 7110 offers several
advaatages to the user:

decrezse ia manpover
low hardware costs

“fail-soft™ capebility

(]
)
o nodularity, add-on capacity
o
o no medi{a coaversion

While theee features nmake the ATL 7110 preferable to a traditional tape
library, several prohibitive disadvanteges make this systen unsuitable for
the UARS mass satorage systen.

The primary disadvantage of the ATL 7110 lies in the physical space
required by the systea. FEach storage module measures 79 inches high, 63
faches wide, and 67.5 inches deep. For each unit the required floor space
18 29.5 ft2, Thus, the floor space required for the three units which are
aeeded to satisfy UARS requirecents i3 88.6 f:z. To this figure must be
added the floor space needed for hallways, paiatenance access and the tape
drives which are placed adjacent to the storage modules. In total, the
floor space required is extensive.

In addition to the floor space problem, the data access time of the ATL

7110 is less than desirable for the UARS program. Braegecn specificatioas
list the average mount tinme as 20 seconds. Adding réqueét time and time

S~4
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for the transfer of data to “on-line” status pushes total data access time
to well over 20 seconds. The cosbinatiocn of slow access time and massive
floor space requirements make the ATL 7110 unguitable for use as the UARS
©ass storage system.

5.2 RCA Optical Disk Data Storage
Optical disk cys:enaz record data by ablating the thin metal gurface of a

rotating disk with a high-power, podulated lagcer bean. The recorded data
can then be read with light sensors that detect the reflected light of a

‘low-power, unmodulated laser beezm. Once recorded, the optical disk may not

be re-used for urite purposes. It is a write-once, reed cany tices device.

In rYe past, this dravback has discouraged many froa pursuing optical disk

‘stecage. However, much of the UARS data will require only a write-once

capacity. For exazple, LO and L1 data are normslly recorded once and thea
usad nany tices in order to perforn additional eanalyses. Por this
particular situation, the optical disk would be desirable.

The RCA product ie configured as a control processor unit (CPU) and a disk
drive unit (DDU). The CPU provides for interfacing, data formatting, error

. menagement and function comtrol. The DDU provides for cartridge disk

handling, drive, servos, elec:io—optica and buile-in-test. The systenm has
beea configured as an intelligent controller. This configuration minimizes
the load upon the host system. Multi-vendor capability 1s provided vis
Network Systems Corporation's HYPERchannel zdapter. A master processor
manages interfaces and perfores data coaversion.

Note 2: This analysis of optical disk data storage for UARS mass storage
aeeds has been based primarily oo naotes obtained from an RCA study report.
RCA has recently concluded a study of optical disk systems for NASA's Image
Processing Facility. The study has not yet been published; however, RCA
did agree to supply outline notes.

5=5
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The optical disc format has been configured usiag a l4-inch dismeter disc.
It has three partitioned ares. The innercost is used for test pattern and
diagnosis 1iateraal to the equipment. The middle region, comprising i4ia
excess of 99 percent of the area, is for the user and overhead data. The
outer edge is used for file directory. A file directory is eatered each
time the disc is removed from the system.

Tables 5-2 and 5-3 give technical specifications for the opticel disk
systenm and the optical disk media respactively.

There are several major disadvantages iaherent in optical disk storage.
The first {s the write-once linitation. While this would probably not
aftect LO and L1 data gtorage, it could leed to problems {f used for L2 and
L3 storage. L2 and L3 data are derived from algorithzs that will likely be
adjusted several times throughout the UARS missfon. Each time an algoritha
is sdjusted, data must be recalculated. Since the old data could not be
purged and then recorded ~ver with updated data, a new file would have to
be established. With several files of the "scze” data floating around,
bookkeeping would be much more complex. Aleo, having cutdated and incorrect
data availble 1o the users encourages nistakes leading to invalid znalyses.

Since optical storage appears to be suitable for storage of L0 and Ll data,
but not for L3 or L4 data (zmong other types of data), it appears that if
optical's:orage were still desired, two different mass storage system would
have to be designed {nto the UARS systes. However, such a desiga is not
available off-the-ghelf and would be very costly.

The other major disadvantage of using optical disk gtorage for UARS lies i{a
the fact that this is new technology. It has no track record to speak of.,
One of the basic premises in the design of the UARS CDHF was that the
technology wmust be known and commercially available. Although the RCA
study and prototype design seems to be promising, it cannot be clairmed thac
optical disk gtorage is a readily-available, off-the-shelf product with a
proven track record.
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Table $-2

OPTICAL DISC SYSTEM SPECIFICATIONS

Paraﬁatgr
Laser Type (Write/Read)
Write/Read Data Rate
Disc Size
Disc Capacity (1 Side)
Access Tipe (worst case)
Bit Errour Rate
Disc Spia=-up Time
Data Block Size
Disc Handling
Dige Carrier
Media Life

Data Storage Format

5-7

Study Recults

G;As/EeNe

0 = 24 Mbps
14 in (dia.)
& x 1019 Bits
500 csec
<10710

2.5 gec

16 KBits
Cartridge loading
Cartridge

10 yrs.

Conceatric



Table 5-3

OPTICAL DISK MEDIA FORMAT SPECIFICATIONS

Paraceter
User Data Rate
Disc Speed
Disc Data Rate
ﬁaer Capncigy
Format Overheed
Disc Diazeter
Number of Tracks
Mia. Pit Size
Track Spacing

Track Type

Perfornance
24 Mbps
32.7 rev/sec
38.5 ¥bps/Channel
4.0 x 1010 Byes
28.52
14.0 inches
43.5 x 103
0.66 un
1.8 un

Concentric



5.3 Autozated Tapa/Cartridge Mass Storage Systems

The automated tape/cartridge system i{s conposced of:
o data cartridges arranged {n “honeyco=mb” storage cells
accesgor units s
data recording devices -
staging adeptors

otaging disk drives

© 0 o o

The data cartridge concists of a strip of magnetic tape, wound on a plastic
spool and enclosed in a protective plastic shell. Data is recorded on the
wagnetic thpe ia disk image format in segments called stripes. Storage
cells hold the data cartridges vhen they are not in use, and the accessor
trangports the data cartridges between the cartridge storage cells 2ad the
data-recording devices, which tranafer data to and from the cartridges.

‘9 request for data froa the ceantral processor goes to the storage facility,
which loads the proper dats cartridge into & data-recording device. From
the cartridge, the dats is trznsferred to the steging disk drives, vhere it
is then available for use by the central ptoceséo:. No reformatting 4is
required, because the data are stored on the magnetic tape ia dizk formac.
When the job 1s cozplete, 1if the records or files have been updated, the
data are returned (“destzged”) to the data-cartridge tape. If the data
have not been modified, destaging is not required. ’

The automated tape/cartridge device offers the user some distiact
advantages. In nost cases, disk or tape capacity is used inefficiently.
Typically a very large portion holds sequential batch data or {nfrequeatly
used “conveaience”™ data sets of stall to medium size. Such data iﬁouid - be
stored on mnagnetic tape and wmounted on tape drives when needed, but the
additional 1labor and tape drive costs, plus built-{n time delays and the
high probability of mishandling make thet approach impractical. These
types of data sets will compose a large part of the UARS data base and are
ideal candidates for storage ia an automated tape/cartridge device. Two
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automated ctope/cartridge systezs were enslyzed for this report. Section
S.3.1 preseats details of the IEM 3850 czas storage systea. In Section
5¢3.2, the MASSTOR MSS mascs storage system is presented.

5.3.1 1IBM 3850 Mags Storzge Systen

The 1IBM 3850 mass storage system is a tape/cartridge device. Each car-
tridge holds 50 MBytes on 2.7 x 667-inch strip of ragnetic tape. The
naxinuna configuration holds 472 GBytec of data. B

The IBM 3850 nass storage system is composed of:

Mass Storage Control

Data Racordiag Control

Data Rezcorzding Service

Certridge Storsge lodule

Staging Adeptar

Direct Accees Storage Device and Control
Accegssor Uait

o 0 0 0 0 o o

The data flov cooang thege components is shown in Pigure S~-1.

The IBM 3850 uees the virtual device concept in vhich mzss etorage appears
to the operating system as having more dircct access storage devices
available than are actually present. When data is requested by the user
pProgram or the operating system, the mass storage obtains the data from
either 1its location on physical direct access storsge or from data
cartridges in the nass storage modules. If the data was 1ia cartridge
storage and not in physical direct access, the following would occur:

1. Data is requested

2. Accessor moves to the appropriate storage cell

3. Cartridge {s removed from cell and transported to the data
recording device

5=10
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4. Data is recd from the tape
5. Deta 1is transmitted through data recording control to a staglag
adapter
6. Data is staged onto direct access storage device

7. Diata cartridge is returned to itg cell.

Because the disk controller can directly transfer the data directly fronm
cartridge to disk, the host processing unit can be bypassed. This step
decreases access time and helps to off-load the host computer.

One of the main disadventages of the IBM 3850 is its lack of nulti-vendov
capability. This product is designed to interface with IBM components
only. This fact will greetly i{afluence the fiaal choice of the UARS mass
storage sycten. Algo, the IBM 3830 is not as space efficient 2s other wass

storage systems available. These, and other factors, are further discussed

in the next paragraph.
5.3.2 The MASSTOR Mass Storage Systea (uss)

The MASSTOR MSS 4is very similar to the IBM 3850 in that {t 1is a
tape/cartridge device with magnetic tape cartridges stored in a “heney
conb” storage module. Like the IBM 3850, the MSS also has automatic acces-
sor arms. However, where the IBM accessor travels hori.ontally aad verci-
cally, the MASSTOR accessor has a third coordianate of direction. This
feature allows the MASSTOR accesgsor to reach both the front aand back wall
of the honeycomb~like ztorage module, thereby reducing the required aumber
of accessor units.

The MASSTOR MSS i{s composed of the following:
o MASSTOR M860

0 MASSTOR Networking Facility (MASSNET)
o Shared Virtual Storage System (SVSS)

5=12
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These components are discussed in the following paragraphs.

" The MB60 mass storage gsystem is composed of:

storage control software
cartridge storage module

storage control

data recording control and device
staging adapter

0 0 0 0 o0 ©

direct access storage control device

Each storzge module holds 316 cartridges. With a data capacity of 175
MB/cartridge, the resulting data capacity per module is 55.3 GByte. A
maximm configuraticn allows for 8 storage modules. Thus, 440 GBytes
capacity is possible. Since the ectimated UARS storage requirement is
approximately 100 G3ytes, two storage nodules should be sufficient.
Each storage rodule neasures 43 inches wide = 36 inches deep x 67
inches high. At 10.75 f:zlnodgle, the required floor space for the
storage modules would be 21.50 ftz. '

The HB860 4is capable of 500 cartridge mounts per hour. Average
calculated access time is 10 seconds. This is more than twice as fast
as the Braegan ATL 7110 and averages a couple of seconds less than the
IBM.

MASSNET is composed of the followiag:

o HYFERchannel
o Network Adapters
o Transfer Software

HYPERchannel 1s a high speed data network which provides transmission

gpeeds at CPU channel rates. (More detailed information concerainag
HYPERchannel is provided {ia Appendix B of this report.)

5-13
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The Network Adapters are IDM plug=-compatible and allow non-IBM host
cozputers to access the MASSTOR MSS. Protocol Levels 1 through 3 of
the International Standards Organization (IS0) specificstions are
handled by the Network Adapters.

The Trensfer Software handles ISO Levels & and § specifi{cations, thus
allowing the tranapareat sharing of data awong unlike-vendor network
entitites.

SVSS in the MASSTOR MSS allows for the extensive back-end file managemeat
required by UARS. '

The SVSS 1s drivea by a coantrol procesor which is ia the IBM 4341,
Level 1, class. (The applicable figures in this docient depict the
MSS control processor as an IBM 4341; hovever, depending upon the
particular epplication MASSTOR often uses IEM 4341-11ke control
processors.) The control processor provides 6-83 nain storage aloag
with both byte and block rvultiplexor channels. The coatrol processor

" is supported by a color CRT, printer and card reeder.

Figure 5-2 depicts a MASSTOR MSS coafiguration with a capacity of 110
GByte. Data flow and component functions are gimilar to the IBM 3850.

Table 5-4 preseats 2 brief comparison of the MASSTOR MSS and the IBM 3850.

5=14
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TABLE 5-4

IBM 3850 - MASSTOR MSS COMPARISONS

Characteristic

Maximum Storage

MByte/Cartridge

GByte/Square foot of

floor gpace

IBM Cozmpatibility

UNIVAC Cozpatibility

VAX Compatibility

I 3850
472 GBytes
50 MB/certridge

1.4 GB/fe?

Yes

No

5-16
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MASSTOR MSS
440 Gbytes
175 MB/cartridge

5.0 GB/ft?

Yes
Yes

Yes
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6.0 MASS STORAGE SYSTEM INCORPORATION INTO STRAVMAN CONFIGURATIONS

In the ness storage analysis section of this report four mnass storage
systens vere analyzed for the UARS CDHF:

Braegan ATL 7110

RCA optical disk dats storage
- IBM 3850 Hags Storzge Systen

HASSTOR Maes Storage System

o ©0 o o

The Braegan ATL 7110 wes determined to be unguitable for UARS due to 1its
slow access tice and massive floor space requirements.

The RCA optical disk, vhile considered a promising technology, was
tentatively detercined to poscess prohibitive disadvantages:

0 nmnew technology with no proven track record

o write-once limitation, .
Thuo, as of the tire of this analysis, optical disk storzge was aot deter-
ained to be the best caas storege system gvailable to UARS.

The two autozmated tape/cartridge naes storage systems analyzed, the IBM
3850 and cthe MASSTOR MSS wore determined to be especially suitable for
UARS. Ulticstely, the pass storage systenm chogea will depend upon the CDYF
configuratioa. Ia this section, the rass storage gystems are incorporated
into the strawman configurations.

6.1 IBM 3081 CDHF - Mass Storage Systen

Should the IBM 3081 be chosen as the UARS CDHF, either the IBM 3850 or the

MASSTOR MSS could be utilized. Both systems could competently handle the
estinated UARS data volume.

S W
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Table S5~4 of this Teport cozpared characteristics of the two nses storzge
syé:e:s. Fron this inforration it is icediately apparent that ths MASSTOR
MSS 15 a more coppact gystezs. Hovever, there are edveatages to utilizing a
Systen designed aad cupplied by one vendor. For execzple, often prices are
reduced vhen a zulti-coz=poneat configuration s purcheced from one vendor.
Also, support, caintenance 2ad repair persomx=el could be supplicd from one
coopany. These are just two edventages thet would have to be weighed
zgainst the technical edvaatzges of the MASSTOR system,

Figurce 6-~1 and 6-2 depic: the IEM 3081~IBN 3850 and the IBM 3081-MASSTOR
MSS systen, regpectively.

6.2 UNIVAC 1100,/92 CDIF ~ Mzas Storage Systes

Should the UNIVAC 1100/90 be chosea =23 the UAZS CDHF, the MASSTOR MSS would
be the preferrcd chofce. 1In August 1983, MASSTOR ead SPERRY/UNIVAC
annownced & joint earketing egreceeat. This agreemant offera the M860,
MASSNET and cortesponding SVSS capability 23 an expancion unit to the
UNIVAC 1100 series system. This 2greenant should alleviate difficulties
such 28 coanfuefon vith vezdor regponsibility end support services often
encountered vhzn utilizing a multi-vendor environzent. Figure 6-3 depicts
the proposed UNIVAC-MASSTOR systen.

6.3 VAX 11/780 CLUSTER CDZF - Mass Storage Systen

Should the VAX 11/780 CLUSTER coafiguratiox be chocen as the UARS CDHF
configuration, the MASSTOR MSS would be the preferred nass storage systen.
The MASSTOR MSS provides a Digizal aetwork adapter which allows for
coumrunications between the MSS aad the VAX CLTSTER. Figure 6-4 depicts the
proposed VAX CLUSTER-MASSTOR systez.

6-2
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7.0 PARAMETERIZATION OF STRAWMAN CCNFIGURATIONS

In this section, the strawman configurations are parzmeterized according to
the following factors:

7.1

performance capebility

availabiicy

adaptibility to changing requirements
cozpatibility with existing/planned systems
implermentation risks

© o ©0 0 o o

user friendliness and eace of use.

IBM Strawman Configuration Parameterization

Performance Capebilicy:

Paragraphs 3.l and 4.1 of this docuzment provided perforrance charac-
teristice of the IBM 3081 nainfganz and IBM 4300 eeries mini-cozputer.
To briefly suzc=rize, the IBM 3081 being considered for the UARS CDHF
is a 10.4 MIPS machine with 16 MB merory. The IEM 4300 serics ranges
fron less than 0.5 MIPS to over 1 MIPS with 1 to 4MB cenory.

Availabilicy:

The 1BM 3081 ccoputer and the 4300 series zinicomputer are curreatly

_ operational in other projects at Goddard Space Flight Ceater; thus, no

problen is foreseen with UARS timetable.

Adaptability:

T et M i e e
B 05 e S e v

The 1IBM 3081 is a large enough mziaframe with enough processiag power
(10.4 MIPS) to handle foreseeable changes in UARS requiremeants. ‘The

4300 series can be upgraded incremeatally, so changes ia UARS
requiremeats should be manageable. ’

7-1
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Compatibility:

IBM {5 2 najor menufacturer of computer goods zad services. Many GSFC
systers are IBM-baged. For noa-IEM systers, Network Adpters are
coznercislly available. Thus, data transfer and comsunication with
existing and/or plenned systexzs is not seea ag a problen,

Inplecontation Risks:

Ease

7'2

The IBM 3081 mainfrems and the 4300 geries being considered for the
RACS, are known quantities goong  Goddard Space Flight Center
personnel. Implementation risks are considered to be very low.

of Uge:

The IBM operating systen 18 not known for its user friendliness. Many
edvences made within the cozputer environzant concerainyg csse of use
heve not been iacorporated intg the IBM systems. - Thus, there iz a
general lack of enthusiasm z=nng RACS users sad also soms hesitation
zzong Goddard Space Flight Center personnel conceruing the prospect of
lecrning the IBM operating systen.

UNIVAC Strawman Configuration Paraceterization

Performance Capability:

The UNIVAC 1100 series conpn:ets'are vell-suited to the d{anteractive
processing required by UA®S. They also have the advantage of
increzental growth and oulti-processing capability. As discussed ia
Section 3.2, the UNIVAC 1100/92 being considered for the UARS CDHF {s
a mopulti-processor mainframe with 10 MIPS processing capability and
12,6 MB main rcemory. The varfous UNIVAC RACS Configurations,
iacluding the Chaparral and tae 1100/70 series, range from 0.5 to more
:han. 2.0 MIPS with 1 to more than 6 MB memory.

7=2
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Availability:

Although the 1100/92 naiafrace, the 1100/70 geries ninicozputer and
the Chaparral ninicomputer are recent Sperry/UNIVAC introductions, a0
problen is forseen with the UARS ticetable. The 1100/70 series
coafiguracions have been implermanted, the 1100/90 sgeries
configurations are schaduled to be operaztional by the end of 1983 and
the Chaparral is scheduled to bs operational by June, 1984,

Adaptability:

The UNIVAC configurations proposed for the UARS CDHP and RACS can be
iacrementally expanded. Thus, they are adeptable to changes in the
UARS requirzents. The UNIVAC 1100/90 rculti-processor sgeries
capability can be expanded twith fully cozpatible Instruction Proces-
sors. As Instruction Processors are added, edditional I/0 Processors
czn be utilized gllowing for increaced systen capability. The UNIVAC
RACS mninicooputers czn alszo be expznded increnentally g0 ag to growv
coxcurrently with increased user needs..

Cozpatibilicy:

UNIVAC 1is a cajor manufacturer of compter goods and services. 1100
series cocputers are curreatly found in Goddard Spece Flight - Ceater
cotputer facilicies. Network adapters are comaercially available
vhich allow for data transfer to un-like vendor computers. Thus,
compatibility doesa't seem to pose a problen.

Iopleneatation Rigk:

Although the 1100/90 series i{s a recent iatroduction, it {s in essence
an enhancement of the highly euccessful 1100/80 series mainfranmes with
aa  {acreased nuzber of available channels and much quicker ‘trensfer
and switching rates thaa the 1100/80., 1In the same way, the 1100/70

7-3
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series rinicozputers are an enheancement of the 1100/60 series. While
the Chaparral utilizes & distributed data procesaing concept, it s
coapatible with the 1100 series UNIVACS and should have little inher-
ent risks. The UNIVAC 1100 series corputers are well-regarded at
Goddard Space Plight Center.

Eage of Use:

While the UNIVAC operating system is fzmiliar to Goddard Space Flight
Center personnel, naay RACS users would heve to be treined in  the
UNIVAC operating system. Still, while re-training is uadesirable, it
18 to be expscted to scme degrce vhen implementing a syste= such as
UARS.

7.3 VAX 11/780 CLUSTER Strawman Configuration Paraseterization

Performsnce Capability:

Generzal perfor:nnée characteristics of the VAX 11/780 were prescated
in sections 3.3 and 4.3 of this report. To briefly guzarize, the VAX
11/780 1z a 0.7 MIPS wachine which cen be configured with a caximum of
16 MB memory. v

The. VAX CLUSTER softwzre is designed to allow transparent gsharing of
data among the Central Processing Units (CPUs) of the CLUSTER. At
leact one VAX would need to serve as the RACS cormunications base aad
task scheduler. Along with the CLUSTER software (i.e., Record Manage-
ment Service, Distributed File System, Distributed Lock Manager and
Mass Storage Control Protocol), some UARS-specific software would
certainly need to be developed to accomplish efficient task scheduliag.

The VAX CLUSTER is a aew concept for Digital FEquipzent Corporation

(DEC). Although DEC has wutilized DECnet and ETHERnet aetworking
schenmes in the pasc, CLUSTER is differeat in that it will atcempt to

7=4
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enable transparent sharing of data. Throughout the course of
researching this docuzent, DZC has yet to validete thig concept of
transparent, efficient and fast sharing of data cmong CLUSTER nodes in
a UARS-like eavironment. To date, VAX CLUSTER suitability for UARS
reraias gpeculative.

Availability:

The VAX CLUSTER concept was aanounced by DEC {n June, 1983. At that
tize, DZC provided detailed descriptions of CLUSTER Hardware and
general iaformation per:niging to CLUSTER Software. However, the CLUS-
TER concept, as it pertains to the UARS vizsion, has not yet been
demonstrated. DEC hes announced that CLUSTER configurations will be
operational by the end of 1983. Hovever, due to the expected debug-
ging stage of this new concept and any resulting redesign, the
realistic operational date rerains uncertain,

Adsptability to Changing requirementy:

The VAX CLUSTER concept was created, ia part, as an ansver to
incremental growth of coxputing environment. With ninor adjustreats
ia sgoftwvare and with the proper hardware adapters, additional VAXs
could be added to the CLUSTER ghould it be necessary to increase
processing capability.

The VAX 13 a competent and flexible computing machine. Should the
CLUSTER prove to be a viable coucept, changes in processing needs that
can reagonably be forseea should aot adversely affect the VAX CLUSTER
Configuration.

Compatibility:

DEC is a major manufacturer of cooputer goods and services. VAXs are

curreatly found 1a maay computer configurations at GSFC and network
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&dapters are Comzercially available which allow for daca tranefer
between cozputers of un-like vendors. Thus, Cozpatibility doegn't
8een to pose a problenm,

Inplex=antation Rigks:

Ease

While cthe VAX 11/780 is a proven super-mini codputer, utilizing 4
CLUSTER of vVAXs 12 8 new idea with risks inhereat to 83y unproven
concept. The two =ajor concerns lie in processing speed- and tggk
scheduling, ‘

Evea with a Floating Point Accelerator, the MIPS rating of the VAX
(0.7 MIPS) {5 rmuch less than that of a zainfrace, Clustering 10
I-MIPS machines does not yeild & 10 MIFS nachine. Also, although the
software was degigned to peiforn tack echeduling in gn efficient
Raaner, no progranm c¢inilar to UARS currently utilizes the VAX CLUSTER
and thus tagk scheduling capability 1s unknown.

While the CLUSTER concept eppeers theorctically pronisiag; it 18 a new

.concept vhich hag yet to be debugged, hag ROt cexperienced a shakedown

period end hag no past hiscory to gsubstantiate its copebilities.

The VAX 15 an extrexely friendly cozputer. It is also very popular
among the RACS uger:. Since many of the iavestigators are fariliar
with the VAX/vMs operating systen, extensive retraining could be
avoided.
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A.0 Strawman Configuration Cost Data

Cost data have beea obtained for the najor system cozponents of the strove
aan configurations. These cost data are presented in tabular form in this

section. Table A~ll presents a sunzary of cost data for the CDHF-RACS-Mags

Storage coafigurations.
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TABLE A-l

COST DATA
IBM CDHF SYSTEM CONFIGURATION

IBM CDHF GSA PURCHASE PRICE (S)

IBM 3081 Processor 4,040,874

- 10,4 MIPS

= 16 MByte Mecory

= 16 Channels

‘= Power Unit

= Coolant Distridbution Unit
= Operator Console

Disk 1,721,440

- 10 GByte (Total)
= 2 Disk Subeystems (DDS)
= Each DSS
2 3880-003 Controllers
2 3380-A04 Disko
6 3380-B04 Disks

Tape ' . 170,350

= & 3420-006 Tape Units
(125 ips, 1600/6250 bpi)
- 2 3803-002 Coatrol Units
= 1 3803-1792 Two Coatrol Switching Option

Terminals 62,367

= 1 3274-D31 Control Unit
(1 each 6901, 6302 Adapters)
- 10 3278-002 XB/CRT's
= 4 3287-002 Printers (Friction Feed)

Line Printers . 82,500
= 2 3203-005 (1200 lpm, train cartridge)
Communications 86,890
- 3705-F04 (24 Bi-sync lines @ 9.6 Kbps)

IBM CDHF CCST 6,166,621

A=2
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TABLE A-2

COST DATA
IBY RACS COMPOMENTS

Corponenta GSA_Purchase Price(S)
o IBM 4331 = Level 1 60,000
o IBM 4331 « Level 2 90,000
o IBM 4341 - Level 1 190,000
o IBH 4341 - Level 2 310,000
o 1 Graphics Terminal/RACS 30,000

(Tektronics 4012 with Bardcopy Device
Tektronics 4631)

0 2 Magtape Controller and Tape Units/RACS 40,000
800/1600 bpi e

3 Consoles/RACS ) 7,000
1 OP. Congole
= 2 Alphaonmeric Ternminals

1 0

[+]

1 400 lpa Printer (IZM=~3289)/RACS 13,140

Individusl IBM RACS COST $(4300 minicomputer) + 90,140

A-3
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TABLE A-3

COST DATA
° IBM RACS CONTIGURATION
GSA
RACS IEM Purchase
- Comouter Model Price ($)
' Naval Recearch Lab (KRL) 4331 Model 2 180K
Georgia Institute of Technology (GIOT) 4331 Yindel 2 180K
University of Vashington - 4331 ¥odel 2 180%
Lawrence Liverzore Laboratory (LLL). 4331 Yodel 2 160K
Racional Ocesnic zad Atmosphoric 4331 Hodel 2 130K
&dninictration (}0AA) :
National Conter for Atzmospheric 4331 Model 2 180K
Research (KCAR)
Univeristy of Colorado ) _ 4341 Model 2 400K
University of Michigan 4341 ¥odel 2 400X
NASA/Lengley Rescarch Center (L2RC) 4341 lisdel 1 280K
MASA/Jet Propulsion Lab (JEL) 4341 Model 1 280K
Southuest Recearch Institute (SRI) 4341 Hodel 1 280X
Lockheed Palo Alto Rasesrch Laboratory 4341 Model 2 400K
NASA/Goddard Space Plight Ceater (GSFC) 4341 Model 2 400K

TOTAL IBM RACS 3,520,000

———————
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TABLE A4

COST DATA

UNIVAC CDHF SYSTEM C NFIGURATION

UNIVAC CDHF
UNIVAC 1100/92 Processor

- 11 MIPS

12.6 MByte Macory
16 Channels

Power Unit
Cooling Unit
Operator Console

Disk

- 10.5 Gdyte (Total)

= 2 Disk Sub Systeams w/expansion

= 10 MB Disk Drive
Tape
- 2 UNISERVO Control Uait:
= 6 Tape Units

(125 1ps, 6250 bpi)
Terminals

= 10 UTS 20/expanded KB
= & printers

Line Printers

= 2 Printers and Control

Communications

= DCP4O

UNIVAC CDHF Cost

A=5

GSA Purchese Price (S)

4,877,460

900,560

210,380

33,740

83,380

6,178,690



WP i

Corponent
DCP 20
Chaparral

- Iastruction Processor
System Support Complex
Congole

4 MB Mzmory

1/0 Channels

DCP 10

1100/71 = Model Hl

= Processor
= 1/0 Channels
- Disk Expansion

1100/70 - Model H1

= Procesgor

= MSU Expension

= 1/0 Channels

= Disk Expansion
Terminal/RACS

= UTS 20 with expanded KB
= Printer

= Hardcopy Device
Tape/RACS

=~ 1 UNISERVO Control
= 2 UNISERVO Tape Units

TABLE A-5

COST DATA

UNIVAC RACS COMPOWENTS

Individual IBM RACS Cost

GSA Purchase Price ($)

45,870
180,650

340, 440

573,310

35,830

57,950

$(minicoaputer) + § (commuaications)
+ 93,810

A=6

e

‘



TABLE A-6

COST DATA
UNIVAC RACS CUMNFIGURATION

GSA
RACS UNIVAC Purchasge
Conputer Pr_ce (S)
Naval Research Lab (NRL) Chaparral 274,460
Georgia Institute of Technology (GIOT) Chaparral 274,460
Uaiversity of Washington Chaparral ' 274,460
Lavrence Livermore Laboratory (LLL) Chaparral 274,460
National Oceanic and Atmogpheric Chaparral 274,460
Admizistration (NOAA)
National Center for Atmospheric Chaparral 274,460
Research (NCAR)
Univeristy of Colorado 1100/71-H1 489,120
University of Michigan 1100/71-H1 489,120
NASA/Langley Research Center (LARC) 1100/71-H1 489,120
NASA/Jet Propulsion Lab (JPL) 1100/71-H1 489,120
Southwest Research Institute (SRI) 1100/71-H1 489,120
Lockheed Palo Alto Research 1100/70-H1 712,990
Laboratory (LPARL)
NASA/Goddard Space Flight Center (GSFC) 1100/70-H1 712,990

———

TOTAL UNIVAC RACS 5,518,340
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TABLE A-7

COST DATA

VAX CLUSTER SYSTEM CONFIGURATION

VAX 11/780 Cluster CDHF

GSA Purchase Price ($)

o VAX Cluster Software *
o 12 - VAX 11/780 Cluster Building Blocks 2,604,000
(@ 217X/Unit)
- 1 VAX 11/780
- 2B Main Storage
= 1 = HSC 50 (& CPUs/HSCS0)
= 1 = Star Coupler .
= 1 = disk
= 1 = tape
= Computer Interconnect
o 12 - RAS1 456 MB Digk (@ 21IR) 252,000
o 12 - LAlOO HSP (2 2.3K) - : 27,600 ‘
o 12 - 2 MB expaasion (@9.0K) 108,000 ;
o 12 - FPA (@ 10.8KR) 129,600
VAX Cluster CDHF $3,121,200 +
VAX Cluster

Software Cost

The Cluster Concept is a “phased announcemeat” product. The concept

itself was announced in June,

1983. Also at that time, Hardware for

the VAX 11/780 Cluster was fully described and tentatively priced. The
next portion of the Cluster concept, i.e., the VAX 11/780 Cluster

Software, is scheduled to be
pertaiaing to VAX 11/782 and
sozetime in 1984,

angounced in early 1584, Cluster details
other DEC equipment will be announced

[l
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TABLE A-8

COST DATA
VAX RACS COMPONENTS

Conponent

VAX 11/780
Terminal
- ﬁonochtoae Graphics
= Keyboard
2 MB Memory Expanaion
Floating Point Zccelerator
DECaet Hatdua;e
DECaet Software (initial license included)

DECaet Software (Additional RACS)

A-9
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GSA Purchase Price (S)

180,000

10,000

9,000
10,800
4,000
3,000
1,000
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TABLE A-9

COST DATA
VAX RACS CONFIGURATION

RACS ) VAX Model FPA Menmory
—_ Expansion Costs

Naval Research Lab (NRL) 11/780 - - 198,000
Georgia Institute of Technology (GIOT) 11/780 - - 198,000
University of Washington 11/780 - - 168,000
Lawrence Livermore Laboratory (LLL) 11/780 - - 198,000
National Oceanic and Atmospheric 11/780 - 2B 207,000
Adoinistration (N0AA)
National Center for Atmospheric Pesearch 11/780 - - 198,000
Univeristy of Colorado ) - 11/780 - 4MB 216,000
Uaiversity of Michigan 11/780 FPA 4MB 227,000
NASA/Langley Research Center (LaRC) 11/780 FPA - 209,000
NASA/Jet Propulsion Lab (JPL) 11/780 FPA - 209,000
Southwest Research Institute (SRI) 11/780 FPA - 209,000
Lockheed Palo Alto Research 11/782 FPA - 389,000
Laboratory (LPARL)
NASA/Goddard Space Flight Center (GSFC) 11/782 FPA 2B 397,000
TOTAL RACS 3,053,000
A-10
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TABLE A-10

COST DATA
MASS STORAGE SYSTEMS

MASSTOR MSS (440 GB) | COSTS**
o HSS 1,200,000
- u860
~ SVSS ‘
= MASSNET

= Network Adapter

= Control Unit

o'

7-55GB Expansion Units @ 275,000/unit 1,925,000 '

o

1 = Control Unit 225,000

TOTAL MASSTOR MSS 3,350,000

costs ** '

IBM Macs Storage System (472 GB) 3,374,714

= 2-3851-A04 Mass Storage Facilities (MSF)
236 Billion Bytes (each MSF)
4 Data Recording controls (each MSF)
8 Data Recording Devices (each HMSF)
4720 Cartridges (Each MSF) @ §35 each
~ 2 3830~003 Storage Control Units

= 2,536 Billion Bytes Staging Disk
(2 3350-A02, 2 3350-B02)

TOTAL 3,374,714

** To accurately conpare the two Masgs Storage Systems, we are usiag a base of
approxicately 450 GB capacity even through UARS curreatly requires 110 GB.
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Coafisurarion

IBM 3081
IBM RACS
IBM 3850

© IBM 3081
IBM RACS
MASSTOR M860
UNIVAC 1100/92
UMIVAC RACS
MASSTOR M860

VAX 11/780 CLUSTER
VAX RACS

MASSTCOR M860
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TABLE A~11

COST DATA
SWIMMARY OF STRAWMAN CONFIGURATIONS

Mass Storage

CDHF RACS (450GB) Total

6.2 3.54 .M 13.1M

6.4 ' 3.54 3.3 13.04

6.24 5.54 3.3 15.04 .
;

3.1 3.04 3.3 9.4 :

+ § Softwzre + § Software
A-12
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B.0 UNIVAC CDHF - VAX RACS

One idea explored in UARS prelininary design meetings was the possibility
of a mnulti-vendor eavironzeat for the CDEF. Since the mission investi-
gators are very enthusiastic regarding VAX cozputers and Goddard Space
Flight Center personnel are comfortable with and coafident of UNIVAC main-
franes, there 1s much iaterest dirccted tovards a UNIVAC/VAX Data Handling
Facility. Much progress has been made in regards to the hardware
interfacing of multi-vendor computers. However, for UARS, the wajor
obstacle to a nulti-vendor Data Handling Facility seems to be in software
compatibility. Not only must RACS hardware link with the couputer
procesgors at the CDHF, the RACS cust also perforn algoritha development
and modification, instrument cormoends, etc. These tacks require extensive
software capability. There are several areas baing researched which zay
provide the software compatibility needed to make @ nulti-vendor Data
Handling Facility possible.

B.l THE UNIX OPERATING SYSTEM

First, the utilization of the UNIX operating system for both the UNIVAC
mainframe and the VAX RACS is being considered. UNIX {8 a flexible,
wodular operating system already femiliar to many of the ninsion
iavestigators. fable A-] provides a brief cocparison of the advantages and
disadvantages that the UNIX operating system would offer a UNIVAC/VAX
configuration. -

While UNIX looks promising 1a the nulti-vendor environmeat, further
research is needed to determine its feasibility for the UARS CDNF.

B.2 HYPERchaannel
A second item explored in regards to a multi-vendor eanvironceat was HYPER-

chaanel. HYPERchannel 1s a high speed digital communicatiocas interface

which provides multi-vendor iaterface of computers. The networking of

B-l
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Table B-]
UNIX Advantages and Disadvantages

Advantages ) " Disadvantzges
File Sharing Fragile Pile Structure
“Canned” Procesging Tools . Inconsistencies in Lanuage
Conmpatibility With Mesny Computer Systems Unfriendly Language

Daily Conveniences (Mzil, Calendar)
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computer processorsg is provided at full chaanel rate. HYPERchannel uses a
coaxial cable at SO Mbps with network adapters that provide both electrical
and logical interface.

There are three types of adapters available with HYPERchannel: processor
adapter, device edapter, and 1ink adapter. The processor adapter funcitons
as a buffered cocmunizations controller to Cove network messages on the
anetwork. The devide adepter functions as a data channel for the linkage of
peripheral units. The link adapter 1s used to interconnect a remote unit
to the HYPERchannel via wideband cozzumications links., (Bither a
terrestial or a satellite link adapter may be used.) Theee three types of
adapters are collectively utilized to network cocputer processors and
peripherals.

A major disadvaatage of Eyperchannel is that 1t 18 not transparent to hest
processor software. Davice zdapters do not have direct CeROry access and
require the development of gpeacial channel prograns. Since software
developrent isg very time-consuming, 2oxpensive end risky, this requirenent
is of major conrern. However, asince HYPERchannal does providé networking
capability for both Digital and UNIVAC, 1t would be worthwhile to further
investigate the feasibility of using a direct physical link such ag HYPER~
channel in a vaAx RACS~UNIVAC CDHP configuration.

B.3 CONCLUSION

This appendix briefly summarizedrour efforts to date regarding multi-vendor
possibilities for the UARS CDHF. A multi-vendor configuration, and in
particular the UNLVAC/VAX configuration appears to be a possible workable
situation for UARS. It 1is not, however, without its disadvantages.
Further research would have to be performed before it could be stated that
the benefits of such a configuration would outweigh the disadvantages.,
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