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ABS? RACT 

In this paper we construct a relationship between the Allan variance parame- 

ters (h2, hi, ho, h-1 and h-2) and a Kalman Filter model that would be used to 

estimate and predict clock phase, frequency and frequency drift. To start 

with we review the meaning of those A1 lan Variance parameters and how they are 
arrived at for a given frequency source. Although a subset of these parame- 

ters is arrived at b j  measuring phase as a function of time rather than as a 

spectral density, they a1 1 represent phase noise spectral density coef - 
ficients, though not necessarily that of a rational spectral density. 

The phase noise spectral density is then transformed into a time domain 

covariance model which can then be used to derive the Kalman Filter model 

parameters. Simulation results of that covariance model are presented and 

r :' compared to clock uncertainties predicted by Allan variance parameters. A two 
, , 

l i state Kalman Filter model is then derived and the significance of each state 

is explained. 



INTRODUCTION 

The NAVSTAR Global Posi t ion ing System (GPS) has brought about a challenge -- 

the  challenge of modeling clocks f o r  est imat ion processes. The system i s  very 

r e l i a n t  on clocks, since i t s  navigat ion accuracy i s  d i r e c t l y  r e l a t e d  t o  c lock  

performance and the a b i l i t y  t o  estimate and p r e d i c t  time. 

The est imation processes are usua l ly  i n  the form o f  Kalman F i l t e r s ,  o r  v a r i -  

a t ions  thereof such as Square Root Information F i l t e r s .  These F i l t e r s  range 

from the large Ephemeris Uetermination F i l t e r  i n  the C o ~ ~ t r o l  Segment, t o  

Navigation F i l t e r s  I n  the User Equipment, t o  Posi t ion ing F i l t % r s  f o r  s ta t i on -  

ary pos i t ion ing  o r  f o r  merely so lv ing f o r  t ime and frequency i n  a Time Trans- 

f e r  system. I n  a l l  o f  these appl icat ions, c lock states and thus c lock models 

ex is t .  Vat. a l l  o f  the models are necessari ly proper. 

It i s  the purpose o f  t h i s  paper t o  shed some 1 i g h t  on how t o  model clocks f o r  

Kalman F i l t e r s .  The presentat ion o f  clock s t a t i s t i c s  as A l l an  Variances has 

f rbs t ra ted  systems engineers f o r  some t i n e  now because they don ' t  know how t o  

i n t e r p r e t  them o r  how they can be used t o  p red i c t  systern performance. The 

problem i s  even compounded because f l i c k e r  noise i s  not  a r a t i o n a l  process. 

I n  the past, O r  James Barnes and Dave A l lan  had shed some l i g h t  on 

the clock modeling problem, although some of i t  was we l l  i n  the past 

(1966)(11. For some young modern day engineers, t h i s  work i s  hidden i n  o l d  

IEEE proceedings and NBS Technical Notes. Here, we are going t o  resur rec t  

some o f  t ha t  work and form i t  i n t o  Kalman F i l t e r  models, but  no t  wi thout  

problems because o f  the f l i c k e r  noise phenomenon. 

Review o f  the A l lan  Variance Parameters 

The A1 lan  Variance parameters o f  an osci  1 l a t o r  o r  atomic frequency standard 

are based on measurements o f  phase d i f ferences between t h a t  o s c i l l a t o r  o r  

atomic standard and a reference standard (which may be a low phase noise 

c r y s t a l  osc i  1 l a t o r  f o r  shor t  term - high frequency measurements). These 

measurements are processed i n  two ways -- spectral  analysis f o r  higher 

frequency phase noise and time domain analysis f o r  the r e l a t i v e l y  low 



frequency var iat ions.  The s ing le  sided phase noise spectra l  densi ty  i s  

converted t o  a single-sided spectra l  dens i ty  o f  f r a c t i o n a l  frequency 

f l u c t u a t i o n  o f  the  form (3) 

where f l  and f h  def ine the  measurement system noise bandwidth, and where the  

h, c o e f f i c i e n t s  represent the fo l low ing processes: 

h2 - white phase noise 

h l  - f l i c k e r  phase noise 

ho - whi te frequency noise 

h-1 - f l i c k e r  frequency noise 

h-2 - random walk frequency naise 

Normally the  spectra l  densi ty  o f  equation 1 i s  obtained from a combination o f  

the measured single-sided phase noise spec t ra l  densi ty  i n  radians/squared/Hz 

by 

f o r  a nominal frequency fo, and from the  square r o o t  o f  the A1 l r n  two-sample 

va r ia~ces ,  u ~ ( T ) ,  which are computed as (3) 

where < 1 i s  the expected value operator and 

where 4 ( t k )  are the measurements o f  the phase d i f ferences mentioned e a r l  i e r .  



When plot ted,  u ~ ( T ) ,  as shown i n  Figure 1, has the form (3 )  

2 ho -1 
a (T) = 7 T 
Y 

f o r  white, f l i c k e r  and random frequency noises, respect ive ly .  I n  t h i s  paper 

we w i l l  on ly  consider those three processes i n  the t ime domain f o r  the  Kalman 

F i l t e r  model. However, the white and f l i c k e r  phase noises w i  11 be considered 

l a t e r  i:, the  model o f  the Kalman F i l t e r  measurement noise. 

As can be seen, the ha parameters can be obtained from two sources -- the  

s ingle-s ide band (SSB) phase noise p l o t  of a spec i f i ca t i on  of an o s c i l l a t o r  o r  

frequency standard artd i t s  s t a b i l i t y  speci f icat ion,  which i s  given i n  terms o f  

the  A l l an  two-sample standard deviat ion. The SSB phase noise spectrum i s  

usua l ly  g iven i n  dBc/Hz, o r  

Also of i n t e r e s t  i n  l a t e r  discussions i s  the spectra l  densi ty  o f  t ime 

f l uc tua t i on  x ( t )  i n  seconds, where 

so tha t  

i n  seconds squared per Hz. 
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Transformation to a Statistical Covariance Model 

Hers, the werk of Barnes and A1 lan ('1 is expanded a bit to develop a co- 

variance model that at least provides an 'uncertainty" model one might use in 

a Kalman Filter.* An "uncertainty" model is defined here as one that has the 
variance propagation characteristics of a process, although the time auto- 
correlation properties may be wdnting. This is not unusual in modeling for a 

Kalman Filter where large size state models are not feasible or when the 
process is not truly a definable stochastic process. For example, if we were 

to model position and velocity of a navigator in 6 states, where any acceler- 

ation excursions are considered an uncertainty in the change in position and 

velocity, that uncertainty is certainly not a "white noise" process by any 

means. 

Barnes and Allan only addressed the statistical model of flicker frequency 

noise. However, the models for white and random walk frequency noise are 

straightforward. Just in brief, they derived a convolcriion integral that 

related the phase fluctuation due to flicker frequency noise to white noise, 

where 

where h(t) is an impulse response of a transfer function and TI(&) is a white 
noise process. The secret is in the derivation of that impulse response, 

which they did for the flicker noise. To provide a more general derivation of 

that impulse response, let us back up a bit. 

A theoretical definition of a white noise spectral density is a constant, such 

as the ho in equation 1. If it is possible, another spectral density can be 

related to a white noise spectral density as 

*For a tutorial on Kalman Filter Models, refer to Reference 4 by R. G. Brown, 
which is the previously presented paper in this meeting. 1 

i, ' 



where we def ine the white noise density t o  be un i ty .  Let  us do t h a t  f o r  the  

ho, h-1 and h-2 processes def ined i n  equations 1 and 11, convert ing f i r s t  t o  

f rac t i ona l  frequency squared/radi ans/second and seconds squaredlradi ans f - 
second, and then t o  a two sided spectral  densi ty  S t .  Then, 

S ,  (u) = h0/2 (white frequency noi se) 
Yo 

sly-l(u) = nh-l/u ( f  1 i cke r  frequency noise) 

2 
S ,  (a) = 2. h - 2 / ~ 2  (random walk frequency noise) 

"-2 

and correspondingly, and respect ive ly  

S,  (u) = h0/2u 2 
Xo 

S, (w) = nh /u 
3 

X- 1 - 1 

These can a l l  be factored i n t o  the  Four ier  Transform o f  the impulse response 

h ( t )  , where respect ively, 



Converting these t o  La Place Transforms ( s = j ~ )  and using tables from Reference 

5, we have the respect ive impuise responses 

h ( t )  = h$? 6 ( t )  
Yn 

Where s ( t )  i s  the Dirac d e l t a  func t ion  and l ( t )  i s  the u n i t  response funct ion. 

We can now der ive the autocorrel  a t  ion, variance and cross-corre l  a t  i o n  

funct ions o f  these processes from the f o l  iowi  ng: 

The autocorre lat ion func t i on  i s  

Using the proper ty  t h a t  

and tha t  



provided that O<uyt+~, which it is if we restrict T to be greater than zero. 

The variance of a process is then 

2 u (t) = R(tyO) 

Simi larly, the cross-correlat ion function between two processes is 

provided that they are driven by the same white ncise process. (Otherwise 

Rxy(t9r) is zero.) 

For each process then 

(t,r) is undefined 
Ry-l 

R~ 
(t,r) does not exist because its impulse response (equation 27) is 

infinite at t=O. However, if one bounds the flicker noise spectral density to 

a frequency region of fl 5 f - < fh, such as suggested in Reference 2, a 

stationary process is defined and an autocorrelat ion function can be defined 

as the inverse Fourier Transfer of the spectral density as 



which i s  a we l l  def ined func t ion  o f  T. 

Then, the variances can be derived as 

u 
2 h = h  l n -  

Y- 1 -1 fl 

2 ho 
o ( t )  = 7 t 

Xo 

o 2  ( t )  = 2 h  ,t 2 
X -a. - 1 
2 2 2  3 u ( t )  = 3 n h *t X-z 

Here, u 
Y 

i s  def ined f o r  a l i m i t e d  bandwidth fh and U, i s  der ived 

from eqfat lon 36. Cross co r re la t i ons  between fre&ency anb t ime o f  l i k e  

processes are then 

or, f o r  zero co r re la t i on  time (cross-covariances) . 
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Equations 44 through 49 and 53 thraugh 55 could be used t o  def ine a covariance 

matr ix  a t  any t ime t descr ib ing the combined uncer ta in ty  i n  instantaneous t ime 

and f r a c t i o n a l  frequency. That i s  

However, d i sc re te  Kalman f i 1 t e r s  do no t  estimate instantaneous frequency, bu t  

an average f r a c t i o n a l  frequency over a Kalman f i l t e r  t;ae i n t e r v a l  ~ t .  Let  

tha t  average f r a c t i o n a l  frequency be 

Then, using equations 40 through 42 w i t h  T = s t ,  bu t  f i r s t  s i m p l i f y i n g  

equation 41 t o  a steady s ta te  value ( la rge  t/,) o f  

and equations 47 through 49, a new covariatice can be computed, whet-e 



a l l  o f  which i s  a well-balanced funct ion o f  t, except the 2.2 term t h a t  has 

terms as a funct ion of a t  t hd t  bas i ca l l y  descrlbe the A l l an  standard dev ia t i on  

( w i t h i n  ln2). 

Transformat i o n  t o  a 2-state Kalman F i  1 t e r  Covariance Model - 

I t  should be noted tha t  both x and y are nonstat ionary random processes t h a t  

grow w i t h  time. I f  we wSsh t o  ob ta in  a measure o f  t h i s  growth over a a t  

i n te rva l ,  we simply l e t  t = ~t i n  equation 5: and ob ta in  

We now propose the fol lo iding 2-state Kalman f i l t e r  model. Let  the s t a t e  

var iables be def ined as 

XI = x ( i . e . ,  time as before) 

x2 = uNoisy'l average frequency 

The prec ise meaning gf x 2  w i l l  be made apparent present ly.  Now, f o l l ow ing  the  
usual notat':. i -  o f  Kalman f i l t e r  theory ( 4 1 ,  we l e t  the t r a n s i t i o n  mat r i x  f o r  

a ~t i n t e r v a l  be 

and we l e t  the Q matr ix  be 

as given by equation 60. 



We also postu late tha t  we w i l l  step the estimate o f  the s ta te  vector and i t s  

e r ro r  covariance ahead v i a  tt,? usual p rc  j ec t i on  equations. 

Me w i l l  now have a proper Kalman f i l t e r  model except f o r  the measurement 

equation. rh i s  po r t i on  o f  the model depends on the s i t u a t i o n  a t  hand, so we 

w i l l  omit f u r the r  discussion o f  t h i s  here. (For exampl~, the clock model 

might be imbedded i n  a la rger  s ta te  model as i n  the CPS app l ica t ion  [ 6 ]  .) 

We now need t o  explore more c a r e f u l l y  the connection between our postulated 

state model and the x and y s t a t i s t i c s  as d ic ta ted  by equation 60. F i r s t ,  by 

choosing our Q matr ix  as exact ly  t h a t  o f  equation 60, we are hssured of having 

the proper growth o f  uncer ta inty  i n  our t ime and average frequency estimates 

i n  the ~t in terva l .  This i s  necessary i n  order. t o  generate appropriate f i l t e r  

gains w i th  each step o f  the e s t i ~ a t i o n  process. However, we cannot have x2 i n  

our s tate model represent t r u e  average frequency, and a t  the same moment 

requi re the 1,l  term o f  the Q matr ix  t o  be nonzero. This i s  not  compatible 

w i th  the de f in ing  equation f o r  average frequency. That i s ,  equation 57 s ta tes  

Whereas, our s ta te  model says 

We have defined x i  t o  be x, and thus x2  must d i f f e r  from y by the  add i t i ve  

d iscrete white noise term wk/bt.  We are comfort2d, though, w i t h  the fac t  t h a t  

the average x2 i n  the s ta te  model i s  equdl t o  the usual average frequency. 

It should be noted t h a t  the Kalman f i l t e r  model proposed here i s  e n t i r e l y  

sel f-consistent i n  terms o f  state-space theory. The t r a n s i t i o n  matr ix  i s  

leg i t imate i n  t hn t  i t  reduces t o  the i d e n t i t y  matr ix  f o r  at=O; and Q i s  

pos i t iue-def in i te  f o r  a l l  ~t as it must be t o  be a l eu i t ima te  covariance 



matrix. The only  inconsistency l i e s  i n  the s ta te  model's connection t o  the  

x,y processes are described by equation 59. Iil view o f  the remarks about 

f l i c k e r  noise i n  the companion paper i n  these Proceedings [ 4 ] ,  we should no t  

expect t o  be able t o  make t h i s  connection exact. No f i n i t e - o r d e r  s ta te  model 

w i l l  f i t  f l i c k e r  noise pe r fec t l y !  Thus, something has t o  give. We in ten t i on -  

a l l y  kept the i d e n t i t y  o f  t ime exact i n  our model, i.e., x l=x .  We then 

circdmvented inconsistency i n  the s ta te  model by l e t t i n g  x2 be a noisy vers ion 
- 

o f  y. The f i l t e r ' s  estimate o f  x2 i s  s t i l l  a v d l i d  estimate o f  frequency, 

though, because the mean o f  x2 i s  7. 

An Example 

Standard dev ia t ion  p l o t s  o f  the t ime s ta te  x ( t )  o f  t y p i c a l  c r y s t a l  o s c i l l a t o r s  

are p lo t ted  ?'n Figures 2 and 3, whose A l l an  variance cha rac te r i s t i cs  are 

represented i n  Figure 4. Also zhown i n  Figure 4 a:-e p l o t s  o f  the standard 

deviat ion o f  t ime Q d i d  d by f o r  comparison t o  the two-sample 

standard deviat ion. It has been suggested i n  the past t ha t  a procedure t o  

estimate the standard dev ia t ion  o f  t ime i s  t o  simply m u l t i p l y  the two-sample 

standard dev ia t ion  by the elapsed time. These p l o t s  e i t h e r  v e r i f y  t h a t  

estimate o r  v e r i f y  the v a l i d i t y  o f  the de r i va t i on  provided e a r l i e r .  

Kalman F i l t e r  Measurement Noise 

Suppose one uses a phase lock loop t o  t rack the phase d i f fe rence between an 

o s c i l l a t o r  and a reference frequency source as shown i n  Figure 5. The 

variance o f  the t rack ing  e r r o r  st$ i n  radians due t o  phase noise o f  the  

osci 11;;~:;. i s  given as 

where 





TIME STANDARD DEVIATION 
- TENS OF NANOSECONDS 



UKlGlNAL PAGE 1%' 
OF POOR QUALITY 



SI
N

G
LE

 
S 
I
 DE

BA
ND

 
M

O
DU

LA
TO

R 

D
 

O
SC

IL
LA

TO
R

 

O
UT

PU
T 

A/
 D

 
i 

3 

NU
M

BE
R 

CO
NT

RO
LL

ED
 

O
SC

IL
LA

TO
R

 

rn 

F(
z)
 

v
 

L
 

FI
G

U
R

E 
5 

PH
AS

E 
LO

O
P 

M
EA

SU
RI

NG
 O

SC
IL

LA
TO

R
 P

HA
SE

 

PL
L 
-
2
 

RE
FE

RE
NC

E 
AC

CU
M

UL
AT

ED
 

T
@

K
C

T
-+

 
SS

M
 

NC
O 

3 
PH

AS
E 

SO
UR

CE
 

i
 

L 



of a phase lock loop with corner frequency f~ and damping ratio of &/2, and 

S4(f) is the phase noise spectral density represented in equation 9. u 
2 
6 9 

represents that part of the measurement error introduced into the Kalman 

Filter. It is usually affected mostly by the h2, h i  and ho terms of S@(f), 

depending upon the loop bandwidth. 

In a laboratory environment, the measurement error whose variance is depicted 

in equation 69 may be the only measurement error of significance. However, in 
such systems as GPS, it is usually dominated by thermal noise and other system 

effects. 

SUMMARY AND CONCLUSIONS 

Because of flicker noise, good models of clocks for Kalman Filters can be 

elusive. In this paper we derived a two state model of clock characteristics 

that can be used in a Kalman Filter. It represents the characteristics of a 
clock described in terms of Allan variance parameters. We believe the models 

presented within this paper are a vast improvement over those used in most 

applications of the NAVSTAR GPS system, and that they could also be used in 
many other applications of time and frequency where real-time estimates and 

predictions of time and frequency are required. 
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QUESTIONS AND ANSWERS 

VZCTOR REINHARDT, HUGHES AIRCRAFT CO.: I h a v e  a  cornmelit on f  s u b  
h  a n d  f  s u b  1. T h e y  a r e  n o t  r e a l l y  a r b i t r a r y ,  b u t  r e a l  p h y s i c a l  
p a r a m e t e r s  t h a t  h a v e  t o  b e  s e t  by t h e  e x p e r i m e n t .  J u s t  a s  w i t h  
t h e  w h i t e  n o i s e  p r o c e s s ,  you  h a v e  t o  s e t  t h e  b a n d w i t h  b e f o r e  you  
c a n  d e f i n e  t h e  amoun t  o f  n o i s e  t h a t ' s  g o i n g  t o  e n t e r  t h e  s y s t e m .  
T h e  w h i t e  n o i s e  p r o c e s s  i s  a n o t h e r  p r o c e s s  t h a t  r e q u i r e s  t h e  
d e f i n i t i o n  o f  t h e  h i g h  f r e q u e n c y  l i m i t ,  and  f l i c k e r  n o i s e ,  a  l o w  
f r e q u e n c y  l i m i t .  I t h i n k  t h a t ' s  r e a l  e f f e c t ,  b e c a u s e  t h e  A l l a n  
v a r i a n c e  g o e s  t o  i n f i n i t y .  S o ,  t h o s e  a r e  r e a l  t h i n g s  t h a t  you 
h a v e  t o  d e f i n e ,  t h e y  a r e  n o t  a r b i t r a r y .  I d o  t h i n k  t h a t  you  c a n  
l e a v e  t h o s e  p a r a m e t e r s  a s  t h i n g s  t o  b e  d e f i n e d  by t h e  p e r s o n  
u s i n g  t h e  mode l .  

M R .  B R O W N :  T h e r e  w a s  s o m e t h i n g  t h a t  y o u  s a i d  t h a t  I d i d n ' t  
u n d e r s t a n d .  W h a t  i s  i t  t h a t  g o e s  t o  i n f i n i t y ?  T h e  s e c o n d  
d i f f e r e n c e  i s  s t a t i o n a r y ,  t h a t  i s  t h e  r e a s o n  t h a t  i t  i s  u s e d .  

M R .  REINHARDT: I am t a l k i n g  a b o u t  t h e  e f f e c t ,  o f  h a v i n g  a  d e a d  
t i m e  i n  t h e  A l l a n  v a r i a n c e ,  when t h e  d e a d  t i m e  b e t w e e n  s a m p l e s  
g o e s  t o  i n f i n i t y .  T h e  v a r i a n c e  d o e s  g o  t o  i n f i n i t y  t h e n .  O r ,  i f  
you h a v e  N s a m p l e s ,  t h e  p r o c e s s  g o e s  t o  i n f i n i t y  a s  l o g  N .  

What  t h i s  m e a n s  i s  t h a t  t h e r e  i s  d e f i n i t e l y  a  l o w  f r e q u e n c y  
c u t - o f f  p a r a m e t e r  w h i c h  h a s  t o  be  c o n s i d e r e d  i n  y o u r  m e a s u r e m e n t  
p r o c e s s ,  wh ich  may n o t  n e c e s s a r i l y  b e  a s s o c i a t e d  w i t h  t a u .  

M R .  ALLAN: I t h i n k  t h a t  o n e  c a n  make  a  g e n e r a l  s t a t e m e n t  a b o u t  
t h i s  w h o l e  a r g u m e n t .  The Kalman f i l t e r  c o n c e p t  is  s t r o n g l y  mode l  
d e p e n d e n t ,  and  no  mode l  i s  p e r f e c t .  The f a c t  t h a t ,  i n  t h e  c a s e  o f  
f l i c k e r  n o i s e ,  we may need  t o  a p p r o x i m a t e  t h e  s t a t e  m a t r i x  w i t h  a  
f e w  t e r m s  d o e s n ' t  b o t h e r  me a t  a l l ,  b e c a u s e  t h e  m o d e l  i s  
a p p r o x i m a t e  anyway.  

W h e t h e r  y o u  a r e  t a l k i n g  a b o u t  w h i t e  n o i s e  o r  o t h e r  n o i s e ,  
i t ' s  a p p r o x i m a t e  a t  e v e r y  l e g  o f  t h e  t r i p ,  a n d  y o u  h a v e  t o  
a p p r o x i m a t e  f o r  f l i c k e r  n o i s e  o r  a n y t h i n g  e l se .  You h a v e  a  f i n i t e  
m e a s u r i n g  s y s t e m  b a n d w i d t h  i n  t h e  r e a l  w o r l d .  You h a v e  l o w  
f r e q u e n c y  a n d  a  h i g h  f r e q u e n c y  c u t - o f f ,  s o  t h e s e  a r e  o n l y  
a p p r o x i m a t i o n s  t o  t h e  i d e a l .  I t h i n k  t h a t  e v e r y t h i n g  f i t s  
t o g e t h e r  r a t h e r  well .  

M R .  B R O W N :  I c e r t a i n l y  a g r e e  w i t h  t h a t .  I n  t h i s  p a r t i c u l a r  mode l  
t h a t  A 1  and  I h a v e  come up  w i t h ,  we were  w o r k i n g  e s p e c i a l l y  h a r d  
t o  come  u p  w i t h  a  t w o  s t a t e  m o d e l ,  a n d  t h e r e  h a v e  t o  b e  s e r i o u s  
a p p r o x i m a t i o n s  i n  t h a t .  

I d o  p l a n  t o  h a v e  a  s t u d e n t  w o r k i n g  o n  t h i s  t h r o u g h  t h e  
w i n t e r  d o i n g  s o m e  s i m u l a t i o n s  t~ see  w h i c h  o f  t h e  two s t a k e  
m o d e l s ,  o r  w h i c h  o f  t h e s e  o p t i o n s  w i l l  w o r k  o u t  t o  b e  t h e  b e s t .  
Of c o u r s e ,  we a r e  n o t  a b s o l u t e l y  l i m i t e d  t o  a  t w o  s t a t e  m o d e l .  We 
t h o u g h t  t h a t  i t  would  be  n i c e ,  w i t h  a l l  t h e  o t h e r  a p p r o x i m a t i o n s  
t h a t  go i n t o  t h e  t h i n g ,  t o  j u s t  k e e p  it a  two  s t a t e  mode l .  
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