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This constitutes a status report on the research being performed by
Purdue University’s School of Aeronautics and Astronautics for NASA
Ames/Dryden, under grant number NAG4-1. The topics of research in this
program include pilot/vehicle analysis techniques, identification of
pilot dynamics, and control and display synthesis techniques for
optimizing aircraft handling qualities. The project activities for the
period of April, 1985 through June, 1986 will be discussed herein.

The following grant-related publications have appeared in the
archive journals, and were presented at technical conferences during the

reporting period

1. "Closed-Loop, Pilot/Vehicle Analysis of the Approach and Landing
Task" (Copy attached in Appendix; A). This paper was presented at
the AIAA Guid. & Cont. Conference in August, 1985. Paper No.

85-1851. It is also soon to appear in the Journal of Guidance,

Control, and Dynamics.

2. '"Normalized Predictive Deconvolution. A Time Series Algorithm For
Modeling Human Operator Dynamics," by Biezad and Schmidt. Journal
of Guidance, Control, and Dynamics, Vol. 8, No. 6, Nov.-Dec.,

1985.

3. "Coope;ative Synthesis of Control and Display Augmentation," (copy
attached as Appendix B). This paper will be presented at the AIAA
Guidance and Control Conf. in Aug., 1986.

The current technical activity is directed at extending and

validating'the active display synthesis procedure, and the pilot/vehicle



analysis of the NLR rate-command flight configuraions in the landing
task. After evaluation of the NLR data base, attention will turn to
developing a pilot/vehicle analysis methodology for the lateral-

directional axis.
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CLOSED-LOOP, PILOT/VEHICLE ANALYSIS 4
OF THE APPROACH AND LANDING TASK

U "-’;":‘ &3
ORIGINAL AP%‘“",
OF POOR QUAI"‘TY

M.R. Anderson*
D.K. Schmidt!

School of Aeronaulics and Astronaulics
Purdue Univeraity
Weast Lafayette, IN 47907

Abstract

Optimal-control-theoretic modeling and frequency-
domain analysis is the methodology proposed to
evaluate analytically the handling qualities of higher-
order  manually  controlled dynamic  systems.
Fundamental to the methodology is evaluating the
interplay between pilot workload and closed-loop
pilot/vehicle performance and stability robustness. The
model-based metric for pilot workload is the required
pilot phase compensation. Pilot/vehicle performance
and loop stability is then evaluated using frequency-
domain techniques. When these techniques were
applied to the flight-test data for thirty-two highly-
augmented fighter configurations, strong correlation was
obtained between the analytical and experimental
results.

Introduction

One important tool in handling-qualities research is
the application of closed-loop analysis techniques to
expose undesirable dynamic characteristics in the
combined pilot and vehicle system. The pilot has been
frequently characterized by servo-analytic techniques in
the frequency domain. Oune advantage is the results are
in a form very useful to, and understood by, the flight
control designer. Much of this work was based on a
quasi-linear pilot modelinfz technique developed and
reported by McRuer, et al. 1,

A significant contribution obtained fror?, a similar
technique was furnished by Neal and Smith 4 in 1970.
In this work, Neal and Smith were able to correlate
Cooper—Harper8l  subjective  pilot  ratings  with
frequency-domain characteristics of the pilot/vehicle
system, as modeled, for a precision pitch-attitude
tracking task. A single-loop, servo-analytic pilot
modeling approach was used in this work.

However, the frequency-domain pilot model
discussed thusfar has been somewhat limited to single-
input, single-output systems. Multi-loop models bave
been implemented using sequential loop closure
techniques, with some limited success. The difficulty in
the multi-loop case arises in that assumptions are
required as to the pilot/vehicle system's loop structure
apd to the proper form of the pilot's loop
compensation. There are also several difficulties in
characterizing task constraints in the frequency domain
alone (i.e. required bandwidth). _

In the early 1970's, Kleinman, Baron, and

Levisonl!l put forth a pilot modeling technique based on
a time-domain, optimal-control approach.  This

Copyright © 1985 by M.R. Anderson and D.K. Scbmidt.
Publisbed by the American Institute of Aeronautics and
Astronautics, Inc., with permission.

s Graduate Student,

t Professor, Associate Fellow, AIAA.

1

approach has the potential to be very adaptable for
more complex, multi-loop situations or tasks. However,
much of the research based on this pilot modeling
technique has been focused at attempts to predict
human operator and vehicle time responses or more
specifically, statistical performance. Usually, such
statistical information is not the most useful to the
flight control designer.

Recently, Bacon and Schmidth! presented an
integrated optimal-control, frequency-domain (OC/FD)
approach for pilot/vehicle analysis of the precision
pitch-attitude control task. When applied to the flight
test results of Neal and Smith, the optimal-control
approach was shown, not only to agree extremely well
with the original results presented by Neal and Smith,
but also to yield additional information on achieveable
closed-loop bandwidth in the task. This methodolgy
also provides a quantitative task definition in the time
domain. The pitch-attitude-tracking task was still
modeled as a single-input, single-output, closed-loop
task, as shown in Fig. 1, but the optimal-control
approach was used to obtain reasonable analytic
estimates of the pilot's adaptable dynamics, P(s}, in the

- pilot/vehicle systems.
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Figure 1 Neal-Smith/Bacon-Schmidt
Pitch Attitude Tracking Task

The research described herein, and in considerable
detail in Reference [6], presents an extension of the
methodology * of Bacon and Schmidt to the more
complex approach, flare, and landing task. It is usually
understood that this task is multi-loop in nature and
the difficulty has been in the estimation of the
appropriate pilot loop closures and dynamic
compensation. In addition, developing a single model-
based metric correlating with workload has been
difficult, given multiple pilot loop closures instead of a
single, combined pilot/vehicle control loop. The
fundamental approach here is to use the time-domain,
optimal-control method to estimate the pilot loop
closures, and then to perform a frequency-domain
analysis which yields 3 single dypnamically-equivalent
loop. Finally, the equivalent single loop representation
is evaluated to extract pertinent vehicle bhandling

AIAA Paper No. 85~1851-CP, 1985 Guidance and Control Conference, Snowmass,  CO.



quality information. The vehicle configurations in
considcrﬂion here are those initially reported by R.E.
Smithl!l in the LAHOS (Landing and Approach of
Higher Order Systems) study. It is again emphasized
that what is sought in this analysis is an apalytical
methodology that will expose unpaccaptable vehicle
dynamics in 8 piloted task and will at the same time
aid in identifying and understanding desired vehicle
characteristics.

The Experimental Data Base

The LAHOS report summarizes flight tests
conducted using the USAF /Calspan NT-33A variable
stability aircraft to study highly augmented fighter
aireraft in the landing flight phases under VFR
conditions. Several of the configurations were flown
with additional control system dynamics described in
Table 1. These additional dynamics were used to
represent possible control system dynamics which are
usually present in highly-augmented aircraft. A
summary of the thirty-two configurations selected for
study herein is included in Table 2.

Table 1 LAHOS Report Control System Types

Control System Types

First Order Lag ” l+ 1
. ns + 1
First Order Lead/Lag e 31
Second Order Lag 1
=07 5—1+2£a+l
wy Wy

Fourth Order Lag,
Butterworth Filter
to Mode! Digital Lag 1

=093 =0. 2 2
& + 64 = 038, 55+ 25, 4 <5 + 25, 4 4
wy = wy = 16{rad[sec) | w3 wy wy - W

The airframe longitudinal dynamics for the
configurations are representable in the standard form

X,(t) = AK(t) + byult) (1)

where the state vector is defined by, i;r = [u,w,0,q],
and the control u(t) is the elevator deflection, &,(t).
Using the approximations

W) = 6(t) ~ 5= wlt) (@)

and
() = [ng(t) - 1] /U,

the vehicle responses of interest may be written
¥(t) = C,x,(t) + d,u(t)

where

yT = [6,q7.1,) .
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Table 2 LAHOS Configuration Summary

Aircraft Characteristics
Config. | Aircraft Dyn. Additional Dyn.

No. luw, frad/sec)/¢,, | 1(sec) 1o{sec) wy(radfsec)
1-C 0.2 0.1 -
1-1 - - -
1-3 1.0/0.74 . 0.25 R
1-6 - - 16
2-A 0.4 0.1 -
2-C ] 0.2 0.1 -
2.1 - - -
2-2 - 0.1 -
2-3 2.3/0.57 - 0.25 .
2-6 - - 16
27 - . 12
29 - - 6
2-11 - - 16(4th)
3-C 0.2 01 -
31 - - -
32 2.2/0.25 - 0.1 -
33 - 0.25 -
3-6 - - 16
4-C 02 | o1 -
4-1 - - -
4-4 - 0.5 -
46 2.0/1.06 . N 16
47 - - 12
4-10 - - 4
51 - - -
53 - 0.25 -
514 - 0.5 -
os 3.9/0.54 i 10 -
56 - - 16
5-11 - - 16(4th)
61 16(.5s+1)(.43s+1)

2s+1){1.1s+1)(s*+2(4)(.7)ps +16

1.0/0.65 { X )s?+2(4)(.7)s +16)
62 (5s+1)(.43s+1){.065+1)
{-2s+1)(1.1s+1)(.1s+1)

As previously mentioned, the  different
configurations flown for the LAHOS study include a
variely of additional control system dynamics. Each of
these sets of additional dynamics can be represented by,

X (t) = AK(t) + beuy(t)

u(t) = Cxy(t) + deu(t). 3

where u(t) is the stick force applied by the pilot.

Critical Task Modeling

Clearly, for aircraft without direct-lift devices, the
ability to control pitch-attitude is necessary in any
longitudinal task. But to what extent the pilot has to
precisely control attitude such that he can effectively
control flight path, for example, is an interesting
question to be considered. Here we will attempt to shed
some light on this question by performing an attitude
analysis as proposed by Bacon and Schmidt. Since that
analysis procedure is described in Ref.ISJI, bow it is
performed will not be repeated here. However, an
additional ‘‘critical task analysis” will be developed,
and is one which is intended to give additional



information on the vehicle characteristics deemed
important in the landing task.

In the approach, flare, and landing task, both
altitude and vertical velocity are clearly of eritical
interest to the pilot. These parameters are both related
to the vebicle fight path, which is controllable by the

pilot through elevator position commands (in the |

conventional frontside approach). It is hypothesized,
therefore, that the ability to precisely control flight-
path-angle is a necessary condition to obtain good pilot
ratings for that  particular vehicle dynamic
configuration in the approach,flare, and landing lask.
The ability to precisely control flight-path angle, in
an analytical sense, is equivalent to the ability to to
minimize the deviation of flight-path angle from a
desired path. A compatible pilot objective, in such a
case, may then be stated in the form of a quadratic cost
function as used in the optimal-control modeling
approach. An appropriate objective function is then,

T
= E{ lim 2~ (a2 2 4 o2
Hu,) = E{T]EI;OT{(Q% + rug + gu)dt}  (4)

where
7. = flight path error

and
u, = pilot's control input.

With the pilot’s objective defined, attention must
be focused on what observations are available to the
pilot in the landing task. It is generally accepted that
pitch-attitude information is very important in any
longitudinal tracking task. For a VFR task as tested in
the experiment, vehicle responses available to, or sensed
by the pilot are pitch attitude, pitch rate, and plunge
acceleration. Also, verticle speed, or sink rate is
observable. Due to the kinematic relationship among
these variables, it may reasonably be assumed that the
pilot could close control loops based on 6 and 6 as well
as v and « information. Finally, deviation from some
desired- flight path would be important, and ‘“sensed”
somechow, at least internal to the pilot himself.

To complete the critical task definition, some
appropriate characterization of the commanded Bight-
path to be tracked, 7(t), is necessary. Note that with
regard to the precision tracking performance of the
closed-loop pilot/vehicle system, it makes little
difference whether the desired flight path is internally
generated by the pilot, or is some external exogenous
command like a flight director, for example. The
important consideration in meeting our analysis
objectives is not to actually model a desired glide path,
but to adequately and consistently represent command
signal frequency content that is important to the pilot
in the landing task. '

With this in mind, a pre-filter driven by ‘“white”
noise is used to generate a random pitch-attitude signal
with frequency content similar to that in the original
discrete instrument pitch-tracking task used by Neal
and Smith. This signal is not displayed to the pilot,
but is used to generate a commanded flight path using
the vehicle's /0 response relationship.

= . ()

6

A value of 1/7; = 0.5 sec™ was chosen here. In a
state-space representation, the command signals are
then expressable as

fe o 1 o |{% 0
8| = |02 05 o Jlo.] + lo.os]|w
g 05 o -05[, 0
or
X{t) = AX(t) + ew(t) (6)

where w is a zero mean, Gaussian while noise process.

Aggregating the command, vebicle, and control
system dynamics into one state space representation
gives,

X

¢ A, 0 0 {|X. 0 e,
L]=10 A bC|IK] + [bydi]u, + JOw
ik 0 0 A Xy by 0
i-c
¥p = [C. C, d,CJ[x,| + [d\du, + v. (7)
Xk

The command/vehicle system is now in the desired
form,

%(t) = AX(t) + bu,{t) + ew(t)
Fo(t) = CX(1) + duy(t) + v(t) (8)

with obvious definitions for A, b, e, C, and d. Finally,
the pilot’s observation vector, y, is given by

Yo = e n 18,6 ()

where
Te = Te = 7

These observations lead to the block diagram
description of the pilot/vehicle system shown in Fig. 2.
Here the cross-hatched blocks represent pilot
compensation in his control loops.

More detailed development and description of the
methodology can be found in References [5] and [6]. It
will only be pecessary to outline a few pertinent points
here. The optimal control model uses the time-domain
description of the pilot's sensing and response
limitations.  Statistical representation of these
limitations, relevant to this report, are summarized in
Table 3. The values of r, the pilot’'s observation delay,
and 7, the pilot’s neuromuscular lag time constant, are
chosen to represent the human operator in his most
aggressive mode. This is done, coincident with our
analysis objectives, to expose bandling quality ‘‘cliffs”
in the fight configurations by modeling the pilot's most
agressive control techniques.
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Figure 2 The Multi-Loop Flight Path Tracking Task

Table 3 Pilot Model Parameters

Pilot Model Parameters

Parameler Value
Observation Vector ¥F = 170707.7.6.]
Objective Function qp = {16,0,0,0,0,0)
Weights g, =0
Observation Thresholds | T, ,s = 0.05 deg

T, 50 = 018 deg/sec
Observation Noise -20 dB All
Ratio Observed Variables
Fractional f, = 0.3333 All
Attention Observed Variables
Observation Delay 7= 0.2 sec
Neuromuscular Lag 1, = 0.1 sec
Motor Noise Variance -25 dB
Control Input Fg (Stick Force in tbs)

The coherent part of the pilot's control response
can be described in terms of a pilot transfer matrix
defined by,

u(s) = H(s)¥,(s) - (10)

The pilot transfer matrix is obtained directly from the
optimal control approach solution,

L4
= !l AV AN Y I~ A L +
H{s) P l(st A){ e do(sl-A;+b,l,)
+sl-A+b,l]7'T,CfV! (11)
with

=Ko,

A b
0 -1/7,1

0
bl = lllfn]’

A=

-the  handling

and 7
C, =][C d}.

Also, the A matrix is derived from a Kalman state
estimator,

A=A -L,CfVIC,

where T, is the steady state error covariance and V is
the pilot's observation noise intensity.

For the critical task as modeled, the pilot control
input can be expanded in terms of the pilot's transfer
function matrix and pilot observations,

uys) = [Hy(s) +sH; (s)](s)

+{H.(s) +sH;,(s)]7(s)
+[H,(s) +sH,(s)] é(s) - (12)

where, for example, the Laplace Transform definition
L{b(t)} = sb(s)

bas been used for the angular rates. An efective pilot
transfer function, associated with any pilot observation
1, can now be defined by,

P(s) = Hyfs) + sH,(s)

so that the pilot's control input becomes a linear
combination of effective pilot transfer functions and
observations,

up(s) = Po(s)rls) + Pofs)ofs) + Pyls)(s) . (13)

The pilot control input- above is, of course,
perfectly compatable with the block diagram
representation of the flight-patbh-tracking task
previously introduced (see Fig. 2). An example of the
effective pilot frequency responses are shown in Fig. 3
for LAHOS Configuration 2-2. With the frequency
responses of the effective pilot transfer functions now
available, discussion will turn to closed-loop analysis of
characteristics of the LAHOS
configurations.

Analysis and Results

The actual analysis consists first of an evaluation
of the attitude dynTrPics alone, using a variation of the
Bacon and Schmidt!® procedure. The intent being that
obviously undesirable attitude dynamics should be
exposed at the outset. The hypothesis is that for
aircraft in which flight-path is controlled by pitch-
attititude, some definition and evaluation of the
minimum ability to control attitude is pecessary even
though flight-path control is the ultimate goal. Neal
and Smith, as well as Bacon and Schmidt, were able to
analyze the pilot/vehicle handling-quality ecriteria
Eroblem in the attitude control task as a tradeoff

etween pilot workload required to achieve acceptable

task performance and a subsequent measure of the
pilot/vebicle closed-loop performance. Traditionally,
pilot workload has been shown to correlate with the
pilot’s phase equalization required.

ORIGINAL PAGE IS
OF POOR ‘QUALITY



40.00 "\
n.mJ\/\/
— 4
@ [} \
e AN
1 \
- AN
g .01 VAR
= —— \
3 ord
a ~_”
x \\ //
-20.004q © /
N7
\'/
-40.00 4—r— Ty
107! 10 ° 10} 10 t 10 ?
FREQUENCY (RAD/SEC)
GAMMA ERROR RESPONSE
________ THETR RESPONSE
— """ 5AMMA RESPONSE
9.0

0~
w0
[¥8]
W
[+
v

o -% Oﬂ
w
(72}
(oo
I
a.

-180.0

-270.0 .
107! 192 - 10t 10 * 10 %
FREQUENCY (RRAD/SEC)
Figure 3 Configuration 2-2 Effective
Pilot Transfer Functions

Bacon and Schmidt, as did Neal and Smith, use
the pilot’s phase compensation, as modeled at }heir
closed-loop bandwidth frequency, to quantify the pilot's
task workload in the attitude tracking task. They also
used the magnitude of the resonant peak of the
closed-loop 6/6. frequency response as a gauge of
closed-loop performance and stability, in terms of high
frequency oscillation tendencies of the pilot/vehicle
system. In both analysis procedures, however, some
himit was selected on the maximum allowable “low-
frequency droop” of the closed-loop frequency response.

More recently, Waszak and Schmidtl®l have been
able to characterize the closed-loop performance of the
pilot/vehicle system through the use of a semsitivity
parameter defined to evaluate the change in closed-loop
resonant peak due to a small change (10%) in the
pilot/vehicle forward path gain. This sensitivity
parameter, defined by

\

A resonant peak 1(14)

SP = (ldw frequency droop) | A pilot gain
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gave results indicated in Fig. 4 for the original Neal-
Smith  pitch-attitude-tracking  configurations also
evaluated by Bacon and Schmidt!l,
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Figure 4 Neal-Smith /Waszak-Schmidt
Pitch Attitude Tracking Results

Applying this pitch-attitude-tracking modeling
methodology to the LAHOS data set reveals the results
shown in Fig. 5. It is obvious from a comparison of
Fig. 4 and Fig. 5 that the LAHOS configurations are
grouped nicely, in terms of Level 1, 2, and 3 ratings,
but with higher pilot phase compensation required in
the LAHOS data set (landing task) as compared to the
Neal-Smith copfigurations (attitude tracking task).
This difference is of course consistent with lower short-
period frequencies corresponding to the lower airspeeds
encountered in the landing task, thereby requiring the
pilot to generate more phase lead in landing thap in an
up-and-away flight condition. However, by the
placement of the pilot-rated Level 1 region in Fig. §,
one can conclude that the pilot actually accepts the
required generation of a modest amount of phase lead
in the landing task, while the same phase lead
requirement would result in a Level 2 rating in a pure
attitude tracking task. It is clear, therefore, that
although the ratings of the configurations in the landing
task correlate well with the resonance peak sensitivity
and phase compensation, the Neal-Smith criteria cannot
be applied directly to infer or predict ratings in the
landing task. Adjustments in the allowable phase
compensation and peak sensitivity (or peak) consistent
with the results of Fig. 5 is suggested.
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Figure 5 LAHOS Configurations
Pitch Attitude Tracking Results



Attention is now turned toward the analysis of the
LAHOS data base in the critical flight-path tracking
task. In this task, however, directly identifying the
pilot's phase compensation is not easily accomplished
with the current multi-loop block diagram arrangement.
However,the block diagram in Fig. 2 can be
manipulated, using the results from Fig. 3, for example,
to give an cquivalent, single-loop representation of the
flight-path-tracking task by defining,

Pels) = P, (s)Gy(s)G.(s) (15)
where
Gyls) = ————
1P (o)l )
and

1
1-P{s)Gyls)] - (5]

Gfs) =

This equivalent form is now as shown in Fig. 6.

I I
FS
VEHICLE
777
[ PILOT A
ISP

Figure 6 Flight Path Tracking with
Equivalent Pilot Function

Fig. 7 illustrates the equivalent single-loop pilot
function for LAHOS Configuration 2-2, obtained from
the vehicle dynamics and from the data in Fig. 3.
From this figure, one can readily see that the pilot is
again required to generate lead in the flight-path-
tracking task, in order to stabilize and maximize the
tracking performance of the closed-loop, pilot/vehicle
system. The lead generated (maximum equivalent
phase peak) is then suggested as a model-based
indication of pilot workload.

"Bacon and Schmidt also advanced the use of
required closed-loop bandwidth as an indicator of the
combined pilot/vehicle system’s ability to track over
the frequency band. Bandwidth is defined here, as per
Neal and Smith, as the frequency at which the closed-
loop phase equals -90 degrees. The closed-loop
bandwidth, determined from the combined pilot/vehicle
system, depends, of course, upon both the vebicle and
pilot dynamics (particularly the neuromotor lag time
constant, 7,). As the pilot model parameters have been
held constant for all configurations studied, and the
smallest achievable 7, has been assumed, insufficient
bandwidth is directly related to sluggish vehicle
response. Results shown in Fig. 8 verify that low
comparative bandwidth correlates with higher (worse)
pilot ratings. However, once sufficient bandwidth is
attained, other methods must be applied to uncover
bandling quality deficiencies.
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One of the most important aspects of closed-loop
performance is the stability robustness of the loop itself.
Stability robustness, here interpreted as insensitivity to
small changes in pilot compensation, can best be
measured using the combined pilot/vehicle open-loop
Bode, or frequency response. Fig. 9, for example, shows
the open- and closed-loop frequency responses for
LAHOS Configuration 2-2.
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Figure 9 Configuration 2-2 Open and Closed
Loop Frequency Responses

For good closed-loop stability margins in a
tracking system, the desired *'shape” of the open-loop
frequency response in the crossover region is well known
Si.e., constant slope of - 20 dB/decade). Any deviation
from the desirable frequency response could then be
thought of as a reduction in loop quality or
performance. From Fig. 9, one can see a large peak
evident in the open-loop frequency response at a
frequency just greater than the crossover {requency. A
Nyquist diagram of the same open-loop response (see
Fig. 10) illustrates that any small phase or gain change
injected by the pilot could cause an instability in this
system. The magnitude of this peak as defined in Fig.
9, herein entitled the Aigh-frequency open-loop peak is
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therefore a measure of loop performance, due to its
close association with loop stability robustness
properties. Also shown for comparison in Fig. 10 is the
Nyquist contour for Configuration 2-1, which received a
better rating in the task.

Figure 10 Nyquist Diagram for Configurations 2-1 and 2-2

The genesis of this peak is significant too. Fig. 11
shows the frequency response of the LAHOS
Configuration 2-2 flight-path to stick-force transfer
function. Considering this figure, and that of the
_equivalent pilot function shown in Fig. 7, one can
readily see that the high frequency open-loop peak in
the ~4/7(s) response (in Fig. 9) is due solely to the
magnitude distortion arising from the pilot's frequency
response. As in any dynamic lead-lag compensator
design, magnitude disortion of this type will develop
when the compensator is required to achieve significant
phase lead. This is easily verified by the large phbase-
lead peak in the equivalent pilot in Fig. 7. Again, this
phase lead has been introduced in the (pilot’s)
compensation in an effort to maximize the closed-loop
bandwidth, and provide stability, within the constraints
of the pilot's inherent dynamic limitations.

A plot of the high-frequency open-loop peak versus
maximum pilot phase compensation, as in Fig. 12,
reveals a characteristic grouping of the vehicle
configurations not unlike those of References [22, 5] and
E] Those configurations rated best overall (Cooper-

arper Level 1) in the approach and landing task are
appropriately grouped together. The pilot phase
compensation results for these vehicle configurations
indicate that a certain amount of effective phase lead is
acceptable to the pilot in the flight-path-tracking task
also. Those configurations rated poorly (Level 2,3) in
the approach and landing task would appear to suffer
either from insufficient loop quality, as measured by the
high-frequency open-loop peak, and/or excessive pilot
workload.

An additional evaluation of loop quality stems
from the critical task definition - to minimize flight-
path error. In fact, the time-domain minimization of
error has been used in several past efforts as a loop

- performance measure (c.f. Refs. 9-12).
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This area of pcrformance or loop quality evaluation
may also be analyzed in the [frequency-domain.
Neglecting noise sources, the steady-state, mean-
squared flight-path-error may be expressed as,

1%, %
== w)]? 8. (w)dw 16
S E RN ® (16)
where S, (w) is the power spectral density of the
commanded input. Opbe can easily see from Eq. (16)

above that in order to minimize 02, | — (jw)}? must

be small when S, (w) is large. Tbis obcjective forces
. Te ,. .

l—'11 (iw)]? to be large (| —;— (iw)] 2 ~1 for a tracking

e

system) at low frequencies. Therefore, the maximum
value of the low-frequency pilot/vehicle open-loop
frequency response will give an indication, in the
frequency-domain, of the tracking performance. This
peak value, defined here as the low-frequency open-loop
peak, can 'also be plotted along with the previously
defined workload metric, as in Fig. 13. Here again, the
characteristic grouping of the thirty-two flight
configurations is evident, therefore, this low-frequency
peak is also offered as an 'indication of loop quality.

LOW FREQUENCY OPEN LOOP PEAK (pa)

PILOT RATING
sl 1O 135 £3
3565
,SJ {J 65w
(')_W 20 40 ;0 BVJ 100 120 1;0

EQUVALENT PILOT PHASE COMPENSATION (pec)

Figure 13 Low Frequency Open-Loop Peak Results
for the Flight Path Tracking Task -

Conclusion

An optimal-control/frequency-domain (OC/FD)
methodology is presented, intended as a dynamic
handling-qualities apalysis tool appropriate for such
complex, multi-loop, man-machine tasks as sircraft .
approach, flare, and landing. When an analysis of just
the pitch- attitude trackin ability was performed on the
landing-task data base fLAHOS) a grouping of the
conﬁguratxons similar to the Neal-Smith results was
obtained. - However, direct application of the Neal
Smith criteria does not appear appropriate for
estimating the ratings in the landing task since, among



other things, the pilot appears to accept higher phase
compensation requirements in the landing task. The
proposed technique for such an attitude analysis is a
variation of the method of Bacon and Schmidt that
does not require any selection of closed-loop *‘droop™
nor closed-loop bandwidth to perform the analysis.

A critical flight-path control task was developed,
and when a closed-loop analysis of this task was
performed using the LAHOS data base, excellent
correlation was obtained with several model-based
quantities of engineering significance. First, correlation
was evident between the ratings of the configurations in
the landing task and the closed-loop bandwidth
obtained from closed loop analysis of the critical task.
Also, strong correlation was noted between the ratings
and the pilot phase compensation, as modeled, and two
measures of loop quality proposed, all of which result
from the closed-loop analysis technique. The pilot
phase compensation associated with a  single
analytically obtained describing function, dynamically
equivalent to the multi-loop model, was suggested as a
workload metric. A low-frequency open-loop peak,
related to the ability to minimize flight path deviations,
and a high-frequency open-loop peak, indicating
insufficient  stability robustness properties, were
recommended as measures of loop performance.
Finally, the quantities used in the analysis technique
are fundamental in linear systems analysis, and are
aimed at providing significant insight into the causes of,
and remedies for unacceptable man-machine system
characteristics.
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ABSTRACT

The Couperative Control Synthesis (CCS),
previously developed to synthesize control
augmentation 60 as to optimize pilot opinion
rating, is extended to the synthesis of display
sugmentation for closed-loop manusl control tasks.
The procedure allows simulatneous solution for the
display augmentation and control augmentation
gains using optimal-control techniques, snd
explicitly includes task related and pilot-
centered requirements in the design objectives.
Use of the methodology 16 demonstrated by
considering a compensatory tracking task end k/a
controlled element dynamics. Analytical
evaluation of the various control and display
augmentation designs synthesized using the
cooperative methodology indicates that
simultaneous synthesis may lead to & better
control display trade-off, as opposed to designing
the display after the control augmentation has
already been designed.

1. INTRODUCTION

With the advent of high performance aircraft,
the amount of information to be processed by the
pilot to successfully accomplish the assigned task
has continued to increase. It has, therefore,
become more critical to determine the best
informational set and display dynamics needed by
the pilot so as to reduce the pilot’s workload and
{mprove performance. In Ref, {1) it was
hypothesized that there exists a8 trade-off between
levels of control sugmentation of a plant and
display augmentation in terws of pilot workload
and task performance. That 1s, a highly
sophisticated display with minimum stability
asugmentation or a high level of control
augmentation with lesser display integration or .
intermediate combinations thereof will be equally
acceptable to the pilot. High degree of
sophistication in efither displays or controls not
only implies higher costs but also the pilot must
regress further in case of a failure. The
hypothesis of Ref. [1]) was borne out by the
extensive man-in-the-loop simulation work done by

Lebacqz et 81.12'3] in their effort to quantify
the display/control requirements for helicopter
approach and landing. They .reported that there
was a display/control trade-off for pilot ratings
of satisefactory, while ratings of adequate-but-
unsatisfactory depended primarily on the control
system. Even with flight directors for sll three
axes, the pilots found it difficult to fly without
adequate flight control augmentation.,

* Graduate student, student member AlAA
**Professor, Assoc. Fellow AIAA

Another area where display control trade-offs
may be of dmportance is flight test trajectory
control (FTTC). A very high degree of accuracy 4m
following complex trajectories can be achieved by

automatic controllerslkl. but it is undesirable to
take the pilot completely out of the control loop.
Trajectory guidance systems have aleo been shown .
to lead to discernible fmprovements in the ease
and accuracy with which pilots have approached and
maintained the desired flight test conditions or

(5}

trajectories « A combination of trajectory
guidance and control sugmwentation may then lead to
desirable levels of accuracy while still
maintaining the pilot in the loop.

Thus there exists 8 need to synthesize -
stability sugmentation and display augmentation
with speclal attention to the role of the pilot 4n
the systewm, for a specified task. In this paper,
8 methodology is presented that 1s intended to
provide a systematic approach to synthesizing
pilot-optimal control and display augmentation 4im
complex, closed-loop manual control tasks. Thie
methodology is an extension of the cooperative
control synthesis (CCS) technique developed

earliet[6'7] for control augmentation synthesis.
The characteristic results from the methodology
are then investigated by considering a
compensatory tracking task beginning with a simple

k/s2 plant. Although the methodology is clearly
intended for higher order multi-channel tasks, use
of this plant and task is appropriate to gainm
insight, and for validation studies.

1I. BACKGROUND

The idea that a control augmentation system
works in cooperation with the pilot, and a
technique which considers the sugmentation system
and the pilot to be two controllers working im

“parallel" was suggested by Schmidtl6l. This
cooperative control synthesis technique
incorporates a mathematical model of the pilot
behavior and uses optimal-control theory to
synthesize control gains that are pilot-optimal as
modelled. Since display augmentation, like
control sugmentation, has to be in harmony with
the pilot’s abilities and limitations in order to
be acceptable to him as an aid in accomplishing

his task, the cooperative synthesis technique was

"considered to provide an appropriate framework for

simultaneously synthesizing control and display
augmentation and thus provide a task specific
trade-off between control and display
augmentation,

In the Appendix, the problem formulation for
the extension to the control/display design case
is presented in its most general form, and the
necessary conditions for optimality are stated,



The detadle o) the derfvation cen be found o Ref,
18}, The application of the methodology to
pilot-fn-the-loop synthesis of control and display
supmentation will be discussed In Section 111,

Other display design techniques based on an

optimal control modeld (ocn)lg) of the pilot have

been sugpested by Loviaonllol. Hcaalll) and

112)

Kleinman et al. Al) these techniques are
intended to lead to flight director designs that
rceduce pilot workload, and are clever applications
of the OCM, Al) are fterative in nature and
involve designing the flight director law after
any control augmentation system haes been designed.
Therefore, these do not explicitly include the
display/control trade-off in the synthesis
procedures themselves,

An excellent discusssion of the functional
requirements for the design of flight directors
can be found, for example, in Ref. [13). 1In
summary, the fundamental control and guidance
requirement is to reduce the tracking error to
zero in a stable, well damped and rapid manner.
The main pilot-centered requirement, whether
considering control or display sugmentation, 1s
that the effective controlled element as perceived
by the pilot be like k/s over a broad frequency
region. With such a controlled element, the
pilot ‘s compensation is a pure gain, which 1s
optimal from the point of minimum pilot
compensation workload. However, not only must the
pilot-centered requirements be met, but also good
overall closed-loop performance must be obtained.
As will be shown, 8 performance/workload trade-off
exists,

Consider a compensatory tracking task with a
Ko/s plant as in Fig.l. As 1s well known, such &

plant is difficult to control in that it requires
the pilot to generate lead, which results in
deterjoration in performance and pilot ratings.
Rate feedback can then be used to provide the
pilot with lead information, either in the form of
a8 "quickened" display, or changed plant dynamics
using control augwentation, or a combination of
both as shown in Fig. 2. 1In Fig. 2, Kd is the

display "quickening" gain and Kc is the plant

augnentation control gain. A feedforward gain K6
on the pilot‘s control input (GP) is used to

compensate for the reduced control effectiveness
of the plant when using feedback control
augmentation.

(] , x é (]
C_._("_)()L_. bluplay -d—-q Filot f—--< Ko/sz ——
(-)

|

Fig. 1

Compensatory Tracking Task with K /-2
Plant e

With display supmentation only, the effective
controlled elewment is :

xo(xds-n)
xd(S)/dp(B) - ——32_—

Thus the controlled element as seen by the pilot
is like k/s for frequencies greater than 1/K . In
their extensive experimental work, McRuer et

al.(lkl found that for a pure k/s like element,
the crossover frequency of the piloted systern 1s

w ~4.3 rads/sec and the pilot’s compensatio .!n
the cross-over region is given by P(s)=K e vith

120.23 seconds for a8 command input bandwidth of
1.5 rade/sec. Thus for this display-augmented
system to be like k/s at crossover, and be
stabilizable by the above form of pilot
compensation, we require that the value of ld be
such as to provide a lead of 57 deg. at
crossover, This leads to the requirement that
l/Kd-2.3, i.e, Kd:0.4. The tracking error is

then given by ¢
s(s+KOKdP(8))

e(s)/ec(f-) -
(s fKoKdP(s)s+K°P(a))

Thus, for a step command, the error approaches
zero in the steady-state, which shows that the
rate-augmented display satisfies the control and
guidance requirement of Ref. [13). However, since
the pilot 1s not directly perceiving the error
alone, some loss in tracking performance may
result. '

Conversely, consider control augmentation
without an augmented display (K.,=0). Now with
rate feedback augmenting the plant, the effective
controlled element is : :

K K
oc

6(s)/6_(8) = —————
P s(s+xoxc)

(here Kc-l+K6 is sssumed in Fig., 2). Thus the

Ks
(+) .
xd P +) s 8 ]
Display Pilot K /s 1/s
D(s) P(s) ) o
l(c:
¥

Fig. 2

Dieplay/Control Augmentation using Rate Feedback

2
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contiolled element s 1ike k/e for frequencies
Jewn than K K Ustnyg the ssme argument as
betore, lhr'rﬁqulrvmvnt on K for the system to be
stabilizable by a purce gain pilot compensation 1s
K kK Z7.8.
0 C

Note that these values of K

d and Kc are

desirable primarily from the point of view of
winjmizing pilot workload. In reality there would
be restrictions on asllowable values of these gains
bused on performance requirewments and limits on
loop bandwidth of the control augmented system.
With display augmentation, if K becomes too large
the tracking error will 1ncreasg as the pilot

vould then be making 8 (rather than 6) track Gc.

Even though the objective of both the control
asugmentation and display eugmentstion 1s to aid
the pilot, the way this is achieved {s
fundamentally different for the two types of
augmentation as 11lustrated by the above
discussion. 1n display augmentation, the required
lead is provided to the pilot by a change in the
numerator dynawmics of the effective controlled
element, while in control augmentation the
denominator is changed, thus affecting the
stability properties of the dynamics being
controlled by the pilot.

With both control and display sugmentation,
the effective controlled element ig :
K K (K.g+l)
5 .. 0c d
xd(s)/ p(5) —ETEIEZEZT‘

Then clearly by letting KOKC - l/Kd, the

controlled element can be made like k/s over the
whole frequency region. But, as stated earlier,
there would be limits imposed on values of K and
K, by requirements other than those of just
gnimizing pilot workload. 1Imn this simple
example, one i already faced with the question of
how to "best" trade-off control and display
augmentation.

II11. APPLICATION OF COOPERATIVE SYNTHESIS

In the Appendix, a dual performance
optimization problem 18 discussed and the.
necessary conditions for the optimality of the
various controllers, and the expressions for the
resulting gain matrices, are derived. The
interaction between the various controllers 1s
shown in Fig. A.l. The association of Controller
2 (u,) with plant augmentation, and of display
contfol (u,) with the display sugmentation should
be appareng in this forwulation. Moreover, with

F =0 in (A.11) and FI§3§ (3; 1s the pilot’s inmput)

alongwith appropriate definition of the syeted
matrices Ao and Blo' the structure of the

Controller 1 that evolves from the above
formulation ig similar to that of the Optimal
Control Model (OCM) - except for the
simplification that the pilot’s observation time
delay 1 has been eliminated in the observationms
for Controller 1, The elimination of the time
delay simplifies the dynamic order of the pilot
model by eliminating the linear predictor in the
control structure. The pilot‘s motor noise (Vv ) 18
however accounted for in this formulation in Phat

ft msy appear 88 an sdditionsl disturbance in Bqn,

(A1)

It 16 worth mentioning here that althiough the
sinplified pilot mode) 15 uscd in the synthests
procedure presented in this report, the cowmplete
podel (with predictor, etc.) 1s used to evaluate
candidate designs. Moreover, st each fteration of
the synthesis procees, the paramcters (e.g. noise
intensities) 4n the eimplified model are updated
to yield results that are consistent with the

complete OCM model. It has been .hownllsl that by
selecting proper noise intensities for the control
noise Vo and the measurement noise vy.

the simplified wodel msy yfeld the same human
operator dynamice es the complete model. 1In this
wanner the cooperative methodology, as developed
above, can be used to do “pilot in the loop"
synthesis of the display/control augmentation
design.

1V. AN EXAMPLE

Consider sgain the simple compensatory
tracking task, as in Pig. 1, with the controlled
element (plant) dynamice as considered in Ref.[7}:

8(s)/6(s) = Kolaz

(Ko-ll.7 deg.-sec.-zldeg.)

The command signal 9 is filtered white noise
w, with the filter :

8_(s)/u(s) = 3.67/(s’+3s+2.25)
and

E(w)=0 E[w(t)w(t+o)]=6(c)

With the tracking error defined as e=0 -6 1t
is now assumed that the error signal is disﬁlayed
to the pilot on a "fast" display, wvith first order
lag at 50 rads/sec, i.e.

50 :
*3(8) = Tarsny (&)

The pilot’s observations are the displayed

variabdble x4 (in.) (and its associated rate id) and

his objective 16 to regulate the display signal to
the best of his abilities. This task i1s reflected
as that of minimizing the following perfornance
1ndex

Jp - E{lim-— I(x +g, 62)dt} (0D

T«-
where g; may be chosen to yield a neuromusculsar

lag time constant, for example, tn-O.l seconds .,

For all the analysis results presented here,
the following values were used for the parameters
in the OCM :

(1) Pilot 1s assumed to reconstruct the
rate information from the displyed variable,
thus attention sllocgtion 18 1 for both the

observations xd and X5
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and %

(11) Observation thresholds for x d

were 0,032 in, ond 0,036 in./sec.
tespectively baned on visual arc angles of
0.05 dep. and 0.15 deg./sec. at the pilot’s
cye and ansuming the display to be ) ft. away
from the pllot’s eye,

(131) Obscrvation noise ratio of -20 4B for
eacli observation.

(iv) Motor noise ratio of -20 dB.
(v) Observation time delay, 1=0.] seconds.

The predicted ‘piloted’ system performance
for the unsugmented plant is given in Table 1.
(Note that these results differ from those in Ref,
[6}) because of the different thresholds and
attention allocation for the display considered).

Table 1. Unauguented System Performance

g e rme 6 rms ¢  rume JP
P (deg)  (deg) (aBg/sec)

0.009 0.812 0.802 5.95 0.98

The results in Table 1. are indicative of.
high levels of tracking error and pilot workload.
We then wish to improve tracking performance and
reduce pilot workload by a suitable choice of .,
display and/or control augmentation using only 8
feedback as shown in the block diagram of Fig. 2.
The use of only rate feedback is consistent with
the previous discussion. Note that with display
augmentation, the signal being observed (and
regulated) by the pilot is :

50 .

= X 6

xd(s) (s150) (e xd )

and is no longer just lagged error.,

Within the framework of the Cooperative
Display/Control design methodology, the form of
"augmentation shown in Fig. 2 leads to the
following definitions :

Vymlxgsxgl vy 5y R85 gm0
GZ=[_KC’K6] H Gd--Kd
J,=J ith J_ as in Eqn, (1
15 (w P qn. (1))

The choice of the cost function J, should
reflect the various tradeoffs that are“involved in
the design of the augmentation. For the results
presented herein, J2 was chosen to be

2

Y5 uz)dt}

+Faa%

T .
1 2 2
32 E{lim T-£(e +gép+F

T+
vith g=.009 (corresponding to gp for the
unaugmented case, as in Table I1.).

el.llG] have shown that the pilot’s perception of
workload 1s strongly correlated with the rms value
of his control input rate, so the inclusion of

in the cost function J, reflects the desire to
minimize pilot uorkloag. Clearly the inclusion of
error reflects the desire to provide good tracking

Wierwille et

performance. The wetghte ¥ and ¥, . (scalars for
this cane) control the lvvriu of augmvntatlon
control energy and “display encrgy", respectively,
being dutroduced dnto the system. For P =P =0,
J, equals J . 2 "2d
2 P

Using the Cooperstive methodology, four
different cases of augmentation were considered,
These cascs are discussed below.

A. Display Augmentation only

The results of display aygnentation
synthesis, without sugmenting plant dynamics, for
varying F,  are listed in Teble 11, alongwith the
evaluation resulte using the full-order model. As
18 to be expected, the value of K. increases as
P2d is decreased, but interesting?y Kd reaches a
limiting value of 0,373 ln./deg.-aec.—l as F, .+0.
Note that this limiting value 16 very close ;8 the
value of X, obtained earlier for minimum pilot
workload using the cross-over model. The fact that

"1t 18 slightly lower than the value 0.4 can be

attributed in part to the lower value of the
pilot’s observation time delay used in the
synthesis procedure and that error was not a
primary design objective in the classical
approach. ‘Thus 8s the sllowable level of "display
energy"” into the system is increased, the
methodology leads to & design that meets the
pilot-centered requirements. The results of Table
I1. are also plotted in Fig. 3 and Fig. 4. Fig. 3
is a plot of rms error (e) vs. rms manual control
rate (sp)' and Fig. 4 is a plot of rms error vs.

total control activity (8) acting on the plant. It
is clear from these,two figures that the pilot‘s
workload (of which 6p is a measure) and the total

control activity decresse monotonically as the
display augmentation gain K, is increased. The rms
error initially decreases ag K, 18 increased, but
then starts increasing beyond a certain value of
K.,. The limiting value corresponds to the case
beyond which increasing K, will lead to much
degraded performance without any significant
reduction in pilot workload. 1If the pilot’se
performance index Jp is used to predict the pilot

opinion ratinglll’17], then the results in Table
I1. also indicate that there will be no further
improvement in pilot opinion rating for increasing
Kd beyond the limiting value.

B. Control Augmentation Only

The results for control augmentation
synthesis alone (without display sugmentation),
are listed in Table IIl., alongwith the evaluation
results using the full-order OCM pilot wodel.
Again it is noted that as F2-> 0, the limiting

value of K Z0.62 deg./deg.--tsec..-l that is
achieved, SorreSponds to Kokc-7.2 which 18 quite

close to the value obtained earlier using the
cross-over model with the minimum-pilot-workload
objective. Thus as the allowable level of control
energy into the system is increased the
methodology leads to a design that again meets the
pilot-centered requirements. The results of Table
I11. are also plotted in Figs. 3 and 4, These
results indicate that the tracking performance
iwproves monotonically as the level of control
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supaentatfon 1s incteased aud the ptlot workload
albo veducen. However, the total contro) activity
acting on the plant (&) starte Incressing beyond o
certuin value of X . A good fntermediste value of
K wight Cnrltnpuna to that value beyond which
véry Wiph levels of total control deflection
result, with negligible fuprovement $n tvacking
performance and no noticeable reduction in pilot
workload.

Comparing the results for display
supncentation alone with those for control
supuentation alone, 1t is evident thst control
sugmentation has the advantage of significantly
joproving tracking performance, while display
sugmentation hss the advantage of significantly
reducing pilot workload and total control
deflection. This leads,one to conjecture that
even for the simple k/s” plant, there might be
some advantage to providing & combination of
control and display sugnentation as opposed to
control augmentation alone or dieplay augmentation
alone.

C. Display Design for Control Augmented Plants

For four of the control-augmented plants
above, a display-augmentation synthesis was
carried out, using the same cost index J, as
before. As the level of display asugmentstion was
increased (F was decreased) for a given
control-augménted plant, the same behavior was
observed as in the case of display design for the
unaugmented plant, l.e. the error first decreased
and then started increasing while there was
continuous reduction in pilot workload (ap) and

total control activity (6). As with the Kolaz

plant case, the error was found to be the least
for the choice of F_ =1 for all the control
augmented plants. %Re synthesis results and the
predicted performance corresponding to the "best"
choice of weighting on the display controller
(i.e. Fz =]) are listed in . Table IV. These
results’dre also plotted in Figs. 3 and 4.

It is interesting to note from Table IV. that
as the plant itself becomes more and more like k/s
(or as X 1is increased), the required level of
display dugmentation decreases — even though the
performance index being minimized (J,) 18 the same
in all cases. This is an indication"of the
interdependence between control and display
sugmentation for any given task. Also, the
synthesized display augmentation 1s such that the
pilot workload (8 ) is roughly the same for all

the cases presented in Table IV. This result s
in agreement with the findings in Ref. [2] that
the pilot workload tends to be constant for
specific combinations of control and display
sophistication,

D. Simultaneous Control/Display Synthesis

For the same cost weightings (F, and F,.)
considered above, the cooperative syntheaiszd
algorithm was again excercised except now the
simultaneous synthesis of the control gnd display
augmentation gains G, and G, was performed. The
synthesis results ana the pgedicted closed~loop
performance are listed in Table V, Ageain, as the
level of control augmentation is increased, the

Toble 11, Display Augmented System 18
¥ K e rme ¢ ros 3 ros J
d
? d (deg) (deg)  (dbg/sec) P
10 0.032 0.75 0.749 5.58 0.82
1 0.230 0.623 0.453 3.38 0.41
0.1} 0.353 0.634 0,345 2,56 0.3%
0.01 0.373 0.638 0.333 2.46 0.34
0.00) 0.373 0.638 0.333 2.46 0.34
.85
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.80-{ e Control Only
R Display for
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. Tabl 11,

Control Aupuwented Systenm

i 19
¥, X K, e rms 6 rms & yau J
(deg/deg-sec ) (deg)  (dep) (dpg/svc) P
\ PAGE ‘S 10 0.029 0.020 0,700 0.704 5.22 0.70
OF POOGR QUALITY 2 0.116 0.149  0.553  0.622 4,46 0.42
1 0.203 0.285 0,508 0.637 4,40 0.35
0.33 0.461 0.841) 0.457 0.716 4.36 0.28
0.1 0.617 1.276 0,442 0.774 4.28 0.26
0.01 0.620 1.284 0.442 0.774 4,28 0.26
Table IV. Display Design for Control-Augmented Plants
(Fpg = 1)
X K K e rms 6 rms 6 rms J
(deg/deg—sec-’) 6 (1n/deggsec-l) (deg) (deg) (dBg/sec) P
0.116 0.149 0.123 0.528 0,507 3.61 0.28
0.203 0.285 0.116 0.496 0,525 3.62 0.24
0.461 0.841 0.095 0.434 0.629 3.83 0.21
0.617 1,276 0.087 0.439 0.693 3.86 0.20
Table V. Simultaneous Display/Control Design
(Fp, = 1)
F, K -1 Kg Ky erms 6 rms 8 ros J
(deg/def-sec ) . (in/degsec ")  (deg) (deg) (aPg/fsec)... P... ... ..
2 0.082 0.260 0.153 0.547 0,479 3.02 0.29
1 0.144 0.498 0.132 0.514 0,490 2.76 -0.26
0.33 0.344 1.198 0.108 0.469 0.578 2.67 0.22
0.1 0.437 1.576 0.076 0.453 0.647 2.77 0.22

level of display augmentation decreases, The
results of Table V. are also plotted in Figs. 3
snd 4. Comparing these results to those of
Section IV C. above, we note that for the same
level of closed-loop performance (e rms), the
total control activity (&) is roughly the same in
both cases, but the pilot’s control input rate
(5p) is lower for the case of simultaneous

synthesis. This is true even when the results are
compared for the same level of plant augmentation
(X ). This can be shown by simply cross-plotting
theé above results versus Kc. : '

A candidate design that offers improvement in
all aspects over the unaugmented case 1is the one
obtained by simultaneous display/control synthesis
with the weights of F2-1 and F d-l (see Table V.).
From Figs. 3 and 4 we note thag for this case
(labelled A in the figures), the tracking

~performance 1s much improved over the unaugmented

case, the total control activity is wuch lower,
the pilot’s control input rate igs much reduced and
the level of control augmentation (K ) is not too
high. The frequency responses of the effective
controlled element (deGP(jm)) for the candidate

design and the unaugmented plant are compared im
Fig. 5. The candidate design 1s close to k/s over
a broad frequency region. (As stated earlier, the
effective controlled element can be made exactly
like k/s by increasing the values of the gains K
and K,, but doing the former will have the effec
of ingreasing the required total control
deflection, while doing the latter will result 4n
degraded tracking performance). The predicted
pilot describing function (P(jw)) for the
candidate design and the unaugmented plant are
compared in FPig. 6, and the resulting loop
frequency responses P(jm).xd/GP(jm) are ghown 1in

Fig. 7. The cross-over frequency (uc), the gain
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(xg/ 8, (3u))

mwargin (G.M.), and phase margin (P.M.) obtained
from Fig. 7 are noted in Table VI. We note that
for the candidate design, not only is the cross-
over frequency higher, but also the stability
wargine are wmuch improved over the unaugmented
case. Going back to Fig. 6, we note that for the
candidate design the pilot’s phase compensation 1s
much lower than for the unaugmented case. The
pilot‘s phase compensation at cross-over, with the
effect of the neruro-muscular lag and the

observation time delay removed[lsl (4 pc) 1s also
listed in Table VI.

Table VI. Frequency-domain Cowparison

Controlled Element. G.M. P.M. " § pc
(dB) (deg) (rads?sec)(deg)

Unsugmented 6.0 26 3.1 75

Candidate Design 9.0 50 3.9 47

V. CONCLUSIONS

A methodology was presented that has the
potential of providing a task-specific, systematic
trade-off between control and display
augmentation, taking into account the limits of
the human pilot as an "information processor and
controller", Various control and display
sugmentation laws were synthesized using the
wethodology for a compensatory tracking task with
a k/e“ plant. Analytical evaluations of the
synthesized laws demonstrate the applicability of
the methodology to meet the pilot-centered -
requirements for display design. The results also
indicate that simultaneous control/display
synthesis leads to & better design, as opposed to

ORIGINAL PAGE IS
OF POOR ‘QUALITY

Fig. 6 Pilot Describing
Function (P(jw))

Fig. 7 Loop Transfer Function
(P(Ju) - xy/8 (4))

designing the display after the control lavs have
been designed.

Further theoretical work needs to be done 4n
terms of the asymptotic properties of the
synthesis methodology and the numerical properties
of the solution algorithm - although no numericasl

problems were encountered. Finally, experimental
validation 1s warranted.
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APPENDIX

OPTIMAL COOPERATIVE CONTROL/DISPLAY DESIGN

METHODOLOGY

Problem Formulation

Consider a dynamic system acted upon by two
controllers, and described by the linear time
invariant set of first order differential
equations

x = on + Bloul + Bzou2 + Dow (A.1)
m _ ® _
with xeR”, U,eR °, u,€R  and W a zero-mean
Gaussian whifte noise“process with intensity W. The
two controls represent two physically independent
controllers.

The display dynamics are assumed to be of the
fornm



L Adxd + Bduud (A.2)

— d - d -
with x, R, u €K °, where u, is the display
"quickening' controller. Tﬂc objective is to find
the optimal cooperative controllers } and 2
(:l and ;2) along with the optimal displsy control
lew u,.

d

Controller 1 (u,) 1s sssumed to have noisy
observations avuilabie for feedback given by

Yy = Co* t Caxa * Cula

where v 16 also a zero-mean Gaussiasn white noise
processywith intensity V.. This controller will
have the form of an LQG tompensator, i.e. it
consists of full state feedback implemented using
a Kalwan estimator,

+ vy (A.3)

The augmentation controller u, and the
display control law U, are assumed‘to have noise-
free measurments y, and y,, respectively,
available for fecd%ack, u%ere

x
Y, = Czox; ¥q " Cd _ (A.4)
*a
Note that the above formulation_does not allow
feedback of the display states x, to the
augmentation controller u,. Finally, these two
latter controllers are cofistrained to have the
direct output feedback form

uy = Gy, = GGy x
x

= G,C, | (A.5)
x

d

The interaction between the different controllers
is shown in the block diagram of Fig. A.l

vg = Ca¥q

Design Objectives

Controller 1 1s to be optimsl with respect to
the cost

1 T T =T - v
J, = E{Mio 3 J(x Q, *F+x4Q) g%g* (4.6)
T+ " o

~T — T _ —
ulRlulﬂzFluz)dt)

in the presence of the action of control inputs u
and u,. Here E{°'} indicates the expected value
operagor and the weighting matrices are Qlo >0,

Qld > 0, Rl >0, Fl > 0.

(u,) and the display control law u, are to be
optimal with respect to the cost

Conversely, Controller 2

u,+ (A.7)

T
1 ; T, —=~T. — =T
J,=E{lim ?{ (x Q342,30 4% 4+ R Y

2 o

U,4ulF, U, )dt)

272 d2dad

in the presence of the control action :&. The
weighting matrices are:on >0, Q2d > 0, l2 >0,
P2 > 0, PZd > 0.

Kgr

'Fig. A.l

[Contso .
S T - 21

Vehicle
Dynawics

e - e = e - —-———

. JDispluy
bynanics

Display |
Law, Gd

Filter
CONTROLLER 1 (Pilot)

Block Diagram for Cooperative
Control/Dibplay Augmentation

Augmenting the system dynamics (A.l) with the
display dynamics (A.2), the state-space
description of this augmented system is

x A, 0 x| Blo _ '
1 "o al =] Ylolwm
x 4 [*a .
d - -
l320 _ 0 -__ Do _
+ o v * Bdo uy + o I¥ (A.8)

Defining X = COL (x, x,), (A.8) can be written 4n
a compact form with appropriate definitions for
the matrices as

X = Ax + Blu1 + Bzu2 + Bdud + Dw  (A.9)
The measurments can similarly be ﬁritten as
yl - Clx + C“ud + vy
;2 - czi (A.10)
¥g = CgX

The two cost functions can then be expressed
in terms of the augmented state vector I'-s ’

T
1 -T —  —T — P
J. = E{ln = [ (X'Q,X + u;R,u, + u,F u,)dt)
1 Tow T 5 | i 27172

11
J -z(uml}(i’rq HOIR. U+ (A.11)
2 pea T X XYy

T — =T, — .

u2F2u2+udP2dud)dt}
vhere the weighting matrices Q
appropriately defined.

and Q, are :
Note tﬁat thii formulation



ts lotwally that for & wulti-player non~zero sum

(19)

gawe, and we seek s Nanh solutfon
Selutdon for ;l

In_the presence of the action of control
fuputs u, and u,, as given by (A.5), the dynamico

of the aubm(nltg system (A.9) are

X = A x + Blul + Dw

Y, = Cauax + vy (A.12)
where
Aaug - (A + B20202 + B c C )
+ .
Caug - (C C G C ) (A.13)

and the performance index Jl becomes

3, = E{lte % I(x (Q¥C36F,6,C)X +  (A.14)
Tw

_T_
ulklul)dt}

Equations (A,12) and (A.14), in the case of
uncorrelated process and measurement noises (v and
V. ) and for V_ > 0 (i.e. V_ - positive definite),
d¥scribe the ftandard non-zingular linear
quadratic Gaussian regulator problem for
controller E}. The optimal “controller is

{20]

known to have the form

(A.15)

where X is the pinimum mean-square estimate of the
system state vector X. The gain matrix Kl is
given by '
-1_T
Kl, Rl BIP
with P > 0 and symmetric, the solution of the
algebraic Ricatti equation
T

A° P + PA
aug

(A.16)

+ (Q1+C c F.G,C ) -

aug 262F1 6,6, (4.17)
T.-1
1

PB.R, B P =0

171

The dynamics of the Kalman state estimator
are :

= Aaugx + Bu) + M (y, -
where the Kalman filter gain matrix Hl is given by
M, =z1cl v!

1 aug y

with I (> 0) the solution of the algebraic Ricatti
equation

e

c ugi) (A.18)
(A.19)

A I+ LAl +mmT-
aug aug
! vl re-o0
aug'y aug

(A.20)

Solution for uy and uy
The optimal controller ;l as derived above

»

has the form

22
(A.21)

Ut K xo s At My,
+ .
sug lel MlC ug)

preesence of this control action u,, the system
dynamics (A.9, A.15, A.18) can be written in terms

where AI é (A Then in the

: - - 2
of the augmented etate vector q é COL (x, X) a8

RN 321_
9= lyc A 19 + o |2 + (A.22)
1M " ]
Ba | [D o] [+
+
mc |7 jo M -
1 1 v
u | Yy

which can further be written in a compact form,
with appropriate definitions of matrices, as

q+ Bu, + Bu, + D'V’

1 2u2 * Bgvg (4.23)

q=A
_ w o

The intensity of the process w’ ig W' = o vl
Y.

_ The index of performance to be minimlzed by
u, and ud then becomes

J, = E{lim & }(ETQ'E + BIF . + (A.24)
2 Ioe T o 272" 7
[ J—
udFZdud)dt)
with
Q 0
’ A 2
Q2 r .

0 KRK

The design objective can then be stated as that of
finding the optimal controller u, and optimal -

dieplay control uy vhich minimizé the cost J2 as
given by (A.24), subject to (A.23).
It can be shownla] that the gains G, and G

which correspond to the simultaneous optimality of
the two controllers u, and u, are given by
L. <ol

. c? cT
-1,.T 2 2| 1
G, = -F, [B, OJHL 0 (fc, o] L 0 ) “(A.25)
- -
and
_ -
i L cr
1 d d af
Cq 2d M,C, HLI, |CICq 01 iy 1) "(A.26)
Here, L = E{a'amj satisfies the relation
AL+ u';’ +pwpTao0 (A.27)
and H satisfies
A:H +HA_+Q=0 (A.28)

where the following definitions have been used
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N Aung lel
TSR ;
c chnuu AI
T T.T
; . N v _' 0 ~ 0
L, €242"2%2%* €a®a¥ 24%
Qeca 0 0

The solutions (A.25) and (A.26) are derived from
the gradient conditions

T
97, 2
3(; = 2{F,G,lc, OJL| | + (A.29)
T
T 2
{B, OJHL 0 } =0
and
T
a3 G
-5—G—d- - 2{F2dcd[cd o]L 0 + (A.30)
T T
B o
me | ®lo |} =0
17u

respectively.

Thus the solution to cooperative
control/display synthesis problem requires
simultaneously solving two Algebraic Ricatti
equations (Eqn. (A.17) for the control gains for
Controller 1 and (A.20) for the estimator gains),
two Lyapunov equations (Eqn. (A.27) for the system
covariance matrix and (A.28) for the matrix of
Lagrange multipliers) and two gradient conditions
(Eqns. (A.29) and (A.30)) which are necessary for
the optimality of the gains G, and Gd' A computer
program using a conjugate gragient search

algorithm with cubic intetpolationlzl] was

developed to solve for the optimal augmentstion
gains. : :
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