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Gliding descent in autorotation is a maneuver used by helicopter pilots in case
of engine failure. It requires considerable skill, and since it is seldom practiced, it
is considered quite dangerous. In fact, during certification, a region of low altitude
and low velocity (the H-V restriction zone) is established where it is considered

impossible to make a safe descent.

The landing of a helicopter in autorotation is formulated as a nonlinear op-
timal control problem. A simplified point-mass model of an OH-58A helicopter
is used in the study. The model considers as its states the helicopter vertical and
horizontal velocities, vertical and horizontal displacements (from the point at which
engine-failure occurred), and the rotor angular speed. It provides an empirical ap-
proximation for the induced velocity in the vortex-ring state. The cost function of
the optimal control problem is a weighted sum of the squared horizontal and vertical
components of the helicopter velocity at touchdown. The control (horizontal and
vertical components of the thrust coefficient) required to minimize the cost function

is obtained using nonlinear optimal control theory.

A unique feature in the present problem formulation is the addition of path
inequality constraints on both the control and the state vectors. The control variable

inequality constraint is a reflection of the limitation on the rotor thrust coefficient.



The state variable inequality constraint is an upper bound on the vertical sink-rate
of the helicopter during descent. “Slack” variables are employed to convert these
path inequality constraints into path equality constraints. The resultant two-point
boundary-value problem with path equality constraints is successfully solved using

the Sequential Gradient Restoration Technique.

Optimal trajectories are calculated for entry conditions well within the H-V
restriction curve, with the helicopter initially in hover or in forward flight. Solu-
tions are essentially discontinuous, i.e., they consist of variable subarcs which are
connected at suitable corners. Subarcs are those which satisfy either the Eulerian
equations, the upper bound on the thrust coefficient, or the bound on the maximum
rate of descent. The optimal solutions exhibited similar control techniques as are
used by helicopter pilots in actual autorotational landings. The results indicate the
need to drop the collective pitch immediately after engine failure. During the land-
ing flare phase, the thrust vector is rotated to the rear in order to decelerate the
forward motion of the vehicle. The stored rotational energy of the rotor is traded
for additional thrust to cushion the landing at touchdown. The study indicates
that, subject to pilot acceptability, a substantial reduction could be made in the
H-V restriction zone using optimal control techniques, thus providing a benchmark

for comparisons with other control techniques.
These optimization techniques could also be used to:

(1) help instruct pilots on good autorotation technique.

(2) reduce the risk/time/effort involved in establishing the H-V restriction zones

by flight tests.




(3) provide an objective comparison of the autorotation capabilities of different

helicopter models.

(4) assess the influence of vehicle parameters on autorotation during preliminary

design.
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Abstract

Gliding descent in autorotation is a maneuver used by helicopter pilots in case
of engine failure. It requires considerable skill, and since it is seldom practiced, it
is considered quite dangerous. In fact, during certification, a region of low altitude
and low velocity (the H-V restriction zone) is established where it is considered

impossible to make a safe descent.

The landing of a helicopter in autorotation is formulated as a nonlinear op-
timal control problem. A simplified point-mass model of an OH-58A helicopter
is used in the study. The model considers as its states the helicopter vertical and
horizontal velocities, vertical and horizontal displacements (from the point at which
engine-failure occurred), and the rotor angular speed. It provides an empirical ap-
proximation for the induced velocity in the vortex-ring state. The cost function of
the optimal control problem is a weighted sum of the squared horizontal and vertical
components of the helicopter velocity at touchdown. The control (horizontal and
vertical components of the thrust coefficient) required to minimize the cost function

is obtained using nonlinear optimal control theory.

A unique feature in the present problem formulation is the addition of path
inequality constraints on both the control and the state vectors. The control variable
inequality constraint is a reflection of the limitation on the rotor thrust coefficient.
The state variable inequality constraint is an upper bo?nd on the vertical sink-rate
of the helicopter during descent. “Slack” variables are employed to convert these
path inequality constraints into path equality constraints. The resultant two-point
boundary-value problem with path equality constraints is successfully solved using
the Sequential Gradient Restoration Technique.
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Optimal trajectories are calculated for entry conditions well within the H-V
restriction curve, with the helicopter initially in hover or in forward flight. Solu-
tions are essentially discontinuous, i.e., they consist of variable subarcs which are
connected at suitable corners. Subarcs are those which satisfy either the Eulerian
equations, the upper bound on the thrust coefficient, or the bound on the maximum
rate of descent. The optimal solutions exhibited similar control techniques as are
used by helicopter pilots in actual autorotational landings. The results indicate the
need to drop the collective pitch immediately after engine failure. During the land-
ing flare phase, the thrust vector is rotated to the rear in order to decelerate the
forward motion of the vehicle. ‘The stored rotational energy of the rotor is traded
for additional thrust to cushion the landing at touchdown. The study indicates -
that, subject to pilot acceptability, a substantial reduction could be made in the
H-V restriction zone using optimal control techniques, thus providing a benchmark

for comparisons with other control techniques.

These optimization techniques could also be used to:

(1) help ins t pilots on good autorotation technique.
(2)

b) ﬂxght tests.

he *i'is'k"ftime/eﬂort" involved in establishing the H-V restriction zones

(3) provide an objective comparison of the autorotation capabilities of different
helicopter models.
(4) assess the influence of vehicle parameters on autorotation during preliminary

design.
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Chapter 1

Introduction

§1.1 Background and Motivations of Research

The unique autorotation capability of the helicopter is an inherent safety feature
which is heavily relied upon during power failure emergencies. However, the au-
torotation maneuver, which places great demands on pilot skill, is an unfamiliar

task 3 ﬁiast hehcoptgr pxlots The vulnerability to power failure has received re-

m‘ierest Tate!y, (Iue to the increased military tactical emphasis on nap-of-earth
(NOE) operatlons which requlre belicopter flight within the restricted areas of the

height-velocity curve.

Fig. (1.1.1) shows a typical height-velocity restriction diagram. The “avoid” area
of this curve defines a region of height and speed combinations from which a given
helicopter, operated by a pilot of “average” skill, cannot make a safe landing should

the power source fail. Outside of the avoid area, the pilot has sufficient leeway to

.
trade height and air spee ain 2dequate energy in the rotor to arrest the

sink rate at touch down, and thus accomplish a safe landing.
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Figure 1.1.1 Typical height-velocity envelope
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While the frequency of emergency autorotative landings has decreased over the past
several vears due to improvements in the reliability and maintenance of helicopter
engines. the percentage of unsuccessful landings resulting from emergency autoro-
tations has remained high. United States Army Safety Center accident statistics
reveal that at least 27 percent of all autorotative landings involving single engine
helicopters result in some degree of vehicle damage or personnel injury | Reference
1j. Fig. (1.1.2) shows that most of these emergency landings are related to engine

failure.

§1.2 The Autorotation Maneuver and Related Research

The transient dynamics and control of a helicopter after engine failure have been
studied both analytically {2,3'. and experimentally {4-10 . The immediate and obvi-
ous effects of power loss are rotor rpm decay and out-of-trim rotational accelerations
(notably, left yaw). From the standpoint of minimizing rotor rpm decay, the collec-
tive pitch must be reduced immediately. This is especially true when collective pitch
and consequent torgue are high. Heavy weight, high altitude, hover and vertical

§ aiprel

ote eritical conditions.

¢Hmb sre therd

Typically, the maneuver of the helicopter, from pilot recognition of engine failure
to touchdown, can be divided into three phases. The entry phase consists mainly of
the arresting angular motion of the vehicle and main-rotor rpm decay. During the
steady-state descent phase, air flows upward through the rotor disk. The increase
in angle of attack on the rotor blades offsets the reduction in the collective pitch
angle. Total aerodynamic force is increased and inclined forward so equilibrium is
established. Potential energy of the vehicle can also be traded for kinetic energy in

order to attain desired steady-state descent airspeed that correspond to minimum

sink rate or minimum descent angle.
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Figure 1.1.2 Emergency autorotation cause related factors
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To perform the final phase of an autorotative landing, the pilot must reduce airspeed
and sink rate just before touchdown. Both of these actions can be accomplished by
moving the pilot’s cyclic control stick to the rear. The rearward oriented rotor disk
allows a larger volume of air to flow through it, resulting in an increase in the total
lifting force. The increased aft-directed thrust will reduce both the airspeed and
sink rate. Kinetic energy of the vehicle has been converted into lift (in the forms of
profile and induced power losses), as well as rotor energy. Finally, the collective is

raised to convert the stored rotor energy into lift which further cushions the landing.

Various methods and devices have been proposed to improve helicopter autorota-
tional characteristics. One passive autorotation augmentation concept is to store
energy in the helicopter main rotor by using blades with high inertia. Flight demon-
stration of the concept, the High Energy Rotor System (HERS), was conducted by
Bell Helicopter and documented in references [11,12]. In addition to reducing the
H-V restriction curves, the HERS can also provide increased maneuverability and
performance. However, the high payload weight penalty makes HERS unattractive

for all single engine helicopters.

Active autorotation augmentation concepts have also been explored. References
{1,13 and 14! list tip jets, flywheel and auxiliary turbines as the three most promising
concepts that can provide an additional source of energy to the system with payload
weight penalty of only 3 to 8 percent. Based upon simulation results, these authors
conclude that the autorotative characteristics of single engine helicopter can be

substantially improved.

In comparison with the concepts of active energy addition and passive energy stor-
age, the concept of optimal control management as a means of improving autoro-

tation characteristics of a helicopter has received relatively little attention. Here,
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improved autorotation performance is achieved only by the management of available

energy. No supplemental energy is used.

Johnson '15’ used nonlinear optimal control theory to study the autorotative descent
and landing of a helicopter in hover. He found that the optimal descent is purely
vertical. A comparison of the optimal control procedure with flight tests showed

sufficient correlation to verify the basic features of the mathematical model used.

§1.3 Objectives of Research

The primary objective of the research is to study the possible reduction in height-
velocity restrictions for the autorotational landing of a helicopter using optimal

control techniques.

A secondary objective is to develop numerical optimization algorithms that incor-

porate the practical constraints that are involved in executing the maneuver.

§1.4 Outline of Thesis

In Chapter 2, the control of a helicopter after engine failure is formulated as an
optimal control problem using a simplified point mass model representing an OH-
58A helicopter equipped with high inertia blades. The formulation contains path
inequality constraints, reflecting limitations on the rotor thrust coefficient and ver-

tical sink rates acceptable to pilots.

In Chapter 3 the numerical optimization algorithms used to solve the problems

posed in Chapter 2 are described.
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In Chapter 4, results obtained for optimal autorotative landings of the modeled
helicopter with entry conditions both inside and outside of the height-velocity re-
striction curve are presented. These results are compared with those obtained from
the HERS flight tests |12, that used a similar helicopter to the one modeled for the

research.

Finally. in Chapter 5 we discuss the potential usefulness of the optimal procedure
in the reduction, or even elimination, of the height-velocity restriction curve. Areas

of further research are also recommended.

The major contribution of this research is in the formulation of a general optimal
autorotative descent problem with path inequality constraints, reflecting limitations
on the thrust coefficient and vertical sink rate. This problem was successfully solved

using the Sequential Gradient Restoration (SGR) technique.

In the course of the research, the potential usefulness of two other numerical op-
timization techniques was identified and algorithms developed. The Combined
Parameter and Function (CPF) optimization algorithm extends the capability of
FCNOPT 16 to include an unknown parameter vector in the formulation of the
optimal control problem. The algorithm SECOND computes neighboring feedback

contro] laws for optimal control problems with path equality constraints.

In addition to its potential usefulness in the reduction of height- velocity restriction
for helicopter flight, the optimal control procedure can also be used for:

(1) assessing the influence of basic parameters on the helicopter autorotation
characteristics during the preliminary design process;

(2) reducing the time and risk involved in the establishment of the H-V restric-

tion curves during the helicopter certification process;
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and (3) providing an objective comparison of the autorotation capability of

different helicopter designs.




Chapter 2
Problem

Formulation

In this chapter, the landing of a helicopter after engine failure is formulated as a
dynamic optimization problem. The assumptions made in the derivation of the
dynamic model are stated first. The cost function of the optimal control problem
is formulated as a weighted sum of the square of gink rate and forward speed at
touchdown. Path inequality constraints, reflecting limitations on the thrust coeffi-

cient and sink rate, are then introduced. Finally, the end conditions are added to

e 4

§2.1 The Need to Simplify

The solution of a high-order nonlinear optimal control problem is a difficult task.
Practical engineering problems, like this one, need to be simplified before current
optimization techniques can be applied. Practical considerations suggest the use of
an approximate mathematical model of low order which can describe the dynamic
system within some tolerable degree of error. Solutions obtained from a simplified
model of the system often provide a good physical understanding of the problem.
More accurate models can then be used, if necessary, to include secondary effects

which were ignored in the simplified model.
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§2.2 Basic Assumptions
We simplify the problem here by :
(A) considering only motion in a vertical plane:
(B) using a point mass model:
(C) using a simplified induced velocity model where:
(1) dynamics of induced velocity are neglected:
(2) triangular induced velocity distribution is assumed over the rotor disk:
(3) an empirical determination of induced velocity in the vortex ring
state is used;
(D) modeling power losses as follows:
(1) compressibility and tail rotor power losses have been neglected;
(2) parasite drag of the fuselage is modeled as an equivalent flat plate area:

(3) mean profile drag coefficient is assumed constant and independent of the

angle of attack on the rotor’s blades.
(4) ground effect is neglected;
(E) neglecting winds and variations in air density.

Motion in a vertical plane was assumed to keep the number of state variable low
for the optimization codes. Extension of the point-mass.model to three-dimensional
motions would be straight forward and would include two additional states (heading
angle and lateral position), and two additional controls (lateral component of thrust

coefficient and yawrate).
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Justification of assumption (B) is made through a comparison of the experimentally
determined steady state sink rate of an OH-58A helicopter in autorotation '12  with
that computed using the point mass mode!l (cf. Appendix A). Figure (2.2.1) shows
that the computed steady state sink rate falls between the upper and lower bounds
of the experimentally determined data. Therefore the neglected pitching motion
of the helicopter in the point mass model does not enter the dynamic performance

equations in a significant way.

The modeling of induced velocity for a helicopter operating in the vortex ring state
is a difficult task. The approximate formula given by Johnson |15;, based upon
experimental results obtained By Washizu et al [17}, is used in the present research
work. Since the vortex ring state is a condition with high induced power loss, it is
avoided during autorotation in any event. The error introduced by the approxima-

tion should be minimal.

No attempt has been made to incorporate an equation to describe the time rate
of change of induced velocity. A simple first order inflow lag was developed in

references |19,20" and could be used to refine the present formulation.

It 15 ﬁrell knéwn t}41a>tc th‘lé‘ power required to hover near the ground is less than that
required for hover out of ground effect [21]. However, this performance benefit of
operating near the ground diminishes rapidly as the airspeed increases {22]. Ground-
based simulator experiments on the control of a helicopter after engine failure and
autorotation landings have shown only a minor role played by ground effect in the
overall autorotational performance of a helicopter [23]. Ground effect is therefore

neglected in the present study.

Finally, it is difficult to include the effect of atmospheric disturbances in an open-

loop optimal control problem. However, neighboring feedback control laws could
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Figure 2.2.1 A comparison of computed sink rate with
experimental results of Reference (18)
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be computed along the nominal optimal path, to convert the open-loop solution
into closed-loop feedback laws. Deterministic effects of steady wind could easily be

incorporated in the model.

§2.3 Equations of Motion

2.3.1 General Considerations and Coordinate System Used.

The problem considered here is to find the controls after engine failure to arrive at
the ground with acceptably small forward and vertical velocity. The helicopter is
assumed to be in equilibrium level flight at the time of engine failure, with rotor

speed 1, forward speed u, and height hg.

It is convenient to define the aircraft position from the point of engine failure by
the coordinates h and z in the vertical and horizontal direction respectively. Fig.
(2.3.2) shows the coordinate system used. The point at which the engine fails is

therefore h= 0, and h= hg is the ground.

Vanons ‘choices of cOﬁtrb! variables are possible. One choice is the rotor thrust
coefﬁéie'n‘tlcj-ﬂ,“hnd'thg z;ngle the thrust vector makes with the vertical a. Since a
is not well defined when Cr becomes very small, and in anticipation of the small
value of C7 when the collective pitch is lowered after engine failure, it is preferable

to express the problem in terms of the vertical and horizontal components of Cr:

Cr, =Crcosa,
(1)
Cr, = Crsina.

The collective pitch control required to obtain this thrust may then be obtained

from blade element theory as in [24':
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Angle betwveen thrust vector and vertical (rad.)

Figure 2.3.2 Coordinate system used
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(1+3u?)(%52) - 3x(1 - Ju?)
(1-p? = 3uf)

07; = ) (2)
where 675 is the rotor collective pitch angle at 75 percent span, while o and a are
the rotor solidity ratio and rotor blade two dimensional lift curve slope respectively.
The quantities 4 and X are respectively the advance and inflow ratios defined in the
tip path plane. With reference to Fig. (2.3.2). the advance ratio p and inflow ratio

A are defined as follows:

ucosa+ wsina
- ’

QR
usina — wcosa + v

NR

(24)
A =

Here ' is the vertical velocity, and u is the forward velocity of the helicopter with
respect to the inertial frame. {2 is the rotor angular velocity, and v is the induced

velocity of the rotor disk. Note that A is defined positive in the positive direction

wh;!e,y xsdeﬁnﬁd ‘positive in the negative direction of z.

It is not possible to obtain the longitudinal cyclic pitch control from Cr and a
without considering the helicopter pitch attitude, and the rotor flapping also. But
the sign and magnitude of Cr, provides information about the orientation of the

rotor disk in space.

2.3.2 Dynamic Equations.

With reference to Fig. (2.3.2) , vertical and horizontal force balances give:

muw = mg— Tcosa+ Dsind,
(3)

mu = Tsina— Dcosé,
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Here T is the rotor thrust. The helicopter parasite drag D is defined by an equivalent

flat plate area f, as:

p(ut—~u?)f,. (4)

The angle 6 which the resultant velocity vector V' makes with the horizontal can be

eliminated from equation (2) by the relationships:

u

Vel st 5)

u

cos ) = ———.
Vu? + w?

sinf =

Note that 4 is undefined when both u and w approach zero. However, the corre-
sponding components of parasite drag in the vertical and horizontal direction also

approach zero under these conditions:

1
Dsin0=§pf,w u?+u?2—0

1 e
Dc050=§pf¢u\/u2—.-w2—»0

2.3.3 The Energy Model.

A unique characteristic of the helicopter, as opposed to a fixed wing aircraft, is in
its ability to store energy in the main rotor. The main rotor will accelerate when
the torque supplied by the engine exceeds the torque required on the main rotor

shaft. The torque balance equation can be expressed simply as:

IRﬁ = _Qa (60)

= ~|p(m R*)(NR)?R) Cy . (6b)
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and the energy balance equation of the rotor system is given by:

IrNQ = Ps - Py (7)

Here Ip is the total rotational inertia of the rotor system and Cq is the torque
coefficient. It can be shown that the torque coefficient Cg is the same as the power
coefficient Cp [24’. Therefore, we can substitute Cp into equation (6b) for the
torque balance equation. Ps is the power supplied by the engine and available on
the main rotor shaft, after losses associated with driving the tail rotor, gearboxes,
etc. have been deducted. In the event of complete engine failure, power supplied
to the main rotor is reduced to zero (in fact, shaft power may even be negative
due to mechanical losses or residual tail-rotor profile losses, etc.). Pg is the power
required on the main rotor shaft to generate lift and propulsive thrust, and also to
overcome blade profile drag. The induced power (associated with the generation
of thrust) and propulsive power (power required to overcome parasite drag on the

fuselage and to accelerate the helicopter forward) can be computed using momentum

.dus on the rotor blades must be obtained by blade element theory.

2.3.4 Momentum Theory.

In the momentum theory approximation, the rotor affects only the air passing
through the rotor disc. As the air flows through the rotor disc it experiences a
velocity increase &/ perpendicular to the disc (the induced velocity). The thrust
generated by the rotor is equal to the rate at which momentum is imparted to the

flow:

T=-pnR?|V-i|25 (8)

since the total velocity imparted to the air flowing through the disc is 25 (cf. [25)).
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The momentum power, which is the sum of the induced and propulsive powers is
simply the rate at which energy is transmitted to the air due to the helicopter flight.

It is the scalar product of the thrust and the resultant velocity of the flow through

the actuator disk:

Py=T-(V-0) (9)

The first term in equation (9). Pp = T - V, represents propulsive power. This is the
power required to accelerate or to climb against parasite drag. The term is negative
in autorotative flight. The rotor is then like a windmill, extracting energy from the

air as it sweeps through it.

The second term, P, = —T - I/, represents the induced power required to produce
thrust. It is always positive since the induced velocity vector is always oriented in

a direction opposite to the thrust generated.

Momentum theory cannot account for induced power inefficiencies such as tip loss
(similar to a rotor with reduced blade size) and those due to non-uniform inflow
distribution. A tip loss factor of 0.97 has generally been assumed in helicopter

research and has been neglected in the present work for simplicity.

For a given thrust, a uniform inflow distribution minimizes the induced power loss.
A non-uniform inflow distribution raises the induced power by a factor of K,,q and

the actual induced power requirement becomes:

P, = —K,'ndf' v (10)

where K,,q is the ratio of non-uniform inflow to uniform inflow induced power
requirements. For a triangular downwash distribution, K,,q4 is given by %(\@)3, or

approximately 1.13.




2.3 Equations of Motion 19

2.3.5 Modeling the Induced Velocity.

The induced velocity v is approximated by Johnson (15 as:
Tv-v=Kapivnfifc. (11)

where the symbols are defined below.

The ground effect factor fg is taken to be unity in the present study. 7 is a time

constant, approximated by 19':

(12)

) is the nominal angular speed of the rotor and is on the order of 37.0 rad/sec for

OH-58A helicopters. A is the inflow ratio which is of the order of 0.04 (for example,

Ahover=0.039). The value of 7 calculated using equation (12) is on the order of 0.14

seconds and may be neglected in our analysis.

vy, is a reference velocity defined by:

S

s T
" 2prR?

Vn

(13)

Finally, the induced velocity parameter f; is defined as the ratio of the actual

induced velocity to the reference velocity defined in equation (13). For the deter-

mination of f;, the following expression is used [15):

f1 = {1-0/\/(fz+(i1 +f1)%), If (22; + 3)% + 22 > 1.0

£,(0.373z2 + 0.59812 — 1.991), otherwise.

(14)
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where the parameters 7; and Z; are defined as follow:

_ usina — wcosa
Iy = ’
Vp

usinoa — u cos a
= — . (15)

RQV 7
ucosa — wsina
Vh ’
ucosa — wsina
= T : (16)

/C
RQ\/ —21

ey
|

The first expression for f; is the familiar momentum theory result. The second
expression is an empirical approximation for the vortex-ring state (where the mo-
mentum theory breaks down). The region of roughness in the vortex-ring state is
defined approximately by (27; — 3)2 + 22 < 1.0 '17. An approximate three dimen-

sional picture of the variation of f; with z, and 7; is given in Fig. (2.3.3).

2.3.6 Profile Power and the Blade Element Theory.

Accurate descriptions of the profile power require extensive wind tunnel tests to
determine the effects of thrust coefficient, advance ratio, and angle of attack of
the rotor’s blades on rotor performance. However, in hover and level unaccelerated
flight, a limited power series expansion of the profile drag coeflicient in terms of mean
blade lift coefficient and advance ratio offers a convenient although approximate

description of the profile power requirement.

Following simple blade element theory, the profile power is traditionally referred to

by an equivalent profile drag coefficient:

Ppro = Cpro pnR2 (AR)? (17)
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The factor cpro is the equivalent profile drag coefficient which may be approximated
by (24 :
1 6Cr

Cpro = 5 0 E (1~ (7)2)(1 ~ 4.642%) (18)

where ¢4 is the mean profile coefficient of the rotor’s blades. With the assumed use
of the NACA 0012 Airfoil on the main rotor’s blades of an OH-58A helicopter, the
value of ¢4 may be taken as 0.0087 '24,. With values of u and %1 of the order of
0.15 and 0.06 respectively. both squared terms in equation (18) have been neglected.
This is acceptable, as the profile power usually represents a small part of the total

power requirement for helicopters.

2.3.7 The Energy Equation.

The total power required on the main rotor shaft is obtained by adding the mo-
mentum and profile powers together:

=f"r—'_K,ndf'l7+ Ppro (19)

We next consider the force balance equation of the helicopter in accelerated forward

flight (see Fig. (2.3.4)):

mV =T + m§+5 (20)
therefore mV-V=T.V + mg - VDV (21)
note that:
- L d 1
‘/rv - (z ‘/2
m = (2m ) (22)
and mg.v = —dit (mgH) (23)
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where H is the height of the helicopter measured in a direction opposite to that of

g from an arbitrary datum.

By suitably combining equations (7). (19). (21). (22) and (23) and introducing the
fuselage parasite power as :

Ppara'——-D-"—'

= 201 (24)

(where f, is defined in equation (4) ), the time rate of change of the total energy is
obtained :

d ) S 1
a—t(mgH-v-ém‘2+—2—IRQ2)=P5—(P,-+P,,m-t-Pmm). (25)

and the corresponding torque balance equation is :

IR ﬂ = -Qv
— —lp(x R)(QR)R Cp. (250]

where Cp is given by:

Cp = éofd-LCT/\, (25b)

This energy conservation equation corresponds to the principle that any excess
power supplied by the engines that is not dissipated by the helicopter is stored as
internal potential, kinetic or rotational energy. Obviously, the internal energy level
of the helicopter can only increase if the engine power supplied on the main rotor
shaft exceeds the total power required. This excess power may be used to climb, to

accelerate, or to increase rotor speed.

Conversely, in the event of engine failure, the total power or energy will decrease

at a rate which depends on the helicopter’s airspeed, main rotor thrust, angle of
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attack and rotor RPM. The pilot’s task during autorotative flight is mainly one
of Energy Management. This can be achieved through control of the thrust
vector during descent with the desired result that the aircraft can be landed at a
desired (achievable) location with small vertical and forward speeds. At the same
time, during the deceleration phase, the pilot must prevent the main rotor from
overspeeding which would lead to unacceptable blade centrifugal stresses. This

task is by no means easy.

2.3.8 Kinematical Relations.
The kinematical relations needed in the formulation of the optimal control problem
are given simply by :

h =w (26)

T=u (27)

Note that these relations are coupled only one way to the dynamical relations. Since
h=hgisa hard terminal constraint on the optimal control problem, equation (26)
is lh"ii'sneeded in n.s formulation. Equation (27) may however be removed, unless
t}"ierggisy also a hard constraint on the terminal horizontal distance (as in the case
where the helicopter is forced to land at a particular spot, perhaps due to terrain
considerations). The removal of equation (27) will reduce the order of the problem
and will facilitate the numerical solution. Information on the horizontal distance
travelled may be obtained through the forward integration of equation (27) after

the optimal time history of the forward speed has been found.

§2.4 Non-dimensionalization and Scaling
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The efficiency and rate of convergence of numerical optimization methods depends
critically on the scales used for the variables involved. This is especially true in
nonlinear problems '26. A “well scaled” problem is one in which similar changes
in the variables lead to similar changes in the cost function. Now consider a typical
situation where the engine of the helicopter fails while it is cruising at a forward
speed of 40 Knots and at an altitude of 400 ft . The magnitude of the thrust
coefficient Cr used just before engine failure is of the order of 0.003. Rotor speed
before engine failure is 354 rpm . The different units used by the state/control
variables, and the range of magnitude that these variables will assume in subsequent

autorotative descent flight, clearly indicates the need to normalize and to scale.

The equations of motion may be non-dimensionalized using the quantities 2y and
R. Here Qg is the nominal angular speed of the rotor before engine failure and R
is the radius of the helicopter’s rotor. Scaling factors of 10, 100 etc. are used for
convenience. Non-dimensionalized and scaled quantities for the time, states, and

controls used in the analysis are defined as follow:

(a) Normalized time:
ot

100 (28)

r=(

Hence, one unit of 7 corresponds to about 16 rotations of the rotor.

From here onward, the notation ()’ will be used to represent differentiation with

respect to the normalized time 7, where:

d 100d
/ — e T e— m—
0=z = (284)

(b) Normalized states:

w

0.010 R ) (29)

I]=(




2.4 Non-dimensionalization and Scaling

and

(c) Normalized controls:

therefore :

u; = 10303‘,,
up = 103Cr,,

103Cr = (m2 + uzz)i.

(34)
(35)

(36)

The effects of these normalizations are first to convert the time, state and control

variables into dimensionless quantities, and second to scale them so that they all

have order of magnitude one.

If in addition, we also define the following dimensionless constants for the system:

. 10%g
N’R
10p7 R3

mp =
m

N

1= s0nR2

_ pm R

10 =
101
1

0= §064(103)

The resultant dimensionless equations of motion are then given by:

/2000
po = 0.01(+/2000)

(37)
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(a) Dynamical relations (see equations (3) and (7)):

z)' = go — mo(u1z3° ~ f1i\"1)2 — 152),
B _
13" = moluazs® — frav/112 — 122).

) Y
z3' = —ioz3%(co + AV 13?2 + uz?).

(b) Kinematical relations (see equations (26) and (27)):

1‘4' = 0.11‘1,

1‘5’ = 0.1r,.

(c) Supporting expressions:

(c1) the inflow and advance ratios are (see equations (2a)):

usina—u'cosa+ v
RO RO’
Iuz — I1U) 2 . 2

+ ko fr(uy® + u2®)s.

13\/u12+u22
__ucosa+wsina
H RO s
Touy + T3u

— 0.01 2U] 1U2

)
3\ ur? + uy?

- -

= 0.01

(c2) the induced velocity parameter f; (see equations (14)-(16)):

Tauz — Iu)

|31

1= Po

s
z3(u1? + uj?)4
Tauj + I1U2

3]

2= Po

z3(u 2 + u22)§ '

(39)
(40)

(40)

(41)

(42)

(43)

(44)

(45)

(46)

where once again, the value of the induced velocity parameter f;, is determined

from the expressions given in equation (14):
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P { 10/\/(23 + (21 + 11)%), if (27, + 3)2 + 2] > 1.0;
£,(0.373172 - 0.59872 — 1.991). otherwise.

§2.5 Cost Function

The optimization problem is to arrive at the ground with small vertical and horizon-
tal velocities subject to maintaining acceptable conditions during tha autorotative
descent. The cost function, or performance criterion of the problem can therefore
be taken as the weighted sum of the squared normalized sink rate and forward speed

at the time of touch down:

I= (.’131!2 + w.;.’l'zjz) (47)

[

Here W, is the weighting function of normalized horizontal speed relative to vertical
sink rate. Acceptable vertical sink rate at touch down that is compatible with the
shock absorption capability of typical landing gear design is of the order of 8 fps

[11]. A reasonable value for forward speed at touch down is 3 knots (thxs is the

riz mtal urspeed at touch down for a series of autorotatne descent tests
on the HERS helicopter [11]). A suitable value of W’; is therefore:

8
W, = 2
* (3 X 1.688) ’

=25. (48)

§2.6 Terminal Constraints and Initial Conditions

The helicopter is assumed to be in equilibrium level flight at the time of engine
failure, with rotor speed flg, forward speed ug, and height of hg. The position of

the helicopter after engine failure is defined with respect to the point at which the
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engine failure occurred. The coordinate «ystem used is defined in Fig. (2.3.2) where
h is measured in the downward direction. Therefore, the initial conditions of the

state variables are:

T30 = 0,
Iz = Up
z30 = 1, (49)
T40 = 0,

and z30=0
where i is defined to be (5orfm:)-

The terminal constraints of the optimization problem include:

qu = 71,, (50)
Isf = -f‘
where: "
= 0
RT3 (51)
- dy
" 10R

Note that, while the first equation of (50) is always needed, the second equation is
used only when there is a hard constraint on the terminal horizontal distance (to
land at a horizontal distance of d; ft away from the point at which engine failure

occurred).

§2.7 Path Constraints

The equivalent profile drag coefficient of the rotor (cpo, as defined in equation (18)
) increases sharply when the thrust coefficient exceeds the rotor stall limit (%T-) stall-

The immediate effect of this increase in profile drag is a drop in the rotor speed. This
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drop in rpm causes an increase in the« angle of attack on the rotor’s blades and will
ultimately lead to rotor stall and the instability associated with it. This limitation
on the thrust coefficient requires a path inequality constraint in the optimal control

problem.

A typical value of ( %I),,au for the OH-58A helicopter is 0.15. This value is used

in the present study. The path inequality constraint, and its non-dimensionalized

form are:
C Cr
(Z uta2(=F)
or 722 Vuy?2 + up? (52)
where:

Cr
(IOBCT)l!all = 103(—0‘)3tallxoa

= 10°x0.15x0.048, (53)

7.2.

This ihequalit}' constraint can be converted to a path equality constraint as shown

Since (C1,)? > (w12 + ug?)

where Cr, is equal to 7.2.
therefore C% - (m?+uw?)-us? =0, (54)
where u3 is a “slack variable” or artificial control that has been introduced to convert
the inequality constraint into an equality constraint.

The upper bound on the vertical sink rate as an additional path inequality constraint

will be discussed in Section (3.3).
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§2.8 Further Time Normalization

The optimal control problem that has been posed thus far is one with an unspecified
terminal time 7;. The problem may be converted into one with specified terminal

time through the following (further) normalization of the dimensionless time 7:

£=— (55)

The transformation (55) converts the independent variable from 7 to £ where £ now
varies from O to 1. This transformation introduces into the problem an additional

unknown parameter 7y that has to be optimally selected. We shall from here onward

denote the differentiation with respect to £ by:

= 1y( ). (56)

§2.9 Final Form of Helicopter Optimization Problem

We are now in a position to write down the final form of the helicopter optimization

problem, Let:

X; = (.I) I I3 X4 .’r5)T, (57)
l—f = (u; Us u;;)T, (58)
T = (rg). (59)

denote the state, control, and unknown parameter vectors of the problem.
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The problem is to find U(¢) and 7 to minimize:
1 2 . 2 s
I'=5(my" + Wazas®) = 6(Xy), (60)
subject to :
(1) equations of motion ( X¥ = f):
51V = 14(90 = mo(u1z35? ~ fz1\ 1,2 — 122)),
12" = 1pmo(uprs? — fron 7?2 + 122),
1,37 = —Tjid 132(60 <+ A\/m), (61) |
qu = 0.17‘,11,
xsv = 0.17y1,.
(2) the initial condition of X is given by:
Xo = (0, 0,1,0,0). (62)
(3) path equeality constraint (S(X.U,7) =0):
u? + uy?
(w?+u?) - (T8 )y 2 g (63)
Cr,
(4) terminal constraints (3 f,,ﬁ) =0):
Iql - 71, = 0,
) (64)
251 - df = 0.

In the next chapter, a gradient-type numerical optimization technique that can be

used to solve this problem is described in detail. It requires the calculation of gg
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. 2 . i . 3 - a N
(5x3 marrix), % (5x5 matrix), giﬁ (5x1 matrix), gg (1x3 matrix), ﬁ (1~5

matrix) and aa% (2 x5 matrix). Detailed expressions of these matrices are given in
‘ s

Appendix (B).




Chapter 3

Numerical

Optimization Techniques

In the previous chapter, the landing of a helicopter after engine failure was for-
mulated as a nonlinear optimal control problem with path equality constraints.
Numerical optimization algorithms that can be used to solve this problem are de-

scribed in this chapter.

This chapter l;egmsmth a review of algorithms for solving optimal programming
problems with bounded controls and ‘or states. A combined function and parameter
optimization algorithm is then described. It is an extension of the ordinary gradient-
type numerical algorithm (FCNOPT) (16, to handle the presence of an unknown
parameter vector. In Section (3.3), we describe the Sequential Gradient Restoration
algorithm which can be used to solve optimization problems with nondifferential
path equality constraints. Several transformati.én techniques are then presented
that convert problems with path inequality constraints to problem with equality
constraints. The chapter ends with a description of an algorithm that can be used

to compute neighboring feedback control laws for optimization problems with path

equality constraints.
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§3.1 Algorithms for Problems with Bounded Controls and/or States

One of the earliest attempts at numerical solution of optimal programming prob-
lems with control or state inequality constraints was made by Bryson et al [27-28.
see also chapter 3 of 29 . Necessary conditions for extremal solutions to program-
ming problems with an inequality constraint on a function of the control or state
variables were given. It was shown that, in general, certain terms must be added
to the Hamiltonian function during the interval in which the solution curve lies
on the constraint boundary. Furthermore, for inequality constraint functions not
explicitly involving the control variable, one or more functions of the state and time
must satisfy equality constraints at the beginning (the entry corner) of a constraint
boundary interval. The Lagrange multiplier functions are not uniquely defined on
state constraints. In the work reported in Reference 28, a modified version of the
steepest-ascent technique was used in the numerical solution of two atmospheric
entry trajectory problems. An advantage of the method is that improvements in
the control program are not required for the period on the constraint boundary.
making possible a more rapid convergence towards the optimal program. However.
the method requires prior assumptions concerning the number and location of the

Jjunction points.

Inequality constraints on functions of control and/or state variables have also been
treated by several investigators through the use of integral penalty functions [31-33,.
One such scheme [31-32' uses an auxiliary state variable which is the integral of a
quadratic measure of the violation of the inequality constraint, which is brought as
close to zero as is necessary to provide a satisfactorily small violation of inequality

constraint. Rate of convergence to a satisfactory solution is usually slow [29].

McGill [33] developed a generalized Newton-Raphson algorithm based upon essen-
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tially the same idea of reducing the constraint problem to an unconstrained one
by the introduction of an additional state. His approach does not require assump-
tions as to the number and location of junction points. Computational experience
with one example problem (a modified version of the classical brachistochrone prob-
lem) suggests that it may be useful for obtaining solutions to the class of nonlinear

problems with bounds on the state space.

In an extension of the work given in references [27-28], Speyer and Bryson (34
gave a new set of necessary conditions for solution of an optimal programming
problem with a state variable inequality constraint. It was shown that unconstrained
arcs must satisfy certain “tangency” constraints: namely, these arcs must have
zero values of the state variable constraint function and all of its time derivatives
that do not involve the control function, at both the entry and exit corners of
the constrained arc. These conditions are satisfied automatically if the necessary
conditions of reference (27; are used. However, if one uses the “direct-adjoining™
approach of reference {35!, explicit use must be made of the tangency constraints

at bpgl;_.ﬂg:omer‘s.

In reference :36‘,Mehraet al showed that some of the difficulties associated with
nonlinear programming problems with state variable inequality constraints and sin-
gular arcs arise due to the exclusive use of control variables as the independent
variables in the search procedure. They proposed a conjugate-gradient algorithm
which based its choice of independent variables on the problem constraints. This
choice could result in different combinations of state and control variables as inde-
pendent variables along different parts of the trajectory. Four numerical examples
were successfully solved using this approach. Two of the solved problems had a state
variable inequality constraint and the other two had singular arcs. The inequality

constraint and singular arcs were handled in a regular fashion without explicit use
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of extra necessary conditions of optimality. This is considered to be a special feature

and an advantage of the method.

In reference {37, Maurer et al distinguish between two main cases of optimal pro-
gramming problems with bounded state variables, depending on whether the control
variable appears nonlinearly or linearly. The distinction arises naturally from the
fact that a nonlinear optimal control in the first class must be continuous at the
Jjunctions between the interior arcs and boundary arcs, whereas any linear optimal
control in the second class is discontinuous in general. Maurer et al exploited the
fact that the optimal control in the first case must be continuous and satisfy a
suitable augmented Two-Point Boundary-Value Problem (TPBVP). This consists
of the basic two-point boundary-value problem of the Maximum principle, and of
additional differential equations and boundary conditions constructed in such a
way that all the necessary conditions are automatically fulfilled by the solution.
The TPBVP’s encountered were solved using the method of multiple shooting [38..
Three numerical examples were solved to illustrate the efficiency of the algorithm.
Once again. predetermination of the number and sequence of subarcs of the optimal

solution has to be made prior to the initialization of the algorithm.

Most of the above mentioned methods suffer from the following disadvantages:
(1) it is not known a priori, whether there will be more than one joining of
unconstrained and constrained arcs, and where in time these joining will
occur;
(2) the discontinuities in the Lagrange variables at the junctions of the
unconstrained and constrained arcs are, a priori, unknown, and have

to be guessed and iterated upon.
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To overcome these difficulties, Jacobson et al |39, suggested the use of a different
approach. A device suggested by Valentine was used to transform a control problem
with a state variable inequality constraint into an unconstrained one of increased
dimension. With a pt* order state variable inequality constraint, it can be shown
that in the transformed unconstrained problem, the p'* time derivative of the
slack variable becomes the new control variable. One feature of the transformed
problem is that any guessed nominal control results in a feasible state trajectory,
i.e., the inequality constraint is automatically satisfied. A second feature is that the
transformed problem exhibits singular ares which correspond, in the original state

constrained problem, to arcs lying along the state constraint boundary.

However, a major difficulty arises with Jacobson’s approach when the number of
state bounds (r) does not equal the dimension of the control vector (m). In partic-
ular, if m < r, then one cannot express u as functions of the r slack variables unless
some of these variables are dependent upon each other. Thus one cannot use the
appropriate time derivative of the r slack variables as independent new controls.

Two numerical examples without the above difficulty were given in [39,.

Instead of replacing the control u in the original problem formulation by appropriate
slack variables and its time derivatives, one can enforce the state/control bound
by the addition of path equality constraints to the original problem. These path
equality constraints are again obtained by the use of Valentine’s device on path
inequality constraints. In this way, nonlinear optimal programming problems with
path inequality constraints can be transformed into ones with nondifferential path

equality constraints.

The solution to this class of problems with path equality constraints differs from the

solution without the constraints. The usual approach of backward integration of
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the adjoint-equations and forward integration of the equations of motion cannot be
employed here. This is due to the fact that the computation of the Lagrange mul-
tiplier p(t) (associated with the path constraints S) over the time interval requires
the simultaneous solution of both the adjoint-equations and the equations of mo-
tion. Because of the coupling, the total system must be integrated simultaneously
in either the forward or backward direction. One way of solving the coupled, non-
linear, two-point boundary-value problem is by the Method of Particular Solutions

given in references '40-41

Miele et al 142, at about the same time as Jacobson, developed a Sequential Gra-
dient Restoration algorithm for the solution of optimal control problems with path
equality constraints. The algorithm made use of the method of particular solutions
of 40-41:. Both the feasibility as well as the efficiency of the algorithm were il-
lustrated through the solutions of example problems given in 42 and other related
papers '43-45'. The approach taken in the present work on the optimal autorotation
trajectory of a helicopter is to combine these two mathematical tools (the Valen-
tine’s device and the Method of Particular Solutions for the solution of a nonlinear
TPBVP) for the solution of the constrained optimization problem posed in Section
(2.9). The Sequential Gradient Restoration method is described in greater detail in

Section (3.3).

§3.2 Combined Function and Parameter Optimization Algorithm

Direct analytical solutions of dynamical optimization problems are only possible
when the system equations, the performance index, and the constraints of the prob-
lem are very simple. One of the more reliable methods for the numerical solution of
the dynamical optimization problem is the steepest-descent gradient method [30,.

The method is characterized by iterative steps for improving estimates of the con-
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trol history, u(t), so as to come closer to satisfying the optimality conditions and
the boundary conditions. First-order gradient methods usually show great improve-
ments in the first few iterations but have poor convergence characteristics as the
optimal solution is approached. Second-order gradient methods have excellent con-
vergence characteristics as the optimal solution is approached but may have starting
difficulties associated with picking a “convex” nominal solution [29]. Variable Step-
size Gradient methods can improve the convergence characteristics of the first-order
gradient methods through the optimal selection of step-size at each iteration step.
Further information on the variable step-size gradient algorithm can be obtained

from {26 .

In this section, we wish to extend the gradient algorithm for function optimizatit;n
problems (16 so that it is capable of solving optimal control problems that also have
an unknown parameter vector. We assume that there are no inequality constraints,
that the initial time and state are fixed. and that functions of some of the state
variables and unknown parameters are specified at a given or an unspecified terminal

time. Thus we wish to consider the following optimization problem:

t
‘minl = ¢1(1-'.!,1-l'-) +/ L(f,ﬁ',il’.,t)dt,
1% 4 ) 0

S = f(£,a,7,t),

| 1)
Z(0) = given,

—

and ¥(Zy,7) = 0.

Here Z(n x 1), #(m x 1), and 7(p x 1) are the state, control and the unknown
parameter vectors. J(q x 1) are the terminal constraints of the problem. If the
end-time ¢ 7 of the problem is unspecified, the problem may be converted to one

with a specified end-time through the use of the following transformation:

T= —, (1a)
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The independent variable is now 7 which varies from 0 to 1 (therefore the subscript
“1” in equation (1) denotes terminal condition). The final time t; is included as

one of the components of 7. L and f are replaced by L = t; L and f = tyf.

If we adjoin the system differential equations and the terminal constraints to the
performance index I with multiplier function A(t)(n » 1) and multiplier u(g x 1)

respectively. we get:

1
I = utv)y« [LeaT(s - a)iar. (2)

Now consider the variation in J due to variations in both the control and parameter

vectors:

1
0
, | (3
+ / (H 6@ ~ (Hy + AT)61dr,
0
where for convenience, we have defined scalar functions H (the Hamiltonian func-
tion) and @ as given below:
H=L+)f,
(4)
e=0+uTy.
Therefore, first-order necessary conditions for the extremal solution are given by

the following relations:

iT='_}Iza
M= (@)1,

3
H, = o0, (5)

1
and / Hydr + (&)1 = 0.-
0

In the special case when the unknown parameter 7 contains the unspecified ter-
minal time, the corresponding component in the last equation in (5) becomes the

transversality condition of the classical literature (cf. Appendix D).
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Equations (1) and (5) contain all the conditions needed in the solutions of Z(r) (n »
A7

1), #(r) (m x 1), A(r) (n x 1), ¥ (p x 1) and i (g x 1).

Various methods have been suggested for the solution of this two-point boundary-
value problem. The method used here may be termed the Impulse Response method

129..

J

The method involves making initial guesses for both the control time history #(7)
and the unknown parameter 7. The dynamic equations are integrated forward us-
ing the given initial conditions. In general, the terminal conditions are not satisfied.
To make improvements in the feasibility condition, we consider the following (q+1)
impulse response functions H, , where 1 = 0,1,---,q. Note that H.,(O)(r) repre-
sents the variation in the cost function due to a unit impulse (Dirac Function) in éu
at time 7, while holding 7(0) and 7 constant and satisfying the dynamic equations.
Similarly, Hu(")('r) where i = 1,...,q corresponds to variations in the terminal con-
straints ¢* due to a unit impulse in é6u at time 7. These impulse response functions

are given by the following expression:

B r) = rOLy(r) = 20 1 (r), (©)
where
r ‘{o if 1 # 0. (6e)

for i = 0,1,...,q. The influence functions A()(r) are determined from the backward
integrations of the following adjoint equations using the time histories of Z (1), & (7)

and the value of 7 from the forward integrations:

A = p O L (r) = PO 1), (7)

PO = (w),”, (8)
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where

Yo = (%, 7). (9)

In this way, the (q—1) impulse response functions H,'" wherei = 0,1,...,q, for the

current iteration, can be computed.

The quantities :fol H,U)(r)dr + (¢,), ], where j = 0.1.....q represent the variations
in either the performance index or terminal constraints due to a unit changes in
the elements of 7, while holding #(0) and « constant and satisfying the dynamic

equation.

Therefore variations in the cost function and the terminal constraints due to small
variations in the control histories é#(7) and the parameters é7 are given by the

following relations:

] 1
6J =/ H,éu(r)dr + 1/ H, 0 (r)dr + (o), 67, (10)
0 0
and
1 H
v —/ H,U)(r)éu dr + '/ H, U (7)dr = (v,), 67, (11)
0 0
where j=1...q

If we adjoin equation (11) to (10) with ¢ Lagrange multipliers u«,, where i = 1,...,q,
we have:

q
6J = 6J + Zu,éw,,

=1

1 9
t=1

] q 1 A q
+ i/; H, O dr + (o), + Zu,-/o HaWdr + ) py(:), 167,
1=1

=1
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If we wish to obtain the largest change in 6J, we would calculate the gradients
H,® and [fo1 H, ) (r)dr + (v t)x) (i = 0,1,...,q) and then direct 67 and 6i opposite

to their respective gradients as follow:

1
67 = —Kx| H"(O Z”t(/ Hx (t)dT+ wt) ) s

=1
]
=K [ (HO < (go),T + Zu [ T waT) L s)
0
where K, is a (p ¥ p) diagonal gain matrix that controls the stepsize of §7.

Similarly,

q
b = ~Ku(HSO)T + 3 (BT}, (14)
i=1
where K, is an (m x m) diagonal gain matrix that controls the stepsize of 64.

When we make these choices in 67 and éu, the predicted variation in the augmented
performance index J2J-~ \_‘q = Mty s

67 = ~Ni.! [ (O dr + (vo)T + Zu,( [REA T

/ N (x @) zu (BT )dr < 0.

1=1

Here the weighted norm-function Nk () is defined as:

Nk, Y, =YTK,Y. (15a)

Similarly, the substitutions of equations (13) and (14) into (11) give the following

changes in the terminal constraints:

1 q 1 ] )
04, = - [ (EOKBONTar= 3 [ (H) KB ar
0 i=
1 . l 1
-1 f B+ () K[ (He O ar + (o)) (16)
0 0

9 1 (J)d UK. ’H () Td / T
-;m/o HeDdr + (), ) [ (BT ar + (0),7),
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where j = 1,...,q

One way to simplify expressions (16) and (17) is to “absorb” Ky into H,U) and K,
into H,7). To do this, we first note that both K, and K. being positive definite

matrices, can be expressed as products of their respective “square-roots™:

K, = SnSnT )
(17)
Ky = S.5.7.
Let us define the following quantities:
-‘(‘0)(7) - Hu(o)(T)Su ,
‘ _ (18a)
A7) = B, (r)S, .
where i = 1.....q.
Therefore an expression for H,(7) is given by
q
Hu(r) = HO(r) = ) mH(7).
. (18b)
B,(7) = Hy(r)Su = B (1) = Y B (7)
=1
Similarly, Y and (v()), are defined as
72O(r) = H,9(s)S,,
ald(r) = B,1(r)s;
(19)

("Z’O)n = (@bo)ﬂsn )

(¥)y = (¥5),5n-

where: = 1,...,qand j = 1,...,q
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Substitutions of (17)-(19) into (15)-(16) give

=1 0 (20)

1 _ q 1 . .
61.’—‘1' = -/ FL‘;J)(I?,(,O))TdT - Zu,'/ HLJ)(I-{L'))TdT
1] i=1 0

T (21)

)
i

1 . _ 1 -
- i/o BP)dr + (v,), ! /0 (B:)Tdr + (Vo)

q 1 ) T ) ‘
=S wl [ B+ (@), [ B ar + @),
i—1 0 0
wherej = 1,...,9

Equation (21) can be rewritten in a vector-matrix form after the introduction of

the following notation:
8¢ (g x 1) = (6%1,...,6%,)7,

F(g > 1) = (1. itg) T (22)

and glgx1)= (gl,...,gq)T.

The jt* component of g is given by:

1 1 1
- _ 7 (g ONT 4r i7(7) g7 7 7O\ T g7 - rT
g = / BEO)T [/o a4 +(w,),,nfo (BT dr + (G0)s7) (23)

where j = 0,1,....,q
Furthermore, let us define a (¢ X ¢g) symmetrical matrix Q whose components are
Q; = Qi

N ‘f ' B B ar - l/ B + (%), ]l [ B dr + (@0aT). 24)
0 0 0

where (1,7) = 1,---, ¢
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Using equations (22)-(24). equation (21) can be written in a more compact form:

by =g Qil. (25)

If we choose 6" = —¢€', where 0< € <1. the Lagrange multiplier 7 can be
evaluated as:

f=-Q M i~e). (26)

If Q7! exists (the controllability condition. see also Chapter 2 of 29'), we can sub-
stitute the value of 7 found in equation (26) into both equations (13) and (14) and
express both 67 and 64 only as functions of the impulse response functions H,) (7)

and H,)(7) (that have been computed and stored during backward integrations):

_ ¢}
=1 (27)

9
fi= -5,/ (BN - w(EMNT].

1=1

For the next iteration. the uses of new trial values
un-1(7) = un(7) + dun(7).

(28)
TN+1 = TN + 67N,

(where N is the current iteration number)

will reduce the value of the performance index and bring the system closer to sat-

isfying the terminal constraints.

After many iterations of the above procedure, all the terminal constraints are sat-

isfied to a prescribed accuracy:
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for j = 1,...,q, where €. denctes the feasibility condition (e.g. €, = 1074).

Using this procedure, a feasible path satisfying the constraints is determined. How-
ever, the performance index can still be decreased further. The procedure now
concentrates on minimizing the value of the performance index while keeping v,

within the accuracy of (29). The procedure is repeated until

1 q '
[ NEET 3 (@ < (30)
1=1
and
1 q 1 )
N /o (HO dr + (Bo)T + 3 b / BT dr+ (@)1 < (31)
’ =1 .

where ¢, and ¢, represent the optimality conditions (e.g. €y = ¢y = 1078).

A numerical algorithm that implements the above procedures has been written.

The procedure is basically an extension of the program FCNOPT by Bryson /16 .

Example Problems

Two.example applications of the Combined Function and Parameter Optimization
Algor;t’héf Sare";gv"i»"}e‘ﬁ ‘he'"re. The first example involves a nonlinear first order system
with a specified control law. The second example considers the optimal landing of

a helicopter that is initially in hover.
(1) Specified Control Law Problem [46]

Consider the following optimization problem:

S O AT
n%‘mI-E/o(x + uf) dt

subject to the scalar nonlinear differential relation

I=-z°+u.
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The initial condition is
z(0) = 10.
There is no terminal condition.

In order to exercise the parameter optimizatiobn capability. the control law is spec-
ified to have the following form

u=4ar,

where a is an unknown parameter whose value is to be optimally selected. The

transformed problem becomes

. 1 (! ,
min I = —/ [z + a® 2%}dt,
a 2 0

with the following equation of motion

t=-1'+az,

while the initial condition of z(0) remains unchanged.

The transformed problem now becomes a problem with an unknown parameter a
but without any control. The problem can be solved using the combined function

and parameter algorithm and the optimum value of a found is:
a = -0.10334.

The minimum value of the cost function is:

I = 4.5218.

The value of I is slightly larger than the minimum value when u(t) is open:

Imin = 4.5108.
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Time histories of both the state and control of the system, using either u(t) =az(t)

or the open-loop optimal solution are given in Figure (3.2.1).

(2) Optimal Landing of a Helicopter in Hover

In reference [15], Johnson formulated an optimal. autorotative landing problem for
a helicopter initially in hover close to the ground. He showed that the optimal
descent is purely vertical. Under these conditions, the general landing problem

posed in Chapter 2 can be simplified.

Imposing a purely vertical descent. the horizontal distance component z, velocity
component u, and control component Cr, are omitted. The remaining states of the
problem are the vertical height h. vertical sink rate V' and the angular speed of the
rotor {1. In addition, the induced velocity parameter f; in the vortex-ring state

and the momentum theory states is given by the following one-parameter family of

%'&'+\/1T(§)2, for0<V <1
Jr={ -V(0.37137°2 - 1.991), for1<V <2 (32)
i%‘?’—v‘(g—)’—»l. for2<V

equations:

Note that the first and third expressions of equation (32) are solutions of the mo-
mentum quartic, while the second is an empirical expression given by Johnson [15]
for the vortex-ring state. The dimensionless parameter V is defined as the ratio of

the vertical sink rate and the induced velocity in hover vy:

I
V=—,
Vn

e A (33)

Figure (3.2.2) shows the variation of f; with the parameter V.
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Figure 3.2.1 Example Optimal Control Problem
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i

Pigure 3.2.2 Variation of Induced Velocity Parameter f; with ¥
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If we go through the normalization and scaling processes of Section (2.4), the non-

dimensionalized and scaled time, states and control of the problem are given by the
following relations:
ot

= (100

)
Vv

n= (O.OIQOR)'

T3 =
— 103
U = 10 CT, .
In terms of these normalized quantities, the optimal autorotation from hover is

formulated as the minimization of the cost function I, where

1
I=-z,2.
2Tl

The equations of motion are given by
7 = go — morju; — forl,
' _ . 2 ) I] . — N
I, = —101‘2‘60—111(—0.01;- *Ao\/ulf}');, (35)
2

I =1,.
Here ( )’ denotes time differentiation with respect to 7 and the dimensionless quan-
tities go. mo, fo. co. and ko are as defined in Section (2.4) (see equation (37)). The
induced velocity parameter f; is a function of V, which is now given by the following

normalized expression:

(35a)

where py is also defined in Section (2.4).

The optimization problem is constrained at the end-time by the “stopping” condi-
tion:

13!"’—1)‘ = 0, (36)
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and the following one-sided path inequality constraint:

u) < CT. . (37)

Further Time Normalization

Since the end-time of the problem is unspecified. further normalization of the inde-
pendent variable 7 is needed. The problem is converted to one with fixed end-time

by the following change of independent variable:

, (38)

I

The transformation (38) converts the independent variable from 7 to £ where £ now
varies from 0 to 1. This transformation introduces into the problem an additional
unknown parameter Fs that must be optimally determined. From here on we shall

denote differentiation with respect to ¢ by:

. (39)

I
<
———

Substitution Technique

The path inequality constraint (37) can be eliminated if we substitute for u 1 the

new control variable uy, where u; is defined as :

u; = Cr, cos®u;. (40a)

Final Form of Optimal Autorotation Problem
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The state, control, and unknown paramcter vectors of the problem are:

X = (21 12 73)7, (41)
U = (uz). (42)
T = (15) (43)

denote the state, control, and unknown parameter vectors of the problem.

The problem is to find U(£) and # to minimize:

1 \ =
I= 5[111f2 = ¢(Xy), (44)

subject to:

(1) equations of motion ( XV = f ):

7,V = Tyigo — moz2*(Cr, cos’ uz) — for?j,
T -2 A 2 a2 C ‘
7" = —75i0 2% co + (Cr, cos’ u2)(-0.01= + koy/ Cr, cosua f1) . (45)
I2
I3V = Tf.'l:] .

(2) the initial condition of X is given by:

Xo = (0,1,0)7. (46)

(3) terminal constraint (¢ )Ef,ﬁ) =0):
z3y —hy =0 (47)
The optimization problem (41)-(47) is now in a form that can be solved using

the combined function and parameter gradient algorithm. Several other example

applications of the algorithm are given in Appendix C.
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§3.3 Sequential Gradient Restoration Technique [42]

This section explains the Sequential Gradient Restoration (SGR) method given in
42 . The SGR technique is one way that problems with bounded control may be
solved. The technique is employed in the solution of the optimal helicopter landing

problem posed in Section (2.9).

The problem is similar to the one in Section (3.2) except that here we consider
more general path constraints. Specifically, we consider the following problem with

unknown parameter vector 7 and path equality constraints S:

minl = ¢(Zy, 7 / L(%,4,7,7)dr,

u,f

i= f(z,a,7,7),

given, (1)

a]l
—
o
N’
i

5(z,4,7,1) = 0,

and V(%) = 0.

here S S(r x 1) are the path equality constraints of the problem. The motivations

for thxs formu!atxon are:

(1) Many optimization problems arise directly in the form considered here. i.e.

with path equality constraints.

(2) Problems involving inequality constraints can be converted to the present
scheme through suitable transformations. This statement applies, for

instance, to the following situations:
(a) Problems with bounded controls.
(b) Problem with bounded states.

(¢) Problems with bounded time rate of change of state.
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(d) Problems where some bound is imposed on an arbitrarily prescribed

function of the parameters, the control and the time rate of

change of the state.

The transformation techniques employed are of the Valentine-type {41'. The trans-
formation is performed by augmenting the dimension of the control space, with
or without augmentation of the state space. In the process, non-differential path
equality constraints relating the original control and the slack control are produced
that must be satisfied by the solution of the original optimization problem. Four
example problems with bounded control, state or time rate of change of state are

presented in Appendix (G).

3.3.1 First Order Conditions

If we adjoin the system differential equations, the path equality constraints and the
terminal constraints to the performance index I with multiplier functions X(r)(n X
1) and p(7)(r » 1), and multiplier (g > 1) respectively. we obtain the following

augmented performance index J

1
J=(o+uT¢')]+/[L+/\T(f——:t)+pTSj:a'r, (2)
0

1
=M\ Tz)y~ (®-2Tz), + / (\Tz + H)dr, (3)
0
where, for convenience, we have defined scalar functions H (the Hamiltonian func-
tion) and ® as given below: '

H(fa 'Isf’ X, p—a T) = L(fa Ea 7?’ T) ~+ ATf(f, II, 7?, T) -+ pTS(f,II,ﬁ, T) s (5)

&(zy,7,2) = ¢(£7,7) + w7 Y(5;,7). (6)
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Now consider the variation in J due to variations in both the control and the

parameter vectors
1
67 = (AT6z)y = (—AT = ®;),621 = / Hedr + (84),167
0
1
+/ |Hybi@ + (H; + AT)é6%.dr.
(4]

Therefore, first-order necessary conditions of the problem are given by the following

relations:

= f(F,4.7,7),

- T
A= -Hls
Hu = O,
4
z(0) = given, )

(A7), = (@)1,
(7. 7) =0,
1
and (®,) +f H.dr = 0.
0
Summarizing, we seek functions Z(r), #(r), 7 and multipliers A(r), 5{r) and u which
satisfy the first order necessary conditions (4).

3.3.2 Approximate Methods

In general, the problem posed in Section (3.3.1) is nonlinear and can only be solved

iteratively. In this connection, we define two scalar functionals
1 1
P={ Nz-far+ [ Nisiar + Niw)], (7)
Jo Jo
and

1 1 1
Q =/ N[A+H,T}dr+/ N[H{]dr+1v[(q>r),+/ HTdr) + N|(A-®T),], (8)
0 0 0
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where the norm-function N | was defined in equaticn (15a) of Section (3.2).

P and Q are measures of the errors in the constraints and the optimality conditions.

respectively. For the exact optimal solution. one must have
P =0,

Q =0.
For an approximation to the optimal solution. one must have

P

IN

€ . (10a)

Q €2, (10b)

IA

where ¢; and ¢; are small pre-selected numbers.

3.3.3 The Sequential Gradient Restoration Algorithm

The Sequential Gradient Restoration algorithm involves a sequence of cycles, where

each cycle has a gradient phase and may or may not have a restoration phase.

The restoration phase is iterative and is started when the inequality (10a) is violated.
In each restoration step. the norm of the variations of the control and the parameter
is minimized, while the constraints are satisfied to first order; this has the effect of
reducing P, i.e. more closely satisfying the feasibility conditions. The restoration

phase is terminated when the inequality (10a) is satisfied.

The gradient phase is started when the inequality (10a) is satisfied. It involves a
single step, which reduces the functional I, while the constraints are satisfied to first
order; this has the effect of reducing @, i.e. more closely satisfying the optimality

conditions.

The algorithm ends when both inequality (10a) and (10b) are satisfied.
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Notation

For steps in the gradient phase or the restoration phase, the following notation is
used: z(7). u(7), 7 denote the nominal functions; (), u(r), * denote the varied
functions, and Az(r), Au(r), and A7 denote perturbations of z(7), u(r) and =

about the nominal values, i.e.

(Note the removal of the arrow on top of the symbols for the vectors 7, ¥ and 7 in
(11).)

Concerning the functionals I, J and P , the following terminology is used: I, J and
P denote the values associated with the nominal functions; 7, J . and P denote the
values associated with the varied functions; and AI, AJ, and AP denote the total
variations of these functionals caused by the perturbations Az(r), Au(r), and A,

le.

I21+AI,

J2J+AJ, (12)
PEP+aAP.
If the variations appearing in (11) are linear in the stepsize a , (where a > 0 ), they

take the forms

Az(r)éa A(7),
Au(r)2a B(r), (13)
ardac. (14)

3.3.4 Desired Properties in the SGR Process




62 3. Numerical Optimization Techniques

The functions A(7). B(7), and C are determined so as to decrease the functional J.
and/or J, and ‘or P. (Alternatively, the condition (10b) on the value of Q can also

be used.) Thus. the following properties are required.

Al < 0,
and‘or AJ < 0. (15)

and/or AP < 0.

In turn. relations (15) can be enforced at every iteration providing the stepsize a is

sufficiently small and the functions A(7). B(7). and C are chosen so that

61 <0, (16a)
and/or 6J < 0, (16b)
and/or 6P < O, (17)

where 6(...) denotes the first variation. Inequalities (16a) and (16b) characterize

the gradient phase, and inequality (17) characterizes the restoration phase.
3.3.5 The First Variations
The first variations of the functionals I, J, and P are
1
61 = / ‘LAz + LyAu+ Ly Amldr + (¢: A1 ~ ¢z A7)y,
0
1 ] 1
6J = / (AT + H,]A:r:dr+/ H,Aud7 + [(®: )1 +/ Hydr|A~
0 0 0

+ (&, - AT)Aaz),,
l( z ) Jl (18)

1
6P = 2/ (1 - )T (A% - f:8z — fyAu— frA7n)dr
0

1
+ 2/ ST(5:Az + SyAu + S, An)dr
0

+ 20T (v Az + YrAT))y,

where (61)p has been assumed zero in the expression for 6§J.
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3.3.6 Gradient Phase

Suppose that nominal functions z(7), u(r), and = satisfying (1) are available (a
feasible solution). Let #(7), i(7), and 7 denote varied functions also satisfving (1).
The varied functions are related to the nominal functions by (11). where Axr(7).
Au(7), and A7 denote the perturbations of z(7), u(r), and = about the nominal

values.

To first order. the perturbations Az(r). Au(r). and Arn must satisfyv linearized

constraint relations
Ar — f:Ar - fuAdu - frA7 = 0,

(19)
S;:Az + SyAu+ SxAn= 0,
with the following linearized boundary conditions
[Al'jo =0,
(20)

An mspect:on of equatxon (18) reveals that 6J can be made negative through the

follm\ ing chmce of variations of the control u and the parameter vector .
Au = —QHI .

Anr = -a{(®:) +/01H,,dr}T (21)

where a denotes a scaling factor (gradient stepsize). The multipliers A(7), p(7), and

u appearing in equation (21) must be consistent with the differential relation

M =-H,. (22a)

and the final conditions

(ATh = (@) (22b)
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With the variations defined by (21). the first variation of the augmented functional

(18) becomes
6J = —aQ. (23)

where Q is the error in the optimality conditions (8), which. with (22). reduces to

1 1
Q= [ NH[dr= N(@T) - [ BIdr. (24)
0 0

Since Q > 0, (23) shows that 6J < 0. Hence. for sufficiently small a, the decrease

in the augmented functional J is guaranteed.

To simplify the problem, we can make use of the auxiliary variables A(r), B(r)

and C introduced in (13). Using these variables, the linearized relations (19)-(23)

become .
A"sz"fuB"fxcz 0,
(25)
SzA - SuB'f' S;rC = 0,
with the following boundary conditions
(Ao =0,
(26)
[sz -+ wﬂ'CJ] = 0.
The special variations are
B= -HT,
(27)

1
C = - [(Q")] +/ H;rdT]T .
0

where once again the multipliers A(7), p(7), and u satisfy the following differential

relation

M=_H,, (28a)

and the terminal conditions

(AT = (®2);. (280)
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The descent property of the augmented functional (15) is

6J = —aQ@,

where @ is the error in the optimality condition (24). which reduces to

1
Q= /0 BTBdr-cTc (29)

We note that the differential system (25)-(28) is linear and nonhomogeneous in the
functions A(r), B(7). and C and the multipliers A(7), p(7), and u and can be solved
without assigning a value to the gradient stepsize a. The selection of a is done a
posterior: in such a way that the descent requirement (15-2) (second equation of

equation (15)) is enforced.

3.3.7 Solution Technique in the Gradient Phase

The usual approach of backward integration of the A-equations and forward inte-
gration of the A-equations cannot be employed with this class of problems since the
c§m§3tgtggn of p(r) over the interval 0 < 7 < 1 requires the simultaneous solution
of bot {heA andA v‘éigugtibns. Because of this coupling, the total system must
be mtegrated simultéheaus]}' either forward or backward. Forward integration is

chosen here.

Using the Method of Particular Solutions [39-40], the differential system consist-
ing of equations (25), (26-1), (27-1) and (28) may be integrated forward n + p + 1

times. Given

A=f1A+fuB+fﬂco (a)
N-—-C 4. CD., CNr [#N]
VEOzA T wydr T o, \Y)
(4)o =0, (c)
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= (LT~ fTa+ sl0). (d)

A= —(L+ A1, ~p7S:). (€)

i

Substituting equation (d) into (b) and solving for p. we get

p= 5uS{ 7 (SeA = Suly - Sufi X~ 5:C), ()

which is unique provided

det'S, ST # 0.

Therefore a necessary (but not sufficient) condition for the existence of a solution is
that all the components of the path equality constraint vector S must involve some
components of the control vector . If this is not true, time derivative(s) of some of
the constraints have to be taken to involve the control # in §. In principle, p may
be eliminated by substituting (f) into (d), and (e) and B may then be eliminated

by substituting (d) into (a).

The initial conditions for the it? forward integration are

(A)O =0 )
2(0) = [6i1,6i2 o 60T, (9)
Cy = [6i(n+1)s bins2)s -+ Bi(map)] T 5 (k)

where 7 = 1,2,...,[n+p+1; and §,, is the usual Kronecker delta function. Values of

p and B can be computed using equations (f) and (g) respectively. The differential

system:
A= f;A+ [y,B+ f,C,
: ()

A=-LT - fTx-5Tp,

can then be integrated forward.
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The solution of the system is given by
n-p-1
Afr) = k,A,(7)
1=1
n-p-1
B(r)= Y kB(7)
1=]
n-p—1
C= )Y kG, (30)
=1
n—-p-1
Alr) = Z koA (7)
1=1
n-p-1
or)= 3 k().

Here (...); is the value of (...) obtained from the i*” iteration. The k, are unknown

coefficients determined from the simultaneous solution of the following equations:

ki: 1,

n-p-1
Y kilvid = veC) = 0,

n-p-1

t=1
n-p+1 1
Z ktf/ (fz"\;-f-S,,Tp,)dr-é-C,}:_{(
0

1=1

where we have made use of the function

®=¢+puly,

defined earlier in equation (5).

(31)

Y. k(A= (81,

Equation (31) is equivalent to [1 + ¢ + n + p! scalar equations for the solution of

the (n + p + 1] unknowns k, and the ¢ components of the multiplier u. Using these

-
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coefficients from equation (31), the solution (30) satisfies the end constraints of (26-
2), (27-2) and (28b). After the constants k, and the components of the multiplier u
are known. the functions A(r), B(r), and C as well as the multipliers A(7) and p(7)

are computed according to equation (30). In this way, the linear TPBVP is solved.

3.3.8 Gradient Stepsize

The gradient stepsize a is selected in such a way that the following inequality is

satisfied.
J(a) < J(0), (32)
subject to
P(a) < ¢3, (33a)
and
ty > 0. (33b)

The last equation in (33b) expresses the need to have the unspecified end-time ¢;

greater than zero.

Here ¢; is a small, preselected number (e.g. €3 = 1). Satisfaction of (32) is guaran-
teed by the descent property of the gradient phase. Satisfaction of (33a) is desirable
in order to limit the constraint violation which is due to the use of the linearized
constraint equations (25)-(26). Satisfaction of (33b) is automatic for problems with

fixed terminal time, and is required in problems where the final time is free.
3.3.9 Restoration Phase

At the end of the gradient phase, the varied functions Z(7), ¢(7), and # are known,
and the varied constraint error P can be computed with equation (7). In this
connection, two possibilities arise: either (i) Inequality (10a) is satisfied or (ii)

Inequality (10a) is violated.
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Case (i) occurs if the equations (1) are linear or if they arc nonlinear and the
gradient stepsize is sufficiently small. In this case, the gradient phase is repeated by
employing as nominal functions r(r), u(r), and 7 the varied functions z(r). u(r).

and 7 of the previous gradient phase.

Case (ii) occurs if the equations (1) are nonlinear and the stepsize is not small.
In this case, prior to repeating the gradient phase. a restoration phase is inserted
in such a way that (a) the constraint error is reduced to a level compatible with
inequality (10a) and (b) the descent property of the augmented functional J is

preserved.

While the gradient phase involves a single step, the restoration is iterative and
hence may involve several steps. This is due to the fact that the constraint equa-
tions (1) are considered only in their linearized form in the restoration phase. For
the first restoration phase, we employ as the nominal functions the varied functions
7(r), u(r), 7 of the previous gradient phase. For any subsequent restoration it-
eration. we employ as nominal functions the varied functions z(r), #(7), % of the

evOus restoration iteration.

Now consider the generic restoration iteration. Let z(r), u(r). 7 denote nominal
functions satisfying the initial condition z(0) = given, and let z(r), @(7), 7 denote
the varied functions also satisfy the initial condition. The varied functions are
related to the nominal functions by (11). To first order, the perturbations Az(7),

Au(r), and A7 must satisfy the linearized constraint equations
Az - [;Ar - fuAu - fxyAn+a(z - f) = 0,

. (34)
S;:0z+ SyAu+ Sy An+aS=0,
with the following linearized boundary conditions
[A.‘r]o =0,
(35)

[¥zAz 4+ YrA7 + at))y = 0,
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where o denotes a scaling factor (restoration stepsize) in the range 0 < a < 1. Its
function is to prevent the forcing terms in (34) -(35) from generating variations too

large for the linearized assumptions to hold.

When the variations defined by (34)-(35) are employed, the first variation of the

constraint error (7) becomes (use equation (18-3))

§P = —-2aP, (36)

where P is as defined in (7). Since P > 0. equation (36) shows that 6P < 0. Hence,

for a sufficiently small a, the decrease in the constraint error P is guaranteed.

Since equations (34)-(35) admit an infinite number of solutions, the restoration
iteration is not uniquely defined, unless some additional requirement is introduced.
This added requirement is that the restoration be accomplished with the least square

change in the controls and the parameters. Hence we seek the minimum of the

following function

1
K= / [AuTAuldr + ArT AT, (37)
0

that also satisfies the linearized constraints (34)-(35).
3.8.10 Special Variations

The problem formulated in Section (3.3.9) is a linear-quadratic Bolza problem in the

calculus of variations. The Au and Ax that minimize (37) subject to the constraints
(34)-(35) are:
Av=—-a(MTf, +p7S,)T,
' T T T T (38)
An = —a[/ (A" fr + p" Sx)dr + (u° Ve .
0

The multipliers A(7), p(7), and u appearing in equation (38) must be consistent

with the following differential relation

AT =—(M\Tf,+p7S:), (39q)
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and the final conditions

W= (W) (39b)

To simplify. we make use of the auxiliary variables A(7), B(r) and C defined in

(13). Using these variables, the linearized relations (34)-(35) become

A-f;A-fuB-f;C~(i-f)=0,

(40)
Sr¢4+SuB—' S’;C':’ S= O-
with the following boundary conditions
(A)o =0,
(31)
(24 + ¥:C + ¥ = 0.
The special variations are
B=-(\fi-p 5",
(42)

1
C= 'f/ (z\Tf,, + pTSﬂ)dr + (MT‘L.")]}T
0

: ggmn the multipliers A(7). p(7). and u satisfy the following differential

M =—(Tf,+p"S:), (43a)

and the terminal conditions

(A7) = (T (43b)

We note that the differential system (40)-(43) is linear and nonhomogeneous in the
functions A(r), B(r), and C and the multipliers A(7), p(7), and  and can be solved
without assigning a value to the gradient stepsize a. The selection of o is done

a posteriori in such a way that the descent requirement (15-2) is enforced. This

property is the same as in the gradient phase.
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3.3.11 Solution Technique in the Restoration Phase

Once again, because of the coupling due to the presence of p. the total system
must be integrated simultaneously either forward or backward. Using the method
of particular solutions. the differential system consisting of equations (40). (41-1).

(42-1) and (43a) may be integrated forward n = p + 1’ times. Given

A= f1A~- fuB -~ [:C - (i - f), (a)
0= S;A+ S,B-5,.C~+S, (b)
(A)g = 0. (c)
B=—(fix+S]0). (d)
M= (M1 4078, (€)

Substitution of equation (d) into (b) and solve for p. we get

p =155 71(5:4 - Sufl )~ 5.C - 5). (f)

Note as in the gradient case that the above admits an unique solution providing:

det'S,ST # 0.

Back substitution of (f) into (d) give

B=—(fTx-5Tp). (9)

where p is determined from equation (f).

The initial conditions for the 1** forward integration are as given before (by equation

(h) in the gradient phase). The differential system
A=f1A+fuB'+‘fnc—(i-f), (h)

A= -(Tr+57p), (i)
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can then be integrated forward. The solution of the system is given by equation
(30). The unknown coefficients k,, which differ from those in the gradient phase,

are determined from the simultaneous solution of the following equations:

n+p-1
Y KA+ nCi = —(0)s,
=1

Z k,(/\,’)] = illT(vz);l .

n-p—1
=1

n+p—+1 1
Yk, /0 (T A+ STp)dr + Ci) = —{(uT (e T »
=1

Equation (44) is equivalent to [1 + g + n + p] scalar equations for the solution of
the {n + p — 1' unknown k, and the ¢ components of the multiplier 4. Using these
coefficients from equation (31). the solution (30) satisfies the end constraints of (41-
2), (42-2) and (43b). After the constants k, and the components of the multiplier

are known, the functions A(r) B(r), and C as well as the multipliers A(7) and p(7) ’

are c&_in"puted according'to equation (30). In this way, the linear TPBVP is solved.
3.3.12 Restoration Stepsize

The restoration stepsize is selected in such a way that the following inequality is

satisfied.

P(a) < P(0), (45)

subject to

ty(a) >0. (46)

In summary, the restoration stepsize must be chosen so that the above inequality

constraints are satisfied. Should any violation occur, then a smaller value of a must
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be employed and can be obtained. for example, with a bisection process, starting

with a = 1.
3.3.13 Summary of the SGR algorithm

The SGR algorithm has cycles, composed of a gradient phase and (possibly) a
restoration phase. The objective of each cycle is to decrease the functional I, while

the differential and nondifferential constraints are satisfied to the predetermined

accuracy required by (10).

The gradient phase involves a single step, which reduces the functional J. It starts
with nominal functions z(7), u(r), 7 which satisfy the constraints (1) within the
preselected accuracy (10a). Using these nominal functions, the matrices T2y fus Im;
S, Su. Sy etc. are evaluated at the integration intervals. The TPBVP (25)-(28)
is then solved using the method of particular solutions. The functions A(7), B(r).
C and the multipliers A(7), p(7), u, are used in turn to compute the corrections
Az(r), Au(r) and A~ after a suitable value of the stepsize a is found. The varied

functions z(7), (7). 7 are given by equation (11).

The restoration phase is iterative, hence involves one or more steps, and reduces the
constraint errors to a level required by (10a). The nominal functions z(7), u(r), =
are those from the previous gradient phase in the first restoration iteration, or those
from the previous restoration iteration for any subsequent restoratiog iterations. In

either case, they satisfy the given initial condition z(0).

Using these nominal functions, the matrices fr. fu. fx; Sz, Su, Sr, as well as the
vectors S and |7 — f, are evaluated at the integration intervals. The TPBVP (40)-
(43) is then solved using the method of particular solutions, obtaining the functions
A(7r), B(r), C and the multipliers A(r), p(r), and u, which are used in turn to

compute the corrections Az(r), Au(r), An after a suitable stepsize a has been
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found. The varied functions #(7). @(r), # can then be computed using equation

(11).

The satisfaction of the condition (10b) signals the termination of the process and
the converged solution is given by the varied function z(r), u(7), # at the end of

the restoration phase.
A flow chart of the SGR algorithm is given in Figure (3.3.3).
3.3.14 Example Problem

The example given here is a modification of the autorotation problem that was
formulated in Section (2.9). Here we add an upper bound on the vertical sink rate.
Experience gained from the study on the optimal landing of a helicopter after engine
failure indicates that the optimal control program usually results in an unacceptably
high maximum sink rate. This upper bound on sink rate appears as a state variable

inequality constraint:

Vdescent < (Vdescent)mazimum (47)

which can be transformed to a path equality constraint by the use of a Valentine-

type slack variable. Since z; denotes the normalized vertical sink rate, we have

:z,—z]m-f-z%: 0, (48)

where z¢ is an auxiliary state variable created to convert (47) to (48). Note that

the initial condition of z¢ is given by

o~
=)
T
I
H
'
)
|
=)
N —
—
-8
0
=]
p

where either the “+” or “—" sign can be used.
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The first time derivative of (48) is

I]’ + 2z6uqy = 0, (49)

where ( )’ denotes time differentiation with respect to the normalized time 7. and

uy4 is an auxiliary control variable defined as

uy = zg. (50)

Since

- /—_—_
:z:'l = gp — mo(ul:rg + frivn? + 13?), (51)

we can substitute (51) into (49) and convert it into the following path equality

constraint that involves the two controls u; and uy4:

go — mo(ulr§ +frivVr?2+ z3?) +2z6uy = 0. (52)

The new form of the autorotation optimization problem with vertical sink rate

und is as-given below. Let

X = (1 12 23 74 75 zs)T, (53)
U = (u1 vz uz ug)”, (54)
T = (rg). (55)

denote the augmented state, control, and unknown parameter vectors.

The problem is to find U(£) and 7 to minimize:

I= %(1‘]!2 + szI2j2) = ¢( -;f) ’ (56)

subject to :
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(1) equations of motion ( X' = f ):

.Tlv

(g0 — mo(U1132 + f1 NESEE 12?)),

" = Tfmo("2132 = JzV'1y? - 19%),

73° = —15i073%(co + AVuy? — uz?),

1‘4v = O.ITfI;.
.‘Esv = 0.1Tf.1‘2.
I(,v = Tf‘U4.

(2) the initial condition:

A—;o = (O, ﬁO’ 13 0903 vV Ilm)T'

(3) path equality constraints (S(X,U,7) = 0) are:

go — mo(u11§ + fr1vV 112 + 152) = 2z6us = 0.

(4) terminal constraints (y(X;,7) = 0) are:
.'54! - ilf = 0,

.‘L’sf—d—j=0.

Simplification

(58)

(59)

Since the computational effort involved in obtaining the optimal control solution

using the SGR algorithm is approximately proportional to the square of the dimen-

sion of the state vector, the optimal landing problem in its “reduced” form is much

preferred.
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Since equation (48) is linear in the state r;. we can find 1) in terms of the other

state variables and eliminate it from equations (53)-(60). We first note from (48)

that

I} = Zim — T4 (61)

Substituting (61) into equations (53)-(60) gives the following reduced problem. Let:

X = (27 13 74 15 zs)T, (62)
ﬁ = (u] U U3 !tq)T. (63)
7= (). (64)

denote the reduced state, control, and unknown parameter vectors of the problem.

The problem is to find U(£) and 7 to minimize:

1 —
I=;l{xim- z63)’ + Wezps?) = 8(X/), (65)

subject to :

(1) equations of motion ( X¥ = f ):

z27 .'.—.v'r!mo(uz:m2 - f:g\/(:l,,, - z3)? + 23),
z3° = ~T7yi0 zaz(co + AV u? + uy?),
747 = 0.17¢(z1pm — z2), (66)
:rsv = 0.175z,,
z6' = Tfug.
The equation of motion for z;, which is not needed in the reduced formulation has
been removed. Note also that the inflow ratio A used in (66) is given by a modified

version of equation (43) (cf. Chapter 2) given below:

_ .2
A= 0.01{:’:2“2 (Z1m — Ze)us | + kofr(ui? + us?)t . (67)

13\/u12 + uzz
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(2) the initial condition is:

o = (20,1,0.0,Tim)T. (68)

(3) path equality constraint (5(5', U,7)=0)

‘. (69)

go — mou175 ~ f(T1m — x%)vr(.r]m - 12)? ~ 12) ~ 216us = 0.

(4) terminal constraints (y(X;,7) = 0) are:

14! - hf = 0,
) (70)
Z55 — df =0.
On completion of the optimization process, z;(r) can be recovered from:
21(7) = 1 — 22(7) . (71)

Results obtained for this problem are given in Chapter 4.

§3.4 Neighboring Extremal with Path Constraints

The necessary conditions for optimal control problems with path equality con-
straints are given by equations (4)-(6) of the last section. The SGR algorithm
described in that section is one way that such a problem can be solved. However,
this solution is open-loop and even slight changes in the initial or final conditions

require a new computation of the entire control program.

A linear neighboring optimal feedback control scheme was developed by Breakwell,
Speyer, and Bryson for optimal control problems in which the state variables are

subjected to initial and terminal constraints [50.. Their approach minimizes the
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second variation of the performance index. Kelley developed a similar feedback
control scheme using the second variation in an accessory minimization formation
[51. Bryson and Ho {29 utilized a Riccati transformation with a backward sweep
method to obtain the feedback gains needed to approximate neighboring optimal

solution.

In this sub-section, we extend these earlier works to problems which include path
equality constraints, and specifically to problems with both path equality con-
straints § and an unknown parameter vector 7. The necessary conditions for this
class of problems are given by equations (4)-(6) of Section (3.3). These necessary

conditions are repeated here for easy reference:

= f(f,4.7.7) (1)
S(z,4,7,7) =0,
-T
A =- Hz 9
Hu =0,
Z(0) = given, (2)
(X.r)l = (Ql)l )

1
and (Qg)] +/ H’fdl' =0.
0

Now consider small perturbations from the nominal optimal path produced by small
perturbations in both 6Z(0) and 61 These perturbations give rise to perturbations
6z(r), 6X(r), bii(r), 6p(7), 6 and 67. The relationships among these perturbed

quantities are given by
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(1) Perturbed differential relations:

I¥4
61 s / s 0 0 bu
(6)>:<—sz ~Hyy —-Hzpw —f7 —S,T) 67 | . (3)
oA
6p
(2) Perturbed path equality relations:
61
bu
S, Su Sr 0 ) e 3 0 )
Hy Hy Heo f7 ST 1~ \o/" (4)
P »
6p

and

0 = (an)](éf)] -+ ( ) (6‘1 ¢7rr / Hﬂﬂ'dl ‘&T
1 1
Tdr) + udr) - T§xdr) - Tepdr
*(/0 H.617dr) (/0 H. 6 d7) (/0 f2T6Xdr) (fo S, T65dr).

(3) End conditions

6Z(0) = specified,
(60)1 = (va)1(62)1 ~ (v)167 = specified. (6)

(6X)1 = (®22)1(65)1 = (®2n)167 + (27 164 .

Note that these relations have been simplified using the following identities:

Hy=f.T,
H.,, =S,7.
Hu: = f.7,
Hup: uT,

(®xu); = (¥2" 1,
HI’A = fﬂT *

and H,, = S,,T
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From equation (4), we can solve éu and 65 in terms of 67, 6X. and 67 as follows:

— or
(6“) = (Al] A12 Al3> 6; (7)
bp A2z A A b7
Equation (7) can be substituted into equations (3) and (5) and the result is the
following linear, time-varying differential equation
. 67
(5-?) _ (Cn Ci2 Cw) X (8)
oA Cyn Ci Cay 57
with the integral path constraint
l —
5]0+51167?+/ (512 6 + 5136,\)dr = 0. (9)
0
Here 4,,. C,, (1 = 1.2 and j = 1,2.3) and 5)0-5)3 (not to be confused with the path
equality constraints 3 ) are time-varying matrices evaluated on the nominal optimal

path. Detailed expressions of these matrices, as well as those of Hyy, Hur, Hiz,

H " -,_ H" and H,, are given in Appendix (E). Using the results given in Appendix
(E} we can easily establish that ~C;,7 = Cy; and that both C;2 and Cj; are

symmetrical matrices.

Note that the system of equations (3)-(6) admits an unique solution providing: (1)

H,, is non-singular; and (2) Ss (r x r) (= Sy Hyu~'S.T) is also non-singular.

The first requirement is the usual convexity condition (or strengthened Legendre-
Clebsch condition). The condition is easily understood from the fact that i(r) is
determined by minimizing the Hamiltonian function (H) with respect to u while
holding Z, X and 7 fixed. For a smooth H-function with no constraint on @(r), it
requires that

Hll =0, &nd Huu> 0.
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The second requirement (7.e. S§4 > 0) can thus be interpreted as a modified form

of the convexity condition for problems with path equality constraints S. Note

that if any of the path equality constraints does not involve some components of

the control vector @, the determinant of S, H;,) ST | is zero. A necessary (but not

sufficient) condition for the non-singularity of the S4 matrix is hence the involvment

of the control #in S.

Simplifications

If ¢. 1.'_-, S and fr are not functions of 7. some simplifications are possible. These

include:

(1) Simplified expressions for some of the S-matrices (cf. Appendix (E)):

5

and S;3

(2) Simplified end-conditions:

= SuHu-ulera

= 510 = O&
1

= / (Huﬂ-Sg)d‘r,
0

= an + HﬂuSG )

= HnuST - f:

61(0) = given,

-

(b)) = (¥2)1(6%); = given,

(6X)1 = (®2:)1(65)1 + (vT)1(64)-

(3) Simplified expressions for H )

Since H(Z,u,7,X,p, 7) = L(Z,u,7,7) + ATf(f, a,7,7) + pTS(:E, u,7),

therefore Hy = Ly + AT f, + p7 S,

Hy,= L, +)Tf,+,7s,,

Hy= Lo+ )T§,.
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General expressions of H( ) are given by

1] Jd
Her= 5-(H]) = o-(L] + f{2+570),
AT NS I T
H“"“H(Hu)-a_u(Lu+fu’\'Sup)’

T SIS B
Hun— 5‘;(Hu)— _W(Lu +fu’\)*

d 3
Hu = o-(H]) = 5o (L{+ fI =+ 500),
) d
Hy: = E(HZ) = E(LI“ JERYD
) 3
and Hypy, = 5;(HZ)= E(L{-.Lf,f,\).

With these simplifications, the linear TPBVP (given by equations (6)-(9)) is given

in Section (3.4.1).

3.4.1 Problem Formulation

61 _ Cn Ci2 Cis
6X Cu -Cn? Cax

with the following integral path constraints

6
52 (10)
ow

1
5)157":—1[ (S126T + 5136X)d7 =0,
0

and subjected to the following end conditions

6z(0) = given,

-

(6¢)1 = (¥2)1(6%)1 = given,

(63)1 = (®22)1(62)1 + (w=T 6.
3.4.2 Solution by the Backward Sweep Method

6 and 6y can be expressed in terms of 6, 6 and 67 in the following form (cf.

Chapter (6) of reference [29;)

éA=Tér+ Réji+ For,
)

I
~

r (11)

=1

on

6

o

.

i
=)

T+ Qéu+H
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Here T(n » n), R(n > q), P(n » p). Q(g ¥ q) and H(q » p) are matrices that satisfy

the following differential equations:

T=-TC), -C{T-TC,T~Cy.
R=-(C{,~TCi1)R,
P=Cy-CLP-T(CP~C3), (12)
Q= -R"Ci; R,

and H= —RT(C12P - Cy3).

The first three relations in equation (12) can be obtained as follows. We first take
the time differentiation of 6 in equation (11) and substitute into the resultant
equation expressions of 67 and 6 from equation (10) (noting that both 67 and 67

are constant). The final equation has the form

| 165~ |6~ 67 = 0.

If the above equation is to be identically true for all 67. 64 and 67, all the ' | terms

must be zero. Thus, we obtain the first three relations of equation (12).

The last two relations in equation (12) are obtained in a similar way. Here we note
that 6¢ is a constant when we take the time derivative of the second equation in
(11). Substitution into the resultant equation expression for 6z from equation (10)
and the expression for 6) from equation (11) give the differential relations for Q

and H.

The terminal conditions of the T, R, P, Q and H matrices are obtained in this
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manner and are given by the following rclations:
T(1) = (®zz)1,
R(1) = (v)h,
P(1) = (®2:1 = 0, (13)
Q(1) = 0,

and H(1l) = (vx)1 = 0.

Finally, to obtain the neighboring optimal feedback law, we can substitute equation

(11) into equation (7), yielding the following relation:

60 = —A16% — Apbyp — A3bT, (14)

The time-varying neighboring optimal feedback gains, A; (¢ = 1, 2 and 3) are given
by the following relations:

Ay(m xn)= —|An+ A2(T - RQ'RT),

A2(m x ¢)= ~ARRQ™!, (15)

S ‘and ‘Azé(m_ xp)= —-|A;3+ A12(P- RQ7'H)'.

eq;afioh (14) is a continuous linear feedback law that will produce the desired small
changes in the terminal conditions 61> starting from the revised initial conditions
of £(0) + 67(0). These end-conditions are met in such a way that the performance
index I (and hence J) is minimized. This method constitutes the Neighboring

Optimal Feedback Law.

In addition to our earlier mention of the non-singularities of the Hy, and S, H;} SZ
matrices, we now note from equation (15) other necessary conditions for a local

minimum in J. These additional necessary conditions are that both

T - RQ™'RT]
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and 'P- RQ'H

be finite for 0 < 7 < 1. This is similar to the classical Jacobi condition, or the
condition that no conjugate points exist on the path. If either of these conditions
is violated, for example, {T — RQ'RT: approaches infinity at time 7' (where 0 <
7! < 1), it is necessary that certain combinations of the components of 67 at time 7'
be zero. The set of all possible perturbations is now restricted to a dimension less
than n (the dimension of 7). In fact, the path is not a minimum path if it continues

beyond 7'.

Note from equation (13) that the matrix Q is identically zero at the terminal time.
All the gain matrices given by equation (13) approach infinity as the end-time
nears. This mathematical singularity can be bypassed if we adopt the strategy of

“switching-off” the feedback law as the end-time is approached.

The value of 67 is needed in the neighboring optimal feedback law. This value must
be determined by the simultaneous solution of both the linear TPBVP and path
equality constraints. Appendix (F) gives an iterative procedure that can be used to
find 67 by taking advantage of the fact that 67 enters both the differential equation
(10) and its initial condition linearly. A schematic diagram of the neighboring

feedback control is given in Figure (3.4.4).

3.4.3 Example Problems

Two example problems are given here to demonstrate the concept. The first is for
a dynamic optimization problem constrained by a path equality constraint S, but
without the variable parameter vector #. The second example includes both S and
7. The computer code that is used in the following computation is called Program
“SECOND?”. Furhter information about the computer program can be found in

Appendix (F).
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Example Problem (1)

Problem Statement

in] = —
n}’m ys

T = Vcosé,

y = Vsin.

The initial conditions of the problem are

z(0) = 0,

y(0) = 0,
and the terminal constraint

z(ty) = 4.

The end-time of the problem t; is fixed.

This is a simple two-dimensional problem of transferring between the initial and
final states of a vehicle with a constant velocity V. The objective is to control the
velocity orientation angle 6 in such a way as to maximize y(t;). The problem is
simple enough that analytical solutions for both the optimal control problem and

its neighboring optimal feedback law can be determined as shown below.

(A) Optimal Control Solution
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Using standard optimal control techniques (cf. Chapter (2) of {29'), the optimal

solution is given by the following relations:

sing* = (1-(=L)3)?,

Vi
cosf’ = (‘—%)
(1) = (’,—j’)
v'(t) = V(- (L))t

"ij

Therefore the optimal orientation of the velocity vector 6* is fixed and is given by
the above expression. The optimal trajectory in space is a straight line and the

problem is well posed only when

]‘Ij'ff; ‘ftf.

(B) Neighboring Optimal Feedback Control
The neighboring optimal feedback control law can also be determined in the usual
way (cf. Chapter (6) of [29,). The optimal feedback law is given by the following

equation:

66" = —A16T — Axby.

Here A;(1 x 2) and Az(1 x 1) are the feedback gain matrices associated with the
state and the terminal constraints respectively. These gain matrices are given by

the following relations:

A = (v=gme 9)
1
Az = (~v=me ) -
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Substitutions of these gain matrices into the feedback law give

. ¥3 oy
60" = ._(V(if—t)sin0‘) (V(ff—t)sinO')'

These “exact”™ analytical results are used as references for comparison with numer-

ical results.

The above problem can be re-formulated into one with path equality constraint as

follow

Alternative Problem Formulation

minl = —1(ty)
u
il = 2U] )
iz = 2u2.

The initial conditions of the reformulated problem are the same as those given

before
I (0) = 0,
12(0) = 0,
The terminal constraint is
.‘t(if) =1.

The new problem is the same as the original one with V = 2,t; = 1 and z; = 1.

Instead of using the orientation angle # as the control, we choose to use the sine
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and cosine of the same angle as the controls of the problem. That is,

u; = cosf,

uy = sinf.

Because of these control definitions, the problem is now constrained by a path

equality constraint

uf+u§ =1.

The neighboring optimal feedback law of the problem in its alternative form is solved
using the numerical technique described earlier. The procedure is started with the
solution of the nominal optimization problem and followed by the computations of
the neighboring feedback gain matrices A; and A;. The non-zero components of

these matrices are given in Figure (3.4.5).

These numerically obtained gain matrices should now be compared with those de-

termined analytically. Withz; = 1.V = 2, and t; = 1, we have from the analytical

But since

therefore we have
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Figure 3.4.5 Feedback Gains in Example (1)
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Substitution into the last equation expression for 66" gives us the neighboring op-

timal feedback law, (6u; . 6u2)T
--1_ 0 1
Suy\ _ 2(1-1) 6ry\ 2(1-t) b
61(2 - ——,—]— 0 61'2 “_7'"1-_ v
23(1-t) 2V3(1-1)

These results agree with those obtained numerically (see also Figure (3.4.5)). Note

that the magnitudes of these gains approach infinity at the terminal time.

The usefulness of the neighboring optimal feedback law can be confirmed in sev-
eral ways. For example, the initial and terminal conditions of the nominal control

problem may be “perturbed” simultaneously as follow
z3(0) = 0.0 — +0.1; 6x;(0) = +0.1,
z2(0) = 0.0 — —0.1; 6z2(0) = 0.1,

z1(1) = 1.0 > +0.9; éz,(1) = —-0.1.

k so!utioa fo this perturbed problem can be obtained numerically using
SECOND: The solution may also be determined analytically using the revised end-

conditions.

Figure (3.4.6) shows the results obtained numerically for both the nominal and the
perturbed problems. The former is obtained using the sequential gradient restora-
tion (SGR) technique while the later by SECOND. It can be seen from these figures
that the neighboring optimal feedback law has predicted substantial changes in both

u; and ug, resulting in large changes in the time history of z;(t) and z,(t).

Both the analytical and numerically computed results for the perturbed problem

are given in Figure (3.4.7). The figure shown indicates excellent agreement.

Example Problem (2)
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Figure 3.4.6 Nominal and Perturbed Results in Example (1)
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The second example is one with the terminal time unspccified. The problem state-
ment is
ty
minl = / ju? + 12 dt
0
I = uj,
.‘fz = (UQ - I]) .

The initial conditions of the problem are

The path constraint is given by the following equation

u§+zf = 1.

and the terminal constraints are

.‘r)(tj) = 0.5, 1‘2(!]) = 0.5.

Note that the problem is linear except for the path constraint. The problem is
designed in such a way that both H,, and {SuHu‘ISIE do not vanish for 0 <t < ty.
£(2x1).4(2 ~1). ¢(2 ~ 1) and 5(1 x 1) are respectively the state, control, terminal,

and path equality constraint vectors of the problem.

The above problem can be transformed into one with fixed end-time with the fol-

lowing change of independent variable

The independent variable of the problem is now 7 which varies from 0 to 1.
The transformed problem is

1
minI:/ telu? + z3ldr
0
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I]' = t,u,,
.’1'2' = tf(uz—I]).

The initial conditions of the problem are

Here ( )’ denotes differentiation with respect to the new independent variable .

The path constraint is given by the following equation
ug + :r? =1,
and the terminal constraints are

1'1(1) = 0.5, 1‘2(1) = 0.5.

Vse have introduced in the above process an unknown parameter {7 into the problem.

The onl\ component of the vector 7 is hence the unspecxﬁed end-time of the problem
ty.
The nominal optimization problem is first solved and the neighboring optimal feed-

back gain matrices (A; , Az, A3) in the following feedback law are computed.

6i(r) = —A(7)6% — A(7)6¢) — A3(7)67

Here A), A; and A; are (2 x 2), (2 x 2) and (2 x 1) matrices respectively. The
non-zero components of these matrices are given in Figure (3.4.8). Note that (once

again) these gain components approach infinity near the end-time of the problem.

The nominal optimal control problem is being perturbed in the following ways
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(1) Perturbed initial conditions

67(0) = (0.05,0.05)7

(2) Perturbed terminal conditions

év:(1) = (0.05, —0.05)7

(3) Perturbed initial and terminal conditions

67(0) = (~0.03,0.03)T, é6:(1) = (0,03, -0.03)7 .

Since analytical solution of the problem cannot be easily obtained, these problems
with revised end-conditions must be solved by using the SGR technique. The results
obtained in this way are considered to be “exact™. The neighboring optimal feedback
law is then used to solve the same problems. In this way, the accuracy of the results
obtained by using the feedback law can be gauged by a comparison with the “exact”

results.

» !ﬁﬁ%l i:bndiﬁons

The time history of both Z(r) and ¥(r) in the nominal control problem are given in
Figure (3.4.9). Those for the perturbed problem with revised initial conditions, as
predicted by the feedback law are given in the same plots. The purpose of showing
_these figures is to give some indication of the percentage changes in the state /control

vectors that have occurred due to the revision of the initial conditions.

By using the SGR technique, the end-times of the nominal and perturbed problems
are found to be 0.728 and 0.681 respectively. Therefore the change in the terminal
time ¢y is

6t; = 0.681 — 0.728 = —0.047
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Figure 3.4.9 Nominal and Perturbed (initial condition) Results
in Example (2)
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Using the iterative procedure described in Appcudix (F), the value of 6¢; is found
to be —0.045 (with ¢ = 107°, see Appendix (F) for definition of €¢). The computed
6t is in good agreeement with the “exact” value. Error between these values of
6t is mainly due to the computational error incurred in the backward integration
of equation (12) and also due to the early termination of the iterative procedure at

€ = 1076,

The solutions to the perturbed problem obtained by using the neighboring optimal
feedback law and those obtained directly by using the SGR tecnnique are plotted
together in Figure (3.4.10). These plots shown excellent agreement between results

obtained from the two approaches.

(2) Perturbed terminal conditions

The perturbations of the terminal conditions are 6y = (0.05, —0.05)T. The neigh-
bonngyoptxmal fee’dba_ck:klaﬁ’ is once again used to compute the revised optimal
control program. By using the SGR technique, the end-times of the nominal and
perturbed problems are found to be 0.728 and 0.700 respectively. Therefore the

value of 6ty is given by
6ty = 0.700 - 0.728 = —0.028.
Once again the iterative procedure of Appendix (F) is used to estimate the change

in the end-time 6¢; and the value computed is —0.0278 (with ¢ = 1075). This value

agrees well with the “true” value of —0.028.

Since A;, A2 and A; approach infinity near the end-time, we adopt the strategy

that whenever 6i(7) is larger than a pre-determined amount, the neighboring op-
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8t (Direct) = -0.047
8t , (Predicted) = -0.045

Figure 3.4.10 Comparison of Exact Results with those from
Feedback Law in Example (2)
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timal feedback law should be turned “off". Figure (3.4.11) shows the time history
of £(7) and %(7) of the nominal control problem and those of the perturbed prob-
lem as predicted by the neighboring optimal feedback law. The usefulness of the
neighboring optimal feedback law can once again be confirmed by comparison of
the results obtained by these different approaches. Such a comparison is given in

Figure (3.4.12).

Other than the time history of u;(7), the results given in Figure (3.4.12) show
good overall agreement with the “exact” results. The prediction for du;(r) is very
good initially but deteriorates as the end-time is near. This error near the end-
time is quite common among neighboring extremal problems with revised terminal
conditions. In the present case, the difficulty is compounded by the the fact that
617 has been “inaccurately” determined (6¢s(estimated) = —0.0278 as compare with
—0.0280). This small error (—0.0002) in the determination of ét; is being amplified
by the magnitude of A3(u; component) which becomes very large as the end-time
is approached. Therefore the neighboring optimal feedback law over-estimates the
\alue of 1y b) a subﬂta.ntxal amount near the end-time. Since A3(u2 component ) is

'- i 9&.6;

1dentﬁlny lerd, heu umnntlon of u3 is not being affected by this error in 6t;.
(3) Problem with perturbed initial and terminal conditions

Here the initial conditions are perturbed by 67(0) = (—0.03,0.03)7 while the ter-
minal conditions are perturbed by é v = (0.03, —0.03)T. The neighboring optimal
feedback law is used to obtain the optimal program for the perturbed problem.
Using the SGR tecnhique, the end-times of the nominal and perturbed problems

are found to be 0.728 and 0.650 respectively. Therefore the value of 6t is given by

§t; = 0650 - 0.728 = —0.078.

Using the iterative procedure of Appendix (F), the change in the end-times of
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Figure 3.4.11 Nominal and Perturbed (terminal condition) Results
in Example (2)
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the nominal and perturbed problems is computed to be —0.077 (with ¢ = 107%).
The estimation of 6t is once again good. Figure (3.4.13) shows the time history
for both the nominal control problem and the solution to the perturbed problem
obtained using the neighboring optimal feedback law. Figure (3.4.14) shows the
results obtained for the perturbed problem using either the neighboring optimal
feedback law or the SGR technique. The overall agreement between these results
is good. The cause of the discrepancy found in the time history of u;(r) was given

before.

3.4.4 Conclusions

Neighboring extremal paths for dynamic optimization problems with path equality
constraints and unknown parameter vector were considered in this section. With
certain simplifications, the problem can be reduced to one of solving a linear TPBVP
with integral path equality constraints. The solution technique employed is an

extension of the backward sweep method given in Bryson and Ho (cf. reference

20).

Two example problems are solved using a numerical algorithm called SECOND. Ex-
cellent agreement with the “exact™ results can be obtained for problems with small
changes in the initial conditions. For cases with changes in the terminal conditions,
the agreement deteriorates when the end-time is app;oached. This problem near
the end-time is compounded by the multiplication of the small error involved in the
determination of 67 and the large feedback gain (A,) near the end-time. One prob-
able way of overcoming this problem is to switch from problems with hard terminal

constraints into problems with only soft constraints as the end-time is near. This

idea has not been investigated in depth and is recommended for future research.
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Chapter 4

Optimal Solutions and

their Interpretations

In this chapter. optimal solutions are obtained for the the helicopter autorotation ...
problem without and with the descent velocity bound (cf. Sections (2.9) and (3.3))

using the algorithm developed in Chapter 3.

We begin with a description of an OH-58A helicopter modified with a High Energy
Rotor System (HERS). An autorotation flight test program ;12 was conducted
by the Bell Helicopter Company using this helicopter in 1976 '77. The data from

mm mmﬁig for comparxson with analytical results of this research.

TR i
Secnons (4.2} and (4 3) descnbe the energy management considerations during au-

torotation, and the piloting techniques that were employed during the autorotation
maneuver. These techniques are compared with those associated with the optimal

control schemes.

Optimal solutions obtained for autorotation landings from hover, from forward
flight, and from forward flight with a descent velocity bound are given in Sec-

tions (4.4), (4.5), and (4.6) respectively. These results are presented using plots

of the time histories of the thruet coefficient, collective pitch, and states of the

d y

helicopter. In each case, the optimal results are interpreted physically and the ad-
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vantages and disadvantages of the optimal control scheme are discussed. We end
with some general comments on the effectiveness of the algorithms used in solving

dynamic optimization problems with path inequality constraints.

§4.1 Description of Test Vehicle

The helicopter model used in our study of autorotative landings is a point-mass
model of a modified OH-58A, shown in Figure (4.1.1). This helicopter was equipped
with an experimental High Energy Rotor System (HERS). and was constructed by
the Bell Helicopter Textron Company (BHT) as a concept demonstrator. The
inertia of the rotor system was increased by the addition of tip weights in the spar
cavity of the blades (hence the name “High Energy Rotor™). Flight evaluations {12
indicated that the high energy rotor could eliminate the usual height-velocity (H-
V) restriction. and that the rotor kinetic energy could be used to provide transient
power for better maneuverability. This model is used in our study because flight
test data of the helicopter in autorotation are available in references {11}, /12, and

57

The HERS consists of a two-bladed rotor with a diameter of 35.3 feet which operates
at 354 rpm. The rotor blades have 16 inch chords and were designed so that the
rotational inertia of the rotor system could be varied from the standard OH-58A
inertia to over twice this value. Four external steel doublers were added to carry
the increased centrifugal force. Lock numbers, n, of 5.43, 3.19, and 2.61, which
correspond to blade inertias I, of 323, 550, and 672 slug- ft? respectively, were used

in flight tests. The Lock number, 4, of the rotor is defined as

pacR*
Ib ’ (1)

which is a measure of the ratio of aerodynamic and inertia forces on the blade.
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Here ,
p = density of air (slug/ft’),

a = lift curve slope of rotor airfoil (rad™1),

¢ = chord of blades (ft) . (2)
R = rotor radius (ft) .

I, = rotational inertia of one blade and hub (slug ft?).

Another quantity. the rotor solidity o, is of importance to the autorotational per-
formance of helicopter. The rotor solidity is defined as the ratio of the total blade
area (NcR for constant chord blades) to the total disk area (7 R?). Therefore, the
rotor solidity is given by the following expression:

_Nc
T xR’

o

(3)

where N is the total number of blades per rotor. The solidity of the HERS rotor is

0.048.

A detailed description of the helicopter is given in reference !56 . Table (4.4.1) gives
the values of the model parameters used in the point-mass model of this vehicle

that was developed in Chapter 2.
4.1.1 Height-Velocity Restriction Curves

Most helicopters have a region of operation from which a safe autorotational land-
ing cannot be executed. This area of limited autorotational capability exists for
both single and multiple engine helicopters and is described by the altitude above
the ground and the airspeed. It is commonly illustrated with a height-velocity re-
striction diagram (sometimes refered to as a deadman’s curve). The height velocity
restriction curves for the standard OH-58A helicopter, as determined by flight tests
and reported in reference [57], are given in Figure (4.1.2). The two restriction re-

gions indicated in Figure (4.1.2) are typical for conventional helicopters. The low
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S/NO. SYSTEM PARAMETER VALUE USED

1 fo. equivalent flat plate area (ft2) 24.0

2 g. acceleration due to gravity (ft/aocz) 32.17

3 P. air density (slug/ft3) 0.002378

4 m, mass of helicopter iﬁug)t 3 (ggééfo) 1
S 0. rotor solidity 0.048

6 K . induced velocity correction factor 1.13

7 s, a%(ce) 5.73

8 R, radius of main rotor (ft) 17.63
T e I R, 00087

11 Y. rotor system Lock number 2.6

Table 4.1.1 System Parameters Used in Optimal Control Study
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speed region is usually described by three points: the high hover point, the low
hover point. and the knee or the highest speed point. The low speed region of the

H-V restriction curve indicates that autorotation from hovering is the most critical

case.

In the restricted high speed region there is insufficient clearance between the tail of
the helicopter and the ground to allow flare to decelerate and control rotor RPM
prior to ground contact. Since we model the helicopter as a point mass, we cannot
study the high speed region. The restricted low speed region is of primary interest

in this work.

The restricted regions of the H-V diagram are traditionally determined by flight test.
Using a build-up technique, the pilot performs a series of simulated engine failures
starting at entry conditions expected to be well outside the restriction regions.
Subsequent entries are made at more critical conditions until the pilot feels a safe
landing could not be performed from conditions more critical than the last. These
tests are performed to establish limits at enough altitude and airspeed combinations
to allow construction of the H-V diagram. A pilot reaction time of two seconds
following engine failure is usually emploved, along with landing at groundspeeds of

15 Knots or less.

Another important factor aﬁecting the H-V restriction is the effect of wind. The
published restriction areas are shown for zero wind conditions. The presence of a
headwind when performing an autorotational landing will significantly reduce the
difficulty of the task. Optimal descents of a helicopter from power loss in hover,
as well as those with initial forward speed, are given in subsequent sections of this

chapter for cases with negligible wind effect.

Another factor that affects the restriction region is the technique used to perform the




4.1 Description of Test Vehicle 117

440 v v
o 1igh Hover Point
400 \
160 f
320
280
) 1IN\
- 240
g avorp | - \
& 200 P
-t 3
3 . \
T 160
-y
": A : ' Knee
120 >~
! g ¥
8 +—
1 . tow Koves. Poiat
‘ @ y o
40 I
X |
0 — AVOTD
(] 20 40 60 20 100
Alirspeed, kn

Figure 4.1.2 OH-58A Maximum Performance Height-Velocity
Restriction Curves




118 4. Optimal Solutions and their Interpretations

landings. For the tests reported in reference '12;. the pilot’s primary objective was
to attain zero rate-of-sink and a safe horizontal speed at touchdown. The technique
was to level the helicopter 1 or 2 feet off the ground with no rate-of-descent and
then gradually sink to the ground as RPM continued to decrease. During this phase
of the maneuver, small amounts of aft cyclic were applied to reduce the horizontal
velocity. This technique vielded consistent zero rate-of-descent touchdowns while

the horizontal velocity varied somewhat.

§4.2 Energy considerations

Consideration of the helicopter energy state aids in understanding the pilot tech-
niques required during an autorotational landing, and also the optimal control solu-
tions given in subsequent sections. After an engine failure, the helicopter has three
sources of energy: (1) the potential energy of altitude, mgH, (2) the kinetic energy
of the flight path velocity, %ml”, and (3) the rotational energy of the main rotor
%IRQ,z. Here we have neglected the small contribution 6f the tail rotor. Therefore
the total energy (TE) of the helicopter after engine failure is approximately given

by

TE = PE + KE + RE,
(1)

1 .., 1
= mgH + 5mv L 5IRQ,’.

Not all the energy given in the above equation is available to the pilot. While
it is true that we can make “complete” use of the potential and kinetic energy,
the amount of rotational energy available to the pilot .executing an autorotational
landing is limited. This is due to the fact that the rotor must at all times maintain
an angular speed above some minimum value {,,,,. Any drop in rotor speed causes

an increase in the angle of attack on the rotor’s blades. If not checked, this increase
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in tlic angle of attack will ultimately lead to stall (first on the retreating blades)
of the rotor and the instability associated with it. The minimum rotor speed L .
defines a bound on the maximum usable rotor energy. The maximum amount of

energy available to the pilot after engine failure is thus given by

1

ZIR(Q? - Qrzm'n) . (2)

1
Maximum Usable Energy = mgH —~ §m1'2 -

The importance of the various energy terms in equation (2) varies with both the
(H,V) combination at the time of engine failure and the physical configuration of the
vehicle as represented by the parameters m and Ir. For example, the importance of
the potential energy term increases with the altitude H at which power failure oc-
curs. Similarly, the rotational energy term becomes more important either when the
rotational inertia of the rotor system is increased (such as in the HERS case) or when
the altitude and airspeed at the time of failure decrease. For a given helicopter model
(i.e. {m, Ir) = fixed), one can expect the use of different pilot techniques with dif-
ferent (H,V) entry conditions. Similarly, under the same entry condition, pilots will

use somewhat different autorotational landing techniques with different helicopter

modeés'sﬁaving‘dife;ent (m,‘l#; values.

The time rate of change of the total energy of the helicopter in a typical flight

situation is given by equation (25) of Section (2.3):
d 1

1
yr (mgH + 5mv2 + 51,;(12) = Ps = (P, + Ppro + Ppara) - (3)

where )
Ps = power supplied to rotor shaft,

P, = induced power loss,
(4)

Ppro = profile power loss,

Ppara = parasite power loss,
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where the various power terms are defined in Section (2.3).

Equation (3) expresses the energy conservation principle according to which any
excess power supplied by the engines that is not dissipated by the helicopter is

stored as internal potential, kinetic or rotational energy.

In the event of engine failure (i.e. Ps = 0), the total power or energy will decrease
at a rate which depends on the helicopter configuration as defined by airspeed, main
rotor thrust, angle of attack and rotor RPM. The pilot’s task when entering power-
off autorotative flight is mainly one of “Energy Management™. He has to control
the energy losses such that the total amount of energy used from the time of engine
failure to the final touchdown does not exceed the maximum usable energy (MUE)
of equation (2). This can be achieved through control of the thrust vector during
descent in order to land the aircraft at the correct level attitude with small vertical
and forward speeds. At the same time, during the deceleration phase. the pilot
must prevent the main rotor from overspeeding which would lead to unacceptable

blade centrifugal stresses. This task requires considerable pilot skill.

§4.3 Autorotation Landing Techniques used by Pilots

For the standard OH-58A helicopter, the autorotation technique depends on the
flight condition before engine failure. At low altitude and airspeed, below the knee
of the curve, the pilot technique required for a safe landing is to use increased
collective to reduce the sink rate as the helicopter approaches 10 to 15 feet above
the ground. At about 10 feet above the ground, the fuselage is leveled and collective
is increased as the helicopter settles. At higher airspet;ds (still below the airspeed
at the knee) the collective may be reduced somewhat to regain or maintain rotor
RPM while the helicopter is decelerated using a cyclic flare. In these conditions,

the rotor does not enter into a true condition of “autorotation”.
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For higher altitude entries (above the altitude at the knee of the curve), the collective
is reduced and the cyclic moved forward to pitch the nose down in order to gain
some forward airspeed. The objective is to increase airspeed to that required to
build rotor speed during a decelerating flare, usually close to the speed defined by
the knee of the curve. An additional objective of attaining a higher airspeed is
to establish an operating point at the airspeed corresponding to minimum drag.
thereby maximizing the amount of time the pilot has to select and maneuver to a
desired landing area. As the speed increases, altitude rapidly decreases until the
pilot initiates a flare. The purpose of this flare is to first reduce the rate of sink,
second, to reduce the forward airspeed before touchdown; and third, to maintain or
increase rotor RPM. As the helicopter slows down, forward cyclic is applied to level
the fuselage at the proper landing attitude and, simultaneously, the collective is
raised to cushion the landing. The techniques described above are taught to Army

pilots and are described in the OH-58A Flight Manual 59.

From an energy point of view, the maneuver of the helicopter, from pilot recognition
of engine feilure to touchdown, can be divided into three phases; entry, descent,
and ﬁare " The E{xtry phas; consféts primarily of arresting the RPM decay of the
main rotor by lowering the collective pitch angle. This reduces the induced power
loss P, and established an angle of attack distribution along the blade that results
in aerodynamic autorotative forces that maintain RPM within the desired range.
This is especially critical for entry conditions with large induced power loss such
as when the helicopter is in hover. However, if in hover very near the ground, the
collective can not be lowered and the rotor RPM will decay immediately. Under
these conditions, there will not be a steady-state descent phase, and the pilot must
rely on judicious timing to extract the last available rotor energy to arrest the sink

rate as ground impact approaches.
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During the steady-state descent phase. air flows upward through the rotor disk.
The increase in angle of attack on the rotor blades offsets the drop in the collective
pitch angle. Total aerodynamic force is increased and inclined forward to establish
equilibrium. The maneuver in this phase typically consists of a longitudinal cyclic
“push over” to a nose down attitude. followed by acceleration to a desired steady
descent speed (usually from 50 to 75 knots depending on the helicopter and its
gross weight). Given enough altitude, steady-state autorotation at this speed can
be established. Angle of descent is normally 17 to 20 degrees from the horizontal
(compare to 2 or 3 degrees used in powered descent). The center of attention of the
pilot in the steady state phase is on maintaining the equilibrium flight through uses
of the collective and cyclic pitch. In the steady descent phase, some of the potential
energy of the vehicle has been converted into kinetic energy of the helicopter fuse-
lage. In effect. the pilot gives up altitude at a controlled rate in return for energy

to maintain the rotor at a constant RPM.

During the flare phase, the pilot must reduce airspeed and sink rate just before
touchdown. Both of these actions can be accomplished by moving the cyclic control
to the rear. The rearward oriented rotor disk (or TPP) allows a larger volume of
air to flow through it, resulting in an increase in the total lifting force. The larger,
rearward pointing thrust will reduce both the airspeed and sink rate. At the same
time, an in-plane force component is created which causes the rotor to accelerate
so that some of the lost RPM can be regained. In this phase, kinetic energy of the
vehicle is converted into rotor energy which, in turn, is used to generate lift. During
the flare, collective control application may be necessary to prevent rotor overspeed
or to slow the vertical descent rate even further. Finally, the collective is raised to
convert the stored rotor energy into lift which further cushions the landing. The

center of attention of the pilot in the touchdown phase is split between the raising
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of the collective to cushion the landing and the leveling of the fuselage. The latter

is performed to avoid striking the tail rotor just prior to touchdown.

The approximate variations of the various energy terms in the entry, steady descent,

and deceleration,/touchdown phases are illustrated in Figure (4.3.3).

£4.4 Optimal landing of a Helicopter Initially in Hover

The optimal descent of a helicopter after power loss in hover was considered by

Johnson [15]. Instead of having a hard bound on the thrust coefficient Cr. Johnson

chose to reflect this limitation on the thrust coefficient in another way. The profile
power loss of the rotor was modified to include a “penalty” term which increases

sharply as the loading is raised above the stall limit:

1, 6Cr ¢r :
cpro=gacdtl*( )2+ ()™

— (QI‘; i1+ 4.64%) (4)

v\here(%l) statt 18 the rotor stall limit and N is an arbitarily selected large number

(e-g-- N, =20).

The last term in the square bracket of (4) is the “penalty” term. Its function is to
increase the profile power loss manyfold when the loading is above the stall limit.

Its contribution to the profile power loss is insignificant when the rotor operates

below the stall limit.

The main advantage of Johnson’s approach is that it avoids the use of path equality
constraints from the constrained optimization problem of Section (2.9). As a result,

an ordinary gradient-type, steepest descent algorithm can be used to solve the
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resultant TPBVP. The disadvantage of the penalty function approach is that the
(%I )stans limit is usually exceeded (by as much as 13 percent) over the last 20 percent

of the trajectory as “ground contact” is approached (15
4.4.1 A Pure Vertical Descent Path

This section establishes the fact that a pure vertical flight path from power failure in
hover satisfies the first order necessary conditions. (However, the possible existence
of a non-vertical flight path with high entry height is suggested by Figure (4.5.27)
of Section (4.5).) We define a Hamiltonian function H based upon the problem
formulation of Section (2.9).

lp- Mlgo — mouyzd — mofri /112 + 1,2]

s

+ Ag{mou2.r§ - mofrz\‘ 112 -+ 1'22; (5)

+ ’\31 lol‘g(Co - A\ u;?2 +~ uy ) - /\4 0. 1.1:1.
Since neither the Hamiltonian function nor the terminal payoff ¢ are functions of

v ht) we ¢an easily establish the fact that A4 is a constant (this is not

truevxf ground eﬂ'ect has been included in the formulation; in which case H will be
a function of height). Knowing this, the Hamiltonian function defined in equation

(5) can be simplified to

1 . - .
;—H = A1{go — mou 25 — mofz1V 112 + 1,2
J
+ /\2{7710U2.’t§ - mof.‘tz\/ 7?2 + 122} (6)

+ Aal-iozg(co + Vui? + up2d)] + A4[0.124].

The optimali controis u; and u; are obtained from the optimality conditions of

H, =0, H,, = 0. (7)
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Using equation (6), these optimality conditions become:

+ A, Vil = u? =0,
u127u22 (8)

2 L ozl e X + Ay VU1~ ug? = 0
/\2777,01'3 -+ 10 3231%—'—2 T Auy V U ruz®;, =0,
Vuy? - u

u)

bl

A]mo.‘rg - ioA313§

From the Euler-Lagrange equations, the partial differential equation of A, is given

by
v
Az =“H12’
1 ¢ - L ¥ 2) P - 3
"_—’\2 :_/\]mof(”*—*,—2——3)_’\2m0f.\ 112-122———'—__—’_2?—2}
s VI~ I2 AV I14+ I

- 1\31'01?3;;\,2\/u;2+u22;. (9)

Using the optimality condition of (7), and the Euler-Lagrange equations, the optimal
controls u; and uz can be solved for simultaneously with the Lagrange multipliers A,
where i = 1....3. The analytical solution of the problem cannot be easily obtained.

However, if we guess that the u; component (i.e. the horizontal component) of the

optimal control U () is zero,

up = 0, (10)

we can proceed to show that the resultant solution of the Lagrange multiplier A;

satisfies the optimality condition of (8-2).

Substitution of (10) into the equation of motion of the normalized forward speed

Iz gives

:c.y =rmofzavVr? + 222 (11)

If we integrate this equation forward (in time ¢), using the initial condition of z2(0)

= 0 (i.e. hover condition), the result is

12(€) =0, for 0<€<1. (12)
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Knowing that both u3(£) and z;(£) are zero, the inflow ratio A defined by equation

(43) of Section (2.4) can be simplified to

- I —_—
A= —0.011—l ~ kofi\uy (13)
3

which is neither a function of u; nor r2. Also, depending on whether it lies within
the vortex-ring state or the momentum theory state. the induced velocity parameter
f1 is given by equation (14) of Section (2.3). Under assumptions (10) and (12), f;
is now only a function of ;. since %, is identically zero:

B = - PoT)
2N | (14)

I, = 0.

Using equation (14), we can easily prove that both (f7)u, and (f;):, are zero.
Therefore. we have from equation (13) that the inflow ratio A is not a function of
either uj or zj3:

(15)
’—\zz(f) = 0.

Making use of the fact that both z2(£) and A,, () are identically zero in equation

i féilowmg homogeneous differential equation in A;:

Ay = {rgmofy(€) Az (16)

Since the terminal payoff ¢ is not a function of z; (because z2(£) = 0for 0 < £ < 1),
the terminal value of A; is zero. The solution of the homogeneous equation (16) is

therefore

A2(€) =0, for 0<E<I. (17)

Finally, back substitution of equations (10), (15-1), and (17) into (8-2) establish the

fact that Hy, = 0. Therefore the original assumption of u3 = 0 produces conditions
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that satisfy the optimality condition of H,, = 0. Optimal descent of a helicopter
after power loss in hover as formulated in this section is thus a pure vertical flight

path. The same conclusion was reached by Johnson in 115 .

In practice. a small amount of forward speed is usually required, both to avoid a

vertical descent into the helicopter's own rotor wake, and also to keep the landing

point in sight.
4.4.2 Interpretations of Optimal Control Results

Both flight tests and analysis indicate that an initial forward velocity greatly im-
proves the autorotational characteristics of the helicopter. Therefore optimal control
results are first given for the most critical case of descent from power loss in hover.
This case was found in Section (4.4.1) to involve only a pure vertical descent. With
this knowledge. we can eliminate the states z (forward speed) and z5 (horizontal
distance), and the control uz (horizontal component of the thrust coefficient, Cr,)
from the problem formulated in Section (2.9). The simplified problem is given in
Section (3.2) and consists of only three state variables (vertical sink rate, vertical

height. and angular speed of rotor), and one control variable Cr, (= Cr).

The simplified problem was solved here using the Sequential Gradient Restoration
Algorithm. The Lock number of the OH-58A helicopter considered is 2.61, which
corresponds to the heaviest blade inertia of 672 slug-ft2. The entry heights of the
helicopter at the time of power loss, given in Figure (4.4.4), vary from 25 to 250

feet above ground level (AGL).

Figures (4.4.5) to (4.4.8) present in detail the optimal solution of power-off descent
from hover from an initial altitude of ho = 100 feet (Case (3) in Figure (4.4.4)).
The flight time for this case is 4.9 seconds. Figure (4.4.5) gives the collective pitch

control and the thrust coefficient required as functions of time. Note that the initial




4.4 Optimal landing of a Helicopter Initially in Hover 129

440
400
320
E 240 4+ 5
5 . e
g
160
+ 3
80
<+ 2
+ 1
0
ENTRY CONDITION 1 2 3 4 S

ENTRY HEIGHT (ft.) 25 S50 100 200 250

Figure 4.4.4 Entry Heights of a Helicopter with Power Loss
in Hover




130 4. Optimal Solutions and their Interpretations

value of the thrust coefficient just before engine failure is given by

~ T
~ prRIQR)?C
oW
~ prR2(QR)?
3000
T 0.002378 7 (17.65)2 (37 ~ 17.65)2

= 3.0226 - 107°. (18)

Cr

Therefore the initial values of %"—. the inflow ratio A. and the collective pitch angle

(at 75 percent chord) ;5 are given by

C
=T =0.063, (19)
o
A= /?_;
V2
= 0.0389 . (20)
6C
6 = —L — S
ao 2
= 7.12 degrees. (21)

The results given in Figure (4.4.5) agree generally with those from reference ;12 .
The initial drop in the collective is followed by a gradual increase for flare. In Figure
(4.4.5). the collective flare begins at about one second after engine failure. when the
helicopter is about 80 feet above the ground. Thereafter, the collective pitch starts
to increase, and its rate of change reaches a maximum of 6 degrees per second when
the helicopter is at about the mid-point (in time) of its travel. Because of the hard
bound on the thrust coefficient at (%1).;,,11 = 0.15, the increase in collective pitch
(or the thrust coefficient) levels off towards the end when touchdown is imminent.
The thrust coefficient is on the bound during the last one second of travel when

the helicopter is at about 4 feet above ground level. The results also demonstrate
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the effectiveness of the numerical algorithm used in the enforcement of the path

inequality constraint on the thrust coefficient.

Figures (4.4.6) and (4.4.7) show the variations of the vertical height. vertical sink

rate, and the angular speed of the rotor as functions of flight time.

When the rotor starts to descend, the flows inside and outside the slipstream (cre-
ated when the helicopter was in the hovering state) are in opposite directions.
Therefore, from hover to any subsequent windmill brake state, the flow has to first
go through the vortex-ring state. Figure (4.4.8) shows the variation of the induced

velocity with the rate of descent in the various states of the rotor in vertical descent.

The normal hover state and the windmill brake state are well described using mo-
mentum theory because a definite slipstream exists in these states. By convention
( see pp. 99 of reference '54’). the vortex-ring state is defined by P = T(1" - v) >
0 (velocity terms are defined positive in the upward direction). so that the power
extracted from the airstream is less than the induced power loss. The vortex-ring
state is also characterized by large recirculation and high turbulence. The region
with P = T(V + v) < O is called the turbulent wake state. Here, there is a net
extraction of energy from the airstream. The rotor in this state experiences some
roughness due to turbulence, but nothing like the high vibration in the vortex-ring
state. Note that the empirical fairing in Figure (4.4.7) intersects the ideal autoro-

tation line VV + v = 0 at Vv, = 1.6 (see also Figure (3.2.2)).

In the optimal descent of the helicopter, the rotor is operating in the windmill state
when the vertical sink rate is increasing (except for a brief period immediately
after engine failure). It then operates in the vortex-ring state when the velocity is
decreasing. Maximum rate of descent is of the order of 2200 fpm and occurs when

the helicopter is at about 50 feet above ground level. The touchdown sink rate is
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of the order of a few feet per second.

Figure (4.4.8) shows the variation of the rotor RPM with the flight time. The initial
rate of the RPM decay is about 7 rpm per second. This low rate is due to the drop in
the collective pitch immediately after power loss. The rate of RPM decay gradually
increases and reaches a rate of 36 rpm per second at touchdown, when rotational
energy stored in the rotor is being traded for more lift to cushion the impact. The

RPM at touchdown is 247, which is about 70 percent of the nominal angular speed.
4.4.3 Comparison with Flight Data

To investigate the effect of rotor inertia on autorotational landing performance, a
flight test program with more than 100 autorotational entries and landings was
conducted during the HERS flight test programs (cf. [12,57]). Results obtained for
autorotation landings of HERS from power loss in hover are given in Section (2.4)
of reference {12. An optimal flight path was not flown in these tests, of course.
and in practice. in order to avoid a vertical descent into the rotor’s own wake, some
forward speed and cyclic flare were involved. Nevertheless, a comparison of flight
data with results calculated by the optimal programs will shed some light on the

differences in the piloting techniques involved.

However, there are difficulties associated with these comparisons. First, it is found
that the engine torque involved in these flight tests does not decrease to zero im-
mediately after the throttle is closed to simulate the engine failure. Instead, the
engine torque pressure decays exponentially with a time constant of approximately
one second. Second, the grid camera that was used to record the time history of
the vertical height during these flights covered only up to about 100 feet above the
ground. The initial portion of the maneuver for a simulated engine failure for a

hover at 300 feet altitude was therefore out of the range of the camera. We are
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forced to use results from the only other case. which is a low altitude autorotation
from an initial height of 50 feet AGL. Third, there is no record of the vertical sink
rate over time. Finally, for flight tests reported in {12/, the pilot’s primary objective
was to attain a zero rate of sink at touchdown and to accept any safe horizontal
velocity. The technique used is to level the aircraft 1 or 2 feet off the ground with
no rate of descent. The helicopter then gradually sinks to the ground while small
amounts of aft cyclic are applied to reduce the horizontal velocity. The technique
consistently yields a zero rate of descent at touchdown but the flight time is usually

much longer than that calculated from the optimal program.

Because of the second difficulty mentioned above, we only compare results from a
simulated engine failure for a hover at 50 feet AGL. The difference in flight times
obtained from flight data and from calculation make direct comparisons of time
histories of the rotor speed and the collective pitch control meanningless. The
problem can be overcome if we instead use height as the independent variable and
compare plots of rotor speed and collective pitch versus height. Figures (4.4.9)
and (4.4.10) present the results of these comparisons. Table (4.4.2) summarizes-the

sich the comparisons are made.

Figure (4.4.9y compares time histories of the collective pitch calculated by the opti-
mal program (we shall from here onward call it the computed result) and recorded
from flight. The comparison is qualitatively good. Two distinct features emerged
from the comparison. First, relative to the smooth (with an almost uniform increase
in the collective pitch) computed result, the flight data are wavy. Over two intervals
in height, first from 5 to 20 and then from 35 to 45 feet, the recorded collective
pitch remains practically unchanged. The pilot has, perhaps subconsciously divided
the autorotational landing into phases within each of which his center of attention

changes. In the interval from 5 to 20 feet, his concentration is on stopping RPM
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i wind Condition (Knots)

Optimal Flight
Program Data [12]
Cross Weight (1lb.) 3000 3048
Rotational Inertia per 672 672
blade (slug-ft?)
o) <3
Entry Height (ft.) SO SO
Collective Time 0 0
Delay (sec.)
Flight Time (sec.) 3.8 8.1
Use cf Cyclic Pitch’ No Yes
Engine Ccnditicn Engine Exponential Decay
Seizure with one second
time constant

Table 4.4.2 Conditions Used in Comparison of Calculated
| Results with Flight Data [12]
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decay by reducing the collective pitch control. When the helicopter is at about
10 feet above the ground (interval from 35 to 45 feet). his attention has shifted
to the use of aft cyclic to reduce both the forward speed and vertical sink rate.
Preparation is made at this stage for the subsequent raising of collective control to
cushion the touchdown. It is in such a rapidly changing, often confusing situation
that an automated control program, which pays attention to “all” aspects of the
landing maneuver, from the begining till the final touchdown, could be of assistance

to inexperienced pilots.

Second, the initial drop in the collective pitch recorded in flight data is only about
two degrees. This is substantially less than the computed result of five degrees.
Thereafter the time history of the collective pitch lies consistently below the com-
puted result. These observations might be explained as follows. In flight tests. the
engine torque does not drop to zero immediately after engine failure. Instead, it
decays exponentially with a 1-second time constant to a level which is 10-15 percent
of the full power output torque. Therefore the residual power available on the rotor

shaft at the, begmmg of the autorotanonal descent is significant. This may explain

W5y;'fth'e mml 4n coliecmre pitch is not as much as the computed result. Af-

ter the initial Towéring of the collective pitch, the pilot applies a small amount of
forward cyclic to pitch the helicopter nose down and attain about 5 knots ground
speed. This forward motion reduces the induced power consumption of the heli-
copter which explains why recorded data lie consistently below computed results.
The gain obtainable with the use of forward cyclic is of course not without a price.
Aft cyclic must be applied in the landing flare phase of the descent to reduce the
forward speed of the helicopter to zero ground speed at touchdown. In addition
to the increased induced power loss associated with the use of aft cyclic, the total

flight time of the autorotation descent is lengthened.
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Figure (4.4.10) compares the recorded time history of rotor speed with that calcu-
lated by the optimal program. While one should not look for too much correlation
here, the comparison is surprisingly good. The rotor speed at touchdown is 220
rpm. This value is somewhat lower than the computed result of 268 rpm (see also
Table (4.4.3)). The total amount of energy spent in the optimal program is
Energy Used (Optimal Program) = mgH + %IR(Q;" - Qf‘;}

= 3000 x 50 ~ %(672 x 2)(37% — 28%) (22)

= 54.3 » 10 ft. — Ib.wt.

This amount is about 24 percent less than that used by the pilot in achieving the

same zero rate of sink at touchdown from a 50 feet hovering throttle chop:

Energy Used (Pilot) = 3000 x 50 + %(672 x 2)(37% — 23%), (23)
3

= 71.4 x 10* ft. — lb.wt.

4.4.4 Effects of Entry Height

Figure (4.4.11) compares the time history of the collective pitch control calculated
by the optimal program at three different entry heights of 50, 100, and 200 feet.
Since the computed optimal flight time varies with the entry height, we change the

independent variable from time to the normalized time (€), where £ is defined as

€=, (24)

where t; is the flight time. Computed time histories of the thrust coefficient are

compared in Figure (4.4.12)

Figure (4.4.11) shows that the optimal collective pitch control program changes with
the entry height. From the 7.2-degree collective pitch used before engine failure,

the initial collective pitch reduction is in the range of 5-6 degrees for all the entry

"

le
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Flight timal
Data ([12] gEogran
Time of Touchdown (sec.) 8.1 3.8
Max. Rate of Descent (fps.) 15 20
Touchdown vertical speed 0 o)
(fps.)
Rotor Speed at Touchdown 221 268
(rpm)
Minimum Collective Pitch 2.0 5.2
(degrgeg), e
Collectivé Pitch at 14.2 14.8
Touchdown (degrees)

Table 4.4.3 Comparison of Optimal Results with
Flight Data, hy = 50 feet [12]
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heights considered. The collective is lowered to minimize RPM decay. At the lowest
entry height of 50 feet, the collective is immediately raised again after the initial
drop in collective. At the higher entry heights of 100 and 200 feet, the lowered
collective pitch is maintained for some time before it is raised to reduce the rate
of descent. This delay allows a build-up in the rate of descent of the helicopter,
but with the high rotor inertia, subsequent collective increase provides a sufficient

deceleration to allow a safe landing.
4.4.5 Most Critical Entry Height

Figure (4.4.12) shows the time history of the thrust coefficient calculated by the
optimal program at three different entry heights of 25, 50, and 100 feet. The curve
for case (4) (with entry height of 200 feet) lies slightly to the right of that for case

(3) and has been omitted in the interest of clarity.

As the entry height is increased, Figure (4.4.12) shows a corresponding increase
in the amount of (normalized) time that the thrust coefficient spends on its stall
limit. This trend continues till the entry height of 100 feet is reached. Beyond the
“critical” height of 100 feet, any further increase in entry height reduces the time
that the thrust coefficient is on its stall limit. Since prolonged usage of the maximum
available thrust is an indication of an irrevocable extraction of the rotational energy
from the rotor system during the autorotational landing maneuver, the observed
results suggest the existence of a “Most Critical Entry Height” (MCEH). Above
or below this critical height, which in the present case is around 100 feet, the

autorotational landing procedure becomes progressively easier to execute.

Further confirmation of this hypothesis can be found in the time history of the
rotor angular speed in Figure (4.4.13). Since the rates of descent at touchdown for

all entry heights considered are practically zero, we cannot use them to compare
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the criticality of the landing~. However. we have learned from Section (4.4.3) that
the lower the rotor RPM at touchdown, the larger is the amount of energy (of the
helicopter) used in the landing meneuver. One easy way to show the existence of
the MCEH is to plot the rotor speed at touchdown against the corresponding entry

height of the autorotational descent. Such a plot is given in Figure (4.4.14).

Figure (4.4.14) shows that the MCEH (denoted by k) is at around 100 feet where
the rotor speed at touchdown is a minimum. Therefore the “Most Critical Entry
Condition™ is one with engine failure in hover &t h.. This conclusion agrees with

flight test results recorded in reference '11 .

§4.5 Optimal! Landing of a Helicopter in Forward Flight

The autorotational landing of a helicopter in forward flight has been formulated as
an optimal control problem in Section (3.3). Unlike the case when power loss occurs
in hover, the present case involves more than a pure vertical descent. As such. we

have to consider the “full state™ problem with five states
z; = normalized vertical velocity, -
z7 = normalized horizontal speed.
r3 = normalized rotor speed, (24a)
z4 = normalized vertical height,

z5 = normalized horizontal distance.

and two controls )
u; = vertical component of thrust,

(25)
uy = horizontal component of thrust.

If the helicopter is not constrained to land at a particular spot on the ground. the

state r5 may be removed from the list in (24). Optimization is then performed on a
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problem with only four states and two controls. After the optimal solution has been
computed, information on the horizontal distance (z3) may be recovered through

the forward integration of the kinematical relation:

1
£5(€) = /o 0.17;72(¢€) dt. (26)

where £ is the normalized flight time.
4.5.1 Flight Program

Once again, the High Energy Rotor System (HERS) described in Section (4.1) is
used as the basis for the analytical model. However, we note in reference [12] that
the highest inertia rotor (with v = 2.61) allows complete elimination of the height-
velocity restriction curves. For the mid-inertia rotor (with 4 = 3.19), only a small
restricted region remains between 75 to 125 feet altitude with airspeed less than 5
knots. Therefore it is more interesting to investigate optimal landings of the HERS
with its lowest inertia rotor. We have chosen. rather arbitarily, a rotor with Lock
Number 4 of 4.38 which corresponds to a rotor inertia (per blade) of 400 slug-ft2.
The low-speed height-velocity restrictions for the HERS with rotor inertia at three
different levels are given in Figure (4.5.15) along with the diagram for the standard

OH-58A helicopter.

Entry conditions studied are summarized in Figure (4.5.16). We have chosen to
analyse entry conditions that are within or close to the height-velocity restriction
curve of the HERS with its low-inertia rotor. Note also that entry conditions 1, 2 and
6 are at the same altitude of 100 feet but with diﬁ'eren't forward speeds. Similarly,
entry conditions 1, 5 and 4 have (approximately) the same forward speed of 8 knots
but are at different entry heights. In this way, effects of both the forward speed and

altitude at entry can be studied. Optimal landings of the HERS studied at these
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entry conditions are without any terminal constraint on the horizontal distance.
The only exception is entry condition 5, where the helicopter is constrained to land

at various horizontal distances from the point of engine failure.
4.5.2 Interpretation of Results

Figures (4.5.17) to (4.5.19) present in detail the optimal solution of power-off descent
from an altitude of 100 feet and at 12-knots forward speed (entry condition 1 in
Figure (4.5.16)). Figure (4.5.17) gives the collective pitch control and the thrust
coefficient as functions of time. Since the parasite drag on the fuselage of the
helicopter in level flight is small compared with the weight of the vehicle, equation
(18) is still approximately true and the value of the thrust coefficient divided by

the rotor solidity before engine failure is given (approximately) by 0.063.

The induced velocity in level flight can be found from the momentum quartic:

o - 2Up3sina + V0?2 - ()% = 0. (27)

where the normalized induced velocity (#) and the normalized flight path velocity

AN

Ay
I
|=

»
©
Y

(28)

<
]

~
©
3|¥

In level flight, the angle which the flight path velocity V makes with the TPP, a,

is approximately zero. Equation (27) can thus be simplified and the value of 7 is

given by the following equation

V? v
U= V_7+V(-2_) +1. (29)
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The value of the induced velocity at hover. vy. is given by

/ W
\ 204" (30)
= 25.38 fps.

Vyp =

Values of V" and & can then be computed from equations (28-2) and (29) respectively.

Their values are _
V" = 0.798.

(31)

U = 0.855.

Therefore the inflow and advance ratios are given by

pu = 0.031,
(32)
A =0.0332.

The collective pitch used before engine failure can then be computed from the

following relation

g 0= 3)(SF) + 20— 4u?)
(1 - p2+ 3uf)

6Cr 3 (33)

—_— . -

b

ao 2
=6.63 degrees.
As expected, this value is smaller than the value used in the hover case (7.72 de-

grees).

The optimal solution is similar to that found in the hover case. Initially the collec-
tive is lJowered to maintain rotor speed, and nose-down cyclic is used to maintain
airspeed. The results of these control actions are an initial build-up of the verti-
cal sink-rate as well as an increase in the forward airspeed. However, the rate of
RPM decay is being curtailed. In fact, the angular speed of the rotor stabilizes at
around 332 rpm until a rearward, nose-up cyclic flare is used to slow both the rate

of descent and forward airspeed.
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Because of the bound on thrust coefficient at (%I) = 0.15, the steady increase in
the collective pitch levels off towards the end when touchdown is imminent. The
thrust coefficient stays on its bound during the last second of the travel when the
helicopter is very near to the ground. Once again, the path inequality constraint on

the thrust coefficient has been effectively enforced by the optimization algorithm.

Nose-up cyclic is initiated 2 seconds after the engine failure when the helicopter is
at about 50 feet above the ground. This occurs later than was the case for hover,
vet there will be sufficient kinetic energy available for the landing flare on account
of the initial forward speed. With a rearward tilt of the TPP, the projected area
of the TPP in the direction perpendicular to the air flow has increased. More air
now flows through the rotor disk. The resultant increase in the angle of attack of
the rotor blades increases the thrust. This effect, together with the steady increase
in the collective pitch, bring about the desired reductions in the forward speed and

rate of descent approaching touchdown.

The time variation of rotor speed is given in Figure (4.5.19). The figure clearly shows
that some of the lost RPM can be regained if a nose-up cyclic flare is initiated with
sufficiently high helicopter forward speed. Effects produced by a rearward (nose-
up)cyclic flare are illustrated in Figure (4.5.20). Because of the increased lift force
(i.e. L >> D in Figure (4.5.20)), the resultant thrust vector R is tilted forward
and produces a net force component in the plane of the rotor’s blades. This force
component generates a torque that accelerates the rotor. During the touchdown
phase, the collective is raised to cushion the impact. The rotor speed is reduced to
225 rpm at touchdown, indicative of extracting most of the available rotor energy.

The touchdown is made at a near zero horizontal speed.

4.5.3 Comparison with Flight Data
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In this sub-section. techniques used by pilots are compared with those computed
from the optimal program. We use flight data obtained from a simulated engine
failure of the low-inertia version of the HERS at the “knee” of the height velocity
restriction curve |12 . Flight data obtained from this entry condition (with 115 feet
altitude and 45 knots forward speed) are compared with those computed by the
optimal program for the entry condition at 100 feet altitude and 38 knots forward
speed. Therefore, one must note the small differences in both the entry height and
speed when making comparisons. Additionally. because of the strong emphasis on a
zero vertical sink-rate at touchdown. pilots tend to neglect the horizontal component
of the velocity in their landing maneuver (both military and civil criteria permit
this). In this particular case. the touchdown horizontal speed of the helicopter is
20 fps. This pilot priority is quite different from the cost function used in the
formulation of the optimal control problem. Other differences in flight conditions

are summarized in Table (4.5.4).

Because of the difference in flight times obtained from flight data and that from
calculation, direct comparisons of the time histories of the collective pitch and the
rotor angular speed are not meaningful. The previously used technique of converting
the independent variable from time to height is not applicable here because of the
difference in entry heights. Therefore we choose to use the normalized time (£, see
equation (24)) as the independent variable in making comparisons. Figures (4.5.21),

(4.5.22) and (4.5.23) present results of these comparisons.

Figure (4.5.21) compares time histories of the collective pitch calculated by the
optimal program and from flight data. The comparison is qualitatively good. The
most obvious differences in these time histories are the undulating nature of the
flight data, as well as the fact that the collective pitch control used in flight tests

is lower than that calculated. One of the reasons for the observed difference in
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Optimal Flight
Program Data [12]
Cross Weight (lb.) 3000 3040
Rotational Inertia per
Blade (slug-ftl) 400 323
Wind Condition (Knots) o <3
Entry Height (ft.) 100 115
Entry Speed (Knots) 38 45
Collective Time Delay
(sec.) o] (o)
Touchdown Vertical
Speed (fps.) o] 0
Touchdown Horizontal
Speed (fps.) o] 20
Rotor Speed at
Touchdown (rpm) 224 280
Flight Time (sec.) 8.7 10.8
Exponential
Engine Condition Engine Decay with
Seizure l-second time
constant

Table 4.5.4 Flight Test Conditions
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Figure 4.5.21 Comparison of Flight Data with Optimal Results
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collective pitch controls is the availability of the residual power to the helicopter
in flight tests. The difference is also partly due to the fact that the touchdown
horizontal speed of the helicopter in the flight test is 20 fps (as compared with the
near zero value in the optimal result). With reference to Figure (4.5.18), we can
see that the calculated vertical sink-rate of the helicopter over the last 1/3 of the
flight time is practically zero. Over the same period of time, the forward speed
of the helicopter is being steadily reduced to its near zero value at touchdown.
Therefore the touchdown condition of the flight test (zero rate of descent and 20
Sps forward speed) has been achieved in the optimal program at around 2/3 of the
flight time. If we now compare the value of the computed collective pitch at around
2/3 of the flight time with that from flight data at touchdown, their values become
comparable. Unlike the flight test, the optimal program will not land the helicopter
with high forward speed. Instead it will try to reduce the forward speed to as near
to zero as possible. This is done over the last 1/3 of the flight time where both the
collective pitch and rear cyclic are used to further decelerate the helicopter. The
above reasoning helps to explain the difference in collective pitch controls shown in

Figure (4.5.18).

Figure (4.5.22) compares the recorded time history of the rotor speed with that
calculated by the optimal program. The comparison is again qualitatively good.
Notice that the pilot had placed much greater emphasis on maintaining a constant
rotor RPM than that reflected in the optimal results. Consequently, the collective
pitch is maintained at a minimum for as long as possible. This helps to explain the
discrepancy found in Figure (4.5.22). Since the optimal program decelerates the

forward speed of the vehicle to near zero while flight test to 20 fps, the computed

flight test (280 rpm).
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A comparison of the optimal trajectory with that found in flight tests is shown in
Figure (4.5.23). Flight data show a 535 ft horizontal distance at touchdown, which
is larger than that from the optimal program (400 ft). The extra distance was used
by the pilot in the reduction of forward speed through the use of cyclic control.
In order to maintain the helicopter at its level attitude for the final touchdown.
only small amount of rearward cyclic was used in the deceleration of the vehicle.
This pilot actions results in a prolonged touchdown and a longer horizontal distance

travelled.
Landing Techniques

The most critical phase of the autorotation descent of a helicopter is the final
approach to a landing flare. Figures (4.5.24) and (4.5.25) show the pilot control
motions and flight profiles from the flight data, and those obtained by the optimal
program, respectively. Both records are for an autorotation entry condition of about

40 to 45 knots airspeed, and level flight at around 100 feet altitude. Superimposed

on the flight profile are reference lines indicating the orientation of the helicopter’s -

pitch attitude at one-second intervals. Close spacing of the reference lines indicates
a slow maneuver while larger spacing indicates a faster maneuver. As the helicopter
is modelled as a point mass, pitch attitude of the vehicle is not available from the
optimal program. In Figure (4.5.25), we have substituted for it the orientation of
the TPP in space. Also, since the longitudinal cyclic cannot be determined from

the optimal program, it is not shown in Figure (4.5.25).

As can be seen from the flight data, a cyclic flare is initiated just below 100 feet

and held to about 20 feet above the ground. This results in a nose-up attitude
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contrast, the computed results given in Figure (4.5.25) show that the collective is
pulled earlier at an altitude of about 30 feet and is raised almost continuously until
touchdown. Rear cyclic is applied at about 70 feet altitude to reduce the horizontal
velocity. The maximum deviation of the TPP from horizontal during the descent
is 24 degrees (in the nose-up direction). This angle is reduced progressively as the
end-time is approached. The return of the thrust vector to the vertical is done
because most of the forward speed of the vehicle has already been reduced as the
end-time is approached. It also provides additional lift to cushion the touchdown.
In an actual landing, the vehicle must be rotated to its landing attitude so as to
provide sufficient clearance between the tail-rotor and the ground. This particular

constraint is not included here because of our use of a point mass model.

4.5.4 Effects of Entry Height

Time histories of optimal thrust coefficient for entry conditions with approximately
the same forward speed (8-12 knots), but at three different entry heights of 100,
230. and 420 feet, are compared in Figure (4.5.26). Since the computed flight time
varies with the entry height, we change the independent variable from time t to the
normalized time £. Figure (4.5.26) shows that the optimal thrust program changes
with the entry height. In all three cases considered, -C—;l drops from its initial value
of 0.063 (used before engine failure) to a lower value in order to reduce the initial
RPM decay. This initial drop in %I is most severe at the lower entry height of 100

feet. The reduction is relatively mild at higher entry heights of 230 and 420 feet.

After the initial reduction, the thrust coefficient then increases monotonically. The
rate at which Q,T- is increased is again a function of the entry height. At the lower
height of 100 feet, there is a relatively rapid increase in the thrust coefficient. Be-

cause of the upper bound on -C-;I, the rate of increase levels off when the end-time
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is approached. The thrust coefficient stays on its stall limit ((—’;,I = 0.15) over the

last second of its travel in the optimal control program.

The same trend is followed in cases when engine failure occurs at the higher altitudes
of 230 and 420 feet. However, the larger potential energy which is now available to
the helicopter makes it unnecessary to have a large increase in thrust coefficient.
This is because some of the potential energy of the helicopter can be traded for
kinetic energy, and that the same increase in collective pitch produces a larger
thrust at a higher forward speed than at a lower speed. Also. throughout the
complete descent process, the stall limit is never reached. These observations agree
with those found in the hover cases. In these cases, a “most critical entry height™
(MCEH) exists from which the autoroational descent is more difficult to execute
than from any other entry heights. This concept of MCEH can be extended to entry
conditions with the same entry speed but different entry heights. As is indicated
in Figure (4.5.26), with approximately the same entry speed of 8-12 knots, the
autorotational landing from the entry height of 100 feet is more difficult to execute

than from any other entry height.

Further insights from the optimal programs can be gained if we resolve the thrust
coefficient into its horizontal and vertical components and plot these thrust compo-
nents against the normalized time. Such a plot is given in Figure (4.5.27). Variation
of Cr, with the normalized time is qualitatively similar to that of the thrust co-
efficient shown in Figure (4.5.26). In all three cases considered, the horizontal
component of thrust coefficient is positive for the first half (in time) of the de-
scent, indicative of the use of forward cyclic to accelerate the helicopter to a higher
speed. This forward acceleration, of course, cannot be continued for too long, and
id-time, rear cvclic is applied to decelerate the helicopter and prepare

it for the final touchdown. Time histories of the forward speeds obtained with such
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an acceleration/deceleration optimal control program are shown in Figure (4.5.28).

In Figure (4.5.28), the forward speed first increases. reaches a peak at around mid-
time and then decreases to zero at touchdown: the higher the entry height, the
larger the peak speed. The higher forward speed in turn increases the effectiveness
of the rearward (nose-up) cyclic flare (i.e. with negative Cr,). This explains why
touchdown is made with progressively lower %1 value in Figure (4.5.26) as the entry

height is increased.
4.5.5 Effects of Entry Speed

Time histories of optimal thrust coefficient with entry speeds of 12, 38, and 57
knots, all at an entry height of 100 feet, are compared in Figure (4.5.29). Entry
height of 100 feet is selected because of the “criticality” of this height discussed
previously. Optimal time variations of the horizontal and vertical components of
the thrust vector are given in Figure (4.5.30). Time variations of forward speed for

these entry conditions are given in Figure (4.5.31).

Figure (4.5.29) shows the effect that entry speed has on the thrust program. The
time variation of %I in entry condition 1, which is the case considered in Section
(4.5.4), consists of an initial drop in %71, followed immediately by a steady increase
that levels off as the end-time is approached. Variations in cases with higher entry
speeds are qualitatively similar to that of the first case. The higher the entry speed,
the larger is the kinetic energy available to the helicopter in its execution of the
autorotation landing. Since the effectiveness of the rearward cyclic flare increases
with flight path velocity, there is no need for a large increase in collective at the
end of the maneuver for entries with high forward speed. Hover, a condition with

zero forward speed, is therefore the most critical case to execute an autorotation

landing for any given entry height.
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An interesting feature of the optimal program is observed in Figure (4.5.30). With
the same entry height of 100 feet, we note the change in the Cr, -program with
entry speed. If the forward speed at the time of power loss is relatively low (e.g. 12
knots), forward cyclic must be used to accelerate the helicopter to a higher forward
speed before the aft cyclic is initiated to slow it down for the touchdown. At an
intermediate speed of 38 knots, there is but a brief period of forward acceleration.
At the highest forward speed considered (57 knots). aft cyclic must be applied
immediately after engine failure in order to decelerate the helicopter in time for the
final touchdown. Time variations of forward speeds in these three cases considered

are given in Figure (4.5.31).
4.5.6 Best Endurance Speed

The need to accelerate the helicopter to a higher forward speed when engine failure
occurs at low entry speeds and to decelerate it when power is lost at high speeds
indicates the existence of some intermediate speed at which the helicopter is neither
accelerated nor decelerated. To reduce workload, a pilot might prefer to initiate an

autorotation landing from this speed.

This “preferred” speed can be better understood if we study the effect of forward
speed on the energy consumption of a helicopter in level, powered flight. Total
power consumption is the sum of induced power loss of the rotor, blade profile
power loss, fuselage parasite power loss, and tail rotor power. Tail rotor power and
blade profile power are not strong functions of the forward velocity. In contrast,
induced power loss decreases drastically with increased forward velocity while the
parasite power loss increases with the third power of the forward velocity. Figure
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which the power-required curve is at its minimum. Thc speed for best range. which
is usually slightly higher than the speed for best endurance, is the speed at which
the power-required curve is tangent to a line drawn through the origin. This is also
the point at which the ratio of speed to power (and therefore, of distance to fuel)

is greatest.

In autorotation, steady flight can be achieved only by descending. The rate of
steady autorotative descent is once again a strong function of the forward speed
of the helicopter. Appendix (A) presents a way to compute the rate of steady
descent at different forward speeds. The rate of steady descent in autorotation of
the OH-584A helicopter considered here is shown in Figure (4.5.33). Again, we see
the characteristic “bucket™ shape, indicative of some intermediate speed at which
the rate of descent is a minimum. The forward speed with the minimum rate of
descent is the same as the speed for best endurance shown in Figure (4.5.32). This

speed for the OH-58A helicopter is at around 45-50 knots.

From the point of view of energy mangement, the optimal control program tries to
fly the helicopter at a speed which minimizes the power loss. The optimal program
achieves this by accelerating or decelerating the helicopter to a higher or lower
forward speed as the case may be. However, we note that results shown in both
Figures (4.5.32) and (4.5.33) are obtained with the helicopter in a steady state
condition. Since the optimal results are in the transient state, we cannot compare
these optimal results with those shown in the figures directly. Nevertheless, it is
still not too surprising to see that the optimal program has avoided both high and

low forward speed with very high power consumption.

§4.6 Optimal Descent of a Helicopter with a bound on Vertical Sinkrate

In the last section, we presented and interpreted some of the results obtained from
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computations of optimal descents of a helicopter in forwurd flight. The optimal
descents of the HERS from entry conditions either with a high forward speed or at
a high altitude result in peak rates of descent that are unacceptably high to pilot.

and to overspeeding of the rotor during the rearward cyclic flare.

To remedy this problem. we add an upper bound on the vertical sink-rate of the
helicopter to the optimal landing problem. The new problem, with an additional
state variable inequality constraint is given in Section (3.3). An entry condition
with a 7.7-knot initial speed at an initial altitude of 423 feet was selected for the
present study. This entry condition was used because the optimal descent of the
HERS with this particular entry condition results in unacceptably high peak descent
velocity. Results obtained with the optimal descent of the HERS from this entry

condition and subjected to a descent velocity bound are presented in this section.
4.6.1 Optimal Descent of a Helicopter with a Descent Velocity Bound

If the optimal rate of descent of the helicopter in the unbounded solution exceeds
the upper bound, it is reasonable to assume that the optimal time variation of the
descent velocity in the solution to the new problem will resemble that shown in
Figure (4.6.36). The helicopter starts initially with a zero rate of descent. This rate
then increases, touches and stays on its upper bound for a period of time. Finally.
the rate of descent is reduced so as to allow for a soft touchdown. Typically, this
time variation of the descent velocity consists of three phases. These phases of

entry, steady descent, and landing flare are shown in Figure (4.6.36).

The amount of time that the helicopter spends in each of these phases depends
on the magnitude of the descent velocity bound, [Vp),,,,- Generally speaking, the
higher the descent velocity bound, the shorter the time spent in the steady descent

phase. As illustrated in Figure (4.6.37), the steady descent phase ceases to exist

Ve
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when the Vi,  -bound is chosen too high. In this case, the variation of the
descent velocity becomes essentially that without the descent velocity bound. The
other extreme is when the [Vp! _ -bound selected is too low, e.g., at around 1200
fpm. As can be seen from Figure (4.6.38), the horizontal line Vp|,,,, = 1200 fpm
does not intersect the curve which shows the variation of the steady autorotative
sink-rate of the HERS with its forward airspeed. Therefore, no feasible control

exists that will allow the helicopter to autorotate at a steady sink-rate of 1200

fpm.

An intermediate value of 1800 fpm was selected as an upper bound on the vertical
sink-rate of the helicopter in autorotative descent. From here on we shall use the
term “nominal case” to represent the autorotative descent of the HERS from an
entry condition with a 7.7-knots forward airspeed, at an initial altitude of 423 feet,

and having a 1800 fpm bound on its vertical sink-rate.

The time variations of the Cr,, Cr,, %1, and the collective pitch for the nominal
case are given in Figure (4.6.39)-(4.6.40). With reference to the Cr,-curve, one can
see a natural division of the autorotative landing maneuver into the three phases
mentioned earlier. Similar divisions can also be observed in both the time histories

of the collective pitch and the thrust coefficient.

An approximate Solution of the Cr,

During the steady descent phase, when the sink-rate of the helicopter stays close
to the value [Vp),,,,> the vertical component of the thrust coefficient Cr,, can be
determined using the following approximations. During the steady descent phase,

the time rate of change of the helicopter’s sink-rate is near zero. By equating the
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LHS of the first equation of Appendix (A) to zero. we obtain

0=g0~ mo(u]r§ + fl‘x\/rf + I%) )

-gi = u].r§+ fl']\/ If - 1’2

mg 2

(34)

Since ;?195 = 3.02. f = 0.0306, and magnitudes of both z,, z; and z3 are of the order
of 1. the second term in equation (34) (i.e., the parasite-drag term, fz:l\/a:f - z})

may be neglected. Therefore, we obtain the approximate relation:

90 _ 302.
Mo (35)

= ul:r§ .

which can be used to estimate the value of the normalized vertical thrust coefficient

up.

If the angular speed of the main rotor does not vary too much during the steady
descent phase. the normalized rotor speed z3 can be approximated by its mean
value [Z3)mean. Therefore the approximate value of u; in the steady descent phase
is given by:

go

mo (13)|2nean ’
3.02

(0.95)2°
3.33. (36)

uy =

where we have used a value of 0.95 for the average normalized rotor speed ((Z3)mean)
in the steady descent phase (see also Figure (4.6.43)). The computed value of 3.33
for the vertical component of the thrust coefficient in the steady descent phase

agrees well with the value 3.7 found in the optimal solution (see Figure (4.6.41)).

4.6.2 Comparisons between Results Obtained With and Without
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the Descent Velocity Bound

Figure (4.6.41) compares the time variations of the thrust coefficient obtained from
optimal control programs with and without a descent velocity bound. The latter
consists of an initial drop in the collective pitch control. This is followed by a
gradual, steady increase in the thrust coefficient till the final touchdown. The case

with the descent velocity bound is characterized by phases:

(1) The entry phase consists of a similar sharp drop in the thrust coefficient
to preserve the rotor RPM. This is followed by a steady increase in the

thrust until the steady state value of 0.08 is reached.

(2) In the steady descent phase, the thrust coefficient is maintained at a

constant value of 0.08.

(3) The landing maneuver ends with a rapid increase in the collective pitch
when touchdown is imminent. This rapid control movement is a special
feature in the landing flare phase of the optimal, autorotative descent of a

helicopter with a descent velocity bound.

As was found in the case without a descent velocity bound, the horizontal component
of the thrust coefficient Cr,, shown in Figure (4.6.39) is initially positive for this
particular case with a low entry speed. The helicopter is initially accelerated to a
higher forward velocity. The thrust vector must-eventually be rotated backward to
decelerate the vehicle for a safe landing. This reversal in the sign of the horizontal
thrust component has been delayed when compared with results found in the case

without the descent velocity bound.
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The time histories of the descent velocity, forward speed, rotor RPM, as well as

the optimal trajectory obtained for the nominal case are given in Figures (4.6.42)-

(4.6.43).

The time histories of the helicopter's descent velocity obtained from optimal control
programs with and without an upper bound on the descent velocity is compared
in Figure (4.6.44). Those for the helicopter’s forward speed and the angular speed
of the main rotor are compared in Figure (4.6.45). It is apparent from Figure
(4.6.44), that “peaking” of the descent velocity has been effectively suppressed
after the introduction of an upper bound on the descent velocity. To cover the
same vertical distance of 423 feet, the flight time in the case with a [Vp),,,,-bound
has been lengthened. The touchdown time has increased from 11.3 seconds in the

case without the (V! -bound to 16.3 seconds in the case with the bound.

The time variations of the helicopter’s forward speed with and without the descent
velocity bound are compared in Figure (4.6.45). These variations are qualitatively
similar. In both cases. the forward speed of the helicopter first increases, reaches a
maximum before it is decreased to near zero at touchdown. The time at which the
maximum forward speed is reached in the case with the descent velocity bound has
been delaved when compares with that without the descent velocity bound. This
is due mainly to the late rotation of the thrust vector to the rearward direction as

explained before.

Differences in the time variations of the main rotor RPM in cases with and without
the |Vp),,,,-bound are most significant. In the case without the VD! maz-Pound, the
peak angular speed of the rotor is about 30 percent higher than its nominal value
of 353 rpm. Figure (4.6.45) clearly shows that this “peaking” in the angular speed

of the rotor has been suppressed as a result of bounding the vertical sink-rate. The
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peak value of the angular speed in the nominal case is actually less than the nominal
value. This suggests that the peaking of the rotor RPM found in the solution of the
problem without a descent velocity bound can be eliminated in two different ways.
The overspeeding of the rotor can be removed either directly by the addition of an
inequality constraint on the rotor RPM or indirectly through the use of an upper

bound on the descent velocity.
4.6.3 Some Generalizations

If we impose path inequality constraints on both the descent velocity of the heli-
copter and the angular speed of the main rotor, the time variations of the descent
velocity and the rotor angular speed in the optimal results might look like those
shown in Figure (4.6.46). A plot of the angular speed of the rotor with respect to
the descent velocity of the helicopter in the resultant optimal solution is as shown
in Figure (4.6.46). Depending on values of [Vp!,_ ... and lma:, the Vp-11 plot might
consist of one or more “corner” points. In Figure (4.6.46), the entry phase starts
from the initial entry condition (point 0) to the point when the upper bound on
the descent velocity is reached (point 1). Thereafter, the descent velocity is main-
tained at a constant value while the angular speed of the rotor is increased till it
reaches its upper bound Q.. at point 2. The angular speed of the rotor remains
unchange from point 2 to 3 while the descent velocity of the helicopter is dropped.
During this landing flare phase (from point 3 to 4), the descent velocity is being
continuously reduced to its near zero value at touchdown. During the same period
of time, the rotor RPM is also being reduced, indicative of the extraction of the

stored rotational energy to cushion the landing.
4.6.4 Effects of Perturbed Initial or Terminal Conditions

The nominal case considered in the above subsections is with a 7.7-knots forward
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airspeed and at an initial altitude of 423 feet. To investigate effects that initial

and terminal conditions have on the control scheme, we consider the following three

cases:

(1) The initial airspeed is increased from 7.7 knots to 15 knots.
(2) An additional terminal. horizontal distance constraint of 623 feet is added
to the nominal problem (which is without a terminal distance constraint).

(3) The entry altitude is increased from 423 feet to 460 feet.

Results obtained for the first case are given in Figures (4.6.47)-(4.6.49). Thosc
obtained for the second case are presented in Figures (4.6.50)-(4.6.53). Results
obtained for the case with a change in the entry height are shown in Figures-(4.6.54)-

(4.6.57).

The optimal results obtained for these three cases agree qualitatively with those
found in the nominal case. In all the cases considered, the path inequality con-
straint on the vertical sink-rate of the helicopter has been effectively enforced by
the optimization algorithm. Since the perturbations in initial and terminal condi-
tions are relatively small, only minor control adjustments are needed to accomodate
these changes. It is also interesting to note that most of these control adjustments
are made in the entry and/or landing flare phases of the descent maneuver. Both
the horizontal and vertical components of the thrust coefficient in the steady descent

phase of the maneuver remain practically unchanged with the perturbed boundary

conditions.

The nominal problem (without a terminal, horizontal distance constraint) has a
touchdown distance of about 560 feet. This horizontal distance has been extended
to 635 feet in the second case. This extension in the horizontal distance has been

achieved by an increase in the forward speed of the helicopter (see Figure (4.6.52)).
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and by an increase in the overall flight time of the descent. The resultant flight

profile is shown in Figure (4.6.53).

A summary of the optimal results obtained in these three cases are given in Table

(4.6.5) together with that found in the nominal case.

4.6.5 General Conclusions

One of the distinct features in the optimal, autorotative control of a helicopter
with a descent velocity bound is a clear division of the landing maneuver into
phases. These control phases, resemble those practiced by helicopter pilots in their
autorotational training. Therefore, this control scheme should be more acceptable

to helicopter pilots.

A second feature of the control scheme is the suppression of the overspeed of the
angular speed of the main rotor during the rearward cyclic flare. The increased
flight time of the autorotational maneuver is an added benefit of putting a bound

on the rate of descent.

One of the major disadvantages of the control scheme considered is the high rate of
collective pitch input observed during the landing flare phase. Another disadvantage
of the control scheme is in the use of a large amount of cyclic pitch during the last
few seconds of the landing maneuver. This will cause a loss of all the ground
references during the final touchdown. However, this will not create too much of a
problem in a practical situation since the helicopter must always be rotated to its

level attitude before a touchdown can be made.
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Chapter 5

Conclusions and

Recommendations for Further Research

§5.1 Summary

5.1.1 Adequacy of a Point Mass Model in the Optimal Helicopter Landing

Study

A point-mass model of an OH-58A helicopter was used in the optimal helicopter
landing study. The states were vertical and horizontal velocities, vertical and hori-
zontal displacements, and the rotor angular speed. The cost function was a weighted
sum of the squared horizontal and vertical components of the helicopter velocity

at touchdown. The controls were horizontal and vertical components of the thrust

coefficient.

Optimal trajectories were calculated for entry conditions well within the H-V restric-
tion curve, with the helicopter initially in hover or in forward flight. The optimal
solutions exhibited control techniques similar to those used by helicopter pilots in
actual autorotationai landings. The resuits confirm the need to drop coiiective pitch

immediately after engine failure. During the landing flare phase, the thrust vector
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is rotated to the rear in order to reduce thL« forward velocity and. just before touch-
down. the stored rotational energy in the rotor is traded for additional thrust to
reduce the vertical velocity. The correlation between flight data and the optimal
results establishes the adequacy of the use of a point mass model in the optimal

helicopter landing study.

5.1.2 The Need for Path Inequality Constraints on Both the Control and

the State Vectors

In order to minimize the cost function defined above, a larger rate of descent and
a larger rotor RPM at the point of flare are desirable. However, a high rate of
descent over a substantial period of time is unacceptable to helicopter pilots, while
a large rotor RPM threatens the structural integrity of the rotor system. A unique
feature of the present formulation is the addition of path inequality constraints
on components of both the control and the state vectors. The control variable
inequality constraint is a reflection of the limited amount of thrust that is available
to the pilot in the autorotational maneuver without stalling the rotor. The state
variable inequality constraint is an upper bound on either the vertical sink rate of

the helicopter or the rotor angular speed during the descent.

With these bounds on the control and the state vectors, the optimal solutions
obtained will realistically reflect the limitations of the helicopter and its pilot. The
optimal solutions consist of subarcs which are connected at suitable corners. The
subarcs are either unconstrained, or are on the upper bound of the thrust coefficient,
or are on the bound on the vertical sink rate. The re;ults exhibit division of the
landing maneuver into entry, steady descent and landing flare/touchdown phases.

This resembles the techniques taught to helicopter pilots, and so should be more

acceptable to them.
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5.1.3 Comments on the Sequential Gradient Restoration Technique

Slack variables were employed to convert the path inequality constraints men-
tioned above into path equality constraints. The resultant two-point boundary-
value problem with path equality constraints was solved using the Sequential Gra-
dient Restoration Technique. The effectiveness of the SGR technique for problems
with of both control and state variable inequality constraints was demonstrated by

the present study.

In general, the amount of computation involved with the use of the SGR algorithm
is proportional to the square of the dimension of the state vector [42]. Therefore,
the use of by auxiliary states in problems with state variable inequality constraints
increases the computational requirements. In this regard, a transformation tech-
nique for optimal control problems with partially linear state variable inequality
constraints is strongly recommended [43'. The transformation technique takes ad-
vantage of the partial linearity of the state inequality constraint so as to yield a
transformed problem characterized by a new state vector of minimal size. Substan-

tial savings in computer time can be achieved with this transformation technique.

5.1.4 Reduction in the H-V Restriction Curve and Other Potential Ap-

plications

Even though effects of the pilot time delay and other factors have not been taken
into account, the present study indicates that a substantial reduction might be
achievable in the H-V restriction zone using optimal control techniques. Results
computed using the optimal technique thus provide a benchmark for comparisons
with other control techniques. These optimization techniques could also be used to:

(1) help instruct pilots on good antorotation technique.
\=J ToTcE SSeSeS 4 -3 3

(2) reduce the risk/time/effort involved in establishing the H-V restriction
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zones by flight tests.
(3) provide an objective comparison of the autorotation capabilities of
different helicopter models.

(4) assess the influence of vehicle parameters on autorotation during

preliminary design.

§5.2 Recommendations for Further Research

5.2.1 Refinements of the Mathematical Model
The accuracy of studies like this one could be improved by adding the following
refinements to the mathematical model:
(1) induced velocity dynamics (cf. references 15, {19, |20} and [70);
(2) ground effect (cf. references {15 and i71]):
(3) variation of the profile drag coefficient with rotor blade angle of
attack (cf. reference 124 );
(4) rigid body dynamics, which would show the effects of pitch
attitude during descent and at touchdown.
These refinements increase the dimension of the state vector (refinements (1) and
(4)) and also the complexity of the analysis (refinements (2) and (3)). They are
considered to be of secondary importance (cf. Section (2.2)), and should be included

only if improvement in the accuracy of the optimal programs is required.
5.2.2 The Effects of the Engine Failure Mode (cf. [5])

The nature of the power reduction transient affects pilot technique and the response
of the helicopter. Common causes of power loss are fuel starvation, fuel control mal-
functions, engine deterioration, and damage from an external source. The transient

nature of the power reduction varies greatly with the cause and directly influences
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the necessary corrective pilot actions. The prcsent study considered the most crit-
ical case of a sudden complete power loss, caused as a result of an engine seizure.
disintegration, or drive system failure. It would be of interest to study other “less

critical” cases.
5.2.3 The Effects of Pilot Time Delay (cf. [5])

The term “time delay” defines the time lag between the instant of power loss, and
the time recovery action is initiated by the pilot. It consists of the recognition time
and the reaction time of the pilot. Therefore, the amount of time delay involved is
a strong function of both the engine failure cues (either audio, visual or kinesthetic

signals) available to the pilot and the experience of the pilot involved.

A time delay on the order of 1.5-2 seconds is typically used in the establishments of
the H-V restriction curves. It is recommended that effects of the pilot time delay on
the autorotational landing of a helicopter from critical flight conditions be studied.
This can be studied through the incorporation of a time delay into the helicopter

landing problem formulated in Section (2.9).
5.2.4 Pilot-in-the-loop Simulation

The importance of pilot-in-the-loop simulations for helicopter research has been
emphasized in references [4, 10, 15 and 65;. The usefulness of simulations in autoro-
tation research has been confirmed in reference [15]. Simulations provide important
information about pilot workload, pilot ability to track a given optimal flightpath,
limitations of hardware involved, and the structural integrity of the vehicle. They

may provide other information, such as whether a particular sink rate or pitch
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modifications made in the formulation of the optimal hclicopter landing problem.
Only through iterative cycles of this kind can a realistic optimal control program

be established and implemented.
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Appendix A

Verification of
Point Mass Helicopter Model

§A.1 Introduction

A simple point mass helicopter model is used in the study of optimal autorotative
contro] of the OH-58A helicopter. It includes the effects of gravity force, main rotor
thrust, parasite drag (on the fuselage) and profile drag (on the rotor blades). The
effects of increased induced power loss when the helicopter operates in the vortex-
ring state have also been included. Secondary effects, such as induced velocity lag.

ground effects etc. have been neglected.

Experimental data describing the steady state sink rate of the standard OH-58A he-
licopter in autorotation are given in References [12,18,. Fig.(A.1.1) (from Reference
[18;) shows the steady autorotational sink rate of the standard OH-58A helicopter
at a constant rotor speed of 354 rpm.. A compa;ison of these flight data with those
computed by the simplified point mass model is made to establish the validity of

the point mass model, at least in the steady state. The result of such a comparison

is given here.
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§A.2 Analysis

Table (A.2.1) contains a list of parameters and their values used in the point mass
model. Other than the estimated values of 24 ft? for the equivalent flat plate area
of the fuselage f., and 0.0087 for the mean profile drag coefficient of rotor blades
ey, all the other values were taken from Reference 18 . These two estimated values
were obtained by fitting the flight data for steady sink rate with the steady sink

rate from the point mass model.

In the steady state, the angular speed of the rotor, as well as the forward and
vertical speeds of the helicopter are constant. We can therefore equate the first
three of the five equations of motion derived in Chapter (2) to zero. The resulting

equations are :

go—mo(CT,wz-i— fwv w2 +u?) =0,

Cr,«? — fuv/w? +u? = 0,

Cr,u—-Cr,w

co + 0.05( )+ kof1(C + CL)i = 0.

where the definitions of the constants are :

_2000g
90 - ngR 1]
2pmR3
my = )
m
:_ 5fe
f= 47 R?’
o= prR®
° 7 T0Ig°
@ = 3o6(10°),
ko = Ktnd
\/2000°

po = 0.05(1/2000) .
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S/NO. SYSTEM PARAMETER VALUE USED
1 fo. oquivalent flat plate area (tt’) 4.0
2 g. acceleration due to gravity (ft/sec?) 32.17
3 P. air density (slug/fed) 0.002378
4 2. mass of helicopter ng‘q% ) 93.16
VT, (3000 .0)
S 0. rotor solidicy 0.048
6 K . induced velocity correction facter 1.13
? s, %(c') $.73
8 R. radius of main rotor (ft) 17.63
9 w. noainal rotoer speed (rpm) 3%4.0
P e g, oo
11 Y. rotor systea Lock number 2.6 !
—

Table A.2.1 System Parameters
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These three nonlincar algebraic equations, with their five unknown (v, w, w, Cr,.

and Cr,). must be solved simultaneously. By fixing the rotor speed at a constant
value of 354 rpm., then for any given value of forward speed, u, the above system
admits an unique solution for w, Cr,, and Cr,. Alternatively, the airspeed of the
helicopter can be fixed at a constant value of 45 Knots and the variatior. of the
steady state sink rate with the rotor rpm. can be studied. Computer programs
have been written to solve these simultaneous nonlinear equations. The results are
given in Tables (A.2.2)-(A.2.5).

§A.3 Comparison of Computed Results with Flight Data

The effects of parasite and profile drag on the steady-state sink rate of the OH-58A
helicopter are given in Figs.(A.3.2) and (A.3.3) respectively. The profound effect of
increased parasite drag at high speed can be seen clearly in Fig.(A.3.2). Fig.(A.3.3)
shows the rise in the steady state sink rate needed to balance the higher profile

power loss as the mean profile drag coefficient is increased.

By trial and error, it was determined that a good fit between the computed and
measured sink rate is obtained with 6., = 0.0087 and f. = 16.0 ft>. A comparison
of the computed results with the flight data is given in fig.(A.3.4). The scatter of
the experimental data shown in the figure is possibly due to the variation of the
side-slip angle of the helicopter during the tests. As can be seen, the computed sink

rate falls within the range of the experimental data.

Further confirmation of these results can be obtained by fixing the forward speed
at a constant value of 45 Knots, and computing the steady sink rate at different
rotor speeds. The computed results, plotted in Fig.(A.3.5), compare well with those

found experimentaliy (see aiso Fig.(A.1.1}).
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SPLED SINK RATE CT(2) CT(X) cT
(KNOTS) (EPM)
15.4 21138 0.062 0.000 0.062
17.4 2018 0.062 0.001 0.062
19.3 1914 0.062 0.001 0.062
21.2 1828 0.062 0.001 0.062
23.2 1749 0.062 0.001 0.082
28.1 1683 0.062 0.001 0.062
27.0 1628 0.062 0.001 0.062
29.0 1581 0.062 0.001 0.062
0.9 1541 0.062 0.001 0.063
32.8 1508 0.062 0.001 0.062
4.8 1481 0.062 0.001 0.062
36.7 1459 0.062 0.002 0.062
38.6 1442 0.062 0.002 0.062
40.6 1429 0.062 0.002 0.062
42.9 1421 0.062 0.002 0.062
44.4 1417 0.082 0.002 0.062
46.4 1417 0.062 0.003 0.062
48.3 1421 0.062 0.003 0.062
$0.2 1429 0.062 0.003 0.062
$2.2 1440 0.062 0.003 0.062
$4.1 1454 0.062 0.003 0.062
$6.0 1472 0.062 0.004 0.062
$8.0 1494 0.062 0.004 0.062
$9.9 1819 0.062 0.004 0.062
61.9 1548 0.062 0.004 0.062
63.8 1581 0.062 0.00S 0.062
65.7 1617 0.062 0.00S 0.062
67.7 1657 0.062 0.00S 0.062
€9.6 1700 0.062 0.0086 0.062
71.5 1748 0.061 0.006 0.062
73.5 1800 0.061 0.006 0.062

Table A.2.2 Variations of Steady State Sink Rate With Forward Speed
at Constant Rotor Speed of 354 rpm [ f. = 16 ft2, §, = 0.0087 |
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PO oew.00n  Dreor | preo.ow
0.00 2001 2843 874
3.86 3760 2803 2834
7.73 2632 2679 N3

11.60 2409 2464 1503

18.47 2083 2138 3202

19.34 1008 1914 1993

3.2 1632 1749 1837

27.08 1508 1628 1721

30.9% 1413 1541 1637

34.01 1382 1481 1579
38.68 1311 1442 1542

42.55 1290 1421 1822

46 .42 1284 1417 1819

$0.29 1298 1429 1831
$4.16 1319 1454 1887

$8.03 1359 1494 1598
61.90 1412 1548 1653
65.76 1480 1617 1722
69.63 1562 1701 1807
73.%0 1660 1800 1907

Table A.2.8 Variation of Steady State Sink Rate With Forward Speed at

2~ &.9 3

Constant Rotor Speed of 354 rpm | constant f, = 16 ji* |
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(55553) FA=16.0 S AT ere2.0
0.00 2643 2038 2808
3.86 2803 2798 2787
2.73 2679 2671 2663
11.60 . 2464 2458 2447
15.47 2138 2134 2131
19.34 1914 1916 1918
23.21 1749 1787 1766
27.08 1628 1645 1663
| 30.9% 1541 1569 1897
34.81 1481 . 1831 1563
38.68 1442 1498 1556
42.S5 1421 1497 1576
} 46.42 1417 1517 1621
| 50.29 1429 1556 1691
i 54.16 1454 1616 1786
58.03 1494 1695 1909
61.90 1548 1795 2061
6S.76 1617 1917 2246
| 69.63 1701 2063 2468
[ 73.%0 1800 2238 2733

Table A.2.4 Variation of Steady State Sink Rate With Forward Speed at
Constant Rotor Speed of 354 rpm [ constant §, = 0.0087 ]
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SPEED SINK RATE CT(2) CT(X) cT
(KNOTS) (EPM)
300 1188 0.006 0.003 0.086
303 1170 0.084 0.003 0.084
307 1188 0.082 0.003 0.082
310 1201 0.080 0.003 0.080
Jla 1217 0.079 0.003 0.079
17 1233 0.077 0.003 0.077
2l 12%0 0.078 0.003 0.078
328 1267 0.074 0.003 0.074
328 1284 0.072 0.003 0.072
333 1302 0.070 0.003 0.070
338 1320 0.069 0.003 0.069
339 1339 0.067 0.003 0.068
342 1358 0.066 0.003 0.066
348 1377 0.08$ 0.003 0.088
349 1397 0.083 0.002 0.0613
3s3 1417 0.062 0.002 0.062
asé 1438 0.061 0.002 0.061
360 14359 0.060 0.002 0.060
363 1480 0.089 0.002 0.089
367 1502 0.087 0.002 0.087
370 1524 0.086 0.002 0.086
374 1547 0.08s 0.002 0.088
378 1870 0.054 0.002 0.054
a8l 1593 0.083 0.002 0.083
as 1617 0.082 0.002 0.052
aes 1642 0.031 0.002 0.081
392 1667 0.080 0.002 0.0%0
398 1692 0.049 0.003 0.049
399 1718 0.049 0.002 0.049
402 1744 0.048 0.002 0.048
406 1M 0.047 0.002 0.047

Table A.2.5 Variation of Steady State Sink Rate With Rotor Speed
at Constant Forward Speed of 45 Knots
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§A.4 Conclusions

The Flight test data were used to validate the point mass model and also to provide
a basis for establishing values for certain parameters in the model. The confidence

that can be placed in the results of the optimization programs is considerably en-

hanced.




Appendix B

Supporting Analysis

§B.1 Introduction

The landingofahelicopter after engine failure has been formulated as an optimal
control problem with a path equality constraint (cf. equations (57-64) in Section

(2.9)). The problem is repeated here for ease of reference:

. 1 2 2 o
=~ W = X
rg’n;) I 2(31, +W.z2,%) = ¢(X;),

'

T
X = (z; 23 23 24 =3)7,

<
[}

=y
!

(
(u1 6z uy)7,
(

TI).
where I, X and # are the control ,State and parameter vectors.

subjected to :
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(1) equations of motion ( X=7):
7,V =17(90 — mo(u1z3 + fz1V 2% + 222)),
7" = r,mo(u2232 - fz2Vz12 + 232),
23V = —1yip z32(co + AV 1?2 + ug?),
z;v = 0.17yz4,

zsv = 0.17yz2.
" The initial condition of X is given by:
X-.O = (0) o, I)O)O)T'

- -

(2) path equality constraint (§(X,0,8)=0):

(w12 + us?)

Cr,

(ulz + “22) - ( )2 - 032 = 0.

(3) terminal constraints (J;( )?,,i") =0):
Zyy — il, =0,
Zsp — Jf = 0.

In this appendix, detailed expressions for % (5% 3 matrix), % (5%5 matrix), gg
5x 1 matri ,a§ 1x3 matrix), 9¢_ (1x5 matrix) and 8¢ (2x5 matrix) are given.
( rx)v( arl)%( matrix) 8—%( ' ) areg

§B.2 Determination of (fr)

The induced velocity parameter fr is a function of 2 and 22 which in turn are
funtions of u;, Y2, Z1, 22, and z3. fris thus a function of these variables and the

partial derivatives of fr with respect to u,,uz,z1,72 and z3 are given below.
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Let us first define B and 4 as follows:

T2U2 — Z14)
p = tl = 1
z3(u? + ug?) ¢’ M

Zouy + Z1 U
1= = 2 (2)

$3(u12 + ugz)% )

Once again, the value of the induced velocity parameter fr, is determined from the

expressions:

ﬁwm={LwW%+w+m% KA+ +7 2L
$(0.37362 + 0.5984% — 1.991), otherwise.

In the region where the momentum theory is applicable, (i.e. when (28 + 3)2+42 >

1) expressions for fr3 and fr, are given by the following expressions:

fi8= =) )

Iy = (7377 (5)
where z=- (6 +f1) =
(22 + B+ f1))?

=-(8+ Mf (6)

In the vortex-ring state, the expressions of f13 and f;, are given simply by:

f15 =1.1198% + 0.5984% — 1.991, (7

J14,=1.19687. (8)

We can then use the chain-rule:

(1)) = f18(B) () + f1,(7)() (9)
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where ( ) stands for uy, u;, z1, 22 or z3. To determine (f)(), expressions of

ﬁ( ) and 7() are therefore needed. These expressiohs, which are identical for both

the vortex-ring and momentum theory states, are as given below:

PoY¥i

Par == z3(w1? + uzz)%),
u
Per = +(za(uxzo+2uz"’)%)’
Pzs = —(f;), (10)
o= B - 15 G20,
similarly the expressions for ) are given by:
Ty = H (u,’;o-:zu,?)% )
u
by +(zs(u1§0+lu22)%)’
Vzy = -(f;). (11)
= (e - 1o 2,
o = (B - 1o G R,

Expressions of (f1),, » (f1)z, » (f1)z, » (f1)s, and (f1),, can therefore be computed
using equations (4-11) for either the vortex-ring or momentum theory state. These

results will be needed in equations (12) and (13) in the next two sections.

§B.3 Expressions for /90 , af/af and Bf/ai"
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g{; is a (5x%3) , g; a (5x5) and g{ a (5x1) matrix. Detailed expressions of these

matrices are as given in the following sub-sections. An individual element of a
matrix is indicated (in the usual way) by its row and column position in the matrix.
An element which is identically zero is not given.

B.3.1 Expressions for 3f 130 .

% is a (5x3) matrix. Non-zero elements of % are given below:

(L1)= -7Im02329
(2,2) = +7ymqgz,2, (12)
(3,1) = =rpivzs (222 4 L5kofy( )+ ko(w? + u?) (£1).,),
(ur? + uz’)*
(3,2) = —7110332(4-—1 +1 5kof1(——-—1) + ko(u? + ug?) ¢ (f1)e;)-
(u12 + u2)*

B.3.2 Expressions for 3f/X .

% is a (5x5) matrix. Non-zero elements of % are given below:

312

\/212 + 222 h

(L,1) = —mors f(Vz,2 + 222 +

(1,2) = —mory f——aZ2__

\/—
(1,3) = =21;mou, z3,
__ . 7t7)
(2v l) - mofff(\/'—z—z—)v
(2,2) = —mor; f(Vz)2 + 222 + m),
(2,3) = 2rymgu;zs, (13)

(8,1) = ("l2 + “22)%)1

o a 0.01ua - 5 3
(3,2) = ‘ffiota‘(+—;3—‘ + ko(f1)z, (u1?* + u2%)¢),
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(3,3) = —yio(2coz3 + 0.01(z2uz — Z181) + kozs(uy? + w?)t(2f1 + 23(f1)zs)),
(4,1) = 0.7y,

(5,2) = 0.17;.

B.3.3 Expressions for 3f/9F.

g-g is a (5x1 matrix). Non-zero elements of g{ are given below:

(1,1) = go - mO(ulzsz + lev 212 + 332 ,
(2,1) = mo(uaz3? = fz2V/2:2 + 232),

(3,1) = —1p zaz(c() +AVu2 + uzz), (15)
(4,1) = 0.1zy,
(5,1) = 0.1z,.

Expressions for the inflow ratio (A) and advance ratio ( ) are given by the following

expressions:

Tu2 — I)14] 2 2,1
A =0.01{——F=—==) + ko f1(u1® + up?)*

z3\ u;’ + u22 ’ (16)
4 = 0.01 ZTau) + T142

z3V 1?2 + uy?

The first equation of (16) on A is needed in equation (15). The second expression
on p will be needed in equation (19) of Section (B.6).

§B.4 Expressions for 35/30

The path equality constraint § is not a function of either X or # but only a function

of U. Expressions for %f{ and % are therefore identically zero. % is a (1x3) matrix.
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Non-zero element of % are as given below:

2(017 + up?)

(1,1) = 2y (1 - 2 ),
(1,2) = 2uz(1 - ?(u—lzc::Lm)’ (17)
T,

(1,3) = —2u;,.

§B.5 Expressions for a¢/ai, and BJ/&J? I

The terminal cost (¢) (a scalar) and the hard terminal constraints (q/-;) (qx1 vector)

are usually combined to form a ((q+1)x1) vector ®. & is not a function of either

U or # but only a function of X;. 2% 2 d 28 are theret e identically zero. 2&- s
y /- o7 3nd 7 are therefor ally ze %,

. \ . 88 H .
a (3x5) matrix. Non-zero elements of %, are given below:

(L) =1z,
(1:2) =W,z,,
(18)
(2,4) =1,
(3,5) =1.

§B.6 Determination of Collective pitch setting, 615

The collective pitch setting required to obtain a given amount of thrust may be

obtained from blade element theory as [24]:

_ U+ 38R + 30 - 1)

615
(1-p2+ Y

where 875 is the rotor collective pitch angle at 75 percent chord, while ¢ and g are

the rotor solidity ratio and rotor blade two dimensional lift curve slope respectively.
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The quantities, g and A were defined by equations (16) of section (B.3.3). The

collective pitch angle 75 is therefore given by the following expression:

(S04 + -
= .
_ (l + %“2)(6x10"’\/0£+"’) + %(l _ %’.)'\

615

(19)

1-—pu?




Appendix C

Example Problems
Solved Using the CPF Algorithm

In the following section, three examples are described, all pertaining to problems
with an unknown parameter. Problem (1) is a minimum time and energy problem
with an unspecified terminal time. Problem (2) is a specified control law prob-
lem and Problem (3) is the classical Brachistochrone problem. These problems
are solved numerically using the Combined Parameter and Function Optimization

Algorithm developed in Section (3.2).

§C.1 Example Problems

PROBLEM (1) MINIMUM TIME/ENERGY CONTROL

Consider the following minimum time /energy problem:

: 1, [,
m1n1=tl°+—5/ u’dt
uty 2 Jo

The equation of motion is given by
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The initial condition is

z(0) =1
The terminal condition is
.’B(tf) =0
Values of a and 8 are chosen to be
a=1,
g=1
Initial guesses for u(t) and t; are
u(t) =0, for 0<t<ty

The problem is first converted to one with fixed end-time (cf. equation (38) of

Section (3.2)). The transformed problem with a=f=1is

1 1
minl =t; + -t udr
uty 173 f/o

The independent variable is now 7 which varies from 0 to 1.

The modified equation of motion is given by
r=t sy,

where ( ) now denotes time differentiation with respect to 7.

The initial condition of z(0) remains unchanged.




C.1 Example Problems

253

The transformed problem is one with an unknown parameter t;. The problem can

be solved using the Combined Parameter and Function optimization algorithm and

the optimum solution found is

ty=2"2.

The minimum value of the cost function is given by
b}
I = 22 = 1.4141.

PROBLEM (2) SPECIFIED CONTROL LAW PROBLEM

Consider the following optimization problem:

1
minl = 1/ (z:% + u¥)dt
2Jo

u

subject to the following equations of motion

Z)=I9+ 0.011:23,

Io= —4r; — 519 + 4u.
Initial conditions are
I (0) =2 )
z3(0) = 0.

There is no terminal condition.
The control law is specified to have the following form

u=b.1:;,

where b is an unknown constant whose value is to be optimally selected.

transformed problem becomes

The
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1 !, 4
minl = / 231 + b?idt
b 2 0
with the following equations of motion

I =I9+ 0.0113 ,

.i?g = 41‘1(b - 1) - 5.’[2.

while the initial conditions of z,(0) and z2(0) remain unchanged.

The transformed problem is a problem with an unknown parameter b but with-
out any control. The problem can be solved using the Combined Parameter and

Function optimization algorithm and the optimum value of b found is:

b= —0.23387

The minimum value of the cost function determined is:

Toc = 1.14284.

Note that the value of I, is (slightly) larger than the minimum value of the original

problem, where u(t) is open. which is:
Iin = 1.13289.

PROBLEM (3) BRACHISTOCHRONE PROBLEM

Consider the Classical Brachistchrone Problem
mom I=t I

The equations of motion are given by
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I; = z3c0s80,
Iy = r3sinf .

.i‘3 = sinf.

The initial conditions are given by

Iy (0) =0

T2 (0) =0

I3(0) =0
The terminal condition is given by

I (tf) =1.

This problem with an unspecified terminal time can be transformed into one with
ty as the unknown parameter (cf. Problem (1)). The transformed problem can be
solved using the Combined Parameter and Function Optimization Algorithm. The

minimum value of the cost function determined is
Toan = 1.7724

which is very close to the exact solution of L
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Generalized Transversality Condition

§D.1 Introduction

In the classical calculus of variations problem. we seek to minimize a cost function

J subject to a set of differential equations and terminal constraints: problem:

= f(7,4,1),
z(0) = given,
and J(f;,t,) = 0.

Here Z(n x 1), #(m x 1), and 7(p x 1) are the state, control and parameter vectors.
J;(q x 1) are the terminal constraint functions. t; is the specified or unspecified
end-time of the problem. If t; is unspecified, first-order necessary conditions of

the problem are given by the following relations:
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T= f(z,4,t),
Z(0) = given,
A =-H,,
M(ty) = (®z)e=t, (1)
Hy = 0,
V(Zy,t;) =0
wd (G-H)_ =0

where for convenience, we have defined scalar functions H (the Hamiltonian func-

tion) and @ as :

H( r. u, Xt) = L(fﬂ”’t) + ATf(fs iat) ’
&(Zy.t5, ) = (T, t5) + pT0(Z1, 1) .

The last condition in (1) is the so called “ transversality condition ” in the classical

literature. It determines the value of the unspecified terminal time, t;.

The above problem with unspecified end-time can be converted into one with fixed

end-time with the following change of independent variable:
t

T= —

ty

The transformed problem becomes:

1
minJ = ¢, (ff,if) -1-/ th(f,tf, ifT)dT,
Uty 0
(5)': tjf(f,‘lz, tff),

z(0) = given,

—

and !/J(ff,lj) = 0.
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Here ()’ denotes differentiation with respect to the independent variable 7.

The characteristics of the transformed problem are that the end-time is now fixed

at 7 = 1 but we have introduced into the problem an unknown parameter t; that

is to be “optimally™ selected.

The first-order necessary conditions of the transformed problem are similar to those

given for the original problem. If we define the following “transformed” functions:

H(z,a4,X,t;,7) = t;L($,4, t;7) + (X) t;f(F,4, ty7),

!
-
3}
~
<
o
+
=
<
L}
[y
~
[

é(ffstjaﬂ.’) =

Here X'(T) and 7' are the Lagrange multiplier function and Lagrange multiplier

associated with the transformed problem.
The necessary conditions are given by the following relations:

(ﬂ'Z t,f(f,fi, ffT),

z(0) = given,

d T =
E;(A) - H,,
(M)T = (@) (2)
f{u = Oa
J(ff,lf) =0,

1
and (Q¢1)1+/ Hy dr =0.
0

In this appendix we prove that necessary conditions (1) and (2) are equivalent to

each other and that the last equation in (2) is a generalized transversality condition.
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§D.2 Proof

The proof consists of four parts. The first two parts of the proof establish the

facts that X' = X and 7' = 7. The last two parts prove that in the special case

when 7 = t;. the last equation of necessary conditions (2) becomes the classical

transversality condition.

Part (1)
From the optimality condition of (2), we have:
b%f!(f,ﬂ,i’,z,,r) =0,
o -
tfé—u-[L(f,tI, Tt,) + (/\') f(z,4, Tly )i=0

(3)

From the optimality condition of the original problem, we have the following rela-

tion:
H,=0,

%[L(a‘:‘,i,t) + M f(z,4,1)] = 0.
A comparison of equation (3) and (4) leads to the conclusion that:

-—

X=X

The same conclusion can be reached by comparing the adjoint equation:

AT= —st

with —)T = -H,.

Part (2)

(4)

(4a)
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To prove that i’ = [, we can compare the terminal conditions of the adjoint

equations (i.e. the A-equation and the A’-equation). From Part (1) of the proof, we
have:
= (A7,

ad .
:9;)1 ) (5)

2 (6 t) = (@) (Erty)

()

Jr=1
Whereas the terminal condition of the A-equation is given by
: (6)

9, - T PN
Mt =tg) = [5-(6(&.15) = ﬂTv(IfJf))Jt:t!

a comparison of equation (5) and (6) leads to the conclusion that

q@ =i (6a)

Part (3)

Here, we prove an intermediate result that is needed in part (4). To express fol fJ,I dr

in terms of H, we note that:

1
/ Ht!dT
0

il

1 9
/(; —[t!H(f,fI, th)}dr y

61,
! o
:/ |H(z u,rtj)-»tfét—H(f,i,rtf)dr,
0 /
1
. o at .
= {H(z at ""t—H—,—.,t —|dr
)y g (HET ) 5]
But since: .
T = Z_f-,
o _
at;
and dr:ﬁ,
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Therefore the above equation can be simplified to:
Y S oH . dt
H, d7 = H(z, u,t t—(z,u.t)j—,
i
=2 [T -8
tj 0 af
fj 7
=27 S umyar (7)
t! 0 at
1 t
= —{t I .
- (H)y
= (H)lztf .
This result is needed in the next part of the proof.
Part (4)
To express (&’,1)1 in terms of (%’h:,j. we note that:
. a0
(d)ff)l = (atj)ml :
| (62 ) = uT (1)
= | Jdp) = ul (T, r=1
o, _ - .
= }E(o(zf.i) - HTL'(.TI.t))_t.:t! .
od
= (5=t -
From equations (7) and (8), we obtain the final result:
- l -
(®e, +/o (Hy,)dr,
(9)

®

= 0.

which completes the proof.

C -
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§D.3 Conclusion

In section (D.2). we have proved that the necessary conditions (2) for the general
problem with fixed end-time (r=1) but with an unknown parameter vector (7)
are equivalent to the necessary conditions (1) for problems without the unknown

parameter vector 7 but with an unspecified end-time t;. The necessary condition

1
(Qr)] "'/ Hy;dT = 0
0

in equation (2) that determines the value of 7 is in effect a more general form of

the classical = transversality condition.”
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Definitions

of Matrices used in Section (3.4)

§E.1 Introduction

In Section (3.4), we formulated a linear, time-varying Two-Point Boundary-Value
Problem with integral path constraints. The problem was formulated in terms of
the matrices S, (where 1 = 1,...,13), A,, and C,, where: = 1,2 and j = 1, 2 and
3. These matrices themselves are functions of Hyy. Hyn. Hzz. Hy;. Hy; and Hy,,.
Detailed expressions of S,, A,,, B,, as well as those of Hyy, Hur, Hyz. Hyr, Hr;

and H,, are given in this appendix.

§E.2 Expressions for H()

Expressions for Hyy, Hyx, Hzz, Huz, Hy; and Hy, are given in this section. For
brevity, we assume that the integral payoff L is zero. Cases when L is not zero
can be treated in either of the following ways. The problem may be converted to

one with only terminal payoff by the addition of an auxiliary state whose integral

lternatively, the matrices Lyu(m x m), Lux{m X p), Lz {7 x 1), Luz{m x

-
r

\
i),

Ly:(pxn) and Lyy(p x m) must be computed and added to the the appropriate H| )
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matrix. We have also a~sumed here that the path constraints S are not functions

of . General expression of H| ) is given by the following expression (29]:

o OH 1

H03=£(x

Without the integral payoff L, the Hamiltonian function H is given by the following

expression:

H=)1-,Ts

The Hyu, Hur, Huz, Hrz, Hry. and H;; matrices are given by the following expres-

sions: Hyyu(m x m)

0
Huu = - (fi) + 500),
~, 8 2 I 82 r 3?5
Zl"tail’f + Z”JE.T;’! : Zl'\:zr—a[‘—u, um T pr’m
= = 1= 1=
' ‘ noa?y | v~ 8%s,
symmetry ZA,a—u"% + ija—u:,
1=1 =1
Hyr(m x p)
o .1
H“"’ = a_ﬂ,(fu A) ’
n 82 [ n 82 A
2’\' dny0u; st E:IA' onpdu,
= =
82 X a2£
‘2 A‘aﬂ'l gu"; e ;Aiaﬂ'paum
= 1=

Hyz(m x n)
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o
Hy; = —(f,,TA—rST ),
n r
8%y, a%s,
ZAfaulazl + Zp13u1511 e Z]A‘Bulazn + le]aUIEZy
1= )=
- ) L0, ~ oS, . ,\ %4, 3- 8%s,
Z 1 9umdz; ZpJaumazl = t3umOzin + pJEumazn

Hy (p x n)
0 .1
rr = — A
Hes = 5= (/7))
n az n 82
ZAiazlanl E 19z,0m,
=1 =1
n .62 ) n :a2
= 1=
Hyu(p x m)
Hnu = (Hurr)T
H:z(n x n)

2
He= o-(f72+ 570),

L T 8%s. o 82 - 8%s,
LM Dord o Lhalds + Shansh
= )= = =

\ symmetry ... z,\,glk + sz az }

1=1
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Here the time-varying functions A(r), 5(7). %(fu)T, %(Su)T, ;%(fu)T, %(fu)T»

%(Su)T, and 56;(_{,,)7 are evaluated on the nominal optimal path.

§E.3 Expressions for S,

The dimensions and detailed expressions of S,. where ¢ = 1,...,13 (note that Sg is

not defined) are given by the following relations:

Si(r xn)= S H 'Hy: — S:.
S:(r x p) = SuHg, Hur = Sx.
Ss(r x n) = SuHG L |
Sy(rxr)= S.,H,:JS;T,
Ss(pxp) = (Prrh1 + /01 Hp.dr,
Se(m x n) = —H7} (Huz — ST54718)),
Si(m x n) = —HZ!(fi -S4 Sa7'S3),
Sg(m x p) = —Hy) (Hur — S15471'S,),
Si0(p x 1) = (®x2)1(62)1 + (¥7 11 (61,
Sulpxp) = S5+ /01[11,.,58 —- 8Ts,7's, dr,
Si2(px n) = Hyz + HzuSe — ST 547151,
and Sy3(p x n) = HyuS7+ f1 — ST5,7183.
Note that S; to S are defined only when the matrix Hy, is non-singular. This
is referred to as the convexity condition (or strengthened Legendre- Clebsch
condition) in calculus of variations. The existence of the matrices S¢ to Ss and
S11 to 513 also depends on the non-singularity of both Hu, and S (= S Hg,!ST).
The latter condition is in effect 28 modified form of the convexity condition for

problems with path equality constraints S. It requires that all the path equality
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constraints S must involve some components of the control vector # so as to ensure

that det(S,) # 0.

§E.4 Expressions for 4,

In terms of the matrices S, defined in the last section, expressions for A,; are given

below :

An(m x n) = S,
Ap(m xn) = S7,
Aj3(r xn) = =S,71 8,
Ay(rxn)= ~-5,7'58;,
Ap(m x p) = Sg,

and A3(r x p) = -5,71S,.

These expressions for A,, are needed in the computations of the neighboring optimal

feedback gains, A, (where 1 = 1, 2 and 3) in Section (3.4).

§E.5 Expressions for C,,

In terms of the matrices S; defined in section (E.3), expressions of C,; are given by

the following relations:

Cu(n x n)= fr+ fuSs,

Ci2(n x n) = fu57,

Cis(n x p) = fx+ fuSs,

Cu(n xn)= —H; — HyuSe + STS5,715,,
Culnxn)= —fT — H.,S;+ 85TS5,7!'s;,

and Cy(n x p) = —Hzp — HpuSe + STS,71S,.
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These expressions for C,, are needed in the solution of time- varving Two-Point

Boundary-Value Problem formulated in Section (3.4).




Appendix F

Iterative Solution for TPBVPs
with Integral Path Constraints

In Section (3.4), we consider small deviations from a nominal path produced by
small perturbations in §£(0) and §¢. These perturbations give rise to §Z(r), 6X(7),
§4(r), §7(r) and 6. The perturbed quantities are determined by a linear, time-
varying Two-Point Boundary-Value Problem (TPBVP) with integral path equality
constraints. The general form of the problem is given by equations (3-6) of Section

(3.4).

When ¢, gb § and f. are not functlons of ¥, the TPBVP can be simplified and solved
using the Backward Sweep Method of reference [29]. The resultant neighboring

optimal feedback law has the form
S = —A 6% — A6 — A3bF.
The values of § % needed in the above feedback law can be obtained from the solution

of integral path equality constraints. An iterative procedure which imbeds the

solution of 6% in the solution of the TPBVP is described in this appendix.
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§F.1 Problem Formulation

The TPBVP consists of the following differential relations:

. 6z
(5?) = (Cu Cur Cxa) 6§ (1)
§A Ca -Cuh° Caxn 67
and path equality constraints
- l -
= Susir‘+/ (S126Z + §136A)dr = 0. (2)
0

The end-conditions of (1) are
§Z(0) = given,
(6¥)1 = (YNi(62) = given, (3)
(6301 = (B2 (62)1 + (¥ 116

Here 6Z(7)(n x 1), 5:(7)(11 x 1) and 8#(p x 1) are variations in the state z(r),
Lagrange multiplier A(7), and the unknown parameter & from their nominal values.

The matrices C,;(r) and S;(r) are defined in Appendix (E).

Solution of the TPBVP with path equality constraints can be obtained using a
modified form of the backward sweep method. The solution of the problem is given

by the following relations:

6= T6i+ R6G+ P67,

- - (4)
69 = RT 62+ Q63+ H6%.

where T'(n x n), R(n x q), P(n xp), Q(gxq) and H(gx p) are matrices that satisfy

the following differential equations
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f=-TCu-CLT-TCi3T +Cn,
= -(Cl, + TCy)R,
b = Cy3 - Ch P - T(C12P + C13),
)= -RTC;R,

and H= -RT(C;2P +Cyp).

and with the following terminal conditions

T(1) = (®ss)1,
R(1) = (¥Dh,
P(1) = (92 = 0,
Q(1) =0,

and H(1) = (¢«)1= 0.

Using these terminal conditions, the matrix time histories can be obtained by back-
ward integrations of the differential equations given above. The task remains to

find the value of §7 that also satisfies the integral path equality constraints

l -
Q= Su&i"-'l-[ (S126Z + S136A)dr = 0.
0

Once determined, 67 can be used in the neighboring optimum feedback law

§T= —A 6% — Agb9 — 357 (5)
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where the time-varying gains, A; (=1, 2 and 3) are given by the following relations:
Ai(m x n) = —[An + 412(T - RQ™'RT)),
A2(mx q) = —AR Q!
and As(m x p) = —[A1s + Ai2(P - RQ™' H)].

§F.2 Solution method

An iterative procedure can be constructed for the solution of the problem posed in

the last section. We first note from equation (4) that

6X= [T - RQ™'RT|5Z + [RQ™'|6¢ + [P - RQ'H|67.

Therefore the initial conditions needed for the forward integration of equation (1)
are given by the following relations:

(6Z)y = given,

. - (6)
(6X), = [T — RQ™'RT|,(62), + [RQ™"]y6¢ + |P - RQ™ H|,6%.

If we denote the value of §% at the #*? iteration by 6#;, we can substitute this
value of 6% into equation (6) and integrate equation (1) forward to obtain time
histories of [6Z(r)]; and [6X(r)]; of the s** iteration. These time histories can then

be substituted into equation (2) to obtain the value of Q at i*» jteration

1 -
0 = Su[&ir'].'+/; (S12(7)[82(7)) + S1a(7)[8A(r)];) dr.

If all the components of €); is less than ¢, i.e. | [ﬁ;],- |< €, where § = 1,...,p and ¢
is a small, pre-selected quantity (for example ¢ = 10~4), then the value of §% used
in the present iteration is close enough to the correct value and can be used in the
feedback law. Otherwise, [67]; must be improved to better satisfy path equality

constraints in the next (i.e. (§ + 1)*?) iteration.
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To construct an iterative procedure, let us define the following vectors/matrices:

p= (6%),
_{Cu Cn
4=\cn sz) ’

()

oo (65 )
[T - RQ™'RT}o(62)0 + [RQ™ os¥ ) °

b= ([P - ROQ"‘H]O)

Equations (1) and (6) can now be written in more compact forms as follow:

(1) = A(7)§+ B(n)F,
(8)

§(0)= C+ Dp.

from which we note that § (=67) enters into both the differential equation and its

initial condition linearly.

Now consider the effect of variation in p, i.e.
P — P+ Ap,
(where Ag is not small) on the solution of equation (8). Let the corresponding

change in § be
§— §+Ay.

If we substitute the last two equations into equation (8), we obtain the following

relation between the A-quantities

p—
<
o

A = [(1)Ap,
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where f{r) is a (2n X p) matrix that satisfies the following first-order, linear, time-
varying differential equation

f = A(nf + Blr), (10)

and with the following initial condition

f(0) = (D].

The result given in equation (9) is needed in our subsequent analysis.

§P.3 Iterative Procedure

If we denote the value of § at the ith iteration by g, and if p; does not meet the

path equality constraints, then

1
G, = Sufi + fo (812, Sua) Gudr # 0,

To come closer to satisfying the constraints, we change p; by Ap; in our next
iteration. The corresponding change in §; is given by equation (9). The path

constraints at the (s + 1) iteration are

i
0 = fiuy = Sulf: +AF) + fo (Su, Sio) i + [(NARNr, (1)

where Ag; is selected in such a way that path equality constraints at the (s + 1)tk

are satisfied exactly.

If we substract the €);,,- equation from the {3;- equation, we get the following

relation that can be used to solve for Ap;:

1
—G; = [Su +/0 (S12, S13)f (1)dr)(AB) (12)

therefore Ap; = -K ;.
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where

1
K =[Su+ fo (Si2, S13) (r)dr]~* (13)

Since S11(7), Si2(r), and Si3(r) can be computed (cf. Appendix (E)) and f(r) is

the solution of equation (10), the (p x p) gain matrix K can be computed.

Once the value of Ap; is computed, the value of § for the (s + 1)** iteration can be
computed as
Pis1l = Pi + AP,

p: — K1 )
= p; — Ki);.

The path constraints are satisfied “exactly” if we use this value of § for the (s + 1)th

iteration.

Alternatively, an iterative procedure can be constructed as follow. Here instead of
finding the value of K from equation (13) and using it in the computation of ;41

for the (i + 1)** iteration, we choose to compute the value of ;4 as follow:

(Pier = 7 — K[Qi,
o (13)
or (67)41 = (67); — K[, .
Equation (13) states that the correction that has to be made after the i** iteration
is proportional to the negated value of the constraint violation {}. K(p x p) is
an arbritarily selected, positive gain matrix. Now instead of meeting the path
constraints in one single step (with substantial amount of calculation in that one
step), we meet them iteratively in several steps. The iterative procedure ends when
the conditions | [ﬁ;] j|< eforj=1,..paremet (this also means that the correction

tr
U

in the pext iteration is going to be insignificantly small). A flow chart of this

i

iterative procedure for the case when p = 1 is shown in Figure (F.3.1).
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Once determined, the value of 6% can be used in the neighboring optimal feedback

law and the TPBVP with path equality constraints is solved.
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Assign values
to K and €.

(e.g. K =100
and € 30.001)

z : 1'
Assume a value
tor (67) .
(.g. (6T = O)

ORIGINAL PAGE' IS
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| .

Integrate €q. (1)
forward with initial
conditions from eq.
(6) . Obtain time
nistory of [6x(7)]1,
and (SA(M ],
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of ((l) using eq. (2)

.

Yes

\

Output the value
of (&%),

b

l‘ﬂ'h.‘
=cém1,- KQ,

Obtain feedback lavs
frem eq. (95)

Stop |

FPigure F

3.1 An iterative procedure to find 6%



Appendix G

Example Problems
Solved Using the SGR Technique

Four example applications of the Sequential Gradient Restoration Optimization
Algorithm are given in this chapter. Example (1) has a state variable inequality
constraint. Example (2) has 2 bound on the control. Example (3) is one with
multiple path constraints involving both the state and the control vectors. Lastly,
Example (4) involves a situation where there is a bound on the time rate of change
of one of the states. Whenever necessary, the path inequality constraints are first
converted to equality constraints that involve the controls. The Sequential Gradient
Restoration (SGR) method is then used to solve the optimal control problem with

nondifferential constraints.

§G.1 BOUNDED BRACHISTOCHRONE PROBLEM [29]

Consider the following optimization problem:

muml =ty
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The equations of motion are given by

‘:,

gsinny,

* = Vcosn.

y = Vsinn,
The initial conditions are :
V() =0,
z(0) = 0,
y(0) =0
The terminal condition is :
.'L‘(lf) =1.

The minimum time problem is further subjected to a state variable inequality con-

straint of the following form :

<
IA

IR
-}-
=]
(X)

The above problem is the same as the one posed in Chapter (3) of Reference |29

(pps 119-120) with A = 0.2 and tanf = %

The inequality constraint can be converted into a path constraint with the use of a

Valentine-type auxiliary state z

-;—+0.2—y—22 = 0.

The initial condition of the auxiliary state z is given by

2(0) = +v0.2 .
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If we take the first time derivative of the path constraint and substitute for z the

dynamic equation of r, we obtain a path equality constraint which involves the
control

1., ,

5\ cosy — Vsiny —2zu = 0,
where the auxilliary control u' is defined as the time derivative of the auxillary state

¥4

2= u.

Therefore the transformed problem is given by

z = tyVecosn,
y = tyVsin~y,
z = tyw,
V' = tygsin~y.
Since the end-time ofthe problem is not specified, we have made a change in the

independent variable from ¢ to 7 where

The “new” independent variable of the problem is now 7 (which varies from 0 to

1); and ( )’ denotes differentiation with respect to r.

The initial conditions of the transformed problem are

z(0) = 0,

and the terminal condition is
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The path equality constraint of the transformed problem is
1., . .
51 cosy—Vsiny - 2zuw = 0.
The minimum-time of this problem for the special case when ¢ = 1 and [ = 1 is

found to be 1.7741. This minimum time compares well with that computed using

the formula given in ;29 (t; = 1.7795).

The optimal trajectory of the above problem is given in Figure (G.1.1).

§G.2 BOUNDED CONTROL OF DOUBLE INTEGRATOR PLANT
[29]

mumI=tf

The equations of motion are given by

=y,
y=1u
The initial conditions are :
z(0) = 0,
y(0) =0
The terminal conditions are :
.‘L'(f!) =1,
y(ty) = 0.

The minimum-time problem is subjected to a bound on the control u

-1<u<l.



282 G. Example Problems Solved Using the SGR Technique

V-AXS
" 1] (1] " (1]
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Figure G.1.1 Bounded Brachistochrone Problem
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The above problem is the same as the one posed in Chapter (3) of Reference [29'
(pps 112-114). Solution of this optimization problem involves “bang-bang™ control,

i.e. the control “bang” from u = -1 to v = +1 and vice versa.

The inequality constraint on the control can be converted into a path equality

constraint with the use of an auxilliary control v

Wv+0vP-1=0.

Therefore the transformed problem is given by

!

r = tyy,
y' = tyu.
Once again, since the end-time of the problem is not specified, we have made a

change in the independent variable like the one used in Example (1).

The initial conditions of the transformed problem are

z(0) = 0,

y(0) =0,
and the terminal conditions are :

z(1) = 1,

y(1) =0

The path equality constraint of the transformed problem is

w+vi-1=0.

The minimum-time of this problem is found numerically to be 2.0041. This mini-

mum time compares well with that obtained analytically (cf. [29], t; = 2.0000).
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The “Bang-bang” control of the problem and the optimal trajectory in the distance-

velocity phase-plane is given in Figure (G.2.2).

§G.3 A GEODESIC PROBLEM [42]

inl =t
muln f

The equations of motion are

The initial conditions are :

The terminal condition are :

Here u, v, and w are the components of the velocity vector in a 3-D Cartesian space.
The idea here is to transfer between end points on an ellipsoid, moving at constant

velocity, in minimum time without leaving the surface of the ellipsoid.

Thus, the minimum-time problem is subjected to the following state and control

path equality constraints
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Figure G.2.2 Bounded Control of .%- Plant
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uz-x'~v2+w2 =1,
2 2
z
z2+y—-‘r— =1.
4 9

The first constraint states the fact that the magnitude of the velocity is unity. The
second constraint requires that the travel be made on the surface of an ellipsoid

with semiaxes ¢ =1, b =2 and ¢ = 3.

Since the first constraint of the problem is already a path equality constraint, further
transformation is not necessary. If we take the time derivative of the second con-
straint equation and substitute into the resultant equation dynamic relations given
by the equations of motion, we obtain an alternative form of the path equality

constraint

Therefore the tranformed problem is given by

r = tju,
y' = tfz',
Z' = tju'.

Note the change in the independent variable from t to 7 for the reason explained

before.

The initial conditions of the transformed problem are
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and the terminal conditions are :

1
I(l) = —\/—53
y(1) = :/%

3
2(1) = _.V_/E'

In view of the need to stay on the surface of the ellipsoid at all times, one of the

above three initial and terminal conditions is redundant.

The path equality constraints of the problem are

w+e?+uw?l-1=0,
J:u-*——y—v iti=0
4 9

The minimum-time of this problem is found to be 2.1443. this minimum time com-
pares well with that obtained using the quasilinearization technique of References

[49-50' (t; = 2.1439).

Optimal trajectories in the z — y, £ — z and y — z coordinate planes are given in
Figure (G.3.3). Note that the first two trajectories are part of an ellipse while the
last one is a straight line. This result is analogous to the shortest path “great-circle”

travel on the surface of a sphere.

§G.4 BOUNDED TIME RATE OF CHANGE OF STATE

rrtmI= ty -

The equations of motion are given by
I=wu,

y=u-2z2-05.
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Figure G.3.3 A Geodesic Problem
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The initial conditions are :

z(0) = 0,
y(0) = 0.
The terminal conditions are :
I(ff) =1,
T
ty) = —=.
y(ty) 1

This minimum-time problem is subjected to a bound on the time rate of change of

the state y from below

y> -05

The inequality constraint can be converted into a path equality constraint by the

use of the dynamic equation of y. The result is
u? — 72 > 0.

The inequality can be further transformed into a path equality constraint with the

use of an auxiliary control v

Therefore the transformed problem is given by

' = tyu,

v = ty(u? - 22 -035).
Note the change in the independent variable from t to 7 for the reason given before.
The initial conditions of the transformed problem are :
z(0),= 0,

y(0) =0,
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and the terminal conditions are :

The minimum-time of this problem is found to be 1.8191, which compares well
with that computed using the quasilinearization technique of Referene {49-50 and
reported in Reference {48, (t; = 1.8222).

The optimal time history of the state and the control of the problem are given in
Figure (G.4.4). Note that in order to satisfy the bound on the time rate of change

of y, the control u must at all times be larger or equal to z.
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Figure G.4.4 Bounded Time-rate-of-change of State Control




