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Preface

In this survey of condensed-matter physics we describe the current
status of the field. present some of the significant discoveries and
developments in it since the early 1970s. and indicate some areas in
which we expect that important discoveries will be made in the next
decade. We also describe the resources that will be required to produce
these discoveries.

Condensed-matter physics is divided roughly into two broad
subareas devoted. respectively, to sclids and to liquids. In this volume
the subarea of solids is subdivided into several subfields. including the
electronic properties of solids. their siructures and vibrational excita-
tions, critical phenomena and phase transitiors, magnetic properties of
solids, semiconductors, defects and diffusion, and surfaces and inter-
faces. The subarea of liquids is divided into the subfields of classical
liquids., liquid crystals, polymers and nonlinear dynamics instabilities.
and chaos. The subareas of solids and liquids are roughly linked by the
subfield of low-temperature physics. which is concermed with phenom-
ena occurring in both of them. This subdivision of condense<-matter
physics reflects the manner in which the community organi-es itself.
through its conferences. workshops. and seminars.

Each of the subfields was reviewed by a member of the community
working in that subfield, chosen both for technical expertise and
scientific breadth who, in general, had the assistance of many other
members of that community. These reviews of the subfields of con-
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Vill  PREFACE

densed-matter physics were supplemented by reviews of the new
materials that are exciting interest because of the unusual physical
properties that they display and the opportunitie, for technological
applications that they may afford. of new experimental techniques
whose use has led to remarkable discoveries, and of the National
Facilities that have provided researchers in condensed-matter physics
with capabilities beyend those available in their own institutions.
These reviews were also prepared by expens in the corresponding
subject areas.

This volume is organized as follows. Part I 1s devoted to a discussion
of the importance of condensed-matter physics: to brief descriptions of
several of the most significant discoveries and advances in condensed-
matter physics made in the 1970s and early 1980s. and of areas that
appear to provide particularly exciting research opportunities in the
next decade: and to a presentation of the support needs of condensed-
matter physicists in the next decade and of recommendations aimed at
their provision. In Part 1. the subfields of condensed-matter physics
are reviewed in detail. The volume concludes with several appendixes
in which new materials. new experimental techniques. and the Na-
tional Facilities are reviewed.

As one reads through this volume. one cannot help being struck with
the conclusion that condensed-matter physics 1 an intellectually
exciting field of physics in which discovernies have had. and are
continuing to have. significant impacts on other fields of physics. as
well as on chemistry. mathematics. ..nd the biological sciences. At the
same time. it is the field of physics that has the greatest impact on our
daily lives through the technological developments to which it gives
rise. It has witnessed a decade in which remarkable discoveries and
advances in our understanding of the condensed states of matter have
been made. It is currently experiencing a period of intensive activity in
existing subfields an 1 growth of new subfields. and it offers the promise
of significant new discoveries and advances in the decade to come.
However. research in condensed-matter physics at a world-class level
today 1s becoming increasingly sophisticated in both theorctical and
experimental techniques. With thi+ increasing sophistication is associ-
ated a rapidly increasing cost of doing research. in dollars and in
manpower. which must somehow be met if the opportunities facing this
field are to be achieved. This is a challenge that together with the
opportunities will be facing condensed-matter physics in the United
States n the next decade.

Finally. 1 am grateful for the technical conaributions of the members
of the Panel on Condensed-Matter Physics and for their assistance in
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PREFACE  IX
drafting the recommendations made in this report. In addition, I want
to thank the many members of the U.S. cond-nsed-matter physics
community who contributed to every part ot this survey. either by
writing parts of it or by reading it and making suggestions for its
improvement. They are listed at the end of this volume. Their valuable
contributions are greatly appreciated.
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Highlights,
Opportunities,
and Needs

The focus in this volume is solely on condensed-
matter physics. which is the foundation of a significant
portion of the broader field of materials science, and
the dividing line between the two fields is not always a
sharp one. However, we are not surveying materials
science nor the considerable impact of condensed-
matter physics on technoiogy. The interface between
physics and technology will receive fuller treatment in
another voiume in this survey.




HIGHLIGHTS. OPPORTUNITIES. AND NEEDS 3

CONDENSED-MATTER PHYSICS AND ITS IMPORTANCE

Condensed-matter physics is the fundamental science of solids and
liquids, states of matter in which the constituent atoms are sufficiently
close together that each atom interacts simultaneously with many
neighbors. It also deals with states intermediate between solid and
liquid (e.g., liquid crystals, glasses, and gels), with dense gases and
plasmas, and with special quantum states (superfluids) that exist only
at low temperatures. All these states constitute what are called the
condensed staies of matter.

Condensed-matter physics is important for two reasons. The first is
that it provides the quantum-mechanical foundation of the classical
sciences of mechanics, hydrodynamics, thermodynamics, electrorics,
optics. metallurgy, and solid-state chemistry. The second is the mas-
sive contributions that it provides to high technology. It has been the
source of such extraordinary technological innovations as the transis-
tor, superconducting magnets, solid-state lasers, and highly sensitive
detectors of radiant energy. It thereby directly affects the technologies
by which people communicate. compute, and use energy and has had
a profound impact on nonnuclear military technclogy.

At the fundamental level, research in condensed-matter physics is
driven by the desire to understand both the marner in which the
building blocks of condensed matter—electrons and nuclei, atoms and
molecules—combine coherently in enormous numbers (~10**/cm?) to
form the world that is visible to the naked eye, and much of the world
that is not, and the properties of the systems thus formed. It is in the
fact that condensed-matter physics is the physics of systems with an
enormous number of degrees of freedom that the intellectual challenges
that it presents are found. A high degree of creativity is required to find
conceptually, mathematically, and experimentally tractable ways of
extracting the essential features of such systems, where exact treat
ment is an impossible task.

Condensed-matter phvsics is intellectually stimulating also because
of the discoveries of fundamentally new phenomena and states of
matter, the development of new concepts, and the opening up of new
subfields that have occurred continuously throughout its 60-year
history. It is th: field in which advances in quantum and other theories
most directly confront experiment and has repeatedly served as a
source or testing ground for new conceptual ways of viewing complex
systems. In fact, condensed-matter physics is unique among the
various subfields of physics in the frequency with which it feeds its
fundamental ideas into other areas of science. Thus, advances in such

Preceding page blank



4 HIGHLIGHTS. OPPORTUNITIES. AND NEEDS

subareas of condensed-matter physics as many-body problems. critical
phenomena. broken symmetry. and defects have had a major impact on
nuclear physics. elementary-particle physics. astrophysics. molecuiar
physics. and chemistry. These advances continue and offer the promise
of equally fundamental discovenies in the next decade.

At the same time. condensed-maticr physics excites interest because
of the well-founded expectations for applications of discovernies in it.
Of zll the branches of physics. condensed matter has the greatest
impact on our daily lives through the technological developments to
which it gives rise. Such familiar devices as the transistor. which has
led to the miniaturization of a varniety of electronic appliances: the
semiconductor chip. which has made possible all the mynad aspects of
the computer: magnetic tapes used in recording of all kinds: plastics for
everything from kitchen utensils to automobile bodies: catalytic con-
verters 1o reduce automobile emissions: composite matenals used in
fan jets and modern tennis rackets: and NMR tomography are but a few
of the practical consequences of research in condensed-matter physics.
A whole new technology. optical communications. is being developed
at this time from research in condensed-matter physics. optics. and the
chemistry of optical fibers.

These examples serve to illustrate the intimate connection between
fundamental science and the development of basic new technology in
condens2d-matter physics. In both universities and industry they are
carried out by people with the same research training. who use the
same physics concepts and the same advanced instrumentation. Be-
cause fundamental science in condensed-matter physics i1s so deeply
involved with technological innovation. it has a strong natural bond
with industry. This is the main reason why condensed-matter physics
has been so successful in leading industnial innovation.

Indeed. the full extent to which the consequences of research in
condensed-matter physics play a role in the quality of our everyday
lives. and in meeting national needs. is far greater than any such listing
can indicate. In order to show this explicitly we have constructed the
matrix displayed in Table !. the first column of which lisis the subareas
of condensed-matter physics. and the first row the major areas of
human and technological activity that are of national interest. The
elements of the matrix are filled in with a solid circle. indicating a
critical connection between the corresponding subarea of condensed-
matter physics and the area of application: a half-filled circle. indicating
an important or emerging connection: an open circle. denoting the
possibility of a connection: or a blank. implying that the connection is
not known. In Appendix A this matrix is repeated. but with qualitative
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6 HIGHLIGHTS. OPPORTUNITIES. AND NEEDS

comments concerning the connections replacing the vanous circles.
This table makes the point graphically that condensed-matter physics
plays an indispensable role in the maintenance of the quality of our
daily life and in providing for national secunty.

DISCOVERY

The 1950s saw such achievements ¢ the rapid development of
semiconductor technology after the discuvery of the transistor: the rise
of many-body theory (the application of the methods of quantum fieid
theory to large and complex systems) as a field of theoretical physics.
and its crowning achievemeat. the solution of the 50-year-old problem
of superconductivity: the heyday of magnetic resorance methods in
physics: and the elucidation of the Fermi surfaces of metals. The 1960s
saw the discovery of high critical fields and superconducting magnets.
as veell as of the Josephson effect and other electron tunneling methods
and devices: the construction of the first working lasers and further
giant strides in laser physics: the initial explanation of the ancient
problem of the resistance minimum by Kondo and the opening up of a
whole new physics of similar Fermi-surface effects in metals such as
the x-ray edge: the development of pseudopotential and density
functional methods. among others. that have made electronic structure
calculations almost routine: and the initial development of high-energy
probe methods for the study of electronic structure such as ultraviolet
photoelectron spectroscopy (UPS) and x-ray photoelectron spectros-
copy (XPS).

From time to time. thcre have been those who have predicted the
end of this era of discovery. Remarkably. the subject continues to
produce surprises. In what follows we present a selection of some of
the most interesting advances in condensed-matter physics that oc-
curred in the 1970s and early 1980s.

Artificially Structured Materials

One area of condensed-matter physics that has progressed remark-
ably in the past decude is that of artificiaily structured materials—
materials that have been structured either during or after growth to
have dimensions or properties that do not occur naturally.

The most important techniques for the creation of such materials are
molecular-beam epitaxy (MBE). the molecule-by-molecule deposition
of material of the desired composition from a molecular beam. and
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metallo-organic chemical vapor deposition (MOCVD). These are prime
-xamples of technological breakthroughs. used primarily to make
semiconductor lasers and other devices. feeding back to fundamental
physics. One can fabnicate artificial periodic superlattices consisting of
alternating layers of different semiconductors. different metals. or
semiconductors ¢ ad metals. and one can also create artificial. purely
two-dimensional electron gases. The latter have unique and important
properties. e.g.. extremely kigh electron mobilities. which cannot be
provided by metal-oxide-semiconductor (MOS) inversion layers. The
new physical phenomena to which the resulting structures have given
nise include the quantized Hall effect and the fractionally quantized
Hall effect. It has also been possible 1o grow metallic superiattices
in which the electronic mean free path i« appreciably longer than
the perniod of the superlattices (the sum of the thicknesses of the
two alternating metal layers). It is found that it is possible to induce
new lattice structures rather easily in such superlattices. Metal/insu-
lator superlattices are ideal systems for the study of dimensional
effects in metals. e.g.. the crossover from two- to three-dimensional
superconductivity in Nb/Ge superlattices as the Ge thickness is de-
creased.

The Quantized Hall Effect

Modern techrology has made possible unique. purely two-
dimensional electron gases (in the sense that only one quantum state is
excited in the direction perpendicular to the plane of the gas. so that
electronic motion in it is strictly confined to that plane! These systems
show exciting properties and are a new laboratory for the study of
fundamental physics. The most remarkable property of such systems is
undoubtedly the quantized Hall effect. At low temperature and high
perpendicular magnetic field. the electron states are split into so-called
Landau or cyclotron encigy levels. It is found that wher the Fermi
level is between two such levels one sees an almost perfectly flat
plateau or constant value of the Hall conductance. the conductance
perpendicular to the electric and magnetic fields. as well as zero
parallel conductance. These plateaus are found to be quantized in units
of ¢’/h = 1/25.812.8 ohm '. The precision of this result. at least one
part in a hundred million. has led to improvement in the measurement
of this fundamental constant and to a new portable resistance standard.
More rccently. quantization of the Hall conductance in simple fractions
like 1/3. 2/5, and 2/7 of ¢*/h has been seen. and an explanation of this
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effect has been proposed. and widely accepted. that involves a
completely new and unexpected orderec state of matter. In this state
one proposes that a new type of elementary excitation with fractional
electronic charge plays a major role.

Effects of Reduced Dimensionality

For many years condensed-matter theorists studied one- and two-
dimensional models of solids because it was often possible to obtain
exact results there where the corresponding, physical. three-dimen-
sional models were intractable. The existence of such exact solutions
in low-dimensional systems has prompted experimentalists to search,
successfully. for physical systems whose physical properties agree well
with those of one- and (wo-dimensional theoretical models. These
include quasi-orne-dimensional magnetic systems composed of chains
of magnetic atoms, separated from each other by nonmagnetic atoms,
and quasi-two-dimensional systems realized by layered compounds.
such as graphite intercalaiion compounds. in which atomic layers are
widely separated and weakly interacting.

Other examples have arisen either out of technological discoveries or
from the synthesis of interesting new materials. The inversion layers
used in the quantized Hall effects are an exam.ple of reduced dimen-
sionality systems important in technology. an example that has been
vital to the physics of disordered systems as well. Another is the
development of methods for studying adsorbed layers on surfaces that
undergo phase transitions of typically two-dimensional type A third 1s
the discovery of methods for making freely suspended layers of a liquid
crystal one or a few molecules thick.

New materials showing metallic properties in only one or two
dimensions have been synthesized. for instance the transition-metal
dichalcogenides. which can be cleaved to produce single layers or
intercalated with large molecules that separate the layers by large
distances. and a number of organic one-dimensional chain mctals such
as polyacetylene. These various developments have encouraged ex-
perimentalists and theorists to think of dimensionaiity as a new free
parameter.

Charge-Density Waves

Among phenomena that are most clearly demonstrated in low-
dimensionaiity systems are charge (or in some cases spin) density
waves. A few isoleted cases in which the structure of a solid was
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modulated periodically had been known for decades, but it was not
until modern low-dimensionality materials became availabie, such as
the dichalcogenides and trichalcogenides of Nb and other transition
metals, and some organic metals, such as polyacetylene and tetra-
thiafulvalene-tetracyanoquinodimethane (TTF-TCNQ), that the phe-
nomenon couid be studied in general. Theory has predicted for many
years that such materials should show density waves especially easily.
In such inaterials the structure contains two periods that may be
incommensurate, hence giving an overall nonperiodic structure. A
particuiarly important possibility is the sliding of such an incommen-
suraic wave through the parent lattice, a new phenomenon illustrating
in a clean microscopic mcdel the age-old effects of sliding and sticking
friction. The materials that display these effects, e.g., NbSe: and TaS;,
are remarkable quantum systems with the richness of superconductiv-
ity and should be excellent for studying various aspects of macroscopic
quantum phenomena. Other interesting phenomena relate to defects in
these waves, which have strange topological properties, fractional
charge per unit area, and, in the case of polyacetylene, strange spin and
charge properties. This subject continues to be actively discussed, nnt
only because of its scientific interest but also because of its possible
technical interest.

Disorder

It is only within the past decade that physicists have begun to focus
on the problems intrinsic to disordered states of matter such as random
alloys, glass, and gels. Historically they had dealt with such systems—
often effectively—by trying to average out the disorder in the most
efficient possible way, to produce an ‘“‘effective medium.”” Now they
have begun to look for intrinsic properties of disordered materials. The
most striking of these is localization, the tendency to form quantum
states that cannot move except with the help of thermal energy.
Experimentally, the study of localization is much clarified by using a
two-dimensional geometry, in which one often sees a unique nonclas-
sical behavior of the electronic conductivity, and by technical ad-
vances in microfabrication, which allow the study of effectively
one-dimensional wires and of tiny loops that show strange conductivity
oscillations in a magnetic field. A second disordered material of
technical importance is glass; the glass transition and the high-
temperature annealing properties of glass remain almost completely
mysterious, but a whole new physizs has grown up around a new entity
recently disccvered in the low-temperature behavior of glass, the

-
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so-called tunneling centers. The structure of glass is also a great
mystery; the computer may help in deciphering it, but in fact we know
so little that we do not yet even believe we can program a computer to
make a viable model of glass.

Mixed Valence and Heavy Fermions

It is not uncommon, the chemists nave found, for the same chemical
element to exhibit two valences in the same compound—as, for
example, magnetite, which contains both ferrous and ferric iron at
different atomic positions. On the other hand, metals such as nickel do
not necessarily have a fixed valence, as the electrons move freely
through the lattice. The rare-earth metals, however, normally have a
fixed valence for the inner f electrons, which can be identified because
they show magnetic properties identical to those of ions in an insulating
salt. It now appears that there is a large class of compounds based on
the rare-earth atoms Ce, Sm, Eu, Tm, Yb, and now the actinide
element U, that are intermediate between these two cases in an unusual
way. Some types of measurements—one-electron probes, x-ray
edges—show both valences simultaneously developed on the same
atom. Other (ypes of measurement, such as those of low-temperature
magnetism or conductivity, show a fixed valence, sometimes interme-
diate and sometimes not. It appears that electrons are quantum
mechanically tunneling rather slowly in and out of the f shells, with
very exotic results, such as electron bands with effective electron
masses as large as 1000 times a normal electron mass, which nonethe-
less exhibit superconductivity at very low temperatures. Present
speculation is that these superconductors are of a totally new type,
and are analogous to superfluid *He. The valence fluctuations in other
materials lead to a number of other fascinating effects: metal/insulator
transitions, magnetic/nonmagnetic transitions, soft (highly compress-
ible) lattices, and transitions into exotic magnetic ground states. A full
explanation of these phenomena might have far-reaching consequences
for our understanding of magnetism and bonding in solids.

The Superfluid Phases of *He

A high point in research in condensed-matter physics of the last
decade was the discovery that *He is a superfluid (i.e.. can flow without
resistance through narrow charnels) at temperatures below 3 mK. This
is the first, and only, new superfluid to be discovered since the
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superfluidity of ‘He was established in 1937. The properties of ‘He are
very different from those of ‘He because *He obeys the quantum-
mechanical laws of Bose statistics. whereas ‘He obeys Fermi statistics.
tire same as electrens. At the same time. superfluid ‘He displays a rich
variety of physical properties in addition to those possessed by the
previously known superfluids. This is because the interaction between
pairs of helium atoms that is responsible for ‘he superfluidity of ‘He is
qualitatively different from the interaction between pairs of electrons
responsible for the superconductivity of ail the currently known
superconductors. In particular the superfluid is locally anisotropic.
acting as though it was made up of molecules with internal rotational
motions about a specific direction.

Several major advances in condensed-matter physics were fueled
primarily by new theoretical concepts. Descriptions of two of them
follow.

The Renormalization Group Methods

These techniques are useful in dealing with physical phenomena in
which there exist fluc.uations that occur simultaneously over a wide
range of different length, energy. or time scales. The method proceeds
by stages. in which one successively discards the shortest-wavelength
fluctuations until a few macroscopic degrees of frcedom remain. The
effects of the short-wavelength fluctuations are taken into account
approximately at each stage by a rcenormalization, i.e.. change in
magnitude. of the interactions among the remaining long-wavelength
modes. These techniques were developed initially in particle physics
but came into their own in the theory of phase transitions. the branch
of condensed-matter physics that deals with changes of state. such as
the melting and freezing of solids and liquids and the magnetization of
ferromagnets. Their use has provided a theoretical understanding of
empirical relations among different properties near the phase transition
or critical point of a given systcm and has made it possible to predict
critical properties with a high degree of accuracy. These predictions
have been confirmed by a wide variety of subsequent experiments. The
renormalization group techniques have found applications 1n such
diverse areas of condensed-matter physics as disordered electronic
systems, impurity problems, disordered magnetic materials called spin
glasses, nonlinear dynamical systems, long polymer chains. and per-
colation through macroscopically inhomogeneous systems such as
porous rocks.
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Chaotic Phenomena in Time and Space

A second new subfield of condeased-matter theory has arisen from
our overlapring interests with the ficlds of hydrodynamics and plasma
physic. in strongly driven systems. systems so far from equilibrium
that linear equations no longer hold. A bew ildering variety of phenom-
ena can appear from the simplest models of these systems. which
attempt to describe them in terms of one o: a few degrees of freedom:
singly or doubly periogic motions. or puiely chaotic ones. arising
eatirely from the internal dynamics with no random external influ-
ences. Some remarkable universality properties appear in such sys-
tems and are exhibited under some experimental conditions. Many
focuses of debate remain: for instance. it is clear that fully developed
turbulence cannot be described by such simple mathemadics. but how
far can such a simple approach go toward providing a description?
What is the criterion that determines the remarkable patterns that often
appear in such systems? We have learned how complex the simplest
sets of equations describing a few modes can be—how far do we have
10 go to describe a realistic system like a real laser or a solidifying
hiquid? Chaotic nonlinear behavior is common to a wide variety of
condensed-matter systems. such as semiconducting lasers, and various
superconducting devices. as well as the much studied hydrodynamic
systems.

Finally. some new arcas have resulted from experimental break-
throughs. Some of these are discussed below.

Widespread Use of Synchrotron Radiation

Synchrotron radiation is electromagnetic radiation emitted from
partic’ -ccelerators by charged particies (usually electrons) with large
energy .o the range from hundreds of MeV to 10 GeV or more.
Synchrotron sources provide intense radiation at wavelengths for
which laser sources arc cither unavailable or not yet tunable. Because
synchrotron radiation has a number of desirable characteristics. e.g..
high brightness. wide tunability . strong collimation. linear polarization.
stability. ¢nd the fact that the radiation often occurs in ~0.i-1
nanosecond pulses. in the past 10 years this waste product of particle
physics has been used increasingly for low-energy physics in a broad
range of fields. In condensed-matter physics. synchrotron radiation has
been used to determine experimentally the energy-momentum relation
E(k) for electrons in such elements as Cu and Ni and such semicon-
ductors as GaAs and CdS: the inadequacy of a purely band model of

-



HIGHLIGHTS. OPPORTUNITIES. AND NEEDS 13

ferromagnetism in nickel has been demonstrated by an experimental
determination of the temperature dependence of the exchange splitting:
an understanding of the fundamental problem of two-dimensional
melting and wetting has been gained through experiments employing
synchrotron radiation: the structure of glassy amorphous materials has
been investigated in this fashion. and phase transitions in few-
molecule-thick layers of liquid crystals have been studied: and the
oxidation state and local geometries of molecules adsorbed on surfaces
and studies of catalytic activity at surfaces and of the structures of the
surfaces themselves have been carried out. A great deal of synchroiron
radiation work has been carried out on the formation of semiconductor-
oxide. semiconductor-semiconductor. and semiconductor-metal inter-
faces; synchrotron radiation has also been used in lithography to
produce artificial structures with dimensions as small as 70 A. Syn-
chrotron radiation today stands as one of the most versatile tools
available to experimentalists in a broad range of fields.

Atomic Resolution Experimental Probes

A major advance of the past decade in instrumentation for experi-
mental studies of condensed matter was the development of several
probes capable of secing individual atoms. One of these is the scanning
vacuum tunneling microscope. In this instrument a sharp metal tip is
placed at a distance of ten or so angstroms above a solid surface. with
a potential difference between the tip and the surface. Electrons can
transfer from one to the other via quantum-mechanical tunneling. and
the resulting electric current is sensitive to the distance from the tip to
the sample. As the tip is scanned across the surface the height of the
surface at each point can be determined from the current fluctuations.
In particular, bumps in the surface electron density produced by
individual atoms can influence the current, as can steps and other
defects. Thus with this instrument one now has the possibility of
determining the structure by direct observation. Also developed in the
past decade are new electron microscopes that can be used to image
defects within the bulk of a crystal. By 1982 the resolution of com-
mercial transmission electron microscopes had reached about 1.5 A.
Since the beam passes through the entire sample. electron microscopy
is naturally adapted to the study of linear and planar defects aligned
with the beam. Atomic positions in perfect crystals can also be
obtained through the use of thin-film samples. A related atomic
resolution probe is the scanning transmission electron microscope
whose current resolution is about 2 A. Heavy atoms located on carbon
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films have deen imaged adividually by this probe. We can expect that
in the future these kinds of probe will be used more and more for direct
determination of atomic positions within and on the surfaces of solids.

RESEARCH OPPORTUNITIES IN CONDENSED-MATTER
PHYSICS IN THE NEXT DECADE

The list of outstanding achievements during the past decade given in
the previous section demonstrates the vitality of condensed-matter
physics and is a strong indication of progress to be made in the coming
decades. Many of the developments provide new experimental or
theoretical tools for studying physical problems that are as yet un-
solved. As examples. we cite the applications of vacuum tunneling
microscopy and of intense synchrotron radiation sources. as well as the
various renormalization-group methods of theoretical analysis. There
are newly discovered materials or phenomena that are only partially
understood and that therefore open up new fields of inquiry. Examples
here include the heavy-fermion superconductors. modulated semicon-
ductor structures. the quantized and fractionally quantized Hall effect.
and the random magnetic-field problem.

In the remainder of this section we describe some of the areas of
condensed-matter physics that appear to us to provide particularly
exciting resecarch opportunities in the next decade. In compiling such a
list. we are. however. cognizant of the fact that each of the preceding
two or three decades has seen the discovery of physical phenomena or
methods that could not have been predicted at the beginning of that
decade. For example. several of the outstanding discoveries listed in
the previous section. such as the new pt .. ses of *He and the quantized
Hall effect. would have been absent from a list of opportunities drawn
up in 1970. It is virtually certain that the coming decade will have its
share of such unexpected discoveries.

A great deal of effort is expected to be devoted to the determination
of the siructures and excitations of surfaces of crystalline solids. both
clean and covered with adsorbed layers. and of the interfaces between
two different solids and between solids and liquids. These investiga-
tions will be carnied out by the use of such instruments and techniques
as the recently developed scanning vacuum tunneling microscope.
Rutherford ion backscattering. grazing-incidence x-ray scattering. low-
encrgy clectron diffraction. electron energy loss spectroscopy. and
atomic diffraction. The results of these determinations are crucial to a
detailed understanding of various surface and interface excitations.
electronic. vibrational. and magnetic. We can hope that eventually we
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may not only determine surface structures. but control them by
deliberate doping or other physical and chemical techniques. The great
goal of understanding catalysis must always remain in our minds. but
few experiments yet undertaken approach the real problems of catal-
ysis in practical systems as opposed to atomically clearn models.

The determinaticn of the structure, ground-state properties, and
clementary excitations in glasses, amorphous mat<als, and other
disordered systems both magnetic and nonmagnetic will be an active
area of research, because of both the interesting physical properties
displayed by such systems and the technological importance of many
of them. There is certain to be a vigorous effort in developing new
types of disordered materials for elecironic and optical applications.

The interplay of this field with computer science and even more
distant fields such as neurobiology is a fascinating new development
that is sure to be a major area of activity in the next decade. Here. for
the first time, physics is pushing at the theoretical limits of computa-
tional complexity. and hence it is not even clear that meaningful
simulation of the structure of glass. or even the folding of a random
polymer or protein molecule. for example. can be carried out in
principle without recourse to completely ncw ideas in the computer
field and new and complex theoretical concepts. We may also assume
that new physical and chemical insights will be necessary in this area.
especially as we approach problems involving even more complicated
materials such as polymer glasses and gels.

Artificially structured materials can be ordered in their structure, as
in the case of artificial superiattices, or they can be ordered on a
microscopic scale and yet be disordered overall, as in the cases of
systems compos=d of small particles of one material embedded in a
matrix of a second. Such materials possess transport, elastic, and
optical properties that can differ considerably from those of their
constituents in the bulk state. and. perhaps more importantly. these
properties can be tuned in desirable ways by varying the constituents
and their thicknesses in the case of superlattices or by altering the
constituents, their size distributions, and their relative concentrations
in the case of mixed media. The length scales involved in artificially
structured materials. however, are so small that many of the conven-
tional methods of solid-state physics are no longer applicable in
determining their physical properties. In ihis area interface states,
ballistic transport, Kapitza resistance, quantum-well effects, noise. and
electromigration and thermomigration are all topics of fundamental
interest and will offer research opportunities for the future.

In the area of phase transitions. we understand equilibrium phenom-
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ena in principle very well, but the kinetics of phase transitions remains
an important field of materials science, especially because of its
practical value, as for example under the exotic conditions of laser
pulse annealing. Kinetic questions may even underlie the problems of
phase transitions in the early universe. The renormalization group will
continue to expand beyond its classic uses into more or less exotic
domains, as it has already enlightened studies of chaos and disorder.

The last decade has seen the creation of new organic and polvmeric
materials with striking physical properties, among them metallic elec-
trical conductivity and even superconductivity. Although a theoretical
explanation of some of the properties of some of these materials is
beginning to emerge, much remains to be understood, and opportuni-
ties for good theoretical work in this field will continue to exist into the
foreseeable future.

The underlying physics of exotic new crystalline materials, such as
heavy fermion conductors, charge-density wave me:erials, and high T.
and H,, superconductors such as the Chevrel phases, is expected to be
elucidated in the coming decade.

It has been shown repeatedly that as materials are subjected to more
extreme physical conditions they display new physical properties
Thus, within the past decade the combination of small size, low
temperature, and high magnetic fields made possible the discovery of
the fractionally quantized Hall effect; the ability to reach ultralow
temperatures made possible the discovery of the superfluid phases of
He: the use of very high pressures enabled the rare gas xenon to be
solidified into a metal; the use of very low pressures (ultrahigh vacuum)
has made possible the first efforts to determine structures of surfaces
uncontaminated by unwanted foreign atoms or oxide layers. It is
expected that the study of condensed matter at ever lower and higher
tempera* res, at higher magnetic and electric fields, at higher and
iower pressures, and at much higher purities will continue into the next
decade, with the range of properties of known materials being broad-
ened thereby.

In the field of nonlinear dynamics. instabilities, and chaos, many
questions have been raised by the work of the past decade, and efforts
to answer them will surely parallel the discovery of new phenomena in
the next decade. We have already mentioned some of these, but a
particularly important one is how to treat turbulence and instabilities in
real systems with many degrees of freedom when we know that the
dynamics of systems with only a few degrees of freedom is already
incredibly complicated. The effect of sequences of instabilities on heat,
mass, and momentum transport in fluids have not been adequately
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studied and could have practical applications, e.g., in the understand-
ing of lubrication. There is as yet no really fundamental understanding
of the mechanisms that control solidification paiterns in, for example,
snowflakes, quenched alloys, or directionally solidified eutectic mix-
tures. An important problem for the future is the computer simulation
of the onset and growth of turbulence in hydrodynamic systems.
Fundamental questions that remain to be answered include: Is chaos a
meaningful concept in quantum mechanics? How does one character-
ize and classify the steady states that are obtained under constant
external conditions away from thermodynamic equilibrium?

While our ability to calculate electronic structures in relatively
simple situations with relatively weak interelectronic in*eractions, such
as semimetals and semiconductors, has increased enormously, we still
have great difficulties with a variety of types of strongly interacting
systems. Theories of magnetic metals and the various types of metal-
insulator transitions remain controversial. Even more primitive is our
understanding of metals where the electron-phonon interaction is
strong, such as the charge-density wave materials as well as the
strong-coupled superconductors. Many as yet unexplained experimen-
tal data exist. The same difficulties probably extend to many surface
electronic states as well as to the newer organic and other linear
compounds. The mixed valence problem nromises to be an even more
difficult one to understand.

The methods of pseudopotentiai and density functional theory work
well for chemically simple systems, but one hopes to extend electronic
calculations at the same level of rigor and accuracy to chemically
sophisticated systems such as organic compounds. Equally sophisti-
cated molecular orbital methods may be within our grasp, but so far
their exploitation has rested with more chemically oriented theorists.

From liquid crystals one should expect that more complex
mesophases will begin to be of importance in condensed-matter theory
and experiment. A start has been made with lyotropic liquid crystals
and membrane phase transitions, for example, as well as with the
physics of biologically interesting molecules such as proteins and
nucleic acid chains. The next decade may be the decade in which the
physics of random polymers becomes as interesting as more conven-
tional disordered systems are now.

Applications of femtosecond laser spectroscopy to studies of con-
densed matter will increase in number and scope over the coming
decade. Structural changes, such as melting and structural phase
transitions, can now be studied in a time-resolved fashion on the
femtosecond scale. The response of crystalline solids to short electrical
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pulses can now also be studied by femtosecond spectroscopy. Efforts
to create even shorter pulses will ¢ontinue. in parallel with efforts to
extend the wavelengths of such short pulses toward the ultraviolet and
infrared regions.

Free-electron lasers show great promise as high-power tunable
scurces. The first free-electron laser operated in the near infrared. and
recently lasing action has been achieved in the blue region of the visible
spectrum. Two that produce both far-infrared and infrared radiation
are just coming into operation. The availability of such instruments will
open the door to the experimental study of a wide variety of nonlinear
optical phenomena in condensed matter. These include the generation
of magnetic and vibrational excitations with wave vectors at arbitrary
points of the first Brillouin zone of the corresponding crystals: driving
a displacive ferroelectric crystal above its nominal transition temper-
ature to induce the ferroelectric phase transition at this higher temper-
ature: studying the pinning of charge-density waves in one-dimensional
metals: and investigating the expected large nonlinear response of
two-dimensional plasmons at semiconductor heterojunction interfaces.

It is expected that epithermal neutrons produced by puised neutron
sources will be used to study excitations in condensed matter whose
energies exceed thermal energies and extend up into the electron-volt
range. In addition. they will inciude time-dependent effects such as
high-frequency vibrations in solids. particularly those containing hy-
drogen atoms. It should also prove possible to measure in this way the
momentum distribution of light atoms in their ground state. Of partic-
ular interest in this regard is the superfluid *He. for which a zero-
momentum condensate fraction is presumed to exist but whose mag-
nitude remains uncertain.

We believe that the next decade will see the increased use of
insertion devices (undulators and wigglers) to increase the brightness
of synchrotron radiation sources. This development will make it
possible, for example, to study the properties of defects in crystals in
the 10 *-10 * concentration range. in contrast with the 10 *-10 *
concentration range that can be studied at present. The higher resolu-
tion in energy and momentum expected from the use of insertion
devices will also make it possible to study smali samples of materials
that are difficult to prepare in the form of large crystals. Inelastic x-ray
scattering from the bulk and from surfaces should become a reality, as
well as the ability to determine experimentally electronic structures of
solids, particularly of systems with small Brillouin zones. such as
artificially structured materials and semiconductors with reconstructed
surfaces.
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NEEDS OF CONDENSED-MATTER PHYSICS IN
THE NEXT DECADE

It is obvious that the significant new discoveries in condensed-matter
physics described in the previous section will not appear spontane-
ously. The question immediately arises: What will it take to produce
them?

To answer this question it is necessary first to describe briefly the
changes that have occurred in the past decade in the directions of
research in condensed-matter physics and the way it is done. which
differs from the way research is done in other areas of physics.

The nature of research in con.densed-matter physics has changed
throughout its history to embrace ever-more complex phenomena.
Among its earliest triumphs in the pust-World War Il era was providing
the basic understanding of high-technology materials (e.g.. semicon-
ductors. magnetic materials. and superconductors). Over the years the
sophistication of condensed-matter theory has reached such a level
that at least for elementary systems with almost perfect structures.
such bulk properties as their cohesive. electronic. dynamic. thermal.
optical. magnetic. and transport properties are now well understood.

In recent times. the emphasis in condensed-matter physics has
shifted toward materials with novel or special propertics: to imperfect
systems: toward problems relating to technologically or bioiogically
important materials and structures: to bounded systems and ones with
surfaces and interfaces: to those with remarkable states of electronic
order: t¢ strongly perturbed rather than equilibrium systems: and to
disorder rather than order. As a consequence. with the aid of new
instrumentation. new materials fabrication procedures. and the imagi-
native use of the computer. condensed-matter physics is begisining to
provide the basis for understanding the fundamental properties of
systems that are still more interesting than the classical ones from a
scientific and technological point of view.

Research in condensed-matter physics differs from research in some
other arcas of physics in a way that 1s fundamental for determining
priorities in support for it: it is carricd out almost entirely by individ-
uals or by small groups of researchers. This is indicated in Figure |.
where a histogram is plotted showing the number of papers published
in condensed-matter physics in 1982 in three leading journals as a
function of the number of authors. In universities the groups often
consist of a faculty member and a graduate or posidoctoral student: in
industrial and government laboratories they are likely to consist of
colleagues on the staffs of these institutions or of a staf member and a
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postdoctoral researcher. It is estimated that there are about 800 such
groups throughout the country. This tendency to conduct research in
condensed-matter physics individually or in small groups is displayed
both by theorists and by experimentalists, even those who do their
experimental work at large. national facilities. The individual re-
searcher thus forms the backbone of research in condensed-matter
physics. and the continued health of this area of physics is inextricably
intertwined with the existence of adequate support for that backbone.
In what follows we make . veral recommendations directed toward
accomplishing this. In doing so we recognize that a balance must be
struck between the needs of researchers in their own laboratories and
those of the external. user facilities that provide the equipment not
available i1t individual laboratories. Both are real, both must be met,
and there :s a cost 10 each. The fact that research in condensed-matter
physics is done primarily in small groups does not make it inexpensive.
At the same time. the nature of the research equipment provided to
users at the national facilities. and the staff needed to make it usable to
visiting researchers. ensures its high cost to build and maintain. Because
of large operating costs and the growing fraction of the condensed-
matter community that uses them. user-oriented national facilities have
the potential of drawing needed resources from the individual
researchers in their own laboratories. Both needs must be met over the
next decade. This will require the appropriation of enough new monies
that the well-being of national facilities for users will not have a negative
impact on those researchers who do not use them. and vice versa.

Support for Individual Researchers

MANPOWER

It is vital that there be a continuing strean' of new scientists entering
condensed-matter physics. to provide fresh ideas and to participate in
the research that will keep the discipline lively and to train the students
who will eventually replace them.

At present there are great opportunitics for exciting work to be done
in condensed-matter physics. But many physics departinents find that
there are more graduate students who are eager to pursue these
opportunities than can be supported. This situation represents a lost
opportunity to progress rapidly with the science as well as a lost
opportunity to preserve and augment the nation’s scientific and tech-
nological manpower in an area with important implications for the
electronics industry and national security.
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The national laboratories have performed an important educational
role in the postdo<‘oral training of young researchers as well as the
training of graduate students who have carried out their thesis research
using laboratory facilities. It is important to maintain the ability of the
laboratories to hire postdoctoral fellows. This is extremely difficult in
the face of constricted budgets at tke laboratories, and provision
should be made for the continuation of the postdoctoral program.

Moreover, it is essential that there be opportunities for the most
talented young investigators to obtain support for their research once
they have left graduate school and have elected to pursue careers in a
university setting. Otherwise science will decline because students will
no longer enter the field.

It is also important that senior scientists who leave industrial or
government laboratories to assume raculty positions in U.S. universi-
ties, as well as those who join our universities from abroad. have
opportunities to obtain support for their research. Otherwise our
universities will Ic+ these sources of their enrichment.

It is equally esse .. al that senior schoiars doing first-class research at
the frontiers of knowledge continue to have their work supported at
adequate levels for ithe contributions that their work makes to knowl-
edge itself.

However. as an illustration of recent trends. the Division of Mate-
rials Research of the National Science Foundation has found it
necessary to decrease the number of grants (by about 20 percent over
the past 5 vears) to assure the viability of the best research programs
through an increase in the average size of each grant awarded. Such a
cutback in the size of the funded condensed-matter physics community
should not be mistaken for quality control. The latter is provided by the
turnover that occurs annually among grantees through tk= review of
the proposals submitted to federal funding agencies. Diversity in the
range of research activities shrinks with the 1eduction in the number of
grants. The increasing competition for a decreasing number of grants
gives rise to a tendency for investigators to be conservative in the
submission of proposals by omitting speculative projects in favor of
those that are almost guaranteed to be successful. This is not the way
in which major advances in science are made.

Despite such efforts to increase the level of funding it is still the case
that it is virtually impossible for an active research group to survive if
its support comes from a single grant.

In order to restore support for those able scientists who have lost
funding for this reason, and to provide resources to new scientists
entering the field, it is important that there be an increase in the overall
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number of grants supporting research in condensed-matter physics. We
believe that further cv*s in the number of principal investigators
currently supported would be inimical to our national interests. At the
same time, it is clearly essential to be able to fund new young
investigators, as well as to increase the funding of some currently
supported voung investigators as they develon into the major rescarch
directors of the next decade. Consequently,

We recommend that over tne next 4 years sufticient new monies should be
appropniated to provide for an a..nual increase of at least 3-4 percent in the
total number of investigators in condensed-matter physics supported by the
several federal funding agencies and for increases in grant sizes.

We stress that the purpose of this recommendation is to accelerate
scientific progress, to exploit rapidly ex.nding opportunities, and to
ensure continued availability of skilled manpower in a field whose
health is essential for maintaining the vital flow of new technology.

INSTRUMENTATION

Crucial to an experimentalist’s ability to perform experiments at the
technical limits of a subject area is having equipment at the state-of-
the-art level. Experience has shown that improvements in scientific
instrumentation invariably lead to significant new discoveries. With the
passage of time. and the steady improvement in the quality of experi-
mental equipment commercially available, much of the instrumentation
in university laboratories in the United States is no longer state of the
art, at the same time that the cost of its replacement and upgrading by
state-of-the-art equipment has increased substantially.

Recent studies “ow that the rate of increase in the cost of such
equipment has averaged approximately 17 percent per year for the past
several years. This is much higher than the rate of inflation of the
consumer price index for the same period.

The changes in thc directions of research in condensed-matter
physics in the past few years have brought with them needs for
qualitatively new kinds of experimental equipment that were not in
existence when the decade began and that are costly. For example, an
ultrahigh-vacuum system for research in surface physics may cost in
excess of $200,000.

The study of the remarkable propertics of artificially structured
materials, such as semiconductor superlattices, requires having sam-
ples of such materials. Specialized equipment is necessary for their
preparation, so that the cost of materials preparation in this field is



24 HIGHLIGHTS. OPPORTUNITIES. AND NEEDS

high. A fully instrumented mo!  '.i-beam epitaxy unit can cost $I
million. Few universities have une. This means that university re-
searchers are essentially shut out of some exceedingly important areas
of research.

One of the significant changes that has occurred in the instrumenta-
tion needs of experimentalists during this period is their utilization
today of powerful computational resources. Once an almost exclusive
preserve of theorists. computers now control experiments and perform
on-line data analysis. Qualitatively new capabilities have emerged in
diverse applications such as on-line Fourier transformation for infrared
spectroscopy or studies of chaotic processes. and image simulation for
electron diffraction. Some experimentalists require only relatively
small microcomputer systems, but these must be available for each
experiment in the laboratory. Others require systems with sophisti-
cated graphics and the ability to process large data files. Such systems
are becoming available for about $50,000.

Accompanying the change in the kinds of instrumentation that are
being. and will continue to be. used increasingly in condensed-matter
research is the fact that in many cases more people are required to
operate and maintain this equipment, increasing the cost of that
research thereby.

In addition to making it possible for research at the highest levels to
be conducted in these and other fields in our universities. there is
another, educational. aspect to making such equipment available to
university laboratories throughout the country. If the products of our
graduate programs are to be able to step into positions in universities.
industrial laboratories. or government laboratorie., where such equip-
ment is being used and employ it productively. they must be trained in
its use while graduate students.

This situation of aging instrumentation coupled with a shortage of
renewal funds, and the problem it poses for the future of experimental
science in the United States has been recognized in studies conducted
recently by the National Science Foundation and the Association of
American Universities, among others. In response to it. the Division of
Materials Research (DMR) of the National Science Foundation (NSF)
has established an ongoing instrumentation program that had $4 million
budgeted for it in FY 1983 and $7.6 million in FY 1984, of which
perhaps 40 percent goes for condensed-matter physics research. At the
same time the Department of Defense (DOD) has begun a program to
improve research instrumentation at universities. rnot just in con-
densed-matter physics, with $30 miilion in FY 1983 funds. It is in-
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tended that this initiative continue for 5 years. with $30 million
budgeted in each fiscal year.

The response to these instrumentation programs was overwhelming.
Approximately $27 million in requests was received by the DMR for $4
million of FY 1983 funds. while $750 million in requests was received
by the DOD for $30 million of FY 1983 funds. Even allowing for the
possibility that not all of the requests were of equally high priority, the
magnitude of this request indicates the great need to upgrade or replace
existing instrumentation in university laboratories. In the face of the
magnitude of this need, the DOD and the NSF initiatives. while
welcome indeed, are by themselves inadequate to meet it. It is,
moreover, a need that must be met now: the longer a massive up-
grading of scientific instrumentav.un is delayed. the larger becomes the
degree of obsolescence of equipment in U.S. laboratorics and the
greater the overall cost of its replacement. Additional funds for this
purpose are urgently needed. Consequently,

We recommend that sufficient new monies be appropriated to enable federal
agencies supporting condensed-matter research to dedicate a certain continuing
portion of their support dollars to instrumentation programs. At present levels
of support we recommend that this portion be of the order of 20-25 percent.

We believe that over the next 4 tc S years U.S. laboratories will be
significantly revitalized thereby. It is important, however, that support
for instrumentation be provided on a continuing basis in the future in
order that U.S. laboratories remain in the forefront of research.

COMPUTATION

Almost all areas of this report confirm that computers play a vital and
increasing role in condensed-matter physics. Therefore this trend must
be recognized by funding agencies and appropriate provision made for
the purchase and maintenance of the special computer systems re-
quired for research progress.

Computers have had an enormous impact on both the speed and the
kinds of condensed-matter calculations that can now be done. They
have become theoretical laboratories for dynamical simulations of con-
densed systems and for their statisticai analysis by classical or quantum
Monte Carlo methods. Specifically configured computers are now being
designed and built to address particular types of theoretical problems.

This increased use of computers by theorists is making present-day
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research in condensed-matter physics more rewarding but also more
expensive. A supercomputer, such as the CRAY-XMP, costs around
$10 million, and at present only three universities in the United States
have one. A computer of the type of a VAX 11-780 costs in the vicinity
of $200,000. Even if research groups do not own their own computer,
the cost of purchasing computer time can be a significant portion of the
cost of present-day research. The future health of the field requires that
this clearly identified need for computers be accommodated.

As computing needs are diverse—requiring both increased capacity
and capability—they cannot all be filled by the medium-sized main-
frame computers found on most research campuses. There is a specific
need in theoretical work for advanced computing capabilities. Some of
these can often be met by adding a fast processor to a conventional
computer at a cost of about $400,000. Almost an order of magnitude or
more additional computing power can be provided by modern
supercomputers and. in some fraction of cases, the provision of time on
such machines—if not the machines themselves—for condensed-
matter research is essential. The future funding patterns must accom-
modate the growing demands for computer use. To this end.

We recommend that sufficient n2w monies be appropriated to allow the several
federal agencies supporting condensed-matter research to identify a continuing
fraction of the total budget to be devoted to the special computing needs of
condensed-matter research. The assignment to computing of 10 percent or
more of the total present budget would appear well justified. The funds so
assigned could be used for the purchase of computer time or for the purchase
and maintenance of dedicated equipment.

In view of rapid changes in computer technology and patterns of use in
the physics community, this fraction should be reconsidered after the
next few years of experience. The scientific community and the federal
funding agencies should work together to promote more effective use
of major computer resources through networking, standardization, and
the establishment of user assistance groups.

FUNDING

The chances of realizing the research opportunities that the coming
decade offers wiil be significantly enhanced by an increase in the
number of individuals carrying out this research, an increase in the
level of support that they receive, and the provision of the increasingly
more sophisticated, and the increasingly more costly, equipment that
they will need in their work.
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The costs of conducting a modern researck program include the
maintenance of cquipment, the operating or running costs. and the
salaries and benefits for personnel. These costs will increase m«re
rapidly than inflation because of the increased sophistication of the
required equipment and the expected increases in tuition for graduate
students.

The national investment required for the adequate support of basic
research in condensed-matter physics by individual researchers. how-
ever. is not great. even though the return on the investment is large.
There is heartening evidence in the current federal budget. through its
approximately 20 percent increase in support for basic science over the
level for last year. that this is recognized. However. more still needs to
be done to capitalize on the opportunities that exist.

We estimate that implementing the preceding recommendations will require an
increase in funding for research in condensed-matter physics at a steady annual
expansion rate of approximately 20 percent in constant dollars for an additional
3 years. We strongly recommend that this increase take place.

The special claim of condensed-matter physics for research support
from federal and indust.ial sources lies in its record of converting deep
science into benign and sophisticated industrial technology on a time
scale that is often no mo.e than 5 to 10 years. This process is still
vigorously under way with such notable new scientific discoveries as
the quantized Hall effect, valence fluctuations. heavy electron-mass
metals. electron localization due to disorder. artificially structured
materials. conducting poiymeis. chaotic phenomena in solids and
liquids. and solitary wave phenomena in solids. If the resources
become available to carry out the research necessary to exploit these
new discoveries, the impact ~n industrial technology will be even
greater than what has gone before.

Support for National Facilities

Some of the national facilities are comparatively new: others have
been in existence for many years. Because of their importance for the
nation’s scientific effort, the facilities that continue to maintain a high
level of scientific excellence should be adequately supported. Planning
for new facilities to meet the: needs of new areas of condensed-matter
physics that are now developing must begin in the near future.

The needs of the neutron and synchrotron facilities have been
subjected to detailed scrutiny rccently by several panels sponsored by
the NSF and the Department of Energy (DOE). The most recent of
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these studies® '‘was prepared while this report was being written. We
will have occasion to refer to it in what follows.

NEUTRON FACILITIES

The existing high-flux reactors, the cornerstones of the U.S. neu-
tron-scattering program, are underfunded and understaffed. Relative to
their Western European counterparts they are falling seriously behind
in instrumentation. Therefore,

We recommend that a concerted and coordinated effort should be undertaken
to expand the effectiveness of our high-performance . eactors by adding new,
diversified instruments along with personnel necessary to design, build, and
utilize them in the user mode. We estimate that at lcast ten new instruments are
needed, requiring an increase in annual operating costs of $2 million to $3
million for manpower needed ror their design and use. About $20 million to $30
million is required for building such instruments, to be spent over S to 7 years.
Instrumentation plans beyond the level projected above may be warranted but
should be justified by demonstrated user needs.

Note that this estimate does not attempt to address the somewhat
different nceds of the chemistry and biology communities. A 1984
Panel on Neutron Scattering, considering the total scientific commu-
nity, estimated a need for ~30 new instruments.t

Spallation sources provide new opportunities to expand the power of
the neutron as a probe of condensed matter. The United States
currently has two pulsed spallation sources. The Los Alamos Neutron
Scattering Center (LANSCE) facility at the Los Alamos National
Laboratory is compromised currently by the pulse structure of the
LAMPF proton beam that supplies it. This situation will be corrected
by the addition of a proton storage ring (PSR) scheduled for completion
in 1986. It is also restricted by the small experimental hall. The Intense
Pulsed Neutron Source (IPNS; at the Argonne National Laboratory,
with an active outside-user community, an experienced staff, and an
adequate experimental hall, is the highest-performance source in
operation at present.

* Major Facilities for Materials Research and Related Disciplines (Naticnal Academy
Press, Washington, D.C., 1984). This will be referred to below as the report of the
Seitz-Eastman committee.

t Current Status of Neutron-Scaitering Research and Facilities in the United States
(National Academy Press, Washington, D.C., 1984).
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We therefore recommend that funds be appropriated to enlarge the LANSCE
instrument hall (a $15 million construction project has been proposed) and
operation of IPNS be continued until the latter’s ongoing activities can be
accommodated by a more powerful and cost-effective LANSCE, provided this
can be budgeted without jeopardizing the necessary rejuvenation of the
high-performance reactors.

Very recently Argonne has proposed the upgrade of IPNS by the
replacement of the existing accelerator with one of new design (fixed
field, alternating gradient) with a sevenfold increase in proton current.
If this design is shown to be practical and cost-effective relative to
LANSCE, it will be necessary to reconsider our spallation-source
priorities in the light of the existing investments.

There are no comprehensive plans at present concerning the status
of our neutron capabilities for the 1990s. Given the uncertainties in the
lifetimes of existing facilities and the time necessary for the design and
construction of new facilities, it seems advisable for the neutron-
scattering community to initiate discussions immediately leading to
such a plan. The feasibility and desirability of both steady-state and
pulsed sources should be studied. The possibility of establishing such
a facility through international cooperation should also be fully ex-
plored.

We therefore recommend that supplemental funds be made available to
interested qualified institutions to investigate various options for an advanced
neutron source. These studies should be done in parallel and in consultation
with a panel of outside users charged with devising a plan that will ensure that
our neutron-scattering needs will be met in the 1990s and beyond.

SYNCHROTRON RADIATION SOURCES RECOMMENDATIONS

Synchrotron radiation has had a broad impact on studies of both the
structural and electronic properties of condensed matter. This is due to
its unique high brightness, wide tunability, high polarization, and
narrow angular divergence (and, in some instances, time structure).
These properties are similar to those of laser sources, but the wave-
length range of synchrotron radiation extends from that of the shortest
known laser wavelength throughout the ultraviolet, soft-x-ray, and
hard-x-ray regions.

It is recommended that the current new generation of synchrotron facilities be
completed as soon as possible since their high brightness will serve the
short-term needs of the next 3 to S years.
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The main scientific emphasis of these short-term objectives should be
in the following areas: (i) Current beam-line instrumentation should be
refined in order to achieve higher resolution of photon monochromators
in the conventional VUV (0-100 eV) and x-ray (4-15 keV) ranges. This
will allow new types of studies to be made of electronic and structural
phenomena in conventional solids as well as in low-dimensional sys-
tems such as surfaces, polymers, and liquid crystals. (ii) Novel new
instrumentation should be developed for soft x rays in the 100-4000 e/
range that uses combinations of conventional diffraction-grating tech-
nology with new synthetic materials such as multilayer mirrors and
other x-ray optical elements. This would allow high-resolution studies
of the shallow core-level spectra of all elements. In addition both
extended-x-ray absorption fine-structure (EXAFS) and high-resolution
near-edge studics could be performed using K or L edges of elements
with an atomic number smaller than that of xenon. In order to exploit
the potential of insertion devices in the x-ray region it is important that
the design allow first harmonic undulator radiation at energies up to
~20 keV.

A commitment should begin immediately toward the next generation
of high-brightness synchrotron facilities using insertion devices. This
should be a two-step approach.

New undulator and wiggler devices should be constructed on existing stor-
age rings so that insertion-device technology will move ahead rapidly and be
ready for possible new rings. New optical devices should be developed to
match insertion device sources; this should be done in parallel with the
development of new sources, since higher resolution and wider tunability
cannot be achieved simply by attachment of existing beam lines to new
sources.

As a second priority, planning should begin immediately leading to proposals
for a next-generation, possibly all-insertion device machine. Ideally, this
machine should be completed in the early 1990s, since projected user demand
will satura® then-existing facilities by that time. The design parameters, such
as electron energy and physical size, should be determined by scientific
considerations, but the three areas of spectroscopy, scattering, and micros-
copy should be accommodated. The 6-GeV machine recommended by the
Seitz-Eastman committee appears to meet these needs. The overall costs of
such a next-generation synch: ‘ron source are in the range of $160 million, and
construction could take place over a period of 6-7 years. Firm decisions on
when to build such a machine should be made on the basis of new scientific
opportunities, user demand, and ongoing experience with the undulator and
wiggler facilities discussed above.
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HIGH-MAGNETIC-FIELD FACILITIES RECOMMENDATIONS

Laboratories for the production of high magnetic fields (>15 T,
where | T = 10* Oe) and their utilization in condensed-matter research
exist in France, Holland. Belgium, Japan. Poland. the Soviet Union,
and the United States. The Naiional Magnet Laboratory at the
Massachusetts Institute of Technology is the only major user facility
for high-field research in the United States. A wide variety of steady-
field magnets exist there and are categorized by their peak fields, bore
sizes, and homogeneity. The largest field currently available there i1s 29
T. in a 3.3-cm-bore hybrid configuration.

Magnetic fields above 30 T are economically feasible only in pulsed
operation. Nondestructive, repetitive pulsed fields in the range 40 T <
H = 60 T are now available in Holland. Japan. and the Soviet Union.
A 75-T corfhguration will soon be operating in Osaka, Japan. A
high-magnetic-field facility has just been completed at the Institute for
Soiid State Physics (ISSP) in Tokyo. Japan. at a cost of about $10
million. It can produce a variety of nondestructive pulsed fields (<50
T): it can produce fields of 50-100 T by plasma compression that may
be nondestructive; and it can produce a 100-500 T implosion-generated
field that is totally destructive of the sample. The ISSP group has been
generating fields of 100 T for several years. which have been used in
studies of cyclotron resonance and various other phenomena in semi-
conductors. No comparable facilities are available in the United States.
although much of the seminal technology was developed in this country.

The availability of high magnetic fields has yielded such experimen-
tal results as the discovery of the fractionally quantized Hall effect.
More generally. high-field magnets expand the phase diagram of a solid
by adding a new variaole. the magnetic field. to the usual variables.
pressure and temperature. thereby increasing our knowledge of prop-
erties of solids under extreme conditions. For these reasons. and the
paucity of high-field magnets in the United States.

We recommend that new money should be made available to enable greater
em, hasis to be placed on the generation of pulsed high magnetic fields at ihe
National Magnet Laboratory and/or at a new site elsewhere in the United
States. The cost of duplicating the high-magnetic-field facility in Osaka is
estimated to be $1 million to $2 million.

ELECTRON-MICROSCOPE FACILITIES RECOMMENDATIONS

The country’s electron-microscope facilities provide a reservoir of
talent and expertise necessary to generate the innovative instrumenta-
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tion crucial for promoting the growth of the power and subtlety of
electron-microscopic investigations in the coming decade. There ap-
pear to be four major areas in which advanced instrumental initiatives
could have a major impact on the development of the field during this
period: (1) development of ultrahigh-vacuum sample environments for
surface studies; (2) development of efficient instrumental accessories
for microanalyiical techniques such as electron energy loss spectros-
copy: (3) development of low-temperature specimen stages and spec-
imen preparation techniques necessary for systematically attacking
questions about the structures of large biological molecules and of
many others that are of interest to condensed-matter physics; and (4)
development of computerized data collection and analysis. It is esti-
mated that the cost of the major capital equipment required for im-
plementing these instrumental initiatives would average $1 million for
each, spread out over a period of 2 years, for a total of $4 million. The
increase in the operating budgets of the institutions participating in
these initiatives is estimated to be $4 million, to be achieved over a
period of 3-4 years. Our recoinmendation in this area is as follows:

Advanced instrumentation initiatives in the four arcas of electron microscopy
cited above should be established in response to competitive proposals from
interested institutions. If necessary, the federal funding agencies should
stimulate the submission of such proposals.

GENERAL RECOMMENDATIONS CONCERNING NATIONAL
FACILITIES

There are two broad categories of users of national facilities.
Committed user, are those whose research programs are built nearly
exclusively around the use of these facilities and include the scientific
staff of the facilities. By contrast, occasional users have research
programs based on other techniques, usually at their home laborato-
ries, but whose research is increased in scope by the power of these
other specialized techniques. The iong-term vitality and future growth
of natioral facilities depend crucially on a broad base of these
occasional users who have neither the time nor the financial resources
to become expert in these techniques but who furnish nonetheless a
wealth of novel materials and ideas for experiments. In order to aid the
integration of these occasional users into the activities of the facilities,

We recommend that special funding be set aside for the purpose of accommo-
dating occasional users at the national facilities. This money would help
finance travel and living expenses, particularly for university users, and
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provide an increase in the in-house support staff. This program should be
formulated by the individual facilities in consultation with university and
industrial collaborators and funded on the basis of separate proposals from
these facilities. We estimate that a significant tnial program would require $4
million to $6 million per year over a 3-4 year penod.

Recently established national facilities (e.g.. those dedicated to
research employing synchrotron radiation or high-resolution electron
microscopes) hi:ve been developed as user facilitics or as DOE Centers
for Collaborative Research. The independent peer review of the
experiments approved to be done improves the quality and nature of
the research at these facilities. At the same time, the ability to respond
to rapidly emerging scientific oppodtunities and the timely development
of new experimental techniques requires that a certain fraction (per-
haps 30 percent) of the available time be allocated at the discretion of
the in-house staff. Therefore.

We recommend that in the future it i1s desirable that national facilities should
operate in the user mode in which the majority of experimental time is
allocated by independent peer review.

There are at least two modes in which this peer review rnay operate:
review of experiment-by-experiment proposals by occasional users and
peer review of proposals for participating research teams (PRTs) that
undertake to construct, maintain, and carry out research programs
using instruments on a shared basis with non-PRT members.

Finally, it is our strongly held view that the needs of the individual
researcher, which have been outlined above in the section on Support
for Individual Researchers, are so great at this time that the highest
priority for the use of new monies for the support of condensed-matter
physics is in meeting those needs and for the upgrading of the existing
national facilities that is necessary for the achievement of their full
potential. When this has been accomplished. the construction of the
new national facilities should begin.

University-Industry-Government Relations

One of the primary strengths of condensed-matter physics is that
forefront research of the highest quality is carried out at industrial
laboratories as well as at universities and government laboratories.
This is due to the fact that condensed-matter physics is closest to
applications in technology of all the subfields of physics. It argues for
a strong coupling between universities and national laboratories. where
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most of the basic research in condensed-matter physics is done. and
industry . where the results of that research. as well as of the research
done in-house. is transferred into technology. Industry also benefits
greatly from the pool of condensed-matter physicists produced each
year by this country’s universities and from those trained in postdoc-
toral programs at national laboratories. For their part. universities have
received support from industry in the form of grants of equipment,
funding for research projects. and support for graduate students. How-
ever. if the strongest possible coupling between universities, govern-
ment laboratories. and industry is to be achieved. the support of
university and laboratory research by industry should go well beyond
the mere provision of funds and equipment: research cooperation is also
required. At the same time. continuing efforts should be made to in-
~rease the research cooperation between the national laboratories and
university scientists. since special facilities exist at the national
laboratories that are not available elsewhere. The realization of such
cooperation will require the coordinated efforts of universities and
industry. and of the federal government as well. The following recom-
mendations outline our views of the roles of each of these partners in
this process.

1. What government should do:

Establish policies. including tax incentives, to stimulate fundamental
research in industry.

Provide support for students engaged in cooperative university-
industry research.

Encourage and facilitate the flow of scientists between federal labora-
tories and universities for cooperative research programs.

Maximize access by outside users to the special facilities available
only at the federal laboratories.

2. What industry should do:

Increase the amount of in-house rescarch even beyond the levels
directly supported by the policies suggested in point | above, i.e..
through the use of corporate funds.

Establish and fund prcgrams that enable industri.l scientists to take
sabbatical leaves in universities and at national laboratories.

Receive university faculty and laboratory researchers in industrial
laboratories for sabbatical leaves and summers.

Provide direct support of faculty and departmental research grants
(e.g.. the IBM programs).

Provide direct support of graduate and postdoctoral fellowships
(e.g., the IBM fellowship program).
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Formulate cooperative research projects with graduate students
(e.g.. the MIT-AT&T Bell Laboratories program).
Provide instrumentation for special facilities at national laboratories.

3. What universities should do:

Implement cooperative research and support programs with indus-
try. as MIT has done in materials processing.

Adopt a limited form of the “‘Japanese model” in which appled
physics research in high-technology areas, such as semiconducting
lasers, photonics, and electronics is supported by industrial firms
directly involved in the manufacture of materials, devices, compo-
nents, and systems emploving these technologies.

Cooperate in the graduate training of industrial employees engaged
in applied research.

Arrange for sabbatical le:.ve for federal laboratory researchers in
university departmer!,. This support can take the form of direct
research contracts; the gift or loan of equipment, devices. and
components; and the support of graduate students.

A
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A Decade of
Condensed-Matter
Physics

In this part we summarize some of the advances in con-
densed-matter physics in the past decade, including significant
and interesting milestones that will ensure the continuing live-
liness of the discipline. These summaries are accompanied by
descriptions of areas that provide particularly exciting research
opportunities in the next decade.

The division of condensed-matter physics into the subareas
represented by the following chapters was made because it
corresponds to the communities of scientists who reiate most
directly with each other, for example through the organization
of workshops and international conferences. It consists roughly
of two broad categories devoted, respectively, to solids and
to liquids. The distinction between these two phases can ue
made on the basis of their symmetry properties, i.e., on
whether they are left unchanged under uniform displacements
(tran<'ations) and rotations. Chapters 1-7 are devoted to solids,
and the discussion of liquids that follows is prefaced by a
chapter on quantum fluids, which span both the solid and the
liquid state. The importance of new experimental techniques,

Preceding page blank




laser spectroscopy, new materials, and the national facilities
to the advances that have been made, and can yet be made, in
the subareas of condensed-matter physics is delineated in the
appendixes. Finally, the emphasis in what follows is on the
discovzries and opportunities: no attempt was made to identify
the individuals responsiole for the discoveries or their institu-
tions.
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Electronic Structure and
Properties of Matter

INTRODUCTION

Electronic structure and the properties of matter is a vast topic that
is at the heart of all condensed-mattcr pivysics. It might be described as
the electronic quantum many-body problem and is concerned with the
ways in which the effects of the Pauli exclusion principle and the
Coulomb interactions between electrons conspire io produce the
remarkable varieties of matter. During the last decade, concerted
efforts were made to determine the mosi effic’ n* means of incorporat-
ing the effects of exchange and correlation inwo the basic description of
solids and liquids, with the result that significant advances have
occurred in our understanding of the electronic structure of large
systems with perfect order, with various types of defects, and with
disorder, including both liquid and amorphous states.

This period has also seen great strides in our understanding of the
surfaces of condensed matter and the properties of interfaces. In
addition, our attention has turned to systems of unusual chemical
character, quasi-one- oi two-dimensional solids, for example, with
physical properties often remarkably different from those of the higher
symmetry three-dimensional systems that have so influenced the
development of condensed-matter physics. These low-dimensional
materials demonstrate the effects of electron-electron interactions in
the most dramatic way. The resulting electronic order can manifest

39
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itself in magnetically ordered states. in superconducting states. or in
charge-density waves associated with unusual spatial structures. in the
fractionaily quantized Hall effect. and in many other new phenomena.
These systems clearly demonstrate that the synthesis. charocteriza-
tion, and analysis of new materials may be expected to continue to lead
to discoveries of fundamental significance.

ADVANCES IN ELECTRONIC STRUCTURE
DETERMINATIONS

For simple systems of relatively high symmetry it is now possible.
with little more than the atomic number of an element 4s primary input.
to account for their major ground-state properties. such as the lattice
structure, lattice constant, bulk modulus. and density. No information
peculiar to the cendensed state is used at all.

The basis of this advance is a progressive acceptance of the
density-functional method for tr-ating exchange and correlation in the
electronic ground state. This m " od utilizes the existence of a certain
functional of the electron den:. and its gradients. and the Coulomb
interactions. and kinetic quantum energies as the basis for constructing
the free energy of an electron system. Although the functional is
determined only from properties of the uniform. interacting electron
gas, it is widely used in cases for which the electron density is grossly
inhomogeneous. such as in crystals (Chapter 2) and on surfaces
(Chapters 5 and 7). With the use of appropriate spin-polarized function-
als it is also possible to study magnetically ordered states (Chapter 4).
Together with the development of methods for calculating electronic
states—the first-principles pseudopotential. linearized muffin-tin or-
bital, and linearized augmented-plane-wave methods—the density
functional method has been used to study ground-state properties of a
wide range of disparate systems. Band-theoretic methods of this kind
are impressively predictive. In the near future they are expected to be
applied to more complex real-space structures. to ionic and partially
ionic systems where difficulties in its application still remain. and to the
technologically important problems of interfaces.

More challenging yet is the physics of the excited states of such
systems. Their properties are directly probed by powerful techniques
such as angle-resolved photoemission or radiation (ultraviolet and
x-ray) from synchrotron sources. With ordinary photoemission. the
so-called angle-integrated or energy-resolved photoemissicn. radiation
impinging on the surface of a sample excites electrons in its imterior to
higher energy bands. Some of the excited electrons then move to the
surface and tunnel through it to the exterior, where they are detected.
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If selected only according to their final energy, the electrons give
information, under certain conditions, about the joint density of states
of the energy bands from which they were originally excited. Under
other conditions, the electrons can also give information about the
surface itself, and even about surface overiayer atoms deliberately
adsorbed onto it.

With angle-resolved techniques. the emergent electrons are selected
not only according to energy but also as to direction or wave vector.
With this new information it is possible to map out the energy-band
structure itself and noi merely the joint density of states. The experi-
mental results can then be directly compared with calculated energy
bands. providing information on the electronic structure of a given
material. It is also possible to map out rather detailed features of the
bulk-encrgy-band structures. which previously were not available from
more traditional probes (e.g.. optical excitation and interband absorp-
tion). This information. especially for higher bands, is nicely comple-
mented by data obtained from brehmsstrahlung isochromat spectros-
copy (often referred to as inverse photoemission).

The band-theory density-functional methods can in principle be
adapted and extended to excited stztes as weil. This is an area of great
current activity, where there is as yet no solution to such basic
problems as obtaining the fundamental band gaps in crystalline semi-
conductors accurately.

In summary. it is clear that some aspects of electron structure in
ordered systems are quite well understood. to the point where appli-
cation of theory to materials exhibiting unusual properties (the high-
temperature, superconducting A-15 compounds. for example) leads to
further suggestions for exploiting the particular properties of interest.
Other aspects. particularly involving the many-body problems of
electronic excited states. are not understood and are currently the
subject of much interest and controversy.

MANY-ELECTRON EFFECTS

The central task of those interested in electronic properties is to
understand a problem involving an immense number (~10*%) of
strongly interacting electrons. The historical approach to it was to
begin by treating each electron as actually independent of its peers.
Electron-electron interactions were not completely ignored but were
treated in some average sense.

It has been well known for many years that a large number of
problems in condensed-mattcr physics require going considerably
beyond this independent electron approximation. One such problem
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that has received much attention during the past 10 years concerns the
way in which an electron from the interacting-electron system can
make a transition to a prepared, ‘‘deep,’’ atomic state of one of the
atoms. In doing so, the electron emits an x ray that can be detecied. As
well as giving information on the width of the band from which the
electron fell, the x-ray intensity probes the effects of electron-electron
repulsion in the dense. interacting electron system. In particular, the
edge structure, reflecting the onset of the radiation, is dramatically
affected (the so-called x-ray edge problem).

This problem has been treated using the extremely powerful re-
normalization group techniques (see Chapter 3) in which short-wave-
length degrees of freedom are systematically replaced by averages over
successively larger length scales. This method, remarkable in its accu-
racy and generality, involves extremely creative use of the computer.

Another recent development in the study of many-electron effects is
the use of statistical Monte Carlo methods to find accurate numerical
solutions of the full many-body problem. These methods = -e in essence
computer simulations of systems containing finite, but large. numbers
of intzracting particles. (The name comes from the use of random
nurabers that could be generated on a small scale by a roulette wheel
but that are produced by complicated mathematical algorithms for
rzsearch studies.) The applications of these methods have included
obtaining the thermodynamic properties of condensed matter, such as
the equation of state of solid and liquid phases. Recently these methods
have been extended to quantum-mechanical problems and applied to
liquid and solid *He, considered as bosons interacting via realistic
potentials. They have yielded excellent agreement with experiment for
the equation of state and for the probability distribution of the
distances between atoms in the liquid. Related methods have been
applied to other systems, such as electrons in one dimension interact-
ing with each other and with a lattice. This has made possible a
rigorous study of phase transitions that takes into account the full
quantum fluctuations present in one dimension and has revealed
important differences from mean-field descriptions of the transitions.
These developments have also led to Monte Carlo techniques for the
determination of properties of fermion systems, which are difficult to
calculate because of the antisymmetry of the wave function.

QUANTIZED HALL EFFECT

One of the most surprisin~ recent developments in condensed-matter
physics has been the discovery of a set of phenomena collectively



ELECTRONIC STRUCTURE AND PROPERTIES OF MATTER 43

known as the quantized Hall effect. These phenomena are associated
with two-dimensional electron systems, in a strong magnetic field and
at low temperatures. In practice, the electron systems studied are
semiconductor inversion layers, such as occur in a metal-oxide-
semiconductor (silicon, for example) field-effect transistor (MOS-FET)
or at a GaAs-GaAlAs heterojunction.

When a current-carrying wire is placed in a steady magnetic field
(Figure 1.1), a voltage V4 is developed across the wire in direct
proportion to the current density. This well-known phenomenon is the
Hall effect, and the voltage V,, across the wire is known as the Hall
voltage. Classically, the Hall resistance Ry. defined as the ratio of V
to the current /, is expected to vary linearly with the applied magnetic
field and inversely with the carrier concentration in the sample. For
two-dimensional electron systems at very low temperatures, however,
the Hall resistance was found to exhibit a series of plateaus, with
varying carrier concentration or magnetic field, and the value of Hall
conductance (1/R;;) on these plateaus was found to be quantized in
precise integer multiples of the fundamental unit ¢*/h. where ¢ is the
electron charge and A is Planck’s constant. (The resistance h/e” has the

HALL RESISTANCE
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FIGURE 1.1 Schematic representation of a Hall experiment. The magnetic field B is
perpendicular to the plane of the specimen and to the current /. The Hall resistance R,
and the resistivity p,, are determined through the equations shown in the figure.
[Courtesy of H. L.. Stormer. AT&T Bell Laboratories. Murray Hill. New Jersey: adapted
from K. von Klitzing. G. Dorda. and M. Pepper. Phys. Rev. Lett. 45. 494 (1980).]
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value of 25.812.8 ohms.) Moreover, when a Hall plateau occurs, the
voltage drop parallel to the current is essentially found to vanish, so
that the current appears to flow through the sample with no observable
dissipation (see Figure 1.2). The surprising precision with which e*h
can be measured in this way may lead to a new, practical, secondary
resistance standard and to an improvement in the determination of the
fundamental constants. The precision of the effect (now established to
about 2 parts in 10*) is observed in spite of considerable variations in
sample properties, and this has led theorists to propose fundamental
explanations of the effect. The discovery of the quantized Hall effect
was honored by the award of the Nobel Prize in 198S.

In 1982, Hall conductance plateaus at certain simple fractions of the
quantum ¢*/h were discovered in GaAs heterojunctions of exception-
ally high mobility, in magnetic fields so high that the first magnetic
quantum level is fractionally occupied. These resuits are perhaps even
more remarkable and surprising than the original observations of
integral. quantized Hal! plateaus. Although the integral steps had been
explained in terms of the quantum states of individual electrons, ex-
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FIGURE 1.2 The quantized Hall effect in a Si MOS-FET in which the electron density
is varied by a gate voltage V,. Instead of being a smooth curve. the Hall resistance Ry,
develops plateaus having values h/ie’, where i is an integer and the resistance R, of the
specimen drops to low values.
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planation of the new fractionally quantized Hall effect has required the
hypothesis of a radically new type of quantum liquid state for the col-
lective motion of electrons in a magnetic field. Many aspects of these
systems of electrons in strong magnetic fields are still poorly under-
stood, and this will certainly be an active area of research in the 1980s.

ELECTRON-HOLE DROPLETS

The conductivity of semiconductors arises from thermal excitation
of electrons. or holes. from the bands or bound impurity levels that are
normally filled at low or near-zero temperatures. However, by the use
of intense laser radiation, immense numbers of electrons can be excited
from lower-lying states, leaving behind the absent electrons (i.e., the
hole states). The resulting nonequilibrium populations of electrons and
holes can be formed quickly. Although they are initially dispersed, the
electrons and holes rapidly partially equilibrate into a new state that
consists of electron-hole droplets (Figure 1.3). The experimental
signature of their existence is that, when the electrons do eventually
return to their lowest-energy states, the distnibution of radiation
emitted is characteristic of the condensed Fermi seas, representing the
arrangement of excited electrons and holes. During the last few years,
the formation of electronlike droplets and their essential characteristics
have become far better understood. It is known that band structure.
many-electron effects. and specifically correlation effects also enter in
an essential way so that this phenomenon has led to a substantially
imprcved understanding of interacting electron systems.

ELECTRONICALLY ORDERED STATES

Historically, the paradigm of an electronically ordered system is a
substance exhibiting one of the forms of magnetic order. The later
discovery of superconductivity 1s another dramatic form of electronic
order: these topics are discussed in Chapters 4 and 8. respectively.
Both are now being viewed more broadly. especially in terms of their
bearing on other manifestations of clectronic order. some of which
have been discovered quite recently. Important to the discovery of
these new forms of order has been the fabrication. characterization,
and analysis of new materials, especially those that exhibit different
states of order as temperature is altered (see Appendix C).

In the context of ordered electron states and the connection wiih
atomic arrangement, the dimensionality of the system. once again,
plays a crucial role in the physics. Thus. we now find quasi-one-
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FIGURE 1.3 Photograph of the 1.75-um recombination iuminescence emanating from
a strain-confined drop of electron-hole liquid. The 4-mm-diameter disk of ultrapure Ge is.
pressed along (110) at the top with a nylon screw. creating a stress maximum inside the
crystal. The liquid is a degenerate sea of electrons and holes with a density of ~ 10"
cm . (Courtesy of Carson Jeffries. Umiversity of California. Berkeley.)

dimensional materials whose constituent atoms are not drawn ‘rom the
metals but that nevertheless do behave. quite remarkably. as metals. A
striking example is polyacetylene. a quasi-one-dimensional system that
is formed by catalytic polymerization of acetylene gas. I! is apparently
the first organic polymer to be made to conduct and joins materials
such as tetrathiafulvalene-tetracyanoquinodimethane (T TF-TCNQ) as
examples of linear metals (see Chapter 10).
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A particularly interesting category of materials is the class of layered
compounds. examples of which are TaS-, TaSe,, and NbSe.. The name
comes from their tendency to group atoms in planar, sandwich arrays.
Most compounds with relative chemical simplicity crystallize into
regular and often relatively simple structures. In some, however
(certain transition-metal chalcogenides). and especially at iow temper-
atures. structural instabilities are observed to result from the interplay
of the interactions among electrons and the interactions among the
electrons and the ions of the material. The ensuing states may then
display modulations in charge density, modulations in spin density, or
even modulations in the ion density. What is especially fascinating is
that the resulting systems are no longer truly periodic. In the two-
dimensional or layered compounds. experiments have revealed the
curious feature that the period of these modulations can actually be
incommensurate with the fundamental repeat distance of the original
underlying lattice (see Figure 1.4).

The energy balance in these systems is such that relatively modest
changes in temperature can cause changes in the states of order. This
is also true in another interesting class of materials formed by inter-
posing (or intercalating) atoms of certain substances between the
planes of graphite crystals. An example is graphite intercalated with
cesium. It is possible to stage such materials, i.e., to interpose a fixed
number of layers of the host system between consecutive intercalate
planes (see Figure 1.5). and the resulting systems exhibit a variety of
interesting phase transitions.

This competition among possible orderings also exists in linear
systems as well: thus. for example, (SN), has been observed to be
superconducting.

DISORDERED SYSTEMS

The study of electronic states in systems that do not have long-range
order has become of increasing importance in the understanding of
condensed matter. The most striking phenomenon in disordered sys-
tems is the localization of the true quantum-mechanical eigenstates.
Localization by disorder alone, the Anderson transition, occurs when
fluctuations in the potential associated with the disorder exceed a
particular value. Close to. but below. this value, it is believed that there
exists a mobility edge. at which energy the states change character
from localized to delocalized.

The various manifestations of disorder are being probed experimen-
tally in a variety of systems by photoemission. photoluminescence,
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(c)

FIGURE 1.4 X-ray diffraction patterns of charge-density wave-bearing layered com-
pounds. (a) 1T-TaSe; just above the commensurate-incommensurate phase transition at
473 K. in the incommensurate state. (b) V134, superlattice of 1T-TaSec, in the
commensurate charge-density wave state at room temperature. (c) 4Hb-TaSe. at room
temperature in the commensurate state, producing the 134, superiattice. (Courtesy of
F. J. DiSalvo. AT&T Beli Laboratories. Murray Hill. New Jersey.)

optical response, soft-x-ray emission, phonon echo, extended x-ray
absorption fine structure, and many other techniques. The metal-
insulator transition (the precipitous dvop in conductivity itself) has
been unambiguously reported, at low temperatures, in doped semicon-
ductor systeins. Furthermore, the behavior of the conductivity near the
transition is related to critical phenomena in phase transitions. There is
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a growing realization of the importance of long-range Coulomb inter-
actions in disordered as well as ordered systems. They can contribute
to a transition from an insulating to metallic state or vice versa.

In contrast to Anderson localization, in the picture associated with
the Mott transition, the view is that the electrons in the system can
only be cooperatively mobile to the extent that the Coulomb interac-
tions, included through screening, act to reduce the possibility of
cooperative recombination with the charge centers from which they
originate. Accordingly, as the mean-charge-center separation in-
creases, the electronic bandwidths do not shrink continuously to zero
but instead vanish suddenly at a certain critical density. If the system
contzins more than one electron per atom, then two or more Hubbard
bands can be made to overlap as the lattice constant dezreases. The
effects may be particularly subtle and interesting in disordered sys-
tems, and the interplay between correlation effects and the effects of
disorder itself is an emerging area of research.

One aspect of the metal-insulator transition where there has been
much theoretical and experimental progress in the last few years has
been the study of localization phenomena in one- and two-dimensional
systems—in particular the exploration of a class of phenomena known
as weak localization. For example. it has been proposed that for a
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FIGURE 1.5 High-resolution electron micrograph showing the existence of mixed
staging in ferric chloride graphite intercalate. Clearly shown are regions with two and
three layers of graphite between the layers of FeCl,. (Courtesy of John M. Thomas and
coworkers. University of Cambridge.)
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sufficiently thin wire at very low temperatures the resistance of t’'
wire will no fonger © :nd linearly on the length of the system. (In
practice, to observe .his .cparture from common behavior it is
necessary to fabricate wires with diameters <100 A.) Similarly, the
electrical resistance of a two-dimensional system is expected to
increase logarithmicaily as the temperature is lowered. The theoretical
methods used in making these predictions have included renormaliza-
tion group techniques and scaling ideas similar to those used in the
theory of critical phenomena (Chapter 3).

Interpretation of weak localization experiments is complicated by
subtle effects of electron-electron interactions and of the presence of
impurities with local magnetic moments or with strong spin-orbit
coupling; moreover, the effects are small in practice and require
precise low-temperature measurements. Nevertheless, the effects have
been observed, and the dependence on temperature, on magnetic field,
and on other parameters has been found to follow theoretical predic-
tions rather closely in many cases. Flux quantization, which is ex-
pected in superconducting systems, has also been predicted and
observed in normal metallic systems (Figure 1.6). These observations
provide convincing evidence that the phnysical basis underlying the
theory of localization is correct.

There are also important questions connected with the gencral
nature of electron states in systems with weaker disorder. These can
differ considerably from electron states in their crystalline counter-
parts. A striking example is Si (or Ge), which in crystalline form is a
semiconductor but as a liquid is a metal. In the area of liquid metals and
their alloys new efforts continue to focus on understanding electron
transport, atomic transport, structure, and thermodynamics. Here the
electrons may not be localized, but these systems are strong scatterers.
The difficulties in understanding their static and fiequency-dependent
conductivities lies in our incomplete knowledge of the microscopic
theory of dense classical liquids, which include the liquid metals (see
Chapter 9). Some liquid binary alloys exhibit transport coefficients that
actually become singular as a function of the relative concentration of
the two species. Here the balance between electron-electron interac-
tions and disorder can be altered by the alloying process. Conse-
quently, the tendency toward localization can be increased and con-
trolled by the experimentalist.

The range of the metallic state can be extended consideraoly both to
low densities and to high temperatures. The resulting systems consti-
tute forms of matter that are of intrinsic interest, because of both their
similarity to dense, strongly coupled plasmas and their proximity to
two quite fundamental phase transitions (liquid-vapor and metal-
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FIGURE 1.6 A go ' .. :tairing ot diameter approximately 3500 A. The width of the line
is approximately 400 .. These rings are used to search for flux quanta of the kind seen
in superconducting “ings. The gold is not superconducting. The large darker area to
which the lines attach are the pads that provide connection to the external world. The dot
is used for calibratior.. (Courtesy of IBM Thomas J. Watson Research Center.)

insulator). On the vapor side, the interactions are largely short ranged:
on the metal side, they are screened, long-ranged interactions. During
the transitions, the character of the interactions changes, an unust'ai
behavior in the context of the standard theories of critical phenomen:a
and associated transport. Though the effects are extremely intercsting
and at the core of some fundamental issues. the experimentai situation
presents serious challenges because of the extremely high critical
temperature of most metallic systems.

The conduction electrons play an important role in disordered
metals. as thev do in metallic crystals. They centribute not only to
transport phenomena but. through screening. to the actual forces
acting between the icns themselves. The forces are expressible in
terms of two (and often higher) center potentials, which in turn
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determine the structure of the disordered metal. These interactions
differ qualitatively from those in insulating systems. Because they vary
with electron density. they can again be altered by alloying. This effect
may be of some consequence in resolving the issue of why some metal-
lic mixtures can be made to form metallic glasses. and why some can
not.

MIXED MEDIA

It is now possible to fabricate materials that are mixtures of a number
of constituents (either insulators or metals) and in which the charac-
teristic length scales may be as small as 50 A. Such heterogeneous,
microcondensed forms of matter are particularly interesting because
one can tailor desired bulk properties by altering the constituents. their
size discributions. o their relative concentrations. As one example. the
wavelength of ordinary light is a few thousand angstroms and generally
exceeds such scales of inhomogeneity. But, so far as the optical
propertics of these systems are concerned. they appear to behave as
continua. and now one can tune the basic dielectric properties in a way
not often possible with homogeneous systems. It should be noted that
mixed or granular media. or composites, often display a great deal of
order at the microscopic scale yet should still be properly regarded as
disordered systems. Depending on the disposition of the matter in
these systems. the topology of the arrangements of the constituents,
and their detailed connectivity, it is possible to find percolative and
critical behavior characteristic of the localization problem (impurities
in semiconductors. for instance) discussed above.

Some smaii metal particle systems show clear evidence of a
superconducting transition persisting in the metal for particle sizes as
small as 100 A or smaller.

CONDENSED MATTER AT HIGH PRESSURE

By application of pressure to a sample. we change its density and
hence its physical properties. often quite dramatically. However,
condensed matter is generally considered quite incompressible. and o
achieve even modest fractional changes in density nas often required
pressures of thousands or even tens of thousands of atmospheres.

During the past few years, notable advances in high-pressure physics
have occurred. Though s¢ alled dynamic techniques (shock-wave
methods) have also developed, the advances in static high-pressure
physics have centered largeiy on the active use of the diamond anvil
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cell (see Figure 1.7). With these devices it is possible to develop
pressures in excess of 1 Mbar. More importantly, such pressures can
change by a significant factor the avr ;age volume available to an atom
or molecule in a solid or liquid. Minerals may be exposed to pressure
ranges reminiscent of their original environment in the Earth’s interior.
This is having an impact on geophysics and planetary physics. as well
as on materials science and solid-state chemistry. Though electrical
and even thermal measurements are now possible in these devices,
most of the probes used to detect changes induced in samples have
been either optical or x ray in origin. They exploit the transparency of
the diamond. It is possible to utilize diamond-cell devices in conjunc-
tion with radiation environments that are unusual in their degree of
intensity, polarization, time structure. or wavelength (synchrotron
radiation and pulsed lasers are examples of these).

One of the most striking uses of diamond cells has been the
transformation of insulators into metals. This most fundamental of all
phase transitions has been observed in molecular crystals, in ionic
crystals, in transition-meta! oxides, and in mixed valence compounds.
For example, iodine has traditionally been regarded as an insulator, but
it appears to be a metal at pressures in excess of 200 kbar. Above |
Mbar the noble gas xenon should also become a metal, and at about 2
Mbai, even hydrogen should become metallic. Useiul pressures much
over I Mbar have not yet been achieved statically, however, but
hydrogen has been compressed to about 7 times its normal low-
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FIGURE 1.7 An ultrahigh-pressure diamond cell. The complete cutaway cross section
(a) shows the essential components including the anvil supports. alignments design.
lever-arm assembly. and spring-washer loading system. The detail (b) shows an
enlargement of the opposed diamond anvil configuration with a metal gaskei confining
the sample. The cell was developed at the National Bureau of Standards. (Courtesy of G.
Piermarini. National Bureau of Standards. Gaithersburg. Maryland.)
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temperature solid density, and its vibrational modes have been studied
using Raman-scattering techniques.

Though static methods are developing rapidly, advances in instru-
mentation and concept have also been reported in shock-wave physics.
With these techniques a substance can be brought into high-
temperature, high-pressure regions of its phase diagram that are
inaccessible by any other means. These experiments yield information
such as the compressibility, plasticity, phase stability, and optical
properties of condensed matter pertinent to planetary and even stellar
physics.

OPPORTUNITIES

Further simplifications in the pseudopotential and other band-
theoretic techniques employed in the calculation of the electronic
structure of perfect metallic crystals can be hoped for. Their applica-
tion to defect- or disorder-related problems, however, will certainly
hinge on the availability of substantially increased computational
facilities. In view of the importance of this work to technology, further
investment in it is certainly warranted.

It is expected that the density-functional inethod will be used widely
in the future in the theoretical study of the electronic properties of
crystalline solids and in cases, such as surfaces and crystalline defects,
where the electron density is strongly inhomogeneous. Considerable
effort will be devoted to trying to understand why this method, in its
so-called local-approximation, works as well as it does, and why it
occasionally fails.

Despite the considerable success of the preceding methods for the
calculation of the ground-state, and even the excited-state electronic
properties of metals, no comparably simple and accurate methods exist
for the calculation of the excited electronic states of semiconductors
and insulators, ir which these states are separated from the ground
state by an energy gap. These excited states are needed in the
calculation of the response of such materials to time-dependent per-
turbations, such as externally applied electromagnetic fields. In view of
the importance of being able to calculate such responses for the
interpretation of data obtained by a variety of experimental probes, we
can expect attention to be directed to the development of methods that
will yield the excited states of semiconductors and insulators accu-
rately.

High-pressure physics appears to be entering an exciting and pro-
ductive phase and is a good example of a strong feedback mechanism



56 A DECADE OF CONDENSED-MATTER PHYSICS

operating between science and technology. High pressure is expected
to play a prominent role in elucidating the physics of the metal-
insulator transition, both in ordered and disordered systems. It will
certainly be used to address the questions associated with s-d and f-d
transitions in the heavy elements and also to aid in unraveling the
puzzles of the interesting classes of intermediate-valence compounds
and heavy-fermion systems. It may even shed light on the nature of the
ground state of the light alkali metals, which have been thought of as
reasonably well understood but continue to behave in ways (particu-
larly at low temperatures) that arc not easily explained. More gener-
ally, static high-pressure methods ar: expected to play an ever-
increasing role in determining the electronic structure of new materinls.
in complex materials, in semiconductors, in artificial superlattice
systems, in amorphous solids, in glasses both insulating and metallic,
and in polymers, liquid crystals, and simple fluids and their mixtures.

Because of heir continuing technological importance, disordered
materials, including metallic glasses and amorphous semiconductors.
are expected to receive growing experimental and theoretical attention
in the future. Much has been learned in the past decade about the
existence of new kinds of states, the so-called tunneling states. in
highly disordered matter. However. much is still to be understood
about the nature of the elementary excitations in glasses. especially at
low temperatures. Glassy metals can be formed by rapid cooling
techniques, during which they may possibly preserve certain aspects of
the structure and dynamics of the liquid from which they were formed.
Accordingly, such systems offer the prospect of studying the dynamics
of disorder in a manner that is not possible when the system acts as a
classical liquid. The glass transition (in insulating and metallic glasses)
is not well understood, and further activity in this area. both expert-
mental and theoretical, is expected. Crucial to this endeavoris adee, ¢
understanding of the systematics of bonding in condensed matter
within a framework going considerably beyond the current picture.

Though there has been a rejuvenation of mean-field theories used to
describe the response properties of mixed media, they are still not well
understood in detail. In particular. the far-infrared response of metal-
particle composites is yet to be unraveled. Experimental probes, of
both their real-space and electronic structure, will continue to be
developed. The frequency dependence of their optical response in the
superconducting state. and its ultimate understanding. will also be a
subfield of interest.

Driven largely by the impetus toward very-large-scale integration in
electronics, small structures can also be made with substantial long-
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range order (arrays of small metal spheroids, for example). The
particles themselves are of such a length scale that many of the con-
ventional methods of solid-state physics no longer apply in determining
their essential physical properties. The field of ordered micro-
condensed-matter science is <till in its infancy but is perceived widely
as one in which many of the traditional subareas of solid-state physics
will yet have a considerable impact. In this technologically crucial
area, interface states, ballistic transport, Kapitza resistance, quantum-
well effects, electromigration and thermomigration, and noise are all
topics of fundamental interest and will offer research opportunities for
the future.




2

Structures and Vibrational
Properties of Solids

INTRODUCTION

Matter in a solid state consists of many nuclei and electrons that
form a structure in space. Knowledge of this structure is essential for
understanding the physical properties of the solid, for example,
whether it is a metal, a semiconductor, or an insulator or whether
magnetic order can be produced by the electronic interactions. Vibra-
tions of the nuclei around their average positions produce excited
states of the solid structure. Since the nuclei have much heavier masses
than the electrons, their characteristic vibrational frequencies, ~10'
s~!, are much lower than the frequencies of ~10'S s~ ' typical of many
electronic excitaticns. These low-frequency vibrations are ubiquitous
aspects of all solids: they propagate, and in so doing carry heat and
information; they are important in the thermodynamics of sclids; they
are always present to absorb or scatter such experimental probes as
electromagnetic radiation and neutrons, as well as other excitations in
a solid such as electronic and magnetic excitations; and they lead to
important electronic ordering effects such as superconductivity.

The vibrational properties of many soiids can be understood on the
basis of the harmonic approximation, in which the force acting on a
given nucleus is assumed to be a linear function of the displacements of
that nucleus and of the other nuclei from their average positions. The
problem can be solved exactly in this approximation. The quantized
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units of vibration are called phonons, and the quantum of energy is the
vibrational frequency w times Planck’s constant #. The nature of the
vibrations is closely related to the structure of the solid: in crystals they
form collective propagating =xcitations whose frequencies are de-
scribed by dispersion curves w = w(k), where k is the wave vector
associated with the excitation (the direction of k is the direction of
propagation of the excitation, and the magnitude of k is 2w/A, where A
is the wavelength of the excitation); in disordered systems they are
sensitive to the topology of the structure of the solid and to the local
order. The addition of small anharmonic forces leads to finite lifetimes
and scattering of these phonons. In some systems the anharmonic
forces are large, however. The dynamics of the nuclei in strongly
anharmonic systems may be qualiatively different from the behavior of
simple oscillators. There can be stable nonlinear excitations termed
solitons, interesting statistical mechanics of thermally excited interact-
ing vibrational states, and phase transitions to structures of different
symmetry.

Because this field is extensive and closely related to other topics.
many of its aspects are considered in separate chapters, in particular,
critical phenomena at phase transitions, structures of surfaces and
interfaces, defects in crystals, and properties of particular classes of
solids.

THEORETICAL CALCULATIONS

The primary goal in the theory of the structures of solids is to
understand both why different types of solids form and how the
resultant structures control the properties of solids. This is a many-
body problem involving ~10*' electrons and nuclei. One of the
highlights of research during the past decade is thc progress toward a
unified theoretical understanding of the combined many-electron/
many-nucleus problem. Indeed, predictions of the structures and
vibrational excitations of solids are currently a crucial test of our
understanding of the ground state of the electronic system.

Since the mid-1970s, there has been a qualitative change in the ability
to predict structures and related properties of solids a priori without
using any information from experiments. This rapid development has
been made possible both by the increase in power and availability of
computers and by the formulation of new ways to treat the quantum
many-body problems. Of these developments in the treatment of the
electronic system discussed in Chapter i, it is the density functional
approach to electronic exchange and correlation that is the basis for the
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recent progress in accurate first-principles calculations of a wide range
of structural and vibrational properties of solids. Other techniques,
such as the many-body Monte Carlo quantum methods, make it
possible to study the simplest cases in great depth.

Among the primary achievements of such calculations are the phase
diagrams of many elements and compounds as functions of pressure.
Recent results include the structures of transition metals, semiconduc-
tor-metal transitions, graphite and diamond structures of carbon, and
many other crystals. An exemplary case is hydrogen, which is ex-
pected to transform from an insulating molecular system to a metallic
solid at high pressure. This is illustrated in Figure 2.1, which gives the
total energy versus average proton separation, found from quantum
Monte Carlo calculations. Similar results are found from perturbation
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FIGURE 2.1 Ground-state energy of hydrogern as a function of the average proton
separation a, in units of the Bohr radius a, calculated by an approximate Monte Carlo
simulation of the many-body fermion problem. The solid curve gives the energies for
molecular and monatomic metallic phases. The dashed curves show the effect of fixing
the protors, i.e., eliminating their zero-point motion, in the metallic phase. The results
indicate a first-order transition from tne molecular to the metallic phase near the crcssing
point at a ~ 1.35a,. (Courtesy of D. M. Ceperly and B. J. Adler, Lawrence Laboratory.)
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theory and density functional calculations that have also considered
different metallic structures. The salient result is that hydrogen will
become a metal at pressures =2 mbar, which may be achieved in
diamond anvii cells in the near future.

One of the currently interesting developments is the emergence of a
unified theoretical approach to structures, vibrations, and electron-
phonon interactions. This is made possible by density functional
calculations for crystals with atoms displaced from their equilibrium
positions to determine small energy differences, forces acting on
individual atoms, and the macroscopic stress. From the restoring
forces and stresses, the vibrational properties can be obtained with no
input from experiment. Calculations to date include complete phonon
dispersion curves w(k), the pressure dependence of phonon frequen-
cies and other anharmonic coefficients, and anomalous soft phonon
modes. Results of calculations carried out so far agree with experi-
ments to within a few percent and predict other properties not known
experimentally.

MEASUREMENTS OF STRUCTURES AND PHONON SPECTRA

The basis of experimental measurements of the structures and
dynamics of condensed matter is the absorption or the scattering of
particles whose momentum and energy can be measured. The average
structure is measured by the intensity of scattering as a function of the
difference between the momenta of the incoming and outgoing parti-
cles. Dynamical information can be obtained by measurement of the
energy lost or gained by the particles. Conservation of energy requires
that the excitation that is creatzd (or destroyed) has energy equal to
either (1) the energy of a particle that is absorbed (or emitted) or (2) the
difference between the incoming and outgoing energies of a particle
that is scattered inelastically. Experimental probes used in current
investigations of structures and dynamics inciude x rays, photons,
neutrons, electrons, atoms, and ions. Experiments using electrons and
atoms are particularly suited for studies of surfaces and are discussed
in Chapter 7.

Inelastic neutron scattering is a powerful technique for the study of
the dynamics of atoms in condensed matter (see Appendix E). The
spectrometers needed to resolve the energies of the neutrons, devel-
oped in the 1950s and 1960s, continue to provide an extensive body of
knowledge on phonons and other excitations in condensed matter.
Recently neutron scattering has provided the crucial short-wavelength
probe for exploration of the challenging problems associated with
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phase transitions, ancmalous phonon dispersion curves due to strong
electron-phonon interactions, and dynamics of nonlinear systems.

There have been two major advances ia neutron-scattering methods
recently. One is the development of a neutron spin-echo spectrometer,
which can measure energy transfers as small as a few microelectron
volts. This resolution makes it possible to determine the dynamics of
low-frequency. quasi-elastic phonons and the intrinsic lifetimes of
phonons. The second is the advent of spallation sources, which are
described in Appendix E. These sources produce neutrons with large
usable ranges of momentum and energy that can provide increased
spatial resolution and measurements of high-en~rgy phonons. particu-
larly those involving light atoms such as hydrogen.

Experiments using x-ray scattering and absorption have become
much more powerful because of recent advances in the production of
intense. tunable x rays from synchrotron sources. The increase in
angular resolution and intensity has made possible new experiments.
One is the study of melting of two-dimensional systems of rare-gas
atoms, described in Chapter 3. Another is the first measurement of the
phase of the scattered x rays. This advance offers the possibility of
yielding powerful new information on structures but is controversial at
present. The pulsed nature of synchrotron radiation has been utilized
to measure the rapid melting and recrystallization on nanosecond time
scales that occur in pulsed-laser annealing. There has been an enor-
mous increase in the number of measurements of extended x-ray
absorption fine structure (EXAFS) spectra. which are being used to
determine the local environment of a given type of atom. The most
important results have been obtained for alloys. disordered solids.
ionic conductors. and liquids. where EXAFS provides detailed infor-
mation on the correlation functions of different atoms.

The interaction of light with solids provides many of the most useful
and versatile techniques for studying the dynamics of condensed
matter. Although the range of momenta that can be studied by this
technique is limited compared with that of neutron scattering. the
absorption and scattering of photons have much greater resolution,
dynamic range. and sensitivity than is possible with neutron scattering.
Furthermgre. because light couples to phonons primarily through the
electronic polarizabilitv, these experiments provide unique injormation
on linear and nonlinear interactions of electrons. photons. and
phonons.

The modern era of light scattering began in 1962 when lasers were
first introduced as monochromatic sources of light. Since that time.
Raman scattering has become the most widely applied technique to
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determine vibrations in solids. In recent work, for example, scattering
from tiny crystals under the extreme pressures that are generated in
diamond anvil pressure cells is giving much new information on the
nature of matter at compressed density. The use of optical interference
enhancements has made possible detection of the vibrational spectra of
molecules adsorbed on surfaces at submonolayer densities and of
crystalline compounds formed in very thin (~20 A) layers at interfaces
between different solids. In addition. the use of intense laser beams and
optical nonlinearities leads to new effects. such as coherent stimulated
Raman scattering and hyper-Raman scattering involving several pho-
tons. The former has made po: sible lasing at Raman frequencies in op-
tical fibers. The latter leads to different selection rules, so that vibrations
can be detected that are not observable by ordinary Raman scattering.

Inelastic scattering of light with small frequency shifts <10 Hz,
often termed Brillouin scattering. has expanded greatly, aided by
development of highly selective multiple-pass interferometers. Among
the recent accomplishments of this technique are measurements of
acoustic vibrations in metals through inelastic reflection caused by
dynamical rippling of the surface. Low-frequency scattering also plays
a crucial role in investigations of nonlinear systems, including such
problems as the detection of tunneiing modes in glasses, ionic motion
in superionic conductors. large increases n quasi-elastic scattering
near phase transitions. and dynamics of incommensurate structures
described later.

The nature of the coupling of electrons and phonons can be studied
by resonance scattering. in which selected electronic states are en-
hanced by their resonance with the light frequency. Because the
extreme resonance conditions occur at energies where the light is
absorbed. understanding the phenomenon has required the develop-
ment of theoretical tools to deal with the difficult problems of
nonequilibrium excited states coupled to the stochastically fluctuating
environmen:. ti1s i 2s been applied particularly to investigate impurity
states couple. 1> *Le lattice and the scattering mechanisms for elec-
trons and holes in semiconductors.

Infrared light can be used to study optically active phonons through
reflectivity and absorption. As in the scattering experiments, the
advent of infrared lasers has made possible new experimental areas,
and many recent advances have been in the areas of low-frequency
measurements. This is one of the powerful tools for studying ionic
conductors, amorphous metals, and the coupled electron-phonon sys-
tem in semiconductors.

Each of these experimental tools for determining structures and
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dynamics has an important role in exploring the properties of solids and
the physics of condensed matter. Some of the highlights and opportu-
nities made possible by these techniques are mentioned below.

PHONON TRANSPORT

In the area of phonon transport varied aspects of phonons as
elementary excitations of condensed matter are explored: the spectrum
of energies, the velocities of propagation. scattering and decay of
phonons, and their interactions with defects and other excitations.
Before 1965, phenon transport was almost always studied by measur-
ing the temperature dependence of the thermal conductivity. This
yields a transport coefficient that is an average over different scattering
processes due to anharmonicity, defects, and su-faces, weighted by the
equilibrium distribution of phonons. In contrast, new techniques for
generation and detection of high-frequency phonons have made possi-
ble the direct study of phonor properties, selected by their frequency,
velocity, and direction of propagation, in frequency ranges extending
to >1 THz (10"? s ).

The initial experiments used heat pulses and measurement of the
time of flight of phonons from heater to detector. They could resolve
individual phonon modes, which propagate tallistically with their
respective group velocities, as well as diffusive heat transport resulting
from multiply scattered phonons. Important results included the ob-
servations of second sound, the propagation of temperature waves in
solids, and the propagation of solitons. The latter are well-defined
excitations of a nonlinear lattice. This work was a stimulus for interest
in nonlinear problems in other areas.

There are several new methods of energy-seiective generation and
detection of high-frequency phonons. These include phonon-assisted
tunneling, optical techniques, and time-of-flight selection of high-
frequency phonons using the dispersion of velocities. Sunerconducting
tunnel junctions bonded to the sample surface can selectively study
phonons with energies up to the superconducting gap of ~0.5 THz.
Optical techniques utilizing visible lasers can be used in many trans-
parent solids to generate and detect phonons through coupling to sharp
impurity states. State-of-the-art techniques of pulsing and focusing
visible lasers make possible complete studies with simultaneous spec-
tral, spatial, and temporal resolution. Also, phonons can be generated
by infrared lasers using surface piezoelectric effects. This approach has
the potential of creating phonons with phase coherence limited only by
surface roughness.
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Transport of energy in different phonon modes has been shown to
vary enormotsly. In particular, low-frequency transverse phonons can
often propagate over large distances. and their weak scattering mech-
anisms ca1 be studied in detail. Perhaps the most dra:natic experimen-
tal consequences of the long lifetime of certain acoustic phonons are
the phenomena of phonon iaging and focusing caused by anisotropy
in the velocity of propagation. For example, phonons produced by a
heater at one point on a sample can be focuscd along particular
crystallographic directions and can propagate ballistically for distances
of ~1 cm under readily achievable conditions. An example of this
striking anisotropic wansport of energy in germanium is shown in
Figure 2.2.

Other developments include the study of anisotropic phonon winds
and their effect on the shape of electron-hole droplets in semiconduc-
tors; measurement of the frequency dependence of scattering by
defects such as donors and acceptors in semiconductors; stimulated
directional emission of phonons; demonstration of phonon mirrors
created by superlattices of semiconductors: measurement of lifetimes
of optic phonons in the picosecond range: generation and study of
high-frequency surface phonons: and observation of anomalous trans-
port in glasses at low temperatures due to coupling to low-frequency
tunneling modes.

ELECTRON-PHONON INTERACT!ONS

The interactions of phonons with photons, electrons. magnons. and
excitons are indispensable ingredients in understanding the physical
properties of solids. In cases of weak coupling. the phonons cause
scattering. which is an important limitation on the mean free path of
electrons, i.e., on the conductivity of metals and the mobility of
carriers in semiconductors. Since the electrons also affect the phonon
frequencies, the same interactions can be manifested in anomalous
dispersion of the phonon frequencies and in phase transitions such as
superconductivity and structural transitions. Therc can also be
ronlinear solutions for localized electronic states coupied to atomic
displacements. The best known recent example is the formation of
fractionally charged solitons in conducting polymers {Chapter 10). For
reasons such as these, electron-phonorn interactions are of great
importance in solid-state physics, and there is a growing interest in
studying and utilizing the consequences of these interactions.

The transition metals and their compounds are the focus of much of
the activity in this area because the electron-phonon interactions are
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FIGURE 2.2 Phonorn focusing. The bright areas represent heat energy propagating to
the surfaces of a germanium cry stal produced by a pulse of heat at a point on the back
svrface of the ¢rystal. The phenomenon 1s caused by intense channefiag of heat fluy
Aong certain crystal directions. (Courtesy ot J. Po Wolte, University of Hiiois.)

thought to be responsible foir high-temperature superconductivity in
compounds like ViSi and NbC. as well as tor phonon seftening and
displacive phase transitions. A striking example of experimental and
theoretical work s the w-phasce tiransiion. in wuich the bec structure is
unstable to displacements of planes of atoms perpendicular to the (111)
axis. The dynamics of this U . ation in Zr have been studied by
neutron scattering. which has detected an anomalously low phonon
f.2quency shown in Figure 2.3 and an increase inintensity of the
centrai-peak scottering at zero frequency at the wavelength corre-
speading te the | ernodicity of the w-phase. Theorctical density -
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functioral calculations have determined an entire curve for the energy
as a function of the positions of the planes, giving the low phonon
frequency, two stable solutions in the bcc and w-phase structures for
Zr, and insight into why the effects are greatly reduced in the
neighboring e'ements Nb and Mo.

The electron-phonon interactions in transition-metal compounds
have also made possible a new class of experiments involving light
scattering, normally not observable in metals. The same interactions
that cause the phonon anomalies also give rise io coupling to the light
through the electrons. For example, NbSe; distorts into an incommen-
surate structure (discussed below) owing to the e¢lectron-phonon cou-
pling, and the dynamics of the atomic displacements have been
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FIGURE 2.3 Phonon dispersion curves for the longitudinal (111) branch measured by
inelastic neutron experiments on Mo, Nb, and the high-temperature (1400 K) bcc phase
of Zr near the w-phase transition. (Courtesy of C. Stassis and B. N. Harmon, iowa State
University.)
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detected in the light-scattering spectrum presented in Figure 2.4.
Perhaps the most striking observation is ithe new peaks at low
temperatures, interpreted as electronic excitations across the super-
conducting gap. These results have led to new theoretical and experi-
mental work to understand the basic phenomena involved and the role
of the interactions in superconductivity and other properties.

Other areas in which electron-phonon interac‘ions play a crucial role
arc inelastic electron tunneling and a new experimental technique
termied point-contact spectroscopy. The use of tunneling spectroscopy
in superconductors to determine phonon densities of states, weighted
by electron-phonon couplings, is now well established. Recent ad-
vances in making tunrel junctions of superior quality have made
possible tunneling in transition metals, high-temperature superconduc-
tors, and magnetic superconductors. Such measurements on magnetic
superconductors show the disappearance of the superconducting en-
ergy gap as the magnetic transition is approached. In the high-
temperature superconductors, e.g., Nb;Sn, tunneling results inJicate
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FI'SURE 2.4 Raman spectrum of 2H NbSe, at low temperature. The peaks at ~40
cm ' are amplitude modes of the incommensurate structure and those at ~20 cm ' are
excitations of the electrons across the superconducting gap. (Courtesy of M. V. Kle.n,
University of Illinois.)



N TR

e

A T NI ) I it A

STRUCTURES AND VIBRATIONAL PROPERTIES OF SOLIDS 69

that. of all the phonons, those of low frequency are most effective in
promoting superconductivity.

Point-contact spectroscopy involves measuring the current-voltage
relation for a current of electrons through a metallic point. !f the
dimensions of the point are smaller than the electronic mean free path,
electrons can be accelerated to the energy ¢V, where V is the voltage
drop. Measurement of the current as a function of V gives direct
information on the energy dependence of the scattering mechanisms.
At present, theoretical work is attempting to derive the relations to the
underlying phonon properties. One advantage of this technique is that
it can be applied to many materials and is not restricted to
superconductors.

DISORDERED SOLIDS AND INCOMMENSURATE PHASES

A growing area of research is concerned with disordered solids that
present inteilectual chailenges. unique phernomena, and extensive
applications. One class of disordered matenals is the amorphous or
glassy solids. which have no long-rai_ge order. The atomic structures of
glasses. nevertheless, have characteristic types of short-range order,
e.g.. favored coordination numbers and angular arrangements of the
nearest neighbors associated with specific types of bonding. For
example, in vitreous silica the oxygen atoms have twotold coordination
and the silicon atoms have fou.fold tetrahedral coordination, whereas
in amorphous metals the coordination number : higher, ~8-12. Ex-
perimental information on the short-range ordcr is obtained by diffrac-
tion of x rays, neutrons, and electrons and by EXAFS. which deter-
mine angle-averaged radial distributions of the probability of finding
neighboring atoms. These measurements cannct determine the three-
dimensionai structure uniquely, but they provide stringent conditions
on models of the structure. Research in this area has increased
dramatically in recent years owing to the availability of synchrotron
facilities as intense, tunabie. collimated x-ray sources and the advent or
spallation facitities as sources of higher-energy neutrons. which can
give improved spatial resolution.

The intellectual challenges that have highlighted recent research in
this area are concerned with the ways that groups of atoms with
short-range order can be connected together to build ¢ pace-filling rigid
structures with no long-range order. An interesting cont~ibution to the
theory of such structures is the demonstraticn that small sets of regular
polyhedra can be packed to generate nonperiodic, disordered struc-
tures that fill three-dimensional space. There are, however, many
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degrees of freedom to consider | a physical glass, and there is much
controversy and continuing research on the thermodynamics of the
glass transition and the nature of the structures formed.

The vibrational excitations are especially pertinent to the studies of
disordered structures because they depend sensitively on both the
short-range order and the connectivity or topology of the structure.
Theoretical studies of vibrational properties of strongly coupled disor-
dered networks, especially with topological disorder, have led to new
perspectives on excitations in disordered systems. Experimental mea-
surements of vibration frequencies in glasses, together with the im-
proved theoretical understanding, have motivated new explorations of
the topology of glasses, such as silica.

Another aspect of the dynamics is the existence of low-frequency
modes, which appear to occur umiversally in disordered systems.
These nonlinear excitations dominate many low-frequency aspects of
glasses, e.g., low-temperature heat capacity, thermal transport, elec-
trical resistivity, and dielectric loss. Although they are thought to
involve finite displacements cf atoms by tunneling or thermal hopping,
the microscopic origins of these modes are unknown.

A different class of disordered solids are crystals in which there is
intrinsic disorder. The two areas of most current interest are ionic
conductors and plastic crystals. Crystals called superionic conductors
contain large densities of ions that can di.Tuse with rates comparable
with those of ions in liquids. For example, in the high-temperature
phase of Agl the [ ions form a solid bcc lattice in which the Ag ions are
as mobile as in the melt. Studies of these materials have been
stimulated by their technological applications. The term plastic crystal
denotes crystals containing molecules that are orientationally disor-
dered. The low-frequency reorientations that these molecules can
nndergo are strongly coupled anharmonic motions, which lead to
unusual mechanical properties of these solids. For ionic conduct-rs,
plastic crystals, and other dynamically disordered systems. the basic
questions are: Why do such crystals form, and how do the ions or
molecules 1ove? Investigations on a microscopic scale currently
utilize x-ray and neutron scattering, EXAFS. nuclear magnetic reso-
nance, light scattering, high-frequency conductivity, and theoretical
work on these highly anharmonic, nonlinear problems.

An exc'ting class Of structures is one in which there are simulta-
neously tv.o incommeznsurate periodicities coexisting in the same solid.
Such a structure is not pericdic because there is no translation that is
equal to ‘niegral numbers of primitive translations of both periodicities.
However, each periodicity can be separately observed in a scattering
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experiment. Such structures were known for some time (e.g., the spin
density wave in chromium), but only in the last decade have they taken
their place in the field of phase transitions and their symmetries ana
dynamics studied extensively.

Several types of incommensurate soiids have been found. In one,
which has been discussed in Chapter 1, the electron-phonon interaction
stabilizes a distortion with the Fermi wave vector kg, which is
incommensurate with the lattice periodicity. Examples include chain
compounds like TTF-TCNQ and layered metals like NbSe,. A different
mechanism that can occur in either metals or insulators is a zero
phonon frequency at an incommensurate wave vector k, which can be
caused by simple combinations of interatomic forces. This is a soft
mode that leads to a phase transition, as happens in K,SeO,4 and ThBry,.
Another type of incommensurate structure results from the coexist-
ence of interpenetrating lattices with different periodicities. An exam-
ple is Hg, 72(AsFg) in which the mercury atoms form linear metallic
chains with an average spacing that is incommensurate with that of the
AsFg lattice.

The vibrational states of incommensurate systems differ from those
of ordinary crystals in fascinatinz ways. In particular, since it requires
no energy to slide or change uniformly the relative phase of one
periodicity relative to the other, there may b: phason excitations with
zero frequency at infinite wavelength. In the harmonic approximation,
there is a phason dispersion curve ..ith frequency linear in wave vector
k at small k, in addition to the ordinary sound modes present in ail
solids. There has been a widespread search for these modes leading to
their observation in ThBr, and Hg, 72(AsF) by neutron scattering. The
difficult: in observing these modes at longer wavelength and lower
frequervy, e.g., in light-scattering experiments, appears now to be
unders.nod in terms of a fundamental difference between phasons and
true acoustic modes. The latter become more precisely defined prop-
agating modes as the frequenc, decreases, whereas the phasons are
greatly modified by anharmonicity and become overdamped at low
frequencies. The strongly nonlinear character of phason modes leads to
domainlike descriptions of incommensurate phase transitions like
those desciibed below.

PHASE TRANSITIGNS AND NONLINEAR EXCITATIONS

Phase transitions that involve a change in the structure of a solid are
among the archetypal examples of this general-phenoinenon. There are
two paradigms for structural transitions —order-disorder and displa-
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cive. The former is a change in degree of disorder present in the
structure. The latter involves displacement of atoms from sites of high
symmetry to ones of lower symmetry. Each paradigm is illustrated in
the previous two sections by recent work on disordered crystals,
incommensurate phases, and structural transitions, such as the w
transition in Zr. These and other phase transitions, e.g., ferroelectric-
ity, continue to provide major conceptual challenges and phenomena
with technological applications.

Research on nonlinear excitations involving finite displacements of
atoms has become a stimulating area of physics. Although exact
solutions to simple nonlinear models and phenomenra like solitary
waves have been known for many years, a veritable explosion in the
study of such excitations has occurred in condensed-matter physics
since the mid-1970s. An impetus to this work was the progress in
understanding displacive phase transitions, where studies of the dy-
ramics revealed domain wall-type solutions that cannot be represented
by perturbation expansions in the displacements of the atoms from
their equilibrium positions The dynamics of such systems consist not
only of spatially extended. small-amplitude phonons, but also of
spatiaily compact, large-amplitude excitations, often referred to as
solitons. Although this has developed into an exciting new subfield,
there is still controversy over how these excitations affect the thermo-
dynamics of phase transitions.

Many stimulating developments in non'inear dynamics have been
made in the context of quasi one-dimensional systems. A particularly
interesting case is the conducting polymer polyacetylene (CH),, whose
properties are striking consequences of the electron-phonon interac-
tion. They are described in detail in Chapter 10. The general ideas
underlying suck excitations have widespread ramifications in physics
and are discussed in Chapters 1, 3, 4, and 11.

OPPORTUNITIES

The ability to carry out theoretical calculations that predict the
structures and vibrational properties of solids is expanding rapidly and
will play a major role in future work. Because the calculations can be
done accurately for real solids, there is emerging a new relation
between theory and experiment and a more unified understunding of
structural, vibrational, and electronic properties of matter. The poten-
tial of future work i1s to develop new ideas and methods for excited
states and nonzero temperatures, to make simpie models that describe
the essential points, and to gain greater insight into the nature of
condensed matter.
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New experiments on structures and dynamics of solids can be made
possible by improved synchrotron sources of x rays and by high-flux
steady-state or pulsed sources of neutrons. Exciting possibilities
include direct determination of structures using the phases of scattered
x ravs, measurements of fast transient structures, and improved energy
resolution that can enable inelastic scattering of x rays to measure
dynamics of atoms and electrons. High fluxes of neutrons would enable
measurements to be made with greater resolution and on the small
samples often crucial for forefront research. Pulsed spallation sources
will permit inelastic scattering at high energies, e.g., at energies
comparable with those of the vibrations of hydrogen atoms.

Current and future innovations in light scattering, such as femtosec-
ond pulses and resolution of small frequency shifts, will make possible
experiments on new materials, conditions, and time scales. Important
contributions will likely occur for fast-reaction kinetics, properties of
surfaces and interfaces, phase transitions, nonlinear excitations, and
novel superconductors. for example.

High pressures achievable in diamond anvil cells open many possi-
bilities for understanding why structures form and creating states of
matter never befcre accomplished in a laboratory, such as metallic
hydrogen.

Future areas of research in phonon transport will likely include
increased emphasis on lower-dimensional systems, superlattices,
nonlinear lattices, transport of phonons through interfaces, phonon
dynamics in the subpicosecond range. and <oherent excitations. The
most important need for future werk is the development of simple,
sensitive tunable generators and detectors «f phonons to extend
mea:urements to wider classes of materials. This work will also have
an impact on other areas of condensed-matter science. such as heat
transport in small fast electronic devices. transfer of energy in pulsed-
laser annealing, and steps toward development oi" a phonon laser.

The structures of glasses and other solids wi:h disorder are at present
only partially understood, and there is much controversy concerning
the degree to which spatial order extends to intermediate ranges. New
information and ideas are needed to understand such bdsic teatures of
the structures of disordered solids. The microscopic origins of the
low-frequency modes that occur almost universally in disordered
systems are also unknown. Investigation of these modes by many
different techniques will be an important area of future research in
disordered systems.

The theoretical and experimental study of solitons and other
nonlinear phenomena is an exciting area of research with many
fundamental questions to be answered, such as the stability of solitons
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to small displacements, their role in phase tran<itions, effects of
quantum fluctuations on them, and the nature of fractionally charged
excitations. There are many possibilities for entirely new nonlinear
phenomena in physical systems that may be realized through imagina-
tive ideas and novel synthesis of materials.

Synthesis of new materials will likely provide unforeseen structures
and phenomena as stimulating as those of the recent past, such as
organic conductors and superconductors, incommensurate structures,
and lower-dimensional systems. The creation of man-made artificial
structures, such as semiconductor superlattices, is just beginning to
reveal the range of new possibilities. Studies of structure and vibra-
tions will certainly continue to probe phenomena of intrinsic interest as
well as toc provide keys to understanding the nature of new materials.



3

Cnitical Phenomena and
Phase Transitions

INTRODUCTION

One of the most active areas of physics in the last decade has been
the subject of critical phenomena. Enormous progress was made
during the decade, both theoreticaily and experimentally, and research
in the ficld was honored with the award of the 1982 Nobel prize ir
physics. It seems safe to predict that the study of critical pheno:nena
and closely related subjects will remain a major activity of conder.sed-
matter physics throughout the 1980s and that much further progress
will occur.

WHAT A’ .. CRITICAL PHENOMENA, AND WHY ARE THEY
INTERESTING TO PHYSICISTS?

The term critical phenomena refers to the peculiar behavior of a
substance when it is at or rear the point of a continuous-phase
transition, or the critical point. A continuous-phase transition, in turn,
may be defined as 2 point at which a substance changes from one state
to another without a discontinuity or jump in its density, its internal
energy, its magnetiz2tion, or similar properties. The critical point or
continuous-phase transition may be contrasted with the more familiar
case of a first-oider phase transition, where the abovt-mentioned
properiies do jump discontinuously as ihe temperature or pressure
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passes through the transition point. Continuous-phase transitions in
many cases, but not all, are associated with a change of symmetry of
the system.

Although the critical point was first discovered more than 100 years
2go. a good understanding of behavior near a critical point has only
emerged recently. The peculiarities of the critical point arise because
there are. in each case, certain degrees of freedom of the system that
show anomalously large fluctuations on a long-wavelength scale,
compared with those of a normal substance far from a critical point.
These large fluctuations cause a breakdown of the normal macroscopic
laws of condensed-matter systems. in some dramatic ways and in some
subtle ways. and it has been a major challenge to iearn what are the
new special laws that describe the systems at their critical points. The
challerge has been difficult for theorists because the large fluctuations
could not be handled by the old calculational schemes. which depended
implicitly on long-wavelength thermal fluctuations being small. The
challenge has been difficult for experimentalists, because in order to
make measurements sufficiently close to a critical point. to test existing
theoretical calculations. or to discover directly the laws of critical
behavior where no theory exists, it 1s necessary to have extremely
precise control over the sample temperature, and frequently over the
pressure and purity as weii.

The study of critical phenomena has been rewarding in spite of its
difficuities, and the understanding gained has proved useful to the
understanding of other types of systems—including quantum field
theories in elementary-par.icle physics. analyses of phenomena in long
polymer chains. and the description of percolation in macroscopically
inhomogeneous systems—in which fluctuations play an important and
subtle role but where precisc direct experir.cnts may be even more
difficult than in the case of critical phenomena. The techniques of
renormalizadon-group analysis, developed in the theory of critical
phenomena. have had a profound impact on an entire branch of
mathematics. for example in the study of iterative maps. which has
applications to economics. biology. and other sciences. as well as to
the study of nonlinear fluid dynamics and other problems in condensed-
matter physics.

Experimental research on critical phensmena has also had an impact
both inside and outside condensed-matter physics. The requirements
of experiments on critical phenomena have often stimulated the
synthesis of samples with a new degree of pertection and of materials
with special properties—such as magnetic systems with anisotropic
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spin interactions. The precision measurement techniques developed
for the study of critical phenomena have also fcund application, for
example, in the study of the onset of fluid convection.

In the following sections, we further define the {catures of a critical
point, and we give some examples of properties that show critical-point
anomalies. We outline the progress that has been made in the field, and
». give a few selected examples of important problems that are still
u.solved.

EXAMPLES OF PHASE TRANSITIONS AND CRITICAL POINTS

Several examples may illustrate the difference between a first-ord :r
transition and a continuous transition or critical point.

One example of a critical point is the Curie point of a ferromagnetic
substance such as iron (7, = 770°C for iron). At temperatures below
T., a single-domain sample of iron has a net magnetization M that
points arbitrarily along one of several directions that are energetically
equivalent, in the absence of an externe! orienting magnetic field. The
strength of the magnetization M(T) decreases with increasing temper-
ature until the Curie temperature 7, is reached. Above T, the magne-
tization is zero in the absence of an applied magnetic field, and we say
the material is in a paramagnetic sitate. In most magnetic systems
(including iron) the magnetization M(T) decreases continuously to zero
as the temperature approaches T, from below; then we say that there
is a continuous phase transition, or critical point, at 7... In some cases,
however, the magnetization of a substance approaches a finite, non-
zero value, as T approaches T, from below, and the magnetization
jumps discontinuously to zero, as the iemperature passes through 7.
In these cases there is a first-order transition at 7.

In the magnetic example there is a symmetry difference between the
phases involved, since the ferromagaetic phase has a lower symmetry
than the paramagnetic phase.

The familiar boiling transition, from liquid to vapor, is a first-order
transition. Thus, when water boils at 1 atmosphere pressure and a
temperature of 100°C, there is a decrease in density by a factor of 1700.
However, if the pressure is increased, the boiling temperature in-
creases, and the difference in density between the liquid and vapor
becomes smaller. There exists a critical pressure P, where the density
difference between liquid and vapor becomes zero; at this pressure the
phase transition is no longer first order, and the transition temperature
T, at pressure P, is described as the gas-liquid critical point of the
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substance. For pressures greater than P, there is no dist'nctico au all
between liquid and sapor. We may note that there is no symmetry
difference between the liquid and vapor phases.

In order to facilitate the comparison between critical points in
various systems, it has proved convenient to introduce the concept of
an order parameter associated with each phase transition. For systems
like the ferromagnet, where there is a broken symmetry below 7., the
order parameter is a quantity like the magnetization, which measures
the amount of broken symmetry in the system. For systems without
broken symmetry, one chooses some quantity that is sensitive to the
difference between the two phases below the critical temperature and
measures the difference of this quantity from its value at the critical
point. For the liq" vapor critical point, we may choose the order
parameter as the difference between the actual density of the fluid and
the densiiy precisely at the critical point.

HISTORY

The earliest theories of critical phenomena, deveioped near the end
of the last century and at the beginning of this century, gave a good
qualitative description of the behavior of a system near its critical
point. However, it graduaily became clear in the mid-twentieth century
that these classical theories were incorrect in important details.

A most important step in this realization occurred in the 1940s, when
Onsager found a remarkable exact solution of a model of a magnetic
system in two dimensions (known as the two-dimensional, or 2-D, Ising
model) and showed that its phase transition did not follow all the
predictions of the classical theories. In the 1960s, experiments on
actual three-dimensional (2-D) systems began to show more and more
cleariy that their critical behavior was also different from that predicted
by the classical theories ani differeat from that of the 2-D Ising model
as well. At the same time, there appeared a certain regularity to the
behavior of different 3-D systems, which was encouraging to the search
for some genera! thcery of these transitions. Other evidence for this
viewpoint, aid hints ai the shape that the new theory must take, were
provided by various types of numerical calculations (one might call
them computer experiments), which included both computer simula-
tions of thermal fluctuations in simple magnetic models and also
numerical extrapolations of the properties of these magnetic systems
from temperatures far above the critical temperature, where accurat<
caiculations could be done.

An important step torward in our understanding of critical phenom-
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ena occurred in the mid-1960s, with the development of a set of
empirical scaling laws, which were successful in describing certain
relations between different critical properties of a system, although
they could not predict all these properties from the beginning. The
concept of universality classes developed, as it appeared that systems
could be divided into certain broad classes, such that all members of a
given class had identical critical properties but that these same
properties varied from one class to another. One important facter that
affects the critical behavior is the spatial dimensionality of the sys-
tem-—e.g., 3-D systems have different critical behavior than 2-D
systems—but there are other factors that are relevant, including the
symmetry differences between the states at the phase transition, the
presence or absence of certain long-range interactions, and other
factors that will be disc...sed below. A proper understanding of the
factors that determine the universality class of a system had to await
th.e developments of the 1970s, ho ever, and in fact, a classification in
the more difficult cases remains one of the tasks for the 1980s.

The most important theoretical advance of the 1970s was the
development of a sct of mathematical methods known as renormaliza-
tion group techniques. These methods are not limited to critical
phencmena—they are useful whenever one has to deal with fluctua-
tions that occur simultaneously over a large range of length scales (or
energy scales or time scales, for example). The methods proceed by
stages, in which one successively discards the remaining shortest-
waveiength fluctuauons until only a few macroscopic degrees of
freedom remain. The eftects of the short-wavelength fluctuations are
taken into account (approximately) at each stage by a renormalization
of the interactions among the remaining long-wavelength modes.

The renormalization group techniques have made possible a number
of achievements.

1. They have given us a justification for the scaling laws of the 1960s.

2. The renormalization group methods enable one to predict with
high rehability which features of a system are relevant to determining
its universality class for critical behavior and which feawures of the
microscopic description become irrelevant in the vicinity of the critical
point.

3. The renormalization group methods enable us to culculate prop-
erties of any given universality class. In the simpler cases, these critical
properties have been calculated with a high degree cf accuracy; and
these predictions of the renormalization group have been confirmed in
turn by some beautiful experiments ot high precision. In morc compli-
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cated cases, the numerical accuracy of existing renormalization group
calculations is not high, and further improvements in them are badly
needed.

WHAT DOES ONE MEASURE?

In order to make more precise our discussion of critical phenomer.a,
it is useful to give some examples of quantities measured and to give
some examples of the laws that describe them.

Perhaps the most fundamental measurement to make in the vicinity
of a critical point is to determine the way in which the magnitude of the
order parameter approaches zero, as the critical point is approached
from the low-temperature side. According to the classical theories of
phase transitions, such as the van der Waals or mean-field theories, the
order parameter should approach zero as the siguare root of the
temperature difference from T.. We may write this as

M = M|(T,. - TP, 1)

where M is the order parameter on the cozxistence curve (i.e., for a
ferromagnet, M is the magnetization in zero magnctic field; near the
gas-liquid critical point M is proportional to the density discontinuity
between liquid and vapor). My is a constant that will vary from one
system to another, and the exponent B is equal to 1/2 for all critical
points, in the classical theories. Now the result of the modern theory of
critical phenomena is that the classical theory is not correct close to 7.
We can still write the temperature dependence of the order parameter
in the form of Eq. (1), but the value of the exponent B is not equal to
1/2. For the 2-D Ising model of magnetism, and for other 2-D systems
in the same universality class, the result is 8 = 1/8, as given by the
Onsager solution. For the gas-liquid critical point in three dimensions,
as well as for the 3-D version of the Ising model, the result of the most
accurate experiments and renormalization group calculations is B =
0.325, with an estimated uncertainty of +0.001. Other 3-D systems may
belong to different universality classes, but their values of B are
typically in the range 0.3-0.4.

The forins of the power law Eq. (1), for various values of the
exponent B, are illustrated by the curves in Figure 3.1. The curves for
B = 1/8, 0.325, and 1/2 are all qualitatively similar, and indeed the
quantitative differences appear small on this linear scale. The differ-
ences may actually be quite large, however, if precision measurements
are made sufficiently.close to T.. For example, if the constants M, are
chosen so that the various curves have unit magnetization at a

——— — 2



Te

FIGURE 3.1 Power-law M = |T, — T®, for various values of the exponent 8. Data
points are experimental measurements of the order parameter of the aitiferromagnet
MnF,, in the range 1.8 degrees below the critical temperature 7, = 67.336 K.

temperature 10 K below T, then the curves for = 1/8, 0.325, and 1/2
take on the respective values M = 0.316, 0.050, and 0.010, at a
temperature 0.001 K below T,.. Thus there is a difference of a factor of
5 between the values in the last twe cases.

The terperature variation of the order parameter on the coexistence
curve is certainly not the only quantity that can be studied with
experiments in critica! phenomena. Another important quantity is the
order-parameter susceptibility, defined as the derivative (i.e., the rate
of change) of the order parameter with respect to a small change in the
field to which it is coupled, while the temperature is held constant. For
a magnetic system this quantity is the magnetic susceptibility (deriva-
tive of the magnetization with respect to magnetic field); for the
gas-liquid critical point the order-paramater susceptibility is the iso-
thermal compressibility (derivative of the density with respect to
pressure, at constant temperature). These quantities become extremely
large near the critical point, and we may write, for example, the
zero-field magnetic susceptibility as

X =x|T-TJl" )

where the exponent vy is the same for all members of a universality
class. The coefficient xo varies from one system to another, and it is
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different above and below T.; however, the ratio of its value above T,
to its value below T, is a universal number—i.e., it is the same for all
members of a universality class.

Another ‘mportant quantity is the specific heat, uefined as the
derivative of the internal energy of the system with respec! to a small
change in temperature. The specific heat is found to become infinite at
the critical point in some systems; for some other universalit:’ classes
one finds that the specific heat is finite but has a sharp -usplike
maximum at the critical point. In either case, one may deine an
exponent a that characterizes the anomalous behavior of thz specific
heat at the critical point. An example of the specific heat behavior is
shown in Figure 3.2.

Although the critical exponents a, B, and y defined above may be
independent in principle, they were found empirically, in the 1960s, to
obey a scaling law:

a=2-vy-2B. 3)

This scaling law is one of the consequences of the more recent
renormalization group theories.
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FIGURE 3.2 Specific hcat C, of iiquid ‘He at saturated vapor pressure, near the
temperature T, = 2.172 K of the onset ¢f superfluidity, as a function of |T — T,/ on a
logarithmic scale. A straight line on this plot would correspond to a2 logarithmic
temperature dependence “:~ C, or a criticai exponent a = 0. Careful analysis of the data
gives the result a = —~N.0 6 + 0.004.
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A property of grcat interest near the critical point is the statistical
correlation for fluctvations in the order-parameter density, at two
nearby points in space, as a function of the distance between the
points. This correlation function can be measured by neutron-
scattering experiments in magnetic systems, and it can be measured by
light-scattering experiments or small-argle x-ray-scattcring experi-
ments near the liquid-vapor transition. Near to the critical point, the
correlation leng'h, which characterizes the range of correlations for the
order-parameter fluctuations, becomes extremely large relative to the
typical spacing between atoms in the substance. This large correlation
length is directly related to the large amount of long-wavelength
fluctvations that were mentioned earlier and that give to critical
phenomena their special subtleties and complexities. Naturally, there
is great interest in studies of the variation of the correlation length with
temperature, pressure, and other narameters, near the critical point.

It should also be mentioned that the integrated order-parameter
correlation function, which can be directly measured by a scattering
experiment in the limit of small angles, is related by a theorem of
statistical mechanics to the order-parameter susceptibility x defined
above; thus a scattering experiment may be a convenient method of
measuring x. Also, for systems like an antiferromagnet, in which the
order parameter describes a quantity that oscillates as a function of
position in space, a scattering experiment may be the only direct way
of measuring the vaiue of the order parameter M(T) in the broken-
symmetry phase below T..

Many other experimental techniques have also been used to study
properties of various systems near critical points. For example, the
temperature coefficient of expansion of a solid, which can be measured
with great precision, has similar behavior to the specific heat near a
critical point; the index of refraction of a fluid has been used as a
measure of its density; the rotation of polarized light by a transparent
ferromagnet (Faraday effect) has been used to study the temperature
dependence of the magnetization.

The quantities discussed above are all equilibrium or static quanti-
ties; they can be measured in a time-independent experiment, under
conditions of thermal equilibrium, and any correlation functions in-
volved refer to the correlations of fluctuations at a single instant of
time. The majority of theoretical studies and of experiments on critical
phenomena are concerned with these static measuiements, and the
usual division of systems into different universality classes is based on
these static phenomena. There are other properties of systems, known
as dynamic properties, which require a more detailed theoretical
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analysis and which require a further subdivision of the universality
classes—i.e., two systems that belong tc the same universality class for
their static properties may show quite different behaviors in their
dynamic properties. Examples of dynamic properties are various
relaxation rates when the system is slightly disturbed from equilibrium,
correlations involving fluctuations at two different instants of time, and
transport coefficients, such as the thermal and electrical conductivities.
Among the experiments used to study dynamic properties are mea-
surements of sound-wave attenuation and dispersion, widths of nuclear
or electron magnetic resonance lines, and inelastic-scattering experi-
ments, in which the energy change of the scattered particle is deter-
mined along with the scattering angle.

Typically, one finds that the relaxation rate of the order parameter
becomes anomalously slow at a critical point. Some other relaxation
rates are iound to speed up, however, and transport coefficients
become large in a number of cases. In some cases. the results of a
dynamic experiment may be iriterpreted as an indirect measurement of
a static property of the system. In fact, some of the most precise
measuremernts of static critical properties have been obtained by
dynamic means. Examples here are measurements of the superfluid
properties of liquid helium, the low-frequency sound velocity of a fluid.
and the rrequency of nuciear magnetic resonance in a magnetic system.

WHAT DETERMINES THE UNIVERSALITY CLASS?

We now know what determines the static and dynamic universality
classes in most cases, although there remain a number of difficult cases
that are not resolved. Since there is no simple rule that is completely
general, we shall describe here only a few simple cases and give a few
examples of factors that do or do not change the universality class of
these systems.

Consider an idealized magnetic system in which magnetic atoms sit
on the sites of an elemeniary periodic lattice—such as a simple cubic
lattice. Each magnetic atom has an elementary magnetic moment or
spin, of fixed magnitude, which can point « priori in one of several
directions of space.

In the Ising model, which we have referred to several times above,
we suppose that the atomic moments can point in only two directions—
either parallel or opposite to some fixed axis. whicl; we shall take to be
the z axis. Then the microscopic state of this model is determined by
specifying for each atom whether the magnetic moment along the : axis
is positive or negative. In the Ising model we assume an intcraction
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between nearest neighbor atoms, tending to align the moments in the
same direction. At temperatures above the critical temperature, the
aligning force cannot overcome the disordering tendency of random
thermal motion, and there are equally many positive and negative
moments. At temperatures below T, however, one of the two possible
directions acquires a majority of the moments, and there is a net
magnetization * M(T) that measures the size and direction of this
majority. Thus, the Ising model has a plus-minus symmetry that is
broken below T..

Another model cf magnetism is the Heisenberg model. Here it is
assumed that the atomic moments can point in any direction of space.
The aligning force between neighboring spins is assumed to be derived
from an energy that depends only on the angle between the two spins
and not on their orientation with respect to any fixed axis in space. The
energy of this model is unchanged if we rotate all the spins in the
system by the same angle, about any direction, and we say that the
model is symmetric under arbitrary rotations of the spins. This
symmetry is broken below T., when there is a magnetization that
spontaneously picks out some direction in space.

A system intermediate between the Heisenberg model and the Ising
model is the XY model, where the directions of the magnetic moments
are restricted to lie in a single plane (say the XY plane). Again, the
energy is taken to be unchanged if all spins are rotated by th: same
angle in this plane. The Ising model, the XY model, and the Heisenberg
model may be said to have order parameters that are, respectively, a
1-D vector, a 2-D vector, and a 3-D vector.

We have already seen that spatial dimensionality is crucial in
cetermining the universality class of a system—the Ising model on a
2-D lattice has different critical exponents from the 3-D Ising model, for
example. The dimensionality (or symmetry) of the order parameter
also turns out to be ~rtant. The critical exponents of the Ising
model, XY model, anc _ieisenberg model in three dimensions differ
from each other by a small but significant amount. (For example, the
exponcnt B defined above takes on the values 0.325, 0.346. and 0.365
in the three cases.) In two dimensions the differences are more
dramatic. We believe that the 2-D Heisenberg model has no phase
transition at all—it remains paramagnetic (disordered) at all tempera-
tures other than zero. The 2-D XY model is believed to have a phase
transition of a peculiar type (see below), for which the critical
exponents a, B, and vy cannot be properly defined.

We may next ask what happens if a model has a 3-D vector order
parameter similar to the Heisenberg model, but the interactions give a
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lower energy to spins in the z direction than to spins iu the other
direction of space. In this case the order parameter has the symmetry
of the Ising model, and the critical exponents are those of the Ising
model rather than those of the Heisenberg model. If the energy
favoring the z direction is small compared to the Heisenberg-type
interactions favoring parallzl alignment of spins without regard to the
particular direction in space, then we expect to observe a crossover
behavior: close to the critical point (say [T — T | < 1073 T,) we wi!l see
the critical exponents of the Ising model, but farther from T, there may
be a range of temperatures (say 1072 7. > |T — T.| > 1074 T,) where the
syst >m appears to have the critical exponents of the Heisenberg model.
An experimentalist seeking to measure accurately the critical exponents
of some universality class will naturally try to avoid using sysiems that
have a crossover in the middle of the accessible temperature range.

In more complicated systems, with multicomponent order parame-
ters, there is a variety of possible higher-order symmetry breaking
terms, which may favor some discrete subset of the nossible orienta-
tions of the order parameter. In some cases these terms lead to a
change in critical behavior; in some others they lead to a small
fluctuation-induced first-order transition, even though the classical
theory predicts a continuous transition.

There are also many factors that are known to be irrelevant to
deciding the universality class. The precise nature of the spatial lattice
is unimporiant—for examp'e, an Ising model on a hexagoral lattice in
two dimensions will have the same critical exponents as on a square or
rectangular lattice. The exponents are also unaffected if the interac-
tions are stronger along one spatial direction than another.

The universality class of a magnetic model is unchanged if the
interaction between spins extends beyond nearest neighbors on the
lattice, provided that the interaction falls off sufficiently rapidly with
separation. In real magnetic systems, however, there is an important
long-range interaction that does not fall off rapidly with distance—the
magnetic dipole interaction, which decreases only as the inverse cube
of the distance between atoms. This is sufficiently long range to change
the universality class of a ferromagnet. Particularly in an Ising system,
the dipole interaction has a drastic effect on the critical behavior. For
a system like iron, where the magnetic dipole interaction is weak
compared with the quantum-mechanical exchange interactions respon-
sible for the ferromagnetism of the material, the dipole interaction only
becomes important close to the critical point. However, there also
exist cases where the dipole interaction is large and one readily sees an
effect on the critical behavior. Neutron scattering and specific-heat
measurements on one of these systems (LiTbF,) have provided dra-
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matic confirmation of the peculiar critical behavior predicted theoret-
ically for the Ising model with dipolar forces.

We may remark here that the long-range magnetic dipole interactions
are irrelevant to the critical behavior of antiferromagnets. because of
the cancellations arising from the alternating directions of the spirs in
this case.

We have already noted that the liquid-vapor critical point has the
same critical exponents as the 3-D Ising model. The liquid-vapor order
parameter. which we take as the difference from the density at the
critical point. is a real quantity, which can be positive or negative like
the magnetization of the Ising model, but the fluid does not possess a
precise symmetry between positive and negative values of the order
parameter. It is a prediction of renormalization group calculations that
this remaining asymmetry is irrelevant for the critical behavior. and
indeed experiments confirm with high precision the identity of the
critical exponents for the fluid and Ising critical points.

In two-component fluid mixtures, there is often a critical point for
phase separation, which is closely analogous to the liquid-vapor critical
point. This critical point also falls in the Ising universality class. and it
has been studied in many experiments.

The critical benavior of the XY model is particularly interesting
because this model is predicted to fall in the same universality class as
the superfluid transition of liquid helium (‘He). In the latter case the
order parameter is a complex number representing the quantum-
mechanical condensate wave function of the superfluid. and the
relation to the XY model results from the mathematical representation
of a complex number as a vector in the XY plane. Because liquid ‘He
can be obtained with great purity. and because temperatures neur the
superfluid transition can be controlled with high precision. critical
exponents have been measured with high accuracy in this system. The
excellent agreement with calculations for the X ¥ model provide both a
confirmation of the modern theory of critical phenomena and an
important confirmation of the theory of superfluidity as well.

EXPERIMENTAL REALIZATIONS OF LOW-DIMENSIONAL
SYSTEMS

Although the world we live in is three dimensional, theoretical
studies of 2-D systems have direct applications to systems in nature.
For example, a transition between commensurate phases of a layer of
atoms adsorbed on a crystalline substrate. or the melting of « commen-
surate adsorbate phase, will generally fall into the same universality
class as some simple 2-D mcdel with a discrete order parameter, such
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as the 2-D Ising model or the three-state Potts model (an Ising-like
model. realized by some gases adsorbed on graphoil. in which each
spin can take on three. rather than two. values: the energy of an
interacting pair of spins is lower if they have the same value, and higher
if they are different). Recent experimental developments, including
improved substrates, and the availability of synchrotion x-ray sources
have made possible new precise measurements of phase transitions in
adsorbed gas systems.

In general, a film that is extended in two dimensions. but thin in the
third dimension, will show the same critical behavior as some 2-D
models. Slightly thicker films may show a crossover behavior from 3-D
behavior to 2-D behavior as one gets closer to the critical point.
Two-dimensional behavior can also be studied in 3-D layered systems,
when the interactions between layers are sufficiently weak. In this
case. one typically sees a crossover from 2-D to 3-D behavior as one
gets closer to the critical point.

Interesting phenomena also occur in quasi-1-D materials such as
crystals with chains of magnetic atoms and only weak interactions
between chains, even though a true 1-D system does not show a phase
transition at finite temperature. There has been a variety of experi-
ments in quasi-1-D and quasi-2-D systems that demonstratcs the
expected crossover behaviors.

MULTICKITICAL POINTS

Alihough the gas-liquid critical point of a pure fluid occurs at a single
point in the pressure-temperature plane, this same critical point
becomes a critical line in the three-parameter spacc of pressure.
temperature, and composition in the case of a two-component mixture.
The transition temperature of an antiferromagnet may also become a
line of critical points when a uniform applied magnetic field is included
as a parameter.

There exists in nature a variety of special multicritical po nts. where
several lines of critical points come together. Multicritical -oints have
been studied experimentally in multicomponent fluid mixtures, in
magnetic systems, and at the tricritical point of superfluidity and phase
separation in a liquid ‘He-*He mixture.

SYSTEMS WITH ALMOST-BROKEN SYMMETRY

Some of the most interesting phase transitions involve systems in
which the low-temperature phase has a special type of order, where
there is almost. but .ot quite. a broken symmetry. It had been noted,
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as early as 1930, that thermally excited long-wavelength fluctuations
should have the effect of destroying the long-range order and the
broken symmetry of certain types of 2-D systems. (These include the
2-D Heisenberg and XY magnets and the 2-D superfluid.) It was noted
similarly that thermally excited long-wavelength vibrational modes
must destroy the periodic translational order of a 2-D crystal. Al-
though. for many years. it was believed that the absence of broken
symmetry implied. in turn. the absence of a phase transition in all those
cases. this conclusion began to be questioned in the 1960s. In partic-
ular. it was proposed that the XY magnet. the superfluid. and the
crystal might have a distinct low-temperature state. in two di'nensions.
where the order parameter has a kind of quasi-order. in which there are
correlations over arbitrarily large distances that fall off only as a small
fractional power of the separation Fctween two points. This behavior
has recently been proven with compictz mathematical rigor. in the case
of the XY model at low temperatures. Since this power-law behavior is
different from the exponentiai falloff of the correlation function (short-
range correlations) that one finds at high temperatures in the same
systems. there must be a definite temperature separating these two
behaviors. which is by definition a phase transition temperature. (In the
2-D Heisenberg model. however. it is belicved that there are only
short-range correlations at all temperatures above zero. and. hence.
therc is no phase transition.)

Two-Dimensional Superfluid and XY Model

In the 1970s. there was developed a theory in which the transition to
short-range order in the 2-D XY model and superfluid occurs as a contin-
uous transition (i.c.. not first order) that can be described by the prolif-
eration of point-like topological defects in the order parameter of the
system. This theory makes a number of specific predictions about both
static and dynamic properties near the phase transition, which differ
significantly from the behaviors at other critical points. These predic-
tions have been confirmed to some extent by experiments on thin films
of superconductors and of superfluid helium and by numerical simulat-
ions of the 2-D XY model. but the accuracy of these comparisons is not
yet sufficient to be considered incontrovertible support for the theory.

Melting of a Two-Dimensional Crystsl

An application of the point-defect mechanism to the melting of a 2-D
crystal again makes a number of striking predictions. the most inter-
esting of which is that there should be a new hexatic liquid-crystal
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phase. existing in a narrow temperature region between the crystal and
the isotropic liquid. The hexatic phase would possess quasi-order in the
orientation of bonds beiv/een neighboring atoms but would have only
short-range correlations in the positions of atoms, as one finds in the
true liquid state. Many workers in the field believe, however, that some
other melting mechanism (perhaps grain boundaries) will necessarily
intervene and produce a first-crder melting before the melting temper-
ature for the point defect (dislocation) mechanism is reached. A
first-order transition cou!d make it impossible to reach the hexatic
liquid crystal phase. (In 3-D bulk systems, melting is always a
first-order transition.)

This question continues to generate controversy, as computer sim-
ulations tend to favor 2 first-order transition, while scattering experi-
ments on incommensurate crystalline layers of argon, xenon, or
methane, adsorbed on a graphite substrate, provide strong evidence for
a continuous melting transition, for some rang2 of coverages. The
xenon experiments also provide evidence for the existence of a hexatic
phase. Further work is necessary, however, particularly to clarify the
possible effects of the crystal substrate on the melting transition.

In layered phases of certain organic molecules (smectic liquid
crystals). there are phase transitions arising from a change in the order
within a layer. which may be considered as generalizations of the 2-D
melting transition. A phase describable as a stack of hexatic layers has
been observed by x-ray experiments in several smectics.

Smectic A-to-Nematic Transition

Although the most elementary examples of systems with «imost-
broken symmetry (quasi-order) are the 2-D systems discussed above.
the phenomenon also occurs in certain 3-D liquid-crystal phases. The
simplest of these is the smectic A phase. in which long organic
molecules are arranged with their axes parallel to a particular direction
of space, and. in addition. the centers of gravities of the molecules tend
to be arranged in a series of equally spaced layers perpendicular to the
molecular axes, i.e.. there is a periodic moduiation of the density in one
direction. In the directions parallel to the planes there is only short-
range, liquidlike order.

Because it costs little energy to excite long-wavelength bends in the
molecular layers. thermal fluctuations in these modes are large. and the
resulting displacements reduce the periodic translational order to
quasi-long-range order (power-law correlations). as in a 2-D solid.

When heated. a smectic A may lose its remaining translational arder,
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while retaining the orientational order of the molecular axes. We then
say the material has undergone a transi:ion to the nematic phase. The
theory of this phase transition is complicated by the coupling between
the translational- and orientational-order parameters and also by the
large differences in the microscopic properties of the nematic phase,
when measured along different directions.

Experimentally. well-defined critical exponents have been seen,
holding over several decades in the distance from the transition
temperature, for such properties as the translational correlation length,
measured by x-ray scattering. in the nematic phase. However. the
critical exponents are different in the directiors parallel and perpen-
dicular to the molecular axis and also vary from one material to
another.

QUENCHED DISORDER

The discussion. until this point. has focused on systems in thermal
equilibrium, where the important fluctuations arise from the intrinsic
thermai population of excitations. required by the laws of statistical
mechanics. In many solid-state systems of interest. however. there
may be additional. frozen-in disorder quenched into the system on
formation of the sample. Depending on the nature of the phase
transition, the nature of the quenched disorder. and the way in which
the quenched disorder couples to the order parameter of the phase
transition. the critical behavior may or may not be changed by the
disorder. In the most extreme cases. the phase transition may be
s neared out or eliminated entirely. The effects of quenched disorder
appear to be well understood in many cases. but there remain others
that are poorly understood and are the subject of active investigation.

One particularly interesting case occurs when the quenched disorder
couples linearly to an Ising-like order parameter. as would be the case
if there were a local magnetic field of random sign on each site of the
Ising ferromagnet. (This situation has been realized experimentally in
an Ising-like antiferromagnet. with a uniform magnetic fiela and
randomly missing magnetic atoms.) Different theoret'cal approaches
have led to opposite expectations for whether or not there should be a
sharp phase transition in this case. and experimental measurements
have not yet resolved the issue in a satisfactory manner. The question
may also have implications for elementary-particle physics. because
one of the theoretical approaches takes advantages of a close mathe-
matical analogy between the random magnetic-field problem and
so-called supei symmetric models in quantum field theory.
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Extreme examples of systems with quenched disorder are the
spin-glass phases, discussed in Chapter 4. There are many open ques-
tions related to phase transitions in these systems.

PERCOLATION AND THE METAL-INSULATOR TRANSITION
IN DISORDERED SYSTEMS

There are a number of problems in condensed-matter physics that
bear a qualitative resemblance to systems at a continuous phase
transition and that may indeed be understood by methods of analysis
similar to those used in the theory of critical phenomena but where the
source of disorder is entirely quenched randomness and not thermal
fluctuations. Among these are various problems concerned with geom-
etry and transport in disordered systems, including metal-insulator
transitions in disordered systems where quantum mechanics plays a
critical role, as well as the classical problem of percolation in a mixture
of macroscopic conducting and insulating particies.

NONEQUILIBRIUM SYSTEMS

A number of problems resembling critical phenomena have been
observed in systems out of equilibrium. As one example, there have
been exp-::iental and theoretical studie: of the phase-separation
critical point of a binary fluid mixture, under strong shear flow.

The renormalization group concept has already had a profound
impact on the theoretical ideas and mathematical iechniques (e.3.,
iterative maps) used tc describe changes of the state of motion in
nonequilibrium fluids, at moderate Reynolds numbers (Chapter 11).
Turbulence in fluids at high Reynolds numbers has certain features of
universality and scaling that suggest that theoretical iechniques used to
understand critical phenomena may also have a bearing here.

FIRST-ORDER TRANSITIONS

In general, one does not find at a first-order phase transition the rich
variety of phenomena that one finds at a critical point, and firsi-order
transitions have consequently received relatively less attention in
recent years. Several classes of universal phenomena associated with
first-order transitions do deserve mention, however, because they have
been the subject of continuing research, and because they still contain
outstanding puzzles. These include the areas of nucleation phenomena,
limits of superheating and supercooling, spinodal decomposition, and
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mathematical qucstions concerning the nature of the singularities in
thermodynamic functions at a first-order transition.

The past few years have seen significant advances in rescarch on the
dynamics of phase transitions in fluid mixtures, but many basic
questions remain unanswered. It is now clear that the transition from
spinodal decomposition (from an unstable region) to nucleation and
growth (from a metastable region) is a gradual one: there is no abrupt
changeon :r at a spinodal curve. Some progress has been made in
providing a general theoretical description of the phase separation
process, and machine and laboratory experiments have provided somc
clues about the underlying physics. A global scaling procedure, first
recognized in computer simulations, has be=n described by simple
models whose validity has been demonstrated experimentally. A
long-standing doubt about the validity of nucleation theory in the
neighborhood of critical points has apparently been laid to res: by a
theory that demonstrates that the anomalous behavior is the result of
critical slowing down of growth and by experiments that are consistent
with the theory.

Of course, there are many iniportant open questions of a nonuniver-
sal nature concerning first-order transitions, as there are for continuous
transitions. These include such maiters as understanding the micro-
scopic mechanisms for various transitions and calculations of the
location of the transition and of the sizes of the discontinuities of
various physical quantities. Such questions are discussed elsewhere in
this report, in the chapter appropriate to the particular transition.
Indeed, the reader wi!l find that phase transitions are featured in
virtually every chapter of the report.

OUTLOOK

Work on critical phenomena and related probiems. in the 1980s.
should lead to progress in a number of directions. anicng which we may
expect the following:

1. There will be more precise experimental tests of the predictions of
the renormalization group theories and of some of its consequences
(e.g.. scaling laws among exponents and the universality of certain
relations among absolute values of properties near T,). This is neces-
sary, because it is importa.t to test thoroughly the underpinnings of a
theoretical approach that is seeing such wid:spread application in
modern physics.

2. There will be an exiension of our understanding to some of the
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more complicated types of criiicai points. We may also expect a better
understanding of crossover phenomena and, more generally, of the
corrections to simple power-law behavior that are necessary to under-
stand measurements that are some distance away from the critical
poini. Combinations of renormalization-group approximations and
accurate microscopic models will be used increasingly to caiculate
entire phase diagrams. including the locations of first-order transitions,
in a variety of systems.

3. Some of the outstanding problems mentioned above may be
solved, perhaps by means of some important new calculational meth-
ods. or perhaps by the development of some new physical ideas. or by
refinements in experimental techniques. For example. it seems likely
that in the 1980s considerable progress will be made in our understand-
ing of 2-D melting and related phenomena. through experiments on a
variety of systems, including liquid crystals, both in bulk and in
suspended films of several layers thickness; adsorbed layers: the
electron crystal on the surface of liquid helium: and perhaps synthetic
systems, such as a film containing colloidal polystyrene spheres. The
role of the substrate in the transition, in the case of adsorbed layers,
will be investigated. The construction of a theory of the smectic
A-to-nematic transition is one of the most challenging unsolved prob-
leras in critical phenomena. Interest in this problem is heightened by its
possible connection to phase transitions in idealized superconductors
and in certain quantum-mechanical models of irterest to elementary-
particle theories. A variety of other phase transitions among other
liquid-crystal phases is also poorly understood at present and will
undiubtedly be the subject of major investigations in the next few
years. Problems of disordercd systems in which the disorder is
quenched into the system during its formation, and is not due to
thermal fluctuations, remain an important area where new ideas are
necessary, and the theoretical methods of critical phenomena need
further development.

4. The theoretical and experimental methods used to study the
problems of critical phenomena will be applied to the study of other
problems in condensed-matter physics.



Magnetism

INTRODUCTION

With respect to their magnetic properties. solids can be divided into
two categories depending on the direction of the moment induced by an
applied magnetic field. If the moment is opposite in direction to the
field. the material is said to be diamagnetic: materials where the
moment is parallel to the field are paramagnetic. Apart from its role in
superconductivity, diamagnetism is a weak effect. In contrast, concen-
trated paramagnetic materials often display very large responses
corresponding to local fields of the order of several hundred tesla. At
present most of the research in magnetism involves systems that show
parainagnetic behavior.

In paramagnetic materials the magnetism is associated with partially
filled inner shells of atomic electrons. These are the 3d shell (transition
metal compounds). the 4f shell (rare-earth compounds). and the 5f shell
(actinide compounds). The classification can be extended further
depending on whether the electrons in the partially filled shells are
localized, as happens in insulators and semiconductors, or itinerant, as
in many metals. In magnetic insulators each atom with an unfilled shell
possesses an intrinsic magnetic dipole moment In addition to their
interaction with the applied field, the dipoles interact with one another
through long-range dipolar forces and short-range exchange interac-
tions, the latter arising from the interplay of electrostatics and quantum
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symmetry. Besides their mutual interactions, the moments also inter-
act with the charges on the surrounding ions, which create a crystalline
electric field. The moments in itinerant magnets are delocalized,
extending throughout the system. As in the case of localized moments,
there are both dipolar and exchange interactions.

Strictly speaking, in many materials the paramagnetic behavior
alluded to carlier is observed only at high temperatures. As the
temperature is lowered the system undergoes a phase transition to a
state characterized by long-range magnetic order. The most familiar
example of this behavior occurs in ferromagnets where the long-range
order appears as a spontaneous magnetization. The transitions are
caused by the exchange interactions between the moments and gener-
ally occur at temperatures comparable to the strength of the interaction
between neighboring moments.

Studies of the magnetic properties of materials with localized mo-
ments occupy an unusual position in solid-state physics. This happens
because these properties can be characterized using models involving
only the individual atomic moments, rather than the full array of atomic
electrons. These models, generally referred to as spin Hamiitonians,
have generic forms that depend on the symmetry of the system and
interaction parameters that reflect the microscopic environment of the
magnetic ions. The study of spin Hamiltonians is a central part of
many-body theory and statistical mechanics. The spin Hamiltonian
formalism makes possible a direct connection between real materials
and formal theory that has been a driving force for much of the
research in magnetism in recent ycars Experimental studies have
provided crucial tests of theories of collective excitations and critical
phenomena. In turn, the availability of accurate data has stimulated the
development of increasingly precise theories.

The past decade has been one of remarkable progress in magnetism.
By 1970 it can be said that the behavior of isolated magnetic ions in
insulators was well understood. The low-temperature properties of
ideal. three-dimensional (3-D) magnetic insulators were successfully
interpreted in terms f elementary excitations. The high-temperaturz
behavior had also been investigated. and theoretical studies utilizing
high-tempcrature expansions had given useful insights. There was
growing interest 1n magnetic critical phenomena, but no unifying
microscopic theory was available. The magnetic properties of metallic
systems were not well understood. The behavior of isolated magnetic
ions in nonmagnetic metallic hosts had revealed unexpected complex-
ities at low temperatures. In addition, insight into the behavior of
common magnects like iron and nickel had not advanced much beyond
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the level of molecular field theory. As will be discussed below, in the
intervening years there have been siguificant advances in our under-
standing of both insulating and metallic magnets. These occurred not
only in ideal systems but in various types of disordered materials as
well.

The period since 1970 has also been an era of rapid growth in
computer simulation studies of various static wnd dynamic properties
of magnets. Such a development would have been impossible without
large. high-speed digital computers.

In addition to its place in basic research. magnetism continues to
make important contributions to technology through improved and
novel materials for information storage and power generation, for
example.

MAGNETIC INSULATORS

Low-Dimensional Systems

Recently there has been a shift in emphasis away from studies of
idea!. 3-D magnetic insulators. Increasing attention has been directed
toward low-dimensional (low-D) systems, an area of research that has
grown rapidly in the past 1S years. Before this period. the most
important single research achievement in the field was undoubtedly the
famous Onsager solution of the two-dimensional (2-D) Ising model.
The Ising model is a simplified version of a physically realistic model of
magnetism. The importance of the Onsager solution is that it shows
that a phase transition is possible in a simple model with short-range
magnetic interactions, a2 matter previously open to doubt. Further-
more, the nature of the critical behavior is significantly different from
the older, molecular-field type of approximate theories of critical
behavior in magnets. In the 40 years since its appearance in 1944, the
Onsager solution has been cxploited in a variety of ingenious ways,
which have provided much of the basis of the modern theory of critical
phenomena.

The one-dimensional (1-D) version of the Ising model was solved
back in 1925 but was not considered interesting because the solution
did not show a phase transition. Around the early 1960s. however, a
number of other 1-D models of magnetism were solved, either exactly
or numerically. At that time, the feeling was widespread that 1-D
models were merely amusing toys for mathematical physicists to play
with, with little or no relation to the real, 3-D, physical world.
Nevertheless, the appearance on the scene of a number of 1-D model
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solutions attracted the attention of experimental physicists, who
searched successfully for chemical systems with highly spatially
anisotropic magnetic properties. They were able to show that the
experimental behavior of the real systems agreed well with that of the
1-D theoretica! models. Subsequently, the process of molecular engi-
neering was developed, whereby quasi-2-D and quasi-1-D magnetic
systems were prepared according to specifications by inserting large
nonmagnetic spacer molecular complexes (usually organic) into suit-
able systems to increase the physical separation between planes or
chains of magnetic ions, respectively. In this way. the magnetic
interactions were substantially reduced in one or more crystalline
directions.

As noted, low-D physics is continuing to grow in importance relative
to the traditional 3-D variety for the following reasons:

1. In general, the ease of solution of a particular model of coopera-
tive magnetism increases as the dimensionality decreases. Hence. a
variety of exact solutions of varied and nontrivial models is now
available in 1-D. whereas there are hardly any exact solutions in 3-D.
(The value of exact solutions can hardly be overestimated.) A useful
secondary feature of 1-D exact solutions is their ability to serve as
testing grounds to give insight into the degree of reliability of the
various approximate calculational techniques that must. of necessity.
be employed in 3-D.

2. A feature of great im)- - ‘ance is the wealth of novel and interest-
ing physical phenomena tha. .= peculiar to low-D. Examples include
promineat quantum effects in low-D. e.g.. in the area of low-
temperature spin dynamics. and the enhancement, by virtue of tupo-
iogical considerations, of the effects of impurities and randomness in
low-D. Further, the current trend in physics is to move away from the
traditional approach of the linear (harmonic) approximation to consider
nonlinear effects. In the linear approximation to a model magnetic
system, the small-amplitude collective excitations are called magnons,
and their behavior has been studied for decades. Recently, the impor-
tance and iuteresting properties of nonlinear (large-amplitude) excita-
tions have been recognized. Various types of such phenomena exist,
called, for example, solitons, kinks, vortices, breathers. instantons,
and domain walls. These excitations are important in many areas of
physics, including plasma physics. turbuilence. and field theory. but
they appear to be most easily investigated, theoretically and experi-
mentally, in magnetic systems, particularly in 1-D. but also in 2-D,
systems (Figure 4.1).
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FIGURE 4.1 Nonlincar vortex excitations in the two-dimensional XY madel. The dark
and open circles denote the centors of spin vortices of opposite circulation. [S. Miya-
shita. H. Nishimon. A. Kuroda. and M. Suzuki. Prog. Theor. Phys. 60. 1669 (1978).]

3. A fascinating new development < recent years is a phenomenon
that may be termed. for convenience, mapping. Mapping refers to the
discovery that apparently different physica!l phenomena are, in fact,
related to one another through an underlying mathematical description.
The same mathematics has been found to describe a variety of physical
systems, with appropriate definitions of the relevant mathematical
parameters. This result may be characterized as obtaining severai
solutions for the price of one. Mappings have been discovered between
systems of the same or different dimensionalities. A well-known
example of the former case is the class of systems that are isomorphous
to the 2-D XY model of magnetism. This class includes 2-D superfluids,
2-D melting solids, smectic (layered) liquid crystals, and 2-D Coulomb
gases.

Possibly the most famous mapping between systems of different
dimensionality involves the model many-body system consisting of a
single magnetic impurity exchange-coupled to a sea of conduction
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electrons. Experimentally. dilute solutions of such impurities in other-
wise normal metals display noticeable anomalies in susceptibility, in
specific heat, and in their temperature-dependent resistivities. These
anomalies are referred to collectively as the Kondo effect. Their
explanation constitates the Kondo problem. In a remarkable develop-
ment, the 3-D Kondo problem has been inapped onto a solvable 1-D
quantum model. The calculated susceptibility and specific heat agree
well with experiment. At the same time, it is a tribute to the power of
the renormalization group method (Chapter 3) that the solution of the
Kondo problem obtained through its use. though manifestly an approx-
imation, is nevertheless demonstrably accurate when compared with
the exact solution.

The Kondo mapping is presumably the first of many mappings from
3-D to a much more tractable lower dimensionality. This factor,
together with the fact that new mappings are turning up in rapid
succession. makes low-D physics applicable to more areas than one
might, at first sight, suppose.

Critical Phencmena

As noted in Chapter 3. the 1970s was a period of intense activity in
the field of phase transitions and critical phenomena. Studies of phase
transitions in magnetic materials, primarily insulators, confirmed many
of the predictions of high-temperature series and renormalization group
calculations. In addition. they provided important evidence in support
of the concepts of scaling and universality. In the first part of the
decade mos: of the research pertained to ideal. 3-D magnets. Cur-
rently, greater emphasis is being placed on studies of critical phenom-
ena in disordered and lower-D systems.

METALLIC MAGNETS

Transition-Metal Ferromagnets

Metallic magnets can v divided into two classes depending on
whether the magnetic atoms belong to the transition-metal series or to
the rare-earth and actinide series. Recent advances in the theory of
transition-metal ferromagnets have led to a better understanding of the
nature of their ground state and of their magnetic properties at finite
temperatures.

1. After 50 years of discussion, it is now widely accepted that the
ground state of iron, nickel, and most other transition-Tctal fer-
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romagnets is best described by an itinerant or band picture, as opposed
to a localized picture. de Haas-van Alphen measuremer:ts have gener-
ally agreed with the results of band calculations. The calculations
themselves have now been greatly improved by using better algorithms
and larger machines. The greatest advance, however, is the use of a
new theory that incorporates electron-clectron effects into the single-
particle states. Such calculations now correctly predict which transi-
tion elements are ferromagnetic, and they give improved agreement
with Fermi surface data.

These band calculations are also used to determine cohesive energies
and bulk moduli of whole series of materials with great success. In
particular, the anomalously large lattice constants of the magnetic
transition metals, as compared with the trend of their nonmagnetic
neighbors, can be understood from the computed magnetic compo-
nents of their cohesive energies. Another extension is to the calculation
of the spin-wave scattering, which also agrees well with measurements.

A stringent test of the band picture is given by angle-resolved
photoelectron spectroscopy, which determines both the energy and
wave vector of the emitted electron. An improvement to inciude
spin-polarization analysis was recently announced (Figure 4.2). Large-
scale angle-resolved measurements became feasible with the advent of
high-luminosity synchrotron radiation sources (although some impor-
tant high-resolution work is done with conventional s~..ces). By and
large, the measured dispersion curves are in agrr.ement with band
calculations, giving Jirect evidence for band states in a wide class of
materials, magnets in particular. There is, however, still much to be
done to achieve an understanding of the various effects of the real holes
created in the photoemission process. A beginning has been made, but
the problems are formidable.

2. The natural model for the temperature dependence of band
ferromagnetism is that of Stoner, which is unsatisfactory, at least for
some materials, in several respects. It predicts too high a Curie
temperature; it does not incorporate directly the thermodynamically
dominant spin-wave excitations; and it does not admit the persistence
of magnetic correlation =ffects above the Curie temperature. That such
effects exist is shown by the Curie-Weiss susceptibility in the paramag-
netic phase and, more dramatically, by the continued existence of
spin-wave excitations far above 7, in iron and nickel that are seen in
inelastic neutron scattering.

These observations and others have led 1©c a number of new
theoretical schemes for extending the ground-state band picture to
finite temperatures. The competition between these schemes has
revived the localized versus itinerant controversy in a new form.
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FIGURE 4.2 Electron distribution curves and corresponding spin polarization for
photoemission from the (110) face of nickel. [R. Pune. H. Hopster. and R. Clauberg.
Phys. Rev. Lett. 50. 1623 (1983).]

Paramagnon, or weak itinerant, models consider magnetic fluctuations
about a Hasically nonmagnetic state. Though useful for enhanced
paramagnets, and quite possibly for weak ferromagnets, they provide
less correlation than is needed to describe iron and nickel. Phenome-
nological attempts to extend the paramagnon models to strongly
correlated cases have beecn made and have met with some success.
Two approaches more directly concerned with the underlying elec-
tronic structure are the local-band theory and the alloy analogy. Each
assumes a disordered magnetization configuration, approximately
solves for the electronic states in the mean exchange field produced by
the configuration, and demands that the configuration be reproduced
self-consistently. The local-band scheme assumes that the important
configurations are characterized by a short-range order, sufficient to
define the exchange split bands locally even above T.. In the alloy
analogy the magnetizations at different sites are statistically indepen-
dent, and electronic states are computed in the coherent potential
approximation. Evidence in favor of short-range order at high temper-
ature has been reported, but the interpretation of the results has been
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challenged. Currently, then. the contention is between the picture that
the magnetization (although not the electrons making it up) is localized
for a relatively long time at a single site, and the picture that it has
cohereun structure on a larger, 10-15 A scale.

Rare-Earth and Actinide Magnets

There are three great conceptuai distinctions between f (rare-earth
and actinide) magnetism and d (transition-metal) magnetism. One is
that, overall, orbital (as opposed to spin) magnetic effects are qualita-
tively more apparent in f magnetism. This shows up in many properties
where the magnetic behavior has peculiarities associated with the
coupling of the orbital moment to the crystalline lattice. Second is that
in metallic systems the f electrons tend to delocalize as one moves
toward the light end of the 4f or Sf row. Thus at cerium in the rare
earths, or at plutonium, neptunium, and uranium in the actinides, one
can study and hope to underscand the effects involved in the transition
from localized (Gd-like) to itinerant (Ni-like) magnetism. The lattice
property most obviously correlated with this transition is the lattice
parameter (or more strictly the f atom to f-atom spacing); however, the
effects of the detailed electronic structure can significantly alter this
correlation. Third is that the proximity of a sharp 4f level to the Fermi
energy can lead ¢o instabilities of the charge configurations (valence)
and the magnetic moment.

There have been striking conceptual advances in the past decade
associated with all three of these distinctive features of f-electron
behavior. A discussion of these advances and their interrelatiouships
follows.

1. The most characteristic consequence of the orbital contribution to
the moment is strongly anisotropic magnetization behavior, with
related peculiarities of magnetic structures and excitations. In the past
decade this has been strikingly evidenced in cerium metallic and
semimetallic compounds and, more recently, in the actinides, with
most recent work in plutonium compounds The association of excep-
tionally strong anisotropy in magnetic properties with the region where
the local-to-nonlocal f transition occurs suggests a strong connection
between the two phenomena. The availability of single crystals of
actinide compounds, including those containing plutonium, has been a
key element in making possible these advances.

2. M. h of the intellectual excitement in f~electron magnetism in the
past decade has been associated with a shift in experimental emphasis
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from heavicr rare-earth systems to cerium systems and into the lighi
actinides. This excitement has arisen out of a variety of striking
experimental observations, which in one way or another have tended
to relate to the central question of the f-electron localized-to-
delocalized transition. A variety of experimental techniques has been
important in this conceptual opening. They have included high field
magnetism, elastic and inelastic neutron scattering, and electromag-
netic (e.g., de Haas-van Alphen, optical) and electron emission
spectroscopies. On the theoretical side there have been two major
advances. One of these has emerged from electronic (band) structure
studies of the actinide elements, showing a transition in f-electron
behavior from nonbonding (localized) at americium to bonding
(delocalized) at plutonium. The other major theoretical advance has
come out of Anderson-lattice model and band calculations pertinent to
cerium and light actinide retallic, semimetallic, or semiconducting
compounds. This theory shows that when the f electrons are moder-
ately delocalized (intermediate between localized and band behavior,
so as to be slightly bonding), f-electron-band electron hybridization
(mixing) can explain a variety of otherwise anomalous properties
including extreme anisotropy of magnetization and highly unusual
magnetic structures and transitions.

3. The past decade has seen the birth and coming to fruition of a
major area of research in valence instability. This interest was initiated
by high-pressure experiments on samarium compounds at the begin-
ning of the 1970s. Resistivity, volume change, and susceptibility
measurements, done in rapid sequence. indicated the occurrence of a
valence change of the samarium, with consequent semiconductor-to-
metal and magnetic-to-nonmagnetic transitions. This, in turn, was
followed by a vigorous research effort that showed that the candidate
rare earths for mixed-valence behavior are Sm and Eu at the middle of
the 4f row, Tm and Yb at the end of the row, and Ce at the beginning.
The neccsary condition for mixed-valence behavior is that two
bonding states (i.e., with different f~-occupation numbers) of the rare
earth in the solid be nearly degenerate (Figure 4.3). It has become clear
that the cause of mixed-valence behavior in cerium materials 1s
different from that in the heavier rare earths. For the heavier rare
earths mixed valence involves a fluctuation between two degenerate
nearly localized states. whereas for cerium the mixed-valence behavior
may be associated with a 4f localization/delocalization transition.
Whether this is indeed so is a question of great interest. In the coming
period, we can expect to see a lively search for mixed-valence behavior
in actinide systems. It will be important to see whether light actinide
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FIGURE 4.3 Schematic energy-level diagram for the intermediate valence Ce atom. n,
is the number of f electrons and J denotes the total angular momentum. [D. M. Newns,
A. C. Hewson, J. W. Rasul, and N. Read, J. Appl. Phys. 53, 7877 (1982).]

systems characteristically show ccrium-type or samarium-type mixed
valency, or a mixture of the two. On the theoretical side, we anticipate
an exceptionally active effort in trying to understand the ground-state
properties of lattices of mixed-valence ions on the basis of Hamilton-
ians that include narrow f states, broad conduction bancs, hybridiza-
tion, and f-f correlation effects.

DISORDERED SYSTEMS

Introduction

As in other fields of condensed-matter physics, the study of disor-
dered materials has been an area of intense activity in magnetism in
recent years. In ideal magnets the atoms are arranged on a lattice. The
lattice structure is characterized by translational invariance. This is to
say, atoms that are separated by one or more fundamental repeat
distances have the same !ocal environment. The existence of this
invariance often simplifies the theoretical analysis, especially at low
temperatures, where there is negligible thermal disorder.

In disordered magnets the translational invariance <an be broken in
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different ways. The underlying lattice structure of substitutionally
disorde-ed materials is preserved. However, the siies of the magnetic
atoms are occupied at random either by one of two (or more) different
species of magnetic atoms, as in Fe, Mn,_,F,, o. by either a magnetic
or nonmagnetic atom, as in Cd,_,Mn,Te. In amorphous magnets the
lattice is absent altogether. In this case the material is said to be
topologically disordered. Examples of materials that can be prepared in
the amorphous state include YFe,, (Fe-Ni)gP 4B, and Fe,_,B,. Usu-
ally the preparation involves rapid quenching from the melt so as to
avoid crystallization.

The fundamental problem in the study of disordered magnets is to
understand the effects of the disorder on the magnetic properties. If the
disorder is weak. i.e., if oniy a few nonmagnetic atoms are present in
an otherwise fully occupied magnetic lattice or a low concentration of
magnetic atoms is present in a nonmagnetic host, one can interpret the
behavior as a superposition of effects due to isolated impuritics.
Although the study of impurities is an important topic in its own right,
the main emphasis currently is on highly disordered systems where an
analysis based on the single-impurity picture is not applicable.

At high temperatures thermal disorder generally dominates any
substitutional or topological disorder with the consequence that ideal
and disordered magnetic matertals behave in a qualitatively similar
manner. However, as the temperature is lowered toward the regime
where the energy associated with the thermal fluctuations becomes
comparable to the strength of the interactions between the individual
moments, the absence of translational invariance becomes increasingly
important. The question then arises as to whether there is a transition
out of the high-temperature phase. Should this be the case, is it to a
state of conventional magnetic order or to a low-temperature disor-
dered phase not present in the ideal magnets?

Disordered Ferromagnets, Antiferromagnets, and Paramagnets

The title of this subsection refers to systems that undergo phase
transitions to states of conventional long-range order characteristic of
ideal magnets or else are sufficiently dilutc that they remain in their
high-temperature or paramagnetic phase at all temperatures. An im-
portant question pertaining to those systems that do undergo transi-
tions is the influence of disorder on the critical temperature, critical
indices (Chapter 3). and other properties characteristic of the transi-
tion.

The behavior of the disordered systems at low temperatures is also
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interesting. As with the ideal magnets one can interpret the static and
dynamic properties in terms of a nearly ideai gas of magnon excita-
tions. Even in the lowest-order, or linear, approximation the calcula-
tion of the specirim of excitations is a formidable problem. Neverthe-
less considerable progress was made toward its solution in the past
decade. This progress came about in a number of ways. Experiirental
studies involving inelastic neutron and light scattering have provided
detailed information about the magnons in various disordered magnets.
Paralleling the experimental work there have been two types of theo-
retical investigation. The first involved purely analytic work mostly
under the general heading of the coherent potential approximation, a
narte that reflects its origin as an approximation introduced in the cal-
culation of the electronic properties of disordered alloys. The second en-
tailed the development of computer simulation techniques, which made
possible a direct calculation of the neutron-scattering cross section by
integrating the linearized equations cf motion of the spins (Figure 4.4).

Studies of magnons in substitutionaily disordered magnetic insula-
tors have provided important general tests of our understanding of
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Rb,Mny <sMgs «F4. The solid lines are computer simulations. [R. A. Cowley, G. Shirane,
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collective excitations in disordered systems. The reason for this is that
the interations in insulators are of short range so that the model spin
Hamiltonian is characterized by onl one or two parameters. which can
often be inferred from independent measurements. In such a situation
differences between experiment «nd theory cannot be explained away
by a suitable adjustment of the parameters. This situation contrasts
with studies of the electronic states and lattice vibrations in disordered
materials. These provide a much less stringent test of theories like the
coherent potential approximation since there are many more unknown,
and hence potentially adjustable, parameters in the models.

One of the most interesting topics in the area of dilute magnetic
insulators concerns their behavior near the critical percolation concen-
tration. The percolation concentration refers to the concentration
below which there is no longer an infinite cluster of mutually interact-
ing magnetic atoms. Near the percolation point there is a direct
competition between the thermal disorder due to the temperature and
the substitutional disorder coming from the dilution. In addition to the
critical behavior ore is also interested in the nature of the magnon
excitations and the extent to which the ideal gas model. which works
well at higher concentrations. is useful. One aspect of the behavior near
the percolation point that has rccently been recognized is the frac-
tional effective dimension. or fractal character. of the magnetic clusters.
Because of this connection. studies near the percolation point may
provide insight into magnetism in effectively nonintegral dimensions.

Spin Glasses

Certain disordered magnets undergo transitions to a state commonly
referred to as a spin-glass state. rather than to the more familiar
ferromagnetic or antiferromagnetic states. The spin-glass state. which
has also been found in arrays of electric dipoles and quadrupoles. is
characterized by the absence of long-range order. a property it shares
with the paramagnetic phase. and by the presence of hysteresis. which
is a characteristic of ferromagnetism. The appearance of the spin-glass
state is signaled on the microscopic scale by a rapid decrease in the rate
of fluctuations in the local field. a phenomenon sometimes referred to
as spin freezing. Although the unique properties of spin glasses have
been recognized for little more than a decade. they are a major topic of
basic research. Originally discovered in semidilute magnetic alloys
such as CuMn and AuFe, spin-glass behavior has also been observed
in magnetic insulators like Eu,Sr,_,S (Figure 4.5) and Cd,_ ,Mn,Te.

The characteristic features of spin-glass behavior are believed to
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FIGURE 4.5 Phase diagram of the insulating spin glass Eu,Sr, ,S. PM. paramagnetic:
FM. ferromagnetic: SG. spin glass. [H. Maletta. J. Appl. Phys. 53. 2188 (1982).]

arise from ti presence of a large number of local minima in the free
energy of tir ysiem. As the temperatu.e is reduced. the system
becomes trapped in one of these local minima. Transitions between the
minima give rise to the irreversible behavior reflected in the hysteresis.
The large number of minima is a consequence of a property known as
frustration. Frustration refers to the absence of a unique arrangement
of moments in the ground state. Unlike a ferromagnet. where the
moments in the ground state are parallel. or an antiferromagnet. where
there are interpenetrating lattices of oppositely directed moments. the
spin glass has a large number of nearly degenerate ground states with
widely differing noncollinear spin arrangements. The multiplicity of
ground states can arise in a number of different ways. In the archetypal
systems like CuMn and AuFe the frustration is induced by the random
distribution of magnetic atoms and the oscillatory nature of the
exchange interaction between them. which favors parallel or antiparal-
lel alignment depending on the separation between the sites. In spin
glosses like Cd,_,Mn,Te the interactions are short ranged and favor
an.iparalle! alignment of the moments. In this case the frustration
anses from the dilution and the topology of the lattice.

Research on spin glasses focuses on understanding the onset of
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irreversible behavior and the properties of the ground states. Despite
intense theoretical activity there appears to be no clear consensus on
the nature of the spin-glass state as yet. Some analytic and simulation
studies indicate that it is not a true equilibrium phase; rather, it is a
metastable state analogous to that found in ordinary window glass. In
contrast many experimental studies indicate behavior indistinguishable
from that of a thermodynamically stable phase. It is likely that the
spin-glass state is characterized by a broad range of relaxation times
extending to values at least as long as the duration of the experiments.
If this is the case, in an operational sense it may not be important
whether the spin-glass state is truly stable.

Theoretical studies of the spin-glass transition have generally in-
volved the analysis of infinite-range models, with the expectation that
they retain some of the features of the reai systems. Efforts are being
made to understand the appearance of the long relaxation times at the
onset of the transition. On the low-temperature side, the properties of
the ground states are being analyzed along with the corresponding
elementary excitations and their contribution to the specific heat and
inelastic neutron scattering, for example.

Spin-glass behavior has been established in a great many materials,
seemingly rivaling in number those showing conventional magnetic
order. Many of the spin giasses have been studied in detail both in
terms of their static behavior, as reflected in the magnetization and
specific heat, and their dynamics, the latter being probed by use of
magnetic resonance. inclastic neutron scattering, Mdssbauer effect,
and ac susceptibility, muon spin rotation, and ultrasonic measure-
ments. Recently, two topics in the field have achieved considerable
prominence. The first pertains to the study of so-called re-entrant spin
glasses, which are systems that pass from the paramagnetic to fer-
romagnetic and then to the spin-glass phase with decreasing tempera-
ture (e.g.. Eu,Sr,_,S for 0.52 < x < 0.65). The issue here is whether the
spin-glass state in a re-entrant spin glass is different from the spin-glass
state in a system that has no intervening ferromagnetic phase. The
second area is the nature of the macroscopic anisotropy in spin glasses,
which is being probed in torque and electron paramagnetic resonance
measurements. In this case the important question is the range of
validity of various novel three-axis or triad models for the anisotropy
and the low-frequency dynamics.

COMPUTER SIMULATIONS IN MAGNETISM

Few magnetic models are exactly soluble, and approximate methods
of solution turn out to be either inaccurate or complex. This situation
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poses an increasingly difficult problcm since curreat models of purely
theoretical interest as well as those appropriate to real, physical
systems are themselves relatively complex. Computer simulation stud-
ies span the gulf between theory and experiment. Often one can change
the model to make it more like the physical system. One can in a
controlled manner examine the effects of finite system size and
surfaces, imperfections, and more complicated interactions between
magnetic moments, for example (Figure 4.6). Different simulation
methods have now been developed for addressing different problems in
magnetism. For example, the bulk, macroscopic behavior of magnetic
models and the dependence on variations with temperature and mag-
netic field can be determined by Monte Carlo methods. In principle, we
could calculate the properties of these models in terms of properly
weighted averages over all the possible microscopic states of the
system. In practice, however, there are too many states to enumerate,
and one is simply unable to carry out the calculation. Using various
Monte Carlo methods, we can estimate the behavior of the system
accurately by sampling only a small fraction of the possible configura-
tions. Different ways have now been developed for carrying out this
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FIGURE 4.6 Monte Carlo cuiculation. of the magnetization versus temperature for
finite-size, two-dimensional lsing models. The various curves display the results from
different size arrays ranging from 4 x 4 to 60 x 60. The broken curve is the exact result
for the infinite lattice. ([D. P. Landau, Magnetism and Magnetic Materials, AIP
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sampling. The Monte Carlo method has proven successful, particularly
in providing information about magnetic systems in the vicinity of their
phase transitions. Simulations have been used to locate transition
temperatures and to determine if the transition is first order (discon-
tinuous) or second order (continuous).

Solutions to other problems in magnetism demand knowledge of the
time dependence of the microscopic fluctuations in various magnetic
models. Such behavior may be probed with very high accuracy using
magnetic resonance or neutron scattering. Although we can predict the
behavior of each magnetic moment for a short period of time. we find
that the time development is determined by the environment (i.e.,
other nearby magnetic moments), which is itself changing. A computer
simulation method known as spin dynamics is used to update the
environment of each moment constantly. and hence determine the time
development of the system as a whole. This dependence in time and
space may then be analyzed using suitable Fourier transform tech-
niques so that elementary excitations such as magnons or solitons can
be detected. Most studies involve only classical models. Over the last
decade, however, progress has been made in understanding various
ways in which quantum lattice medels may be simulated. Early work
has provided informaticn about the properties of low-dimensional XY
and Heisenberg magnets.

FUTURE DEVELOPMENTS

Looking ahead to the next decade one can identify a number of areas
where significant progress is expected. In particular. the utilization of
various mappings to solve problems in lower-dimensional systems is
one field where major advances are likely to be made. In the area of
metallic systems, the behavior of intermediate valence compounds is
becoming better understood as are the low-temperature properties of
magnetic impurities in nonmagnetic hosts. One also looks forward with
guarded optimism to continued progress in solving what may be the
oldest and most difficult problem in this field: transition-metal fer-
romagnetism.

The study of disordered magnets is likely to become even more
important, particularly since spin-glass-like behavior is being found in
a rapidly growing number of materials. There is a need for a unifying
picture similar to that provided by the renormalization group app:oach
that will bring together the results obtained from a variety of measure-
ments in different systems. In such a development it is likely computer
simulations will play an important role in testing theories under
controlled conditions.



Semiconductors

INTRODUCTION

There are only a handful of scientific or technological discoveries
that have revolutionized socicty. Within the past few decades, none
has held as central a role as the computer and communication
technologies. Spectacular progress in these is directly connected to
materials research in semiconductors and other materials used n
electronic devices (Figure 5.1). if the rate of progress that has
characterized this technology is to cortinue into the next decade, our
scientific understanding of such subjects as semiconductor surfaces,
interfaces. and defects and of deliberately structured materials—ei.her
geometrically or spatially—-will be indispensable. Instead of reaching a
plateau after its initial explosive growth following the discovery of the
transistor based on semiconcductor physics and materials, materials
research related to semiconductor technology is expected to receive
another impetus to further growth from the advent of very-large-scale
integration (VLSI).

Alongside these exciting technological developments semiconductor
physics has continued to be a surprisingly rich and fertile fielc of
scientific inquiry. Current experimental and theoretical developments
offer tantalizing suggestions that we may be able to understand some of
the properties of these materials at a microscopic level. However,
recently discovered new phenomena such as the quantum Hall effect or

13
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FIGURE 5.1 An experimental 1-megabit dynamic random-ac<ess silicon memory chip.
The width of the smallest features is just | micrometer. Access time is 150 nanoscconds.
(Courtesy of IBM Thomas J. Watson Research Center.)

deeper insights into the transport properties of disordered sclids are
constant reminders that not everything can be anticipated or claimed to
be understood. The ability to prepare materials deliberately with
atomic arrangements not found in nature is another reminder that
science and technology are often symbiotic. The tools for preparing
these materials were developed for computer technology and are now
used to prepare and characterize materials that may, in the future,
provide even more powerful and cost-effective computer components.
In this chapter, it is not our intent to discuss technology in any detail
or the essential role of semiconductor materials in it, but rather we
hope to convey a brief perspective of the status in semiconductor
science. However, as it is a field that is characterized by a relatively
unique interplay between science and technology, it is useful in this
introductory section to indicate the relationship of science, to be
described in the following sections, to technoclogical development.
Semiconductor science includes the growth and characterization of
materials as well as the study of physical phenomena. Spurred by
technology, the study of growth and characterization of materials will
remain a competitive arca. New and improved materials for applica-
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tions ranging from infrared detectors. solar cells, and solid-state lasers
to transistors and VLSI circuits will continue to be in great demand.

The properties of surfaces of semiconductors is an active area of
solid-state physics. New theoretical calculations and experimental
techniques show promise of resolving many of the outstanding issues
related to the structure of semiconductor surfaces. The interactions of
ions, atoms, and molecules with semiconductor surfaces play a signif-
icant role in the processing of semiconductor materials, ranging from
epitaxial deposition to reactive ion-beam etching. In related studies,
most semiconductor device materials require contacts of one kind or
another. Semiconductor-solid interfaces are therefore an impcrtant
area of investigation.

The role of point, line, and planar defects in the electronic properties
and yield of semiconductor devices has long been recognized, and
much has been understood about such defects. However, there are still
outstanding issues that need rcsolution, and it is expected that these
will continue to interest scientists and technologists for the foreseeable
future.

One of the more exciting areas of solid-state physics in the past few
years has been the role of disorder and dimensionality on transport in
solids. Lithographicaily produced structures. two-dimensional inver-
sion layers, and high-mobility semiconductors have been widely used
in the investigation of phenomena related to quantum transport local-
ization, Coulomb interactiion effects, and the integer and fractional
quantum Hall effects. Heterostructures continue to be investigated for
their optical and electrical properties. Recent technological develop-
ments in the production of high-speed transistors in GaAs-based
epitaxial multilayers has brought renewed and increasing emphasis on
this class of materials. Over the coming decade we expect these
materials to be explored intensively for electronic applications requir-
ing high speed and high-density integration.

The search for new semiconductor materials or ingenious methods
for fabricating known semiconductors with the potential for novel
device geometries is expected to be an active area of interest. The
desire to obtain an understanding of amorphous semiconductors re-
mains strong. Technological applications such as copying, solar cells,
and optical storage will continue to driv e this field.

SURFACES AND INTERFACES

Scientific interest in surfaces and interfaces of semiconductors is
worldwide. The use of ultrahigh-vacuum technology over the last
decade has provided daia on clean surfaces, surfaces with controlled
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exposure to impurities, and interfaces. The availability of synchrotron
radiation has made possible the generation of data on the electronic
properties of semiconductors with unprecedented resolution. The
recently developed scanning tunneling microscope has provided, for
the first time, a direct image of the arrangement of atoms on one of the
more complicated surfaces of silicon [(111) 7 x 7] (see Figure 7.1 in
Chapter 7). Theoretical approaches have provided reliable estimates of
the energies of semiconductor surfaces as functions of atomic posi-
tions. The latter enable one to rule out a variety of possible surface
models by comparing their relative energies.

The last decade can be characterized as one in which a great variety
cf experimental and theoretical techniques were developed. It can also
be characterized as one in which it was realized that understanding
surfaces and interfaces is difficuit but importart problems to soive.

A combination of the results of a variety of experimental techniques
using x rays, electrons, ions, and atoms has provided evidence that our
understanding of the atomic arrangement at surfaces is only now
beginning. In fact, it is generally agreed that only one semiconductor
surface—that of GaAs (1!0)—is currently known reliably and accu-
rately. A particularly encouraging development in the theory of clean
surfaces has been the ability to calculate the total energy of crystals as
a function of atomic geometry. Such calculations have ziready pro-
vided evidence (confirmed experimentally) that the notion of the
buckling of surfaces—a long-held view in this field—is valid more for
ionic semiconductors such as GaAs than for the covalen:ty bonded Si.
More surprisingly, it has been proposed, and current experiments
support this view, that a surface of Si rearranges its atomic positions to
form bonding more characteristic of carbon (pi bonding) than of Si.
Parallel to the study of clean surfaces, the effects of impurities, both
physisorbed and chemisorbed, have been investigated on a number of
different semiconductors and their surfaces. These impurities include
H, O, Cl, and F, as well as metals such as Al or Pd, on Si. The spatial
location and electronic effects of impurities have been investigated
both by structural studies and. for example, by vibrational high-
resolution electron energy loss and infrared absorption spectroscopies.

Semiconductor-metal, semiconductor-oxide, and semiconductor-
semiconductor interfaces have been intensely investigated cver the last
decade. With the availability of high-resolution probes and controlled
environments under which such interfaces can be prepared, the
number of theoretical models that can cxplain the properties of such
interfaces has been sharply reduced. In the case of semiconductor-
metal contacts, a particularly important result has been the demonstra-
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tion that chemical reaction between semiconductor and metal is a
dominating factor in interfacial properties. This reactivity studied at a
monolayer level by atomic and electronic structural techniques has
posed scme fundamental questions about the formation of Schottky
barriers.

DEFECTS IN SEMICONDUCTORS

Defects in semiconductors are essential for the operation of semi-
conductor devices as well as detrimental. They have therefore been
studied for a number of decades. The properties of shallow impurities
were well understood during the 1960s primarily through optical
absorption experiments and effective-mass theory. In contrast,
progress in understanding deep impurities and other point defects
(deep centers) has been slow, largely because of technical difficulties.
Most experimental techniques using bulk samples ran into problems
associated with the presence of shallow impurities at concentrations
greater than the defects of interest. Theoretical techniques using
primarily the cluster approximation, which simulates the infinite crys-
tal by a small number of atoms, often yielded poor results.

Magor advances in both experimental and theoretical techniques for
the study of deep centers occurred in the last decade. During the early
and mid 1970s, a new family of experimental techniques was develooed
using junctions (p-n junctions and metal-semiconductor junctions, for
example) instead of bulk samples. The acdvantage here is that one can
use electric fields to sweep mobile carriers out of the junction region,
thus effectivelv simulating a material without shallow impurities. A
variant of thes* techniques, known as deep-level transient spectros-
copy, is particularly powerful because individual deep levels appear as
peaks on a continuous spectrum. In the past 5 years or s0, we have
seen the evolution of a large number of hybrid techniques. For
example, optical detection of magnetic resonance combines e.ectron
spin resorance (ESR) with luminescence and is thus capabie of
simultaneously probing the local symmetry and the chemical identity cf
atoms (which is an ESR feature) an { electronic energy levels (which is
a luminescence feature).

Also during the past 5 years or so, a new theoretical technique has
been developed, based on the mathematical tool called Green's func-
tions, which enables cue to avoid the cluster approximation and treat
an isolated defect in an infinite crystal with accuracy comparable with
that achieved in the study of the perfect host crystal. This has provided
a detailed picture of the electronic structure of many classes of deep




118 A DECADE CF CONDENSED-MATTER PHY’ICS

centeis. For each deep center, the number, relative energy positions,
and wave-function character of localized states can now be explained
in terms of simple physical models. Trends for classes of impurities (or
for the same impurity .a different hosts) are better understood.

In the area of extended defects, the most noteworthy developments
have been the achievement of very-high-resolution micrographs and of
theoretical simulation techniques, which iead to more reliable identi-
fication of the nature of the defects. Major advances have been made
in understanding the role of some extended defects in electronic
devices. Most notable is the appreciation of the role of dislocations in
gettering defects from the active region of devices and the similar role
played by oxygen precipitates.

REDUCED DIMENSIONALITY IN SEMICONDUCTORS

Advances in semiconductor technology. especially in the silicon
metai-oxide-semiconductor technology used to make the devices that
are central to computer memories and other applications, have also
made possible the observation and study of two-dimensional electron
systems in which the electron density can easily be varied over two
orders of magnitude (from about 10'' to about 10'* cm~2). These
systems are two dimensional in the sense that the motion of the
electrons in the direction perpendicular to the semiconductor-insulator
interface is constrained to a region of about 10 nm by the inierface
barrier and externally applied electric fields. The first clear demonstra-
tion of the two-dimensiona! character of these electrons was made in
1966.

Many kinds of structure have now been shown to exhibit the reduced
dimensionality first seen in metal-oxide-silicon devices. They include
heterojunctions (structures in which two different materials adjoin,
usually epitaxially), quantum wells formed by two heterojunctions, and
superlattices formed by periodic arrays of quantum wells or by periodic
variations of impurity concentrations. If the confining potentials quan-
tize the energy levels to give level spacings comparable with or greater
than the thermal energy kpT and the energy level broadening, then the
motion of the electrons will have a two-dimensional character. The
metal-insulator-semiconductor structure has the advantage that the
carrier density is easily varied by changing the voltage across the
device. Although work on superlattices has concentrated on the
GaAs-(Ga,Al)As system, because of the favorable growth conditions
and simple band structures that they prescat, there is also considerable
work on so-called type Il superlattices. in which occupied energy
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levels in one material lie at the same energy as empty levels in the
other.

Intensive studies of eiectron tiansport, hot-electrc a effects, strong
and weak localization in one and two dimensions, impurity-band
effects, piezoresistance, many-body effects, charge-density-wave ef-
fects, and magnetotransport effects including the quantum Hall effect
have been carried out on these systems. The ability to vary the electron
density has been of great help in allowing meaningful comparisons
between theory and experiment to be made. Structures involving
GaAs-(Ga,Al)As heterojunctions have the advantage of high mobility,
especially when donor impurities are s itially separated from elec-
trons. This can lead to electron mean-fre : paths of the order of 1 um at
low temperatures, more than an order of magnitude larger than the best
values attained in silicon. The smaller electron effective mass in GaAs
leads to larger energy splittings both for the quantum levels induced by
confining fields and for the Landau levels induced by magnetic fields,
which means that lower magnetic fields and higher temperatures can be
used than for comparable phenomena in silicon.

The reduced dimensionality of the systems being discussed here has
made possible the experimental observation of a number of important
physical effects. For example, weak localization effects and the re-
markable quantized Hall conductar:.ce phencmena, both discussed in
Chapter 1, have been observed in these systems. The two dimension-
ality of these systems also leads to a situation where the electron-
electron interactions make a major contribution to the electronic
eneigy levels, as has been verified in far-infrared spectra of silicon
inversion layers.

OPTICAL PROPERTIES OF COMPOUND SEMICONDUCTORS

As interesting (and important) as the optical properties of elemental
semiconductors are, compound semiconductors, mainly the III-V
materials (A;;By), add much more scope to this area of work. The
111-Vs cover a wide energy-gap range (0.172-2.24 eV), are direct gap
(not just indirect gap) in much of the range, possess high electron
mobilities, can be made into alloys, and, above all, can be made into
heterojunctions and are powesful light emitters. Thus, they have the
potential to be made into light-emitting diodes (L.LEDs) and lasers, not
to mention photodetectors (and various high-speed transistors as well).
In fact, optozlectronics is totally dependent on these materials, i.e., on
their optical properties. The binary crystals GaAs (the prototype),
GaP, and InP have become important bulk substrate materials, and




120 A DECADE OF CONDENSED-MATTER PHYSICS

their optical properties, in their own right, are heavily studied. Also,
their bulk optical properties serve as a reference for an entirely new
and large area of work that is unique: 111-Vs permit the construction of
heterojunctions, and this in turn makes possible the construction of
quantum-well heterostructures (QWHs) and superlattices (SLs), and
thus deliberately designed quasi-two-dimensional structures. This
achievement (i.e., quasi-two-d" “ensional heterostructures) of mainly
the past decade puts I1I-V matei. s, and their technology, in a special
category that promises to be of a revolutionary nature. Also this
development is of immediate and long-range use in devices.

The two-dimensional nature of a QWH or SL breaks the crystal bulk
symmetry and, for example, removes the heavy-hole, light-hole degen-
eracy of, let us say, GaAs of thickness smaller thar: 500 A. In addition,
the confired-particle states, electron and hole, partition the conduction
and valence bands and permit exciton absorption (and recombination)
to be observed in an abnormally large range, including (300 X, 0-10
kbar) up into the region (energy) of higher band minima (L and X). All
the usual optical properties are modified by the quasi-two-dimen-
sionality of QWHs or SLs. This, of course, is becoming an intensive
area of study for a variety of 111-V heterostructures, which prefera-
bly are lattice-matched (e.g.. Al,Ga,_,As-GaAs), bt even in some
cases c: i be strained-layer heterostructures (e.g., GaAs-In,Ga,_,As
or GaAs,_P,-GaAs). The undoped QWH or SL is of interest at
low and at high carrier levels and serves, moreover, as a reference
and comparison for similar heterostructures with impurities intro-
duced into the wells or barriers, as is necessary for device applica-
tions.

In the area of optoelectronics, 11I-V QWHs and SLs promise to have
a profound effect. Already major improvements have been effected in
semiconductor laser performance. In the form of QWHs., monolithic,
single-diode structures have achievea laser power levels from 100 mW
to over 2 W. In these heterostructures the large asymmetry in
electron-hole behavior permits a major redesign of valence photo-
detectors and makes possible other unique hot-electron devices. Of
further interest, impurity-induced disordering can be used to convert,
selectively, quantum-layer regions to bulk-laycr regions, or lower gap
tc higher gap, thus making possible interesting device geometries (and
microgeometries) and consequently integrated optical and electronic
structures. There is little doubt that the optical properties of 11I-V
materials will be a major area of study for 10 and more years and, in
general, will be the basis for many further developments in
optoelectronics (more sophisticated lasers, LEDs, detecctors, real-
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space negative resistance devices, higher-speed transistors, and inte-
grated versions of all of these processing simultaneously charge and
photons). Clearly, progress in this area of work will depend on the skill
and progress in III-V crystal growth and development. I* is not
unreasonable to assume also that QWHs and SLs will be constructed
in 1I-VI and other semiconductor crystal systems with interesting
optical properties.

AMORPHOUS SEMICONDUCTORS

Amorphous-semiconductor physics is concerned with the structural,
vibrational, and electronic properties of noncrystalline semiconduc-
tors. By material, the field divides into two principal subfields: (1)
tetrahedrally bonded group 1V elements, mostly Si or Ge, and alloys
with each other or with H and (2) the chalcogenides S, Se, or Te,
alloyed with each other or with group IV or V elements. By phenom-
ena, the field has numerous subtopics that parallel much of semicon-
ductor physics as a whole.

Within the past decade, by far the most important discovery has
been n- and p-type doping of hydrogenated gioup 'V amorphous
semiconductors, abbreviated a-C:H. a-Si:H, and a-Ge:H for hydro-
genated amorphous carbon, silicon, and germanium, respectively.
Related technological applications have rapidly followed. led by world-
widc efforts in photovoltaics but also including demonstrated applica-
tions in xerography, vidicons, and thin-film transistors. Most of the
attention for both thec physics and technology is focused on a-Si:H
because in this system more than in others there is the promise of
studying the intrinsic disorder of a prototypical amorphous semicon-
ductor. Because of overconstrained bonding conditions, true glasses
cannot be expected with fourfold coordination. Experimentally this is
seen in the form of incomplete or dangling bonds and other local
structural innomogeneities, which lead to gap states that obscure the
basic semiconducting properties of interest, for example, activated
conductivity, doping, and distinct band gaps. For Si, hydrogenation
heals the dangling and other weak bonds and thereby permits the study
of most of the previously observed effects. In the last decade there has
been a burst of activity worldwide to capitalize on the scientific and
technological promise of doped, hydrogenated group 1V amorphous
semiconductors.

The bonding between atoms in amorphous chalcogenides is different
from that present in the group IV semiconductors. Hence, their atomic
arrangement and the defects associated with this arrangement are also
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quite different. It is generally believed that electrons are paired at
dangling bonds (defects) in the chalcogenides in contrast to, say,
amorphous Si where the dangling bond is associated with a single
charge. The chalcogens show strong photostructural changes at photon
energies comparable to band gaps rather than bonding energies. For
example, volume change: of several tens of percent arc observed. The
microscopic origins of these changes are not known. Chalcogenide
materials are being explored for photoresist and optical storage appli-
cations.

v "hile real qualitative adsances have been made in the past decade,
quumitative and predictive understanding of the basic phenomena
associated with disorder are still lacking in both classes of amorphous
semiconductors. There is considerable scientific challenge in the
problems of knowing the principal sources of disorder (bond angles,
intrinsic defects, and role of impurities, to name a few) and in
discovering which semiconducior phenomena are unique to the disor-
dered, amorphous state rather than remnants of analogous effects in
the ordered, crystalline state. Key to the physics is the sorting out of
the innumerable chemical and materials-science preparation and char-
acterization aspects.

FUTURE PROSPECTS

It is our belief that the rate of progress in understanding phenomena
and materials and in manipulating materials to obtain deliberately
arranged geometrical and spatial structures will accelerate in the next
decade. We expect semiconductor research to be an active area of
interest not just because of technological forces but also because of our
increased experimental and theoretical capabilities.

Semiconductor Surfaces and Interfaces

A variety of experimental and theoretical techniques will be applied
to investigate the nature of atomic rearrangement or reconstruction on
semiconductor surfaces. There will be an increasing trend toward
understanding the nature of gas-surface interactions for both scientific
and technological reasons. Reactions such as etching or deposition of
materials with directed external radiation such as that introduced by
ions or lasers are likely to be of increasing importance in semiconduc-
tor technology.

Basic research on semiconductor interfaces will grow in the coming
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years for the following two reasons: (1) The essential role played by
semiconductor interfaces in microelectronic devices will become even
more significant as the trend toward miniaturization continues; (2)
experimental techniques and computational methods are available now
for interfacial studies that bridge theory and experiment. Key areas of
interest and progress can be identified by the following interfaces.

SEMICONDUCTOR-S“*MICONDUCTOR INTERFACES

Of special interest is the low-temperature growth of p-n (or n*-n,
p*-p) junctions. Sir.ce the diffusion distance (which increases with
temperature) is an intrinsic limitation on device dimension, low-
temperature processing is likely to become crucial for achievirg
submicrometer structures in VLSl devices. The low-temperature
epitaxial growth of high-quality Si on Si with a < 1trolled doping is a
key issue. This will require understanding of the atomic process of
growth of pure Si in ultrahigh vacuum, the addition of dopant, and
interfacial defect formation and control during growth.

lon implantation and laser annealing have been combined to obtain
a dopant concentration in Si much higher than its equilibrium solubil-
ity. Ultrafast interfacial growth by energetic beam annealing will be 1
subject of continuing interest. The motion of a liquid-solid interface at
high speed, its nonequilibrium nature, the heat dissipation, and the
atomic mechanism involved will be subjects of study.

Interfaces in man-made superlattice structures will be another sub-
ject of study. Epitaxial growth of materials will be of particular
interest, as will the growth of defect-free and stoichiometric GaAs
layers for VLSI devices.

SEMICONDUCTOR-INSULATOR INTERFACES

Currently the most important semiconductor-insulator interface is
the Si-SiO, interface. This is almost entirely due to the use of this
combination of materials in curved electronic devices. However, other
insulators on Si or GaAs will be actively explored as new device
concepts are explored. More studies are required in order to under-
stand the atomic structure, composition, and property correlation of
the interface, for example, its charge-trapping states. Defect formation
on Si during bhigh-temperature oxidation is a subject of current study;
it may lead to a better understanding of the intrinsic defects in Si and
also of the structure and kinetic processes that determine the behavior
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of the interface. Laser anncaling of Si on SiO, and thermal growth of
large grains of Si on SiO, are subjects of technical importance.

SEMICONDUCTOR-METAL INTERFACES

The research on metal-Si interfaces has experienced rapid growth.
This growth has been fostcred by technological demands. We expect it
to continue for several years. Also, we expect an increasing emphasis
on the study of metal-compound semiconductor interfaces. The link
between ultrahigh-vacuum studies and those carned out in ambient
environments may bridge basic research and technological applications
of these interfaces. A desire to seek fundamental understanding of the
origin of Schottky barrier formation will motivate continuing research
on this topic.

Defects in Semiconductors

Ion implantation is currently used to introduce controlled amounts of
shallow impurities in semiconductor devices. The samples are then
annealed in order to redistribute the impurities to electrically active
sites. This process depends on the type of annealing used. Shallow-
impurity diffusion is also affected by oxidation, the growth of a silicide,
and other processing steps. The understanding of migration mecha-
nisms both with and without thermal equilibrium is a challenging and
important problem for both science and technology.

The problem of identifying deep centers is essential for a complete
scientific understanding of defect processes and valuable for technol-
ogy in enabling appropriate processing steps in the fabrication of
devices to be chosen. The study of defect reactions under external
stimulation (electron injection, temperature, and laser irradiation, for
example) is only beginning, and many effects are not understood.
Extended defects such as dislocations are detrimental in device per-
formance. The electrical properties, for example, of the core structure
of dislocations and the role of impurities in making them conducting are
still not understood. Overall, the study of extended defects is closely
related to materials processing for devices. The main problems are the
understanding of the conditions under which these defects grow, their
identification, migration kinetics, and role in reactions. Surface and
interface defects are becoming more important as technology evolves
toward the use of shallower junctions. Understanding of the pinning of
the chemical potential at Schottky barriers is an outstanding problem
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whose resolution may involve defects. The nature of defects at the
Si-SiO, interface still poses a difficult problem. Process-induced sur-
face defects are important for technology. but current understanding is
limited. The theory of surface and interface defects is primitive.

Systems of Reduced Dimensionality

Where might one expect further activity in systems of reduced
dimensionality?

QUANTIZED HALL EFFECT

Work on the fractional 2ad integer quantum Hall effect will continue.
and its observation in a wider range of materials can be expected. If the
precision being attained now is confirmed by additional work. the quan-
tized Hall resistance may become a resistance standard or a secondary
standard.

GROWTH TECHNIQUES AND LITHOGRAPHY

Continuing improvement in semiconductor growth techniques and in
lithography can be expected to lead to use of a wider range of materials
and to new device structures. In particular, it is possible to reduce
dimensions to the order of 10 nm by lithography and to the order of §
nm by shadowing techniques. This means that it is possible to
construct conventional devices small enough so that electrons have a
low probability of being scattered during their motion from one contact
to the other and should behave ballistically.

SMALL STRUCTURES

The increased ability to fabricate small siructures now makes it
possible to reduce the effective carrier dimensionality =ven further.
Narrow lines on surfaces can be expected to lead to corresponding
confinement of the carriers inside the semiconductor. For conductivity
processes to appeur one dimensional, it is only necessary that the
relevant mean-free-path parameter be large compared with the channel
width. Such one-dimensional behavior has already been observed in a
variety of samples. One-dimensional behavior in a quantum sense
requires that the carriers be confined in a distance comparable to the
electron wavelength at the Fermi surface, which is just out of reach at
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present but can be expected to be achieved in the coming decade.
Studies of magnetic-flux quantization in small structures of normal
metals are also being pursued.

HETEROSTRUCTURES

Superiattices of type 11 are materials in which there is energy overlap
between filled states in one material and empty states in another:
InAs-GaSb is the prototype. They are likely to be studied more
extensively and in a wider range of materials. In these systems,
electrons and holes lie in adjacent layers. This makes possible new
experiments involving excitonic effects ana collective effects. Strained-
layer superlattices, in which the conditions on lattice-constant match-
ing across an interface are relaxed, should aiso extend the range of
materials and structures that can te studied. Given the ability to make
small surface structures, it is possible to construct surface supeslattices
in which the carrier density and the strength of the potential can be
varied.

THE TWO-DIMENSIONAL WIGNER CRYSTAL

The elusive two-dimensional Wigner crystal, the electron crystal
expected in a degenerate low-density electron system at low tempera-
tures, may finally be ohserved in inversion layers at semiconductor
surfaces in the coming decade, as its classical analogue was observed
in electrons on liquid helium in the past decade. Exciting new possi-
bilities arise if electrons are placed on a thir film of liquid helium on a
substrate in which a periodic- or random-potential is imposed.
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defects and Diffusion

INTRODUCTION

The field of defects and diffusion in solid materials is concerned with
e structure of possible flaws in otherwise homogeneous materials and
ith their observabie consequences in the properties of materials. Of
articular interest are point defects, which are fairly localized on an
omic scale; line defects, such as dislocations: and boundary defects,
ich as surfaces, stacking faults, and grain boundaries. Although it is
e of the older fields in condensed-matter physi ; and materials
iences, it remains an attractive arena for the observation and
escription of new physical phenomena and therefore maintains an
wduring interest of physicists, in addition to researchers with other
ientific orientations.

An indication of the vigor that defect concepts still possess is that
ey mold the physical understanding of many phenomena in appar-
itly unreiated fields that are of interest in condensed-matter physics
day. Several examples serve to make this point:

Solitons made their appearance in defect physics as lattice disloca-
ons. Coupled electron-lattice complexes have long been exemplified
y self-trapped holes and other polarons. These ideas have recently
*en combined into the unexpected form of the coupled electron-iattice
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modes that form the soliton charge carriers that have excited interest in
connection with the transport properties of conducting polymers such
as polyacetylene.

Two-dimensional structures have become the focus of much recent
activity for their unusual characteristics with regard to melting and
phase transitions. The melting of adsorbed overlayers, or equivalently
of impurity planes intercalated in layered compounds, to form a hexatic
“floatiny raft’” phase, is described in current theory by the thermally
activated dissociation of dislocation dipole pairs. Similarly, the theo-
retical building blocks of the roughening transitions of surfaces and
interfaces are just the steps and jogs of classical model surfaces.

Textures in liquid crystals. which led to dislocation descriptions of
defective crystals. echo in the topical description of structure both in
solids that support incommensurate charge-density waves, through
discommensuration structures. and in the structural characteristics of
the magnetic phases of liquid ‘He that exist only below | mK.

Local tunneling systems have long been the model for inversion of
molecules and for the pocket states of ceniers tunneling among
equivalent configurations in crystals. They return in recent advances as
the central characteristic causing the linear specific heat and dynamical
echo phenomena of apparently all amorphous solids (metals. ceramics,
and polymers) and many disordered solids (e.g.. the B aluminas).

Internal friction from stress-induced changes of defect structures,
first understood for such classic systems as C in Fe and the damping of
brass reeds. is now applied to the analysis of both backbone and
side-chain effects in polymeric materials and even in natural
carbonaceous materials such as coal and amber.

While chosen primarily for their critical importance in research fields
of current interest in solid-state physics. these examples do indicate the
flow of seminal ideas back and forth between areas that are clearly
physics and those that are not and th= way in which new subfields have
emerged from areas of defect physics. Because it links directly to
practical materials. the field of defects and diffusion exhibits these
interconnections to a high degree. and accordingly presents the great-
est problems for concise summary.

NEW FIELDS FROM OLD: AN EXAMPLE

A wide variety of choice is available to exemplify the growth of new
subfields from areas of defect physics. For example. the surfaces of
crystals, and the faults, reconstruction. steps. and other configurations
adopted by them. now form a scparate field discussed in Chapter 7.
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The evolution of new vigorous subfields will be exemplified here
through brief descriptions of three fertile subfields of particle-beam
irradiation of materials.

Phase Microstructure and Phase Generation in Radiation Fields

In the past few years it has become apparent that when energetic
radiation produces atomic dispfacements in solid materials it not only
generates defects, defect aggregates, dislocations, and voids but may
also give rise 10 phases that are not present without prior exposure to
radiation. Here we mean phases in the thermodynamic sense of
spatially bounded regions with distinct compositions and/or physical
properties and with abrupt interphase boundaries. These phases are
truly radiation irduced, in the sense that they are thermally unstable in
the absence of radiation. They thus differ from radiation-enhanced
phases. which are merely thermodynamically stable phases that un-
dergo more rapid formation when assisted by radiation-induced mix-
ing.

Radiation-induced phases have been widely observed in binary and
multicomponent alloys, including semiconductors. They occur also in
insulating solids in the form of metal colloids in NaCl or amorphous
islands in crystalline quartz, for example. Several possible causes for
their formation can be suggestcd. One is that the excess point defects
produced and maintained by the radiation field may favor a state or
solid phase different from the one that is stable in the absence of
radiation. Examples of this are the formation of amorphous silicon, of
highly supersaturated crystalline solid solutions, and of the disordered
state of ordered alloys, all during irradiation. These states are retained
after irradiation when the thermal reordering is sufficiently slow. It is
not yet known whether systems exist for which a transformation from
one crystalline phase to a different phase is made energetically favor-
able solely because excess defects are present in either or both of the
phases. An alternative mechanism involves the way that radiation-
induced segregation typically redistributes the components of a solid
on a microstructural scale of 107 to 10 um. There are two causes for
this redistribution: first, persistent defect fluxes are set up during
irradiation, and, second, certain components couple preferentially to
the defect fluxes. Changes of composition then shift the system locally
into a region of the phase diagram that differs from that occupied by the
overall homogeneous alloy. A new radiation-modified equilibrium
phase may then precipitate locally, or an existing equilibrium phase
may dissolve.
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Surfuce and Near-Surface Probes

Recent yer.rs have seen the development of important methods for
the microstiuctural and microchemical analysis of the surface and
near-surface constitution of solid materials. Particle-beam methods
have so revolutionized analytical science in these areas that the first
10,000 A (I um) of a materia! structure can now be analyzed with a
chemical sensitivity often approaching | part in 107, with a depth
resolution of 100 A. or with a lateral resolution of 0.1 um or better.
Different techniques are complementary in depth, spatial, or chemical
resolution: experts have therefore learned to use an arsenal of powerful
new particle-beam methods to obtain detailed near-surface chemical
analysis of materials structures.

lons with energy greater than 100 eV incident on a crystal penetrate
the surface and dissipate their energy and momentum. By detecting the
x rays caused by the collisions it is possible to detect trace impurities
at the level of 1 in 10* in favorabie cases. Collisions also eject surface
atoms from the material as secondary atoms or charged ions. By
detecting the surface chemical species as the material is sputtered away
it is then possible to determinc the original microchemistry of the
material. The detection can be performed by secondary-ion mass
spectrometry (SIMS), in which the secondary species are fed into an
isotope-imaging mass spectrometer, or by Auger spectroscopy of core
levels excited by an auxiliary eleciron beam. The resolution limit
perpendicular to the surface is ~100 A. Lateral resolution is limited at
present to about 1 pm in SIMS and 0.05 pm in Auger probes. In
chemical sensitivity SIMS can often achieve a level of | part in !0° or
better. By Auger methods the sensitivity is reduced to 1 part in 10°, but
the depth resolution may be improved to a few atomic layers since the
Auger electrons from deeper layers are scattered and lost. Sputtering
then allows a three-dimensional chemical map of the surface region to
be acquired.

The mixing that takes place through the top 100 A or so while atoms
are being sputtered away causes a steady-state nonuniform subsurface
conceniration profile to develop even in a chemically uniform bulk
material.

In a second category of technique, the incident and detected fluxes
involve the same species. The incident beam, usually H* or He*,
impinges on the surface. Part is reflected by Rutherford backscattering
from atoms in the subsurface region and with an energy transfer that
depends first on the target mass and second on the depth to which the
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particle penetrates. The spectrum of reflected particle energies con-
tains information a2bout both depth and chemical structure that can be
separated to obtain accurate chemical information with a depth reso-
lution of about 100 A. Alternatively, channeling methods can be used
to probe the position of an atomic species in the lattice structure. When
the beam is directed along a crystallographic axis so that the particle
range is long, atoms located off crystal lattice sites scatter particles into
other channels and into the bulk material. In this way, the location of
off-site atoms can be determined with some precision. It is also
possible to measure the misfit at the heterojunctions between different
crystals by this method.

Ion-Beam Microfsbrication

As described in Appendix C, new types of crystals, compounds,
alloys, microstructures, and other materials can bring with them
formerly unimagined opportunities for scientific and technological
advancement. This is particularly true of microfabrication, in which
components are chemically and structurally tailored for particular
application on a microscopic scaie. Several important methods are
based principally on ion-beam methods. Here we mention three areas
of major effort:

lon implantation is the process in which foreign dopant or alloying
ions are accelerated to energies of typically 1-300 keV and implanted
into the near-surface regions of target materials. Implantation depths
are typically of the order of 1 wm, depending on the implantation
energy, and the profiles are reasonably well understood. The compo-
sitions achieved by implantation are not constrained by usual thermo-
dynamic or kinetic limitations. As ions penetrate the solid they create
lattice displacements, and the material is damaged by the implantirg
beam. Further manipulation of the resulting nonequilibrium structure is
theu ofien desirable.

Ion-beam mixing often involves a surface layer ‘ypically a few
hundred angstroms thick, of one material being mixed with a buik
substrate of a second material by means of a penetrating ion beam. The
advantage of this procedure is that higher concentrations of new alloy
phases may be achieved using only a small fraction of the irradiation
fluence normally needed for ion implantation. The effects of sputtering,
cascade mixing, radiation-induced segregation, and radiation-
enhanced diffusion remain important but are as yet imperfectly under-
stood.
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Lithography has been used in the semiconductor industry for many
years. It proceeds by damaging a chemically resistive material using a
photon, electron, or ion beam and then preferentially etching away
either the damaged or undamaged region and the substrate beneath it.
Complex patterns with resolution of about 0.1 um may be inscribed
into semiccnductors for device fabricaiion by these methods.

CALCULATIONS OF DEFECT STRUCTURE

A decade ago no reliable procedures were available by which
accurate calculations of cohesion could be carried out € most solids.
The exceptions to this statement were nighly ionic solids and. to some
degree, simple metals. It is now possible .0 make calculations that
correctly indicate the small differences of relative energy among
alternative bulk crystal structures of metals and covalent compounds.
The energy of a surface and its electronic structure can be calculated
quite well.

A mainstay of defect calculations for two decades has been the
modeling of crystal configurations using energies derived from model
interactions among atoms. A large crystallite with appropriate bound-
ary conditions is used. These methods have played a major role in the
development of fundamental ideas about defect structure in simple
materials. The practice for metallic systems has beer to sum pairwise
potentials, and this has some measure of validity although the model
clearly lacks a rigorous basis. Nevertheless, qualitatively useful studies
even of such complicated defects as impurities bound in mixed-
dumbbell interstitials have been forthcoming. For ionic materials,
elaborate codes have been developed to add appropriate treatments of
core polarizability to the couloinbic and core-core interactions, in
order to simulate the total energy of a configuration more accurately.
By whatever method, the energy as a function of configuration is finally
computed. and the result provides the input for calculations of molec-
ular dynamics and properties of relaxed point defects or surfaces, for
example.

If not highly precise, these methods can nevertheless often repro-
duce systematic trends in data such as F-center excitation energies and
Schottky pair energies with absolute values within 20 percent of those
observed. Long experience. the systematic elimination of errors, and
fine tuning of the codes have made the procedures reliable for ionic
materials such as alkzli halide and alkaline earth fluorides. which have
large excitation energies and hence stable polarizabilities. Advances
over the past decade include reasonabie description of defect volumes



DFECTS AND DIFFUSION 133

(errors formerly led to large discrepancies) and entropies. A good
understanding has been achieved for important model impurity prob-
lems involving dopants, both with and without effective charges, in
halide and fluoride structures. The case of rare-gas impurity properties
in these lattices warrants special mention. Ongoing efforts seek to
broaden applications of this general approach to less-ionic materials
such as oxides. where added effects of covalency must be simulated.

A powerful approach to the properties of metallic and covalent
systems, mentioned in Chapter 1. is provided by methods derived from
the density functional formalism. Normally this involves iteration cf
the one-electron Green's function to obtain a self-consistent electron
density and hence the energy by integration over position. Various
paths to these results employ frozen cores, pseudopotentials, or other
strategies to avoid the atomic core. In applications to total energies of
extended solids these methods have been highly successful: relative
energies, and hence stabilities, of different structures are predicted
with a precision that often is better than 0.1 eV. Note that the problem
of calculating the totai energy of the electron liquid from first principles
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