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I. PRELIMINARY CONSIDERATIONS

1.0 INTRODUCTION

This document, Investigation of Transitional Management

Problems for the NSTS at NASA, is the final report

summarizing the research carried out in 1986 under a one year
contract between the National Space Transportation System
(NSTS) and the Department of Industrial Engineering at the
University of Houston - University Park (UHUP). The main
purpose of this research is to provide analysis and
recommendations to the NSTS on managing the transition from a
research and development (R/D) structure to an operational
structure. This contract represents a continuation of work
originally begun in 1985 and seeks to take a closer 1look at
specific transition management problems utilizihg the

knowledge gained in preparing the 1985 report.
2.0 PERSONNEL

Two professors and two graduate students performed the
research for this grant. The principal investigator was Dr.
John L. Hunsucker, Associate Professor of Industrial
Engineering and Assistant Dean of the College of Engineering
at UHUP. In addition, Dr. Hunsucker also serves as the
Director of the Engineering Management Graduate Program. The

co-principal investigator was Dr. Japhet Law, Assistant



Professor of Industrial Engineering and Director of the
Industrial Engineering Graduate Program at UHUP, Two
industrial engineering graduate students, Mr. Shaukat Brah
and Mr. Randal Sitton, have been 1involved in this project

from its inception.

3.0 DEFINITIONS

0 Operations or Operational Era - At NASA, the term
"operations" is normally used in a somewhat different
sense than 1is wused NASA has considered the shuttle
program to be operational once it completed its four
scheduled test flights. However, when we refer to
operations here, we mean an organizational structure
set up to insure routine, timely performance. 1In the
sense it 1is used here, operations 1is synonymous with
production.

o Research and Development (R/D) - The term R/D includes
research, development, design, testing, and evaluation
(DDTE). It is also synonymous with the term "design”.

0 Strategic Planning - Long-range planhing.

o Tactical Planning - Short term planning.

o Goal - A desired future state, oftentimes stated 1in
philosophical terms.

O Objective - A specific action whose. accomplishment

will help obtain a goal.



POP - Program Operating Plan. A budgeting process

done every six months using a 5-year planning horizon.
OPF - Orbiter Processing Facility. A building at the
Kennedy Space Center (KSC) where the orbiter is made
ready before launching back into space.

VAB - Vehicle Assembly Building. A building at KSC
where the Orbiter is mated with the ET and the SRBs.

ET - External Tank which contains the fuel and the
oxidizer for the liquid fuel orbiter engines.

SRB -~ Solid Rocket Booster.

PAD - Launch pad.

Experience Envelope - The body of knowledge consisting
of the various sﬁuttle component design parameters

such as minimum and maximum temperatures, or maximum
load, etc.

Flight Rate - The number of flights per year.
Workloading - The work load or amount of work required
to complete a job.

Maquiladoras - "Twin plant industry”. A concept

whereby a U.S. Company designs and fabricates a

portion of a product and then ships the unfinished
product to its plant in Mexico where the labor

intensive portion of the process is carried out.

SR/QA - Safety, reliability, and quality assurance.
Hanger Queen - Normally, an aircraft that spends an
inordinate amount of time in the hanger being

repaired. However, NASA uses the term to denote an



Orbiter ihcapable of flight, e.g. the Enterprise.

o NRC - National Research Council.

o Closet Management - Top level management making top
level decisions with little or no input from the lower
echelons, almost as if the decision is made in a
closet.

o FMEA/CIL HA - Failure Modes and Effects Analysis /
Critical Systems List Hazard Analysis.

o SPC =~ Shuttle Processing Contractor. The consolidated
contract at KSC, presently held by Lockheed.

4.0 WORK EFFORT
The work effort for this project consisted of five
parts:

1. A literature search and analysis with particular
emphasis on applications of interest to NSTS, i.e. R/D
to operational transition management.

2, Interviews and analysis of organizations which have
undergone transitions.

3. Based on literature searches and - interviews,

identification of techniques which are applicable to the
transition of NSTS and the presentation of them to

management.



4. Adaptation of the results to the NSTS program.

5. Interaction of the contractor with NASA management to

advise them on transition management.

The results of the first four parts are contained in
this report. The last part involved day-to-day interaction
with various levels of NASA management, the results of which

are interspersed throughout the report.
5.0 STRUCTURE

This report i§ comprised of eight chapters, each of
which can stand alone with the exception of the last chapter
which relies on the previous chapters to support its recom-
mendations and conclusions. Chapter II contains additional
summaries of published literature on the theory and
applications of transition, or change management. Chapter
III includes the results of interviews with additional
industry personnel whose organizations either  have gone
through or are now going through change. The 1issues of
flight rates and the flight decision process are addressed
in Chapter IV. This chapter also discusses the use of a
computer simulation model to analyze the effect of varying
different parameters on the flight rate.

Chapter V delves further into the issue of NASA's



changing demographics and why this may be cause for concern.
The impact of the whole shuttle system structure on the
Challenger accident along with highlights of the éogers

Commission Report are presented in Chapter VI. Chapter VII
deals with the proposed reorganization of the NSTS management
structure and how this transition from R/D to operations can

be brought about. Finally, Chapter VIII summarizes the year's

work and presents the conclusions of the study.

6.0 OVERVIEW

Parts of this report may seem to dwell excessively on
the theoretical. However, in order to fully appreciate the
magnitude'of the task at hand, some understanding of the
theory is importént. An in-depth reading of the complete
report is therefore advised.

The intent of this report is to-stimulate the problem-
solving environment at NASA. The change from an R/D to an
operational era will be most effective if implemented by NASA

itself and not by an outside source.

7.0 ACKNOWLEDGEMENTS

The principal investigator would like +to express his
sincere appreciation for the diligence of the University of
Houston research team, without whose efforts this work would

not have been accomplished. 1In addition, thanks are also due



to the Flight Production Office of the NSTS, which not only
provided the funding for this study, but whose involvement
and support made possible most of the wvaluable ideas

contained in this report.
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CHAPTER II. LITERATURE SEARCH
1.0 INTRODUCTION

The work on a search and review of the literature was
intended to generate a comprehensive information base on the
subject of R/D to Operations Transition Management, which
forms the foundation of our research effort for NASA's NSTS.
Previous work by the authors has identified a void in the
literature specifically addressing transition from R/D to
Operations. 1In order to fill this void, it was necessary to
research two major areas, namely the characterization of R/D
and Operations Management, and the area of Transition
Management in general.

The work on the characterization of R/D and Operations
Management has resulted in a comprehensive comparison of the
two management environments. Thus, our attempts were
directed towards further search of the literature in the area
of Transition Mahagement based on the major topics of
interest identified in our previous work. This includes an
updated computer search of the available material since our
last search effort, and a 'chaining process' through the
references of articles reviewed 1in the previous grant. The
results of this effort are seventy-four article summaries,
which are presented in Section 2 of this chapter, along with
a one to four star rating of the articles based on their

relevance to our work.



It is obvious that most of the articles reviewed this
year are somewhat less current than our previous work due to
the generation of the majority of the articles through the
'chaining process'. They did not reveal any new insight into
transition management or the issue of transition from R/D to
Operations; however, they did reinforce the findings from
last year's research. The areas of strongest c¢oncurrence
dealt with the issues of corporate culture and employee
resistance to change.

Corporate culture was cited as a powerful force to
contend with during a transition. Also, it is one that is
difficult, time-consuming, and expensive to change. Several
consulting firms have methods for attempting cultural change,
but they are exceptionally expensive, slow, and have low
success rates.  Concerning change resistance, several

noted. One of these 1is the

repeating themes have been
nécéssity for employee participation in the change effort.
Another is the consideration of corporate culture during the
planniné and implementation phases of the transition effort.
Also, two-way communication before, during, and after the
change effort has taken place is vitally necessary.

Resistance to change was another prominent topic of
discussion. The various types of resistance that may be
experienced during the transition process can be placed in
three categories, based on who makes the change, what kind of
change is involved, and how the <change 1is conducted.

Similarly, the persistence or institutionalization of



change was discussed. It was found by several authors to be
related to the type of organizational reward systems,
unanticipated consequences of change, discrepancies between
the actual and anticipated future states, upper management
commitment for the program, group forces, and the nature of
the external environment.

Also, they did offer numerous axioms and other "rules-
of-thumb" for change agents and Organizational Development
(OD) practitioners. Other noteworthy subjects examined 1in
this set of papers were the use of change agents, the Lewin
three-phase model of transition (unfreeze, change, freeze),
the presence.of a catalyst to initiate the transition
process, and the systems approach to organizational analysis
and problem diagnosis.

Several notable transition management programs were
presented and discussed. It was found that these programs
are mainly concerned with the aspects of planning, use of
power, types of interpersonal relationships, and rate of
change. Moreover, they may be focused eitﬁer at individﬁals,
groups of individuals, or organizational structural variables
such as division of labor or reward systems. The change
programs most often discussed in this set of articles were OD
and Action Research (AR). Some of the OD methods discussed
included Confrontation, Team Building, Laboratory Training,
Encounter Groups, Behavior Modification, and Transactional
Analysis. Action Research was described as a change

technique in which the scholarly researchers that are



studying an organization actively take part in the transition
process by enhancing the organization's own capacity for
problem diagnosis and correction. AR 1involves preliminary
diagnosis, data collection, presentation of collected data to
the organization, data analysis by the organization, action
planning, and action.

Finally, in order to adequately summarize the results of
this literature search, a cross-correlation matrix that shows
relevant transition management concepts and the articles that

support them is presented.



2.0

SUMMARIES OF THE LITERATURE

PAPER USEFULNESS LEGEND:

*

* %

* &%
* % k%

[ 1]

[ 2]

NO DIRECT RELEVANCE

SEEMS TO HAVE SOME RELEVANCE

SEEMS TO HAVE A MODERATE AMOUNT OF RELEVANCE
SEEMS TO HAVE QUITE A BIT OF RELEVANCE

(**) Ackoff, R. L., Redesigning the Future (New York:
Wiley, 1974).

Ackoff acknowledges the importance of employee
participation in the organizational transition process.
Thus, he proposes a "circular” organizational structure
that gives workers at every level in an organization the
ability to participate in decisions that will directly
affect them. A typical organizational structure is
given in Figure 2.1, and an example of a circular
structure is given in Figure 2,2. 1In this structure, a
board is placed at each level in the organization, which
establishes policies and monitors performance of the
managers reporting to it. Each manager operating in the
circular organization 1is a member of the board to which
he reports, the board to which his superior reports, and
the chairman of the boards to which each of his
immediate subordinates reports. Thus, the author claims
that he makes every unit of the system - except the
lowest element - participate in the management of both
the larger system of which it 1is part and the smaller
systems that are part of it.

(**) Alderfer, C. P., "Change Processes in
Organizations," in M. D. Dunnette (Ed.) Handbook of
Industrial and Organizational Psychology (Chicago: Rand

McNally, 1976).

The author presents the following axioms for change
agents to follow when attempting organizational change:
(1) In deciding where to start and with whom to work, a

consultant should keep in mind the tendency for both
the openness and closedness of boundaries between
groups to be self-sustaining.

(2) An optimal structure for changing organizations
consists of establishing a team (or series of teams)
including insiders and outsiders. ,

(3) The team needs to have optimally open boundaries and
relationships of mutuality among team members and
between the team and the system.

(4) Permanent change in systems (or subsystems) is most
likely to be achieved and sustained if programmed
through a series of cycles 1including diagnosis,
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4]

action, and evaluation which are carried out by both
insiders and outsiders.

(5) Since knowledge depends on having access to
information and closed systems restrict the flow of
information, change agents can increase the
probability of a successful change program if they
move the system toward having more optimally open
boundaries with mutual relationships.

(**) Armenakis, A. A., H. S. Feild, and W. H. Holley,
"Guidelines for Overcoming Empirically Identified
Evaluation Problems of Organizational Development Change
Agents, " Human Relations, Vol. 29 (1976), 1147-1161.

One of the phases in an OD transition program is
the evaluation phase., This phase is important, because
data from the evaluation serve as feedback to the
organization, as well as a basis for justification of
the time and effort expended in the effort. However,
the process of evaluation is hindered due to three basic
categories of problems: (1) Methodological, (2)
Administrative, and (3) Miscellaneous. Methodological
problems include the selection and quantitative
measurement of "soft" criteria, controlling for
extraneous influences, overcoming criterion
deficiencies, and dealing with time lags between
transition efforts and results. Administrative problems
primarily deal with the difficulty in devoting time and
financial resources to evaluation of OD efforts.
Miscellaneous problems include communicating to managers
what OD can and cannot do, and managing conflict between

adequate research design and client assistance. These
problems are outlined in Table 2.1. In order to
overcome these problems, the authors cite various

studies and papers that have addressed these issues and
present possible courses of action.

(**) Armenakis, A. A., and R. W. Zmud, "Interpreting the
Measurement of Change in Organizational Research,”
Personnel Psychology, Vol. 32 (1979), 709-724.

The detection and measurement of Beta changes
(changes due to a recalibration of the measurement scale
over time by the subjects) is empirically demonstrated
in this article through an experiment conducted with
members of a U. S. Army training brigade,. The vehicle

. used in accessing organizational change is the Survey of

Organizations Questionnaire, and the experiment was
administered at two points in time with no intervention
in between. Present ("how it 1is now") and ideal ("how
I'd like it to be") perceptions of various
organizational dimensions were used to establish two

‘scales of measurement. actor analysis was used to

consolidate the twenty one perceptions into two
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distinguishable factors for each measurement scale.
After elimination the possibility of the presence of
Gamma changes (change of subjects' perception of the
criterion being measured) through the use of congruence
coefficient tests on the distinguishable factors,
comparisons of the scores in the two scales over time
were made to establish the presence of Beta change. It
was observed that while the difference between ideal
versus present scores remained unchanged over time, the

actual scores themselves were found to have
significantly changed. Further analysis into the
sources of internal validity such as testing,

maturation, etc. was also presented.

(****) Beer, M., and J. W. Driscoll, "Strategies for
Change,"” in J. R. Hackman and J. L., Suttle (Eds.)
Improving Life at Work (Santa Monica, CA: Goodyear
Publishing Co., Inc., 1977).

. Five conditions required for successful change were
outlined: (1) People in the organization must feel
pressure in order to <change, (2) Participation and
involvement of people in reexamining problems and
practices are needed to build commitment to change, and
to assure that behaviors and attitudes once changed
remain changed without surveillance and control, (3) New
ideas, models, and concepts must be brought in from the
outside to help people in the organization find new
approaches that will improve the quality of work life,
(4) To ensure successful transition and prevent massive
failures that can slow the momentum of change, early
innovations leading to improvements should be limited in
scope, and (5) A skilled 1leader or consultant is often
needed to bring in new ideas, catalyze the process of
reexamination, and support individuals in the process of
improving the quality of work 1life. Also, several
considerations for the selection of a proper
organization transition strategy were given., These
considerations include the amount of power shared
between management and subordinates, the appropriate
definition of a change-target boundary, the amount of
centralization in transition planning and strategy
formulation, and the rate of organizational change.

(***) Bennis, W. G., Changing Organizations: Essays on
the Development and Evolution of Human Organizations

(New York: McGraw-Hill, 1966),.

The author identified seven types of change
programs: exposition and propagation (use of knowledge
to change people and organization); elite-corps (putting
the right people in the right places); staff (use of
staff personnel to act as an intelligence-gathering
agency); scholarly consultations (use of scholarly and
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academic procedures such as research and investigation
to develop change strategies); circulation of ideas to
the elite (getting change ideas to the people 1in power
or to those who influence people in power);
developmental research (taking theoretical transition
theories and developing implementation strategies); and
action research (the use of change agents to research
and solve client problems, except that the roles of the
change agent and the client may change and reverse). 1In
those programs that utilize change agents, a six phase
strategy was specified:

Phase 1: Away from the client's plant 1location,
personnel are exposed to behavioral science
theory and participate in encounter-type
sessions.

Phase 2: Team training is conducted off-site.

Phase 3: Meetings stressing the achievement of better
integration between functional groups takes
place.

Phase 4: Groups of ten to twelve managers get together
and set goals for the total organization.
Afterwards, mechanisms for achieving the goals
are planned.

Phase 5: The change agent attempts to help the
organization realize the goals established in
Phase 4.

Phase 6: Stabilization of the changes brought about
during the prior phases,

(****) Bennis, W. G., "A Typology of Change Processes,"
in W. G. Bennis, K. D. Benne, and R. Chin, The Planning
of Change (New York: Holt, Rinehart, and Winston, Inc.,
1961).

Based upon the persons formulating transition goals
and the distribution of power among the members of the
organization, eight types of organizational change are
presented in this article. These types, presented in
Table 2.2, are: (1) Planned change, (2) Interactional
change, (3) Technocratic change, (4) "Natural" change,
(5) Indoctrinational change, ({6) Socialization change,
(7) Coercive change, and (8) Emulative change. Planned
change involves deliberate mutual goal setting by one or
both parties, and an equal power ratio. Indoctrination
incorporates mutual goal setting, but has an imbalanced
power ratio. Coercive change consists of one-sided
deliberate goal setting, and an imbalance 1in power.
Technocratic change relies solely on collecting,
interpreting, and disseminating data. Interactional
change is a non-deliberate (possibly unconscious) change
characterized by mutual goal setting and equal power
distribution. Socialized change is non-deliberate,
involving mutual goal setting and an imbalance in power.
Emulative change is non-deliberate change brought about
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through a form of identification with and emulation of
the "power figures" by the subordinates. WNatural change
is change with no deliberateness or goal setting on the
part of those involved; in other words, this 1is a
"catch-all" category for change occurring inadvertently
or by a "quirk of fate".

(***) Cartwright, D., "Achieving Change in People: Some
Applications of Group Dynamics Theory," Human Relations,
Vol. 4, No. 4 (1951), 381-392,

This article describes the wuse of the forces
operating in groups, or group dynamics, to achieve
organizational change. For example, it 1is shown that
when a group as a whole made a decision to have its
members change their behavior, this was two to ten times
as effective in producing actual change as was a lecture
urging members to change. From the application of group
dynamics to organizational change, eight principles have
been identified by the authors. These are:

(1) Group members who are to be changed and those who
are to exert influence for change must have a strong
sense of belonging to the same group.

(2) The more attractive the group is to its members, the
greater is the influence that the group can exert on
its members.

(3) In attempts to change attitudes, values, or
behavior, the more relevant they are to the basis of
attraction to the group, the greater will be the
influence that the group can exert upon the members.

(4) The greater the prestige of a group member in the
eyes of the other members, the greater the influence
he can exert.

(5) Efforts to change individual or subparts of a group
which, if successful, would have the result of
making them deviate from the norms of the group will
encounter strong resistance.

(6) Strong pressure for changes 1in the group can be
established by creating a shared perception by
members of the need for change, thus making the
source of pressure for change lie within the group.

(7) Information relating to the need for change, plans
for change, and consequences of change must be
shared by all relevant people in the group.

(8) Change in one part of a group produces strain in
other related parts which can be ~ reduced only by
eliminating the change or by bringing about
readjustments in the related parts.

(*) Clark, P., Action Research and Organizational Change
(London: Harper & Row Ltd., 1970).

The use of Action Research (AR) as a method of
transition management was examined. The author cites



(10]

that AR aims to contribute both to the practical
concerns of people in a problematic situation and to the

- goals of social science by joint collaboration within a

mutually acceptable ethical framework. It is a type of
applied social research differing from other varieties
in the immediacy of the researcher's involvement in the
action process. Thus, Action Research must possess an
aspect of direct involvement in organizational change,
and must simultaneously provide an increase in scholarly
knowledge. The book outlines strategies, tactics, and
qualifications for action researchers, as well as
providing case studies for analysis.

(*) Clark, P., and J. Ford, "Methodological and
Theoretical Problems in the Investigation of Planned

Organizational Change," Sociological Review, Vol. 18,

In this article, the authors raised the issue of
questionable methodological and theoretical standings of
current research in the area of planned organizational
change (POC). After establishing the need for
sociological research 1in the area of POC, they outlined
various major models, and elaborated on the weakness of
these frameworks. These included the post facto nature
of the studies, thus <c¢reating a tendency for the
research to be dependent on data collected in the POC
process. The absence of failures reported also raised
the question of how representative these studies were of
the population of POC. Another major concern was the

~issue of what 1is included and excluded from these

" studies. In particular, the 1lack of mentioning of

[11]

antecedents to POC, resolution of conflicts and
resistance, and the analytical frameworks used was
noted.

The authors proposed an alternative approach to the
study of POC, emphasizing on a tandem relationship
between the researcher and the consultants assigned to
the POC. They also described some concurrent research
they were conducting into POC, and the experience with
the simplification of their approach.

(***) Coch, L., and J. R. P. French, "Overcoming
Resistance to Change," Human Relations, Vol. 1 (1948),
512-532,

This paper describes an experiment to study the use
of group methods to overcome the resistance to change in
the work environment. " Starting with general
observations of past data with respect to changed
groups, a preliminary theory was devised to account for
the resistance. It was believed that resistance to
change is a motivational problem, and that there are two
forces involved in the change process, There 1is a
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driving force toward the achievement of production goals
which increases as one gets closer to the goal, and a
restraining force which 1increases with the level of
production. The conflict of these two forces produces
frustration, which then results 1in high turn-over and
absenteeism. The amount of 'we-feeling' was also
thought to be an important factor in the resistance to
change, that strong psychological subgroups with
negative attitudes display strong resistance, whereas
those with positive attitudes are the best learners in a
changed environment.

The experiment was set up with different groups of
workers, all of which have similar profiles in their
work efficiency rating, amount of 'we-feeling' within
the group, and were assigned to new tasks with similar
degrees of change. One group was set up so that worker
representation was involved in the design of the change,
while two other groups have total worker participation
in the design of the change program. A control group
was included with no worker participation at all. The
result from the experiment indicated that the three
groups with worker participation were able to recover to
the former work efficiency in a short time, and actually
proceeded to exceed previous performance levels. The
control group have no improvement in their work
efficiency, and displayed marked aggression against
management and high turn-over in the work force.

Based on the data, it was concluded that the rate
of recovery is proportional to the amount of
participation, which in turn provided higher morale in
the work force during the change process. The wuse of
group techniques 1in the design of the change process
improved the communication for the need of change and
increased participation 1in planning the change. A
second experiment was conducted with the control group
going through the participative change process,
resulting in improvement in the work efficiency as in
the first three groups in the first experiment.

(**) Conlon, E. J., "Feedback About Personal and
Organizational Outcomes and its Effect on Persistence of
Plannned Behavioral Changes,"” Academy of Management
Journal, Vol. 23 (1980), 267-286.

This article addresses the issue of the endurance
of change 1in an organization. Once the decision to
change is made, events may occur that cause an
individual to reevaluate the newly adopted behavior (see
Figure 2.3). Some types of feedback that 1initiate the
reevaluation process include contradictions, unexpected
outcomes, and new alternatives. Based upon a study done
by the author, three things may be stated concerning
feedback and the persistence of change:

(1) Confirming and disconfirming feedback about the
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expected outcomes of a behavior affects the decision
to persist only when the outcomes are valued.

(2) It is the content of feedback, and not its presence,
that affects behavior and beliefs.

(3) Feedback has an impact on the strength of beliefs to
which it 1is targeted and, when no other feedback is
available, may transfer beliefs about outcomes that
are indirectly related to the instrumental feedback.

(**) "Corporate Culture: The Hard-to-Change Values That
Spell Success or Failure," Business Week, 27 October
1980, 148-160.

Due to the pervasiveness of corporate culture,
cultural change is one of the most difficult tasks that
management can undertake. One of the major problems
of cultural change 1is the relative immutability of
culture, along with the fact that that few executives
consciously recognize what their company's culture is
and how it manifests itself, If cultural change is
required, the company needs to examine 1its existing
culture in depth and to acknowledge the reasons for
revolutionary change. The change should be marked by a
changed structure, new role models, new 1incentive
systems, and new rewards and punishments. Some
successful cultural change methods and strategies
include the preparation of the organization's current
and desired mission, goals and targets, the use of
emp loyee partlclpatlon, and increased organizational
communicatlon. ' :

(*) Cronbach, L., and L. Furby, "How Should We Measure
Change - Or Should We?," Psychological Bulletin, Vol.
74 (1970), 68-80. '

This paper argues that "raw change" or "raw gain"
scores, formed by subtracting pretest scores form
posttest scores, lead to fallacious conclusions
concerning the amount of change made. This is primarily
because such scores are systematically related to any
random error of measurement. Thus, gain scores are
rarely useful, no matter how they may be adjusted or
refined. Due to this conclusion, the authors present
superior ways of estimating true change and true
residual change scores. Also, it develops new and
better estimators for measures of change.

(***) Dalton, G. W., "Influence and Organizational
Change," in J. B. Ritchie and P. Thompson (Eds-.)
Organization and People: Readings, Cases, and Exercises
in Organizational Behavior (St. Paul: West Publishing
Co., 1976).

OD change agents will act more as an adviser and
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facilitator of change rather than a change initiator.
In order to give structure to the transition process, a
four-step sequential model for induced organizational
change 1s presented. 1In this model (see Table 2.3), the
four steps are: (1) Tension occurs in the system, (2)
Intervention of a prestigious influencing agent, (3)
Individuals attempt to implement the proposed changes,
and (4) New behaviors and attitudes are formed,
accompanied by decreasing dependence on the influencing
agent. This four-step model can be mapped into the
familiar Lewin three-step model (Unfreeze, Change,
Refreeze) model as shown in Table 2.4. Furthermore, the
authors have found four conditions which must occur
during the transition process in order for successful
transition to occur. First, the organization must move
away from generalized goals toward specific objectives.
Second, social ties built around previous behavior
patterns must be abandoned for new relationships which
support the intended changes 1in behavior and attitudes.
Third, self-doubt and a lowered sense of self-esteem
must be replaced with a heightened sense of self-esteem.
Fourth, an external motive for change must be changed to
an internal motive for change. These concepts are
presented in Table 2.5.

(***) Davey, N., The External Consultant's Role in
Organizational Change (East Lansing, MI: Michigan State
University Press, 1971).

Based on the author's research into the external
consultant’s role in organizational change, a framework
for the development of an organization - consultant
relationship which will result in a high level of
effectiveness was developed. Some of the identified
arrangements that should be observed in order to make
consultant assistance more effective were:

( 1) In considering consultant help, an organization
should allow that some changes may be necessary and
should reflect this by 1its identification and
engagement of a consultant.

( 2) An organization should regard a consultant as an
expert resource, and a collaborating equal, and
ensure his participation in the consideration of
any changes which should be made in the assignment
during its progress.

( 3) An organization should not closely direct a
consultant’'s work, nor unreasonably constrain him
by restricting personal contacts or access to

: organizational information.

( 4) A consultant should work closely and directly with
members of the client organization and provide for
their participation 1in the consulting assignment
either by assignment to specific working roles,
discussion of findings, or an opportunity to
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initiate proposals.

{ 5) An organization should establish a specific point
of contact and liaison for a consultant - either
the assignment sponsor or other organization member
- who can initiate other organization contacts and
through whom the consultant can report.

(**) Davis, Shel, "Thoughts on Planned Change and Change
Diffusion", Journal of Applied Behavioral Science, Vol.

12 (1976), 230-238.

The author of this paper discussed his opinion on
various concepts in change projects :

a. Change projects should not be sheltered; extension
both upwards and downwards within the organization
should be practiced. Projects that are 'walled-off’
get started easier, but one should have long term
outlook for the results on change projects.

b. Change projects can get started through productivity
issues, through suggestions of the line managers, or
through people 1in the personnel function who's
familiar with powerful, proven techniques in
changing the pay structure, training methods etc.

¢. Involve enough units in the organization with
credible managers ('golden boys'’, with delegated
authority), and in a fairly short time (one to two
years) to get big payoff in the effort that Iis
visible in the organization. Selection of these
'golden boys' are intuitive and involves trial-and-
error. Limited resources in most change projects
necessitates careful selection of the target units.

d. Need good, strong inside people with continuity and
understanding of the culture. Together with outside
consultants, develop and update the 'white paper’
(what are we up to, and how are we going to proceed
in the change project).

e, Inertia provides resistance to change. Easier to

implement plans in new units.

(***) Ernest, R. C., "Corporate Cultures and Effective
Planning,” Personnel Administrator, March 1985, 49-60.

The author states that effective business planning
requires an understanding of not only the external
competitive environment, but also the internal corporate
culture (see Figure 2.4). Based on the author’s
research, five orientations were found to be critical in
defining a company'’s culture: (1) Marketing orientation,
(2) employee orientation, (3) Problem-solving
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orientation, (4) Innovation orientation, and (5) Service
/ quality orientation. The interrelationships of these
five orientations may be summarized by wusing an
"organizational culture grid" (see Figure 2.5). The two
dimensions on the grid that define culture are "action"

and "people". The amount of corporate "action" may be
classified as being "reactive" or "proactive”, while the
amount of "people” orientation may be from

"participative" to "nonparticipative". Based on the
action and people dimensions, four culture types may be
identified: (1) Interactive, (2) Integrated, (3)
Systematized, and (4) Entrepreneurial. The Cultural
Grid is wuseful for strategic planning, organizational
development, human resource planning, employee
selection, orientation and training, compensation, and
performace appraisal and promotion systems.

(***) Fierman, J., "The Corporate Culture Vultures,"

Fortune, October 17, 1983, 66-72.

Due to the influence of corporate culture, it has
been suggested that corporate strategy alone, no matter
how well formulated, cannot produce winning results. A
number of consulting firms have devised methods to
attempt cultural change.” The Management Analysis Center
(MAC) has developed the CEO's Change Agenda . for
instituting cultural change. The first three steps
focus on planning. Next, the chief executive 1is to
forge a vision of the new strategy and the shared values
needed to make it work, then communicate this to
employees via speeches, memos, and more informal
contacts. Monitoring of the progress of this strategy
is an on-going process. The last three MAC items
specify methods of creating change. One of these is for
the leader to wuse the budgeting process and internal
public relations as levers for change.

Other consultants treat culture 1less globally,
using questionnaires to measure organizational climate,
and then use = conventional tools such as feedback
sessions and team-building techniques to initiate

change. Also, hiring, promoting, and terminating
systems can effectively be wused to build culture and
"weed out" incompatibles. However, consultants also

state that cultural change is slow and costs too much,
and is justifiable only under five conditions: (1) The
company has strong values that don't fit a changing
environment, (2) The 1industry is very competitive and
moves with 1lightning speed, (3) The company is mediocre
or worse, (4) The company 1is about to join the ranks of
the very largest companies, or (5) The company 1is small
but growing rapidly.

(***) Franklin, J. L., "Characteristics of Successful
and Unsuccessful Organization Development,” Journal of
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Applied Behavioral Science, Vol. 12, No. 4 (1976), 471~
492, -

It is often important to 1identify OD approaches
which are effective across a spectrum of change
situations. This paper, however, addresses the dual to
the above problem; namely the identification of
characteristics of the organization which are correlated
to the success of the change effort regardless of the OD
technique used. Twenty five organizations were studied.
Questionnaires were conducted both at the beginning and

the end of the change effort, which then provides an
input in classifying the change effort into 'successful’
and 'unsuccessful' categories. Continuous monitoring of
the change effort through interviews with key personnel
and review of meetings and reports.

Eight major categories of characteristics were
investigated, namely: organization's environment,
characteristics of the organization, 1initial contact
between the OD team and the members of the organization,
formal entry procedures and commitment, data gathering
activities, internal change  agent characteristics,
external agent characteristics, and exit procedures.
Statistical tests were applied, and revealed that
organization's environment, organization's
characteristics, entry and commitment, and internal
change agent were significant factors in relation to the
success of the OD effort. In particular, successful
change efforts were related to organizations that are
open and involved 1in adjusting to the <change, with
specific and great commitment to the OD efforts. It is
interesting to note also that careful selection of
internal change agents who possesses assessment-
prescriptive skills and has little related experience in
change efforts correlates with successful changes in the
organizations. Details of the differentiation ability
of the eight categories, together with the individual
dimensions within each category are provided in Table
2.6. Implications and limitations of these results are
also discussed in the paper.

(**) French, Wendell L., and Cecil H. Bell, Jr.,
Organization Development (Second Edition) (Englewood
Cliffs, New Jersey: Prentice Hall, 1978). :

This book describes OD as a long-range effort to
improve an organization's problem-solving and renewal
processes, particularly through a more effective and
collaborative management of organization culture - with
special emphasis on the culture of formal work teams -
with the assistance of a change agent, or catalyst, and
the use of the theory and technology of applied
behavioral science, including action research (AR).
Action research consists of (1) a preliminary diagnosis,
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(2) data gathering from the client group, (3) data
feedback to the client group, (4) data exploration by
the client group, (5) action planning, and (6) action.
The use of action research as a change strategy differs
from most other strategies in that the AR consultant
does not present formal conclusions and recommendations
to the <c¢lient organization; rather, the AR consultant
gathers data and assists in the way the client solves
problems.

(**) Golembiewski, R, T., K. Billingsley, and S.
Yeager, "Measuring Change and Persistence in Human
Affairs: Types of Change Generated by OD Designs",
Journal of Applied Behavioral Science, Vol. 12 (1976),
133-157.

A discussion of the three types of change generated
by OD designs are provided, namely Alpha, Beta, and

"Gamma changes. Alpha change pertains to a variation in

the level of some state within a relatively constant
measurement interval. Beta change involves a change due
to recalibration of the 1intervals used to measure the
state of interest within the conceptual domain. Gamma
change relates to a major shift in conceptualization of
the dimensions of reality, or a redefinition of the
relevant dimensions being measured. Brief discussions
are presented where similar distinction of changes
exists in the field of psychological counseling and
other sciences.

The authors then elaborated on factorial analysis
based methods to demonstrate the existence (or the
strong indication of existence) of Gamma changes in an
OD structural intervention experiment by Golembiewski,
Hilles, and Kagno (1973). Through the use of
congruential tests of the factorial structures, the
authors concluded that Alpha and Beta changes were
inadequate to explain the magnitude of changes present
in the data. They further stated that the existence of
Gamma changes is difficult to establish. However, the
statistical procedures given do provide a reasonable
approach to suggest its existence, and that it is very
important that attention be devoted to the three
different types of changes when dealing with
experimental design in behavioral research.

(**) Golembiewski, R. T., and A. Blumberg, "The
Laboratory Approach to Organizational Change:

Confrontation Design," Journal of the Academy of
Management, Vol. 11 (1968), 199-210.

The authors propose that confrontation between
groups may be used as a method of organizational change.
There are several prerequisites for the use of
confrontation design as a transition method. First,
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there must be participants that are hierarchically
and/or funcitonally involved in some common flow of

work. Second, confrontations involve two or more
organizational entities whose members have real and
unresolved issues with one another. Third,

confrontation designs involve the mutual development of
images as a basis for attempting to highlight unresolved
lssues. These 1images are usually three-dimensional in
nature, along the lines of: (1) How do we see ourselves
in relation to the Relevant Other?, (2) How does the
Relevant Other see wus?, and (3) How do we see the
Relevant Other?. Fourth, confrontation designs must
provide for the sharing of 3-D images created by the
groups in confrontation. Fifth, confrontation designs
assume that significant organizational problems often
are caused by blockages in communication. Sixth,
confrontations should be short-cycle affairs. Seventh,
confrontation designs typically are seen as springboards
for organizational action. The authors note that
confrontation design seems widely applicable, but some
potential host organizations are not culturally prepared
for it.

(*) Golembiewski, R., and S. Carrigan, "The Persistence
of Laboratory Induced Changes in Organization Styles,"
Administrative Science Quarterly, Vol. 15 (September,
1970), 330-340.

The authors reported the results of a follow-up
study to an earlier experiment, in which a 1learning
design based on a laboratory approach induced changes in
interpersonal and intergroup styles in a small sales
organization. 1In this work, two more observations were
obtained subsequent to the earlier experiment using the
Likert profile of organizational characteristics to
gauge the changes. The major finding was that the
laboratory-induced changes in interpersonal and
intergroup styles had a sustaining effect over the
eighteen month time frame.

(**) Goodman, P. S., M. Bazerman, and E. Colon,
"Institutionalization of Planned Organizational Change,"
in B. M. Shaw and L. L. Cummings (Eds.) Research in
Organizational Behavior (Vol. 2) (Greenwich, Conn: JAI
Press, 1980).

This article outlines the factors that contribute
to the institutionalization or persistence of
organizational change. Some of these factors include
the type and nature of the organization's reward
allocation system, unanticipated consequences of change,
discrepancies between the actual and anticipated future
states, amount of sponsorship of the change program by
upper management, group forces, commitment, publicity of
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the change program, internal 1intergroup dependencies,
and the nature of the organization's external
environment.

(**) Greenwald, R., "Companies Need to Establish Climate
That Fosters Innovation," Industrial Engineering, April
1985.

The author notes that there are three major
barriers to innovation: (1) Too 1little or too much
structure, (2) An organizational culture that
discourages innovation, and (3) Lack of employee
responsibility for implementation of their ideas.
Today, it is recognized that innovation is not a luxury,
but a life-or-death issue for business. Innovation can
flourish in an organization that has enough structure to
impose order on chaos, but not so much that creativity
is stifled. Also, while structure allows a company to
function smoothly, a bureaucratic organization resists
change and 1is slow to accept new ideas due to the large
amount of inertia that exists in such organizations.
Furthermore, ideas may never be developed if inter-
departmental rivalry is very intense, since departmental
interests will be pursued at the expense of the company
as a whole.

(**) Greiner, L. E., "Patterns of Organizational
Change," Harvard Business Review, Vol. 45 (May/June
1967), 119-130. :

This article discusses various means to initiate
transition. The concepts the author introduces are
grouped into three categories: (1) Unilateral action,

(2) Power Sharing, and (3) Delegated Authority.
Transition methods involving wunilateral action include
change by decree, employee replacement, or

organizational restructuring. Power sharing techniques
include group decision making and group problem solving.
Authority delegation methods include case discussion and
T-group sessions. T-group sessions, usually used by top
management, attempt to increase an individual's self-
awareness and sensitivity to group social processes. It
was found that most successful transitions occurred when
there was strong internal and external pressure toward
change. Also, use of shared power technigques or a
redistribution of power within the organization
contributed to successful transition. Less successful
transitions were noted by 1inconsistency in the change
steps and the use of unilateral or delegated authority
concepts. From the case studies, the author developed a
transition model composed of the following six phases:
(1) Pressure and Arousal, (2) Intervention and
Reorientation, (3) Diagnosis and Recognition, (4)
Invention and Commitment, (5) Experimentation and
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Search, and (6) Reinforcement and Acceptance. This
model is presented in Figure 2.6.

(**) Greiner, L. E., and L. B. Barnes, "Organization
Change and Development,”" in G. W. Dalton et. al. (Eds.)

Organizational Change & Development (Homewood, 1Ill.:
Irwin Dorsey, 1970).

The authors propose that all change programs have
four elements in common : planning (ranging from
structured to unstructured), use of power (ranging from

unilateral to delegated authority), type of
interpersonal relationships (from impersonal to
personal), and tempo (from revolutionary to
evolutionary). Also, a four-phase model for

organizational change was proposed. Phase 1 consists of
diagnosing organizational problems, Phase 2 involves
planning for change, Phase 3 entails the execution of
the change plan, and Phase 4 1is a analysis of the
outcome of the change program.

(*) Hummon, Norman P., Patrick Doreian, and Klaus
Teuter, "A Structural Control Model of Organizational
Change," American Sociological Review, Vol. 40 (1975),
813-824.

A structural control model relating the size and
structure (levels of differentiation) of an organization
is proposed. The variables 1involved were: (1) The
number of employees primarily performing output tasks of
the organization, (2) The number of divisions
functionally differentiating the work force, (3) The
number of supervisory employees, and (4) The mean number
of hierarchical 1levels over all divisions. A system of
linear equations was formulated to show the structure of
the control variables. This was further developed into
a system of linear differential equations when the
change of state variables over time was considered.

The system was applied to data reported in the
literature and found to be interpretable with
empirically observed relationships, which provides an
alternate view of the organizational change process.

(****) Huse, E., Organization Development and Change
(St. Paul, MN: West, 1975).

This book discusses the use of Organizational
Development (OD) techniques for change. Some of the

methods discussed include Action Research,
Confrontation, Management By Objectives, Team Building,
Laboratory Training, Encounter Groups, Behavior

Modification, Transactional Analysis, and Human Resource
Accounting. It also closely examines the types,
qualities, and roles of an organizational development
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practitioner (i.e., change agent). Selected readings
and case studies concerning the role of OD 1in
organizational change are also included.

(**) Jones, G., Planned Organizational Change (New York:
Praeger, 1969).

This book notes the importance of change agents and
their strategies in the transition process. They serve
to identify and clarify the goals of change for the
client system, develop useful strategies and tactics to
help client systems solve their own problems, and
establish and maintain appropriate working relationships
between the parties engaged in the change. Three types
of change agents were discussed: (1) regular change
agents, who can be a person, group, or an organization,
that are employed by the <client system to assist in
achieving improved organizational performance; (2)
change catalysts, who may or may not be professional
agents, that influences the speed of transition but does
not actively participate or undergo change during the
transition process; and (3) pacemakers, who are action-
oriented and are involved 1in aspects of stimulation,
control, coordination and regulation of organizational
behavior (they do not bring about change, but simply
guarantees the maintenance of change).

(**) Jones, G., "Strategies and Tactics of Planned

Organizational Change," Human Organization, Vol. 23
(1965), 192-200.

Six major elements were identified in the change
process: (1) Change Agents, (2) Client system, (3)
Goals, (4) Strategies and tactics, (5) Structuring of
change, (6) Evaluation. This article primarily focuses
on the strategies and tactics of organizational change.
Strategy refers to the planning and directing of
operations, while tactic relates to the maneuvering of
forces into position(s) of advantage. Three classes of
strategy were discussed: (1) Coercive strategies, (2)
Normative strategies, and (3) Utilitarian strategies.
Coercive strategies are characterized by non-mutual
goal-setting and an imbalanced power relationship.
Normative strategies place emphasis on the wuse of
normative power as a major source of control. The
techniques of control are wusually the manipulation of
symbolic rewards and symbols, employment of leaders, and
administration of rituals. Utilitarian strategies are
characterized by control over material resources and
rewards through the allocation of increased
contribution, benefits, and services.

Three useful tactics of organizational change are:
(1) The use of Action Research (research personnel
actively becoming involved as a manipulator in the
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change process), (2) Organizational structure
modification, and (3) Marginality (the use of
facilitators that share the same value systems of both
the new and old states).

(**) Kanter, Rosabeth Moss, The Change Masters:
Innovation for Productivity 1in the American Corporation
(New York: Simon and Schuster, 1983)

This book deals with the topic of increasing
employee innovation and initiative through
organizational change. Kanter argues that American

management has been reluctant to abandon the managerial
methods that were successful in the 1950's and 1960's.
Thus, many of the organizations that continue to use
these outdated methods are currently experiencing low
productivity, decreased profits, or overwhelming losses.
However, Kanter notes that companies with "progressive"
human resource practices, such as IBM, General Electric,
and Xerox, have significantly higher long—-term
profitability and financial growth than companies which
do not effectively wutilize human resource management
techniques to adapt to environmental changes. From this
observation, the concept of "Change Masters" was
developed. Kanter defined Change Masters as being
"people and organizations that are adept at the art of
anticipating the need for, and of 1leading, productive
change”™. In order to more precisely define what
practices either stimulate or 1inhibit innovation and
initiative, she closely examined ten companies; some of
these included Hewlett-Packard, Wang Laboratories,
Polaroid, General Electric, and General Motors. Based
on her observations of these companies, she asserts that
an American corporate Renaissance 1is needed which would
restore American industry to its former place of
leadership and innovation.

(**) RKatz, D., and R. L. Kahn, "Organizational Change",
in The Social Psychology of Organizations (New York:
John Wiley & Sons, Inc., 1980), 390-451.

Transition programs may be . focused either at
individuals, groups of 1individuals, or organizational

structural variables. Individual-oriented programs,
such as information dissemination, training, counseling,
psychotherapy, employee selection and placement,

termination (firing), and behavior modification, have a
history of failure due to a disregard on the part of the
change agent of the systemic properties of organizations
and from the confusion of individual <changes with
modification in organizational variables. Group
approaches to organizational change include sensitivity
training, T-groups, surveys, and feedback processes.
However, it was noted that the direct manipulation of
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organizational structural variables, such as the
authority structure, reward structure, and the division
of labor, 1is a more powerful approach to producing
enduring systemic change.

(*) Kimberly, J. R., and W. R. Nielson, "Organizational
Development and Change in Organizational Performance,"
Administrative Science Quarterly, Vol. 20 (June 1975},
191-206.

This study examined the impact of an OD effort on
organizational performance using a model of causal
linkages in planned change (see Figure 2.7) which
appears to underlie the OD approach to organizational
intervention. The transition program consisted of six
phases: (1) Initial diagnosis, (2) Team skills training,
(3) Data collection, (4) Data confrontation, (5) Action
planning, (6) Team building, and (7) Intergroup
building. Significant positive changes in target group
attitudes and perceptions were found, as was significant
positive change in quality of output and in profit. No
change in the 1levels of productivity was found, and a
strong positive correlation between those 1levels and
levels for the industry as a whole was interpreted as
indicating that this particular index of performance was
outside the direct control of plant management and more
a function of corporate policy and market conditions.

(*) King, A. S., "Expectation Effects in Organizational
Change," Administrative Science Quarterly, Vol. 19, No.
2 (1974), 221-235.

An experiment was conducted in four plants of a
clothing pattern manufacturing organization, where it
was decided to use job enrichment to improve
productivity. Two plants implemented job enlargement
while the remaining two implemented job rotation. One
plant from each of the above groups was told that
productivity was expected to increase as a result of the
implemented change, while the remaining plants were told
that improved industrial relations rather than increased
productivity was expected. Both absenteeism and average
daily output per machine crew were recorded in a twelve
month period.

While there were no significant differences in
absenteeism among the plants, it was observed that
productivity is significantly (in a statistical sense)
greater as a result of the expectation effect. A
follow-up questionnaire was conducted to distinguish
between the expectations, perceptions, and evaluations
of job enrichment with respect to the alleged effects.
The results indicated that the experimentally induced
high expectations on productivity affected managers to
communicate the expectations more effectively to the
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employees, and that managerial expectations on
performance often serve as self-fulfilling prophecies.

(***) Rotter, J. P., and L. A. Schlesinger, "Choosing
Strategies for Change,"” Harvard Business Review, (March-
April 1979), 106-114.

One step in the process of selecting an
organizational change strategy is to identify
resistances to change. Some of these resistances could
be parochial self-interest, employee misunderstanding
and lack of trust, and low organizational tolerance to
change. In order to overcome these resistances, the
authors recommend the use of education and
communication, employee participation and involvement,
managerial facilitation and support, negotiation and
agreement, manipulation and co-optation, and explicit
and implicit coercion. These methods are presented in
Table 2.7. The use of these techniques should be based
on the four following key situational variables shown in
Table 2.8: (1) The amount and type of resistance that is
anticipated, (2) The position of the change 1initiators
vis-a-vis the resistors (in terms of power, trust,
etc.), (3) The locus of relevant data for designing the
change, and of needed energy for implementing it, and
(4) The stakes involved (e.g., the presence or lack of
presence of a crisis, the consequences of resistance and
lack of change). A manager can improve his/her chance
of transition success by: (1) Conducting an analysis
that identifies the possible causes of organizational
problems, (2) Conducting an analysis of factors relevant
to producing the needed changes, (3) Selecting a change .
strategy, based on the previous analysis, that specifies
key transition variables, such as the speed of change,
and (4) Monitoring the implementation process.

(**) Labovitz, S., and J. Miller, "Ihplications of
Power, Conflict, and Change in an Organizational
Setting," Pacific Sociological Review, Vol. 17 (1974),
214-239.

This study involved the fragmentation of a research
organization into two separate entities due to
organizational conflict. This conflict was caused by
organizational growth, increasing organizational
structuring and bureaucracy, and the widening power
differential between executive board members and the
research directors. It was found that after the

~creation of the new company, job satisfaction increased

and job tension decreased following the division in the
organization. Also, it was determined that increasing
size, bureaucratization, differential power, free
expression of sentiments, and organizational division
led to a decrease in job satisfaction and an increase in
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job tension.

(*) Lawler, E. E., III, "Pay, Participation, and
Organizational Change,"” in E. L. Cass, and F. G. Zimmer

(Eds.) Man and Work in Society (New York: Van Nostrand
Reinhold Co., 1975Vy.

The following points concerning pay systems were
indicated by the author:

(1) When employees perceive pay and performance are
related, they are motivated to perform well,

(2) Pay 1incentive plans do not always produce higher
motivation,

(3) when employees do not trust management, instead of
believing that good performance will lead to higher
pay they believe that it will lead to higher
standards, the abandonment of the incentive plan or
some other management "trick" to keep pay down even
though performance increases (see Figure 2.8),

(4) Perception of the relationship between pay and
performance influences motivation, and

(5) Feelings of satisfaction are important determinants
of absenteeism and turnover.

It is noted that pay system changes are highly visible
in organizations and as such can produce rapid change.
Also, it 1is wusually necessary when structural changes
are made to change the pay system. The author notes
several disastrous cases that involved the
implementation of job enrichment or autonomous work
group programs without a change 1in the pay system to
compensate for increased responsibility or work load.

(**) Lawrence, P. R., "How to Deal with Resistance to
Change," in G. W. Dalton, P. R. Lawrence, and L. E.
Greiner (Eds.) Organizational Change and Development
(Homewood, IL: Richard D. Irwin, Inc., 1970), 181-197.

Resistance to change may come in a variety of
forms, such as low work output, an increase in employee
hostility, resignations and requests for transfer,
chronic quarrels, or strikes. This resistance may be
lessened through the wuse of employee participation, an
understanding of the true nature of resistance, and the
use of concrete steps to deal constructively with
resistance caused by staff preoccupation with the
technical aspects of new ideas. One of the major points
addressed was that change agents often are too concerned
with the technical aspects of change to be aware of the
social changes they are inadvertently introducing. The
suggested method of change 1is to use a give-and-take,
compromise approach, instead of a unilateral, mandate-
oriented one. Also, the change agent should utilize
employees that have a first-hand knowledge and
experience of the organizational area under transition
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as a source of ideas and feedback. Another idea is to
communicate transition plans and goals in clear,
understandable terms to the transition participants.

(*) Leavitt, H. J., "Applied Organizational Change 1n
Industry," in J. G. March (Ed.) Handbook of
Organizations (Chicago: Rand McNally, 1965), 1144-1170.

The author views organizations as complex systems
involving task, structural, technological, and human
variables. These variables may serve as focal points of
an organizational change program. However, the human
variables are stressed as being the key point that will
determine the success or failure of the transition. In
particular, the equalization of power between
individuals in the organization is very important to the
success of a change program.

(*) Lee, J., "Leader Power for Managing Change," Academy
of Management Review, Vol. 2 (1977), 73-80.

This paper presents a transition model where the
main focus is on the direct assessment of the leader's
power, defined as the ability and opportunity to
influence others. The model 1is designed to assess a
leader’'s residual power after accounting for all
possible sources that reduce his or her power, such as
varieties of subordinate power, task and organizational
design power, and power sources extraneous to the
immediate system. This model has been used successfully
in cases involving a Central American Sugar Mill and a
U. S. Copper Mining company.

(*) Linn, R. L., and J. A. Slinde, "The Determination of
the Significance of Change Between Pre and Posttesting
Periods," Review of Educational Research, Vol. 47
(1977), 121-150.

This article notes some of the problems with the
use of various numerical change indicators. _For
example, difference scores can have negative correlation
with the pretest, low reliability, and lack of common
trait and scale. Residual scores, which have a zero
correlation with the pretest, also suffer from
unreliability. The authors conclude by stating that
there are numerous problems in measuring change, most
notably the main problem of change scores concealing
conceptual difficulties and giving misleading results.

(**) Lippitt, G., "Managing Change: 6 Ways to Turn
Resistance Into Acceptance," Supervisor Management
Magazine, Vol. 11, No. 8, 21-24,

It is noted that the way a supervisor introduces
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change, rather than the change 1itself, may cause
transition resistance. Nine supervisory actions may
cause resistance: (1) Failing to be specific about the
change, (2) Failing to show why a change is necessary,
(3) Failing to allow those affected by change to have a
say in the planning, (4) Using a personal appeal to gain
acceptance of a change, (5) Disregarding a work group's
habit patterns, (6) Failing to keep employees informed
about a change, (7) Failing to allay employee worries
about possible failure, (8) Creating excessive work
pressure during a change, and (9) Failing to deal with
anxiety over job security. Six ways' to reduce
resistance are offered by the author: (1) Involve
employees in planning the change, (2) Provide accurate
and complete information, (3) Give employees a chance to
air their objections, (4) Always take group norms and
habits into account, (5) Make only essential changes,
and (6) Learn to use problem-solving techniques.

(**) Lippitt, R., J. Watson, and B. Westley, The
Dynamics of Planned Change (New York: Harcourt, Brace
and Co., 1958).

The authors "present an expanded, change agent
oriented model of <change that 1is based on the Lewin
three phase (unfreezing, change, freezing) change model.
This model consists of seven phases, which are
extensively discussed in the book:

Phase 1: The client system discovers the need for help,
sometimes with stimulation by the change agent
("unfreezing"). ,

Phase 2: The helping relationship between the client and
the change agent 1is established and defined.

Phase 3: The change problem is identified and clarified.

Phase 4: Alternative possibilities for change are
examined; change goals or intentions are
established.

Phase 5: Actual change efforts are attempted.

(Phases 3, 4, and 5 are analogous Lewin's change step.)

Phase 6: Generalization and stabilization of the change
program is sought ("freezing").

Phase 7: The helping relationship ends or a different
type of continuing relationship is defined.

(*) Lovelady, L., "Planned Change: Problems at the Union
/ Management Interface," 1Industrial Relations Journal,
Vol. 8, No. 3 (Autumn 1977), 43-58.

This article gives the theoretical background on
the process of planned change in organizations that have
employees represented by trade unions. As with other
organizations, employee involvement, commitment, and
participation is essential for a change program to be
successful. Other resistances to change noted by the
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author include the traditional management - union
adversary relationship, inflexible wunion structure and
organization, and insufficient time allotment to the
change program. These resistances may be overcome by
using an extension of the present system of collective
bargaining, appointing workers' representatives to the
organization's Board of Directors, and involving
employees and their representatives in those matters
which most closely affect them at the workplace and to
which they can contribute.

(*) Lynch, M., Planned Organizational Change: An
Analytical Model," Philippine Journal of Public
Administration, Vol. 14 (January 1970), 31-40.

The author of this paper proposes an alternative
analytical typology for the classification of strategies
and/or tactics previously proposed by Jones and Niaz
(see Figure 2.9). The typology proposed in Lynch's
paper consists of three strategy/tactic dimensions: (1)
Unit of analysis, (2) Role of wunit members, and (3)
Position of the unit of analysis. This typology is
considered superior to previous strategy/tactic
classifications because: (1) This classification uses
variables that are relevant to other popular theories
such as administrative ecology, power  structure
analysis, and decision-making, (2) Other classifications
are not readily transferable into graphic representation
(see Figure 2.10), (3) The other systems 1is more
subjective, and therefore more subjective and less
reliable, and (4) the other models do not contain the
prime requisite of a valid typology -mutually exclusive
categories.

(**) Lynn, G., and J. B. Lynn, "Seven Keys to Successful

Change Management," Supervisory Management, Vol. 29, No.
11 (November 1984), 30-37.

Although no "cookbook" formulas for change
management have been identified by the authors, seven
common denominators in the approaches of adaptable

companies like Delta Airlines and Hewlett Packard are

introduced. These are:

(1) The managers of successful change organizations have
a clear picture of exactly where they want their
companies to go and what they want them to
accomplish,

(2) Successful change managers understand that people,
including themselves, naturally resist change,

(3) Management must commit itself in deed as well as
word to the accomplishment of the change,

(4) Those responsible for implementing the change in
their day-to-day operations should be 1involved in
the change planning process,
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(5) Change 1implementation should be first tested on a
small-scale,

(6) The change effort must be evaluated, and

(7) The right time for full-scale implementation of the
change effort must be carefully determined.

Also, in order to assist managers in planning a change

program, a Change Planning Checklist is presented (see

Figure 2.11).

(*) Mangham, I., The Politics of Organizational Change
(London: Associated Business Press, 1979).

In this book, the political aspects of change were
examined. Five types of change processes were
described: unilateral decree, personnel changes,
structural rearrangement, group agreement with decisions
formulated elsewhere, and collective (participative)
decisionmaking. Also, change programs should attempt to
Structure the organization such that there is team play,
sharing of responsibility, expression of feelings and
personal needs, <collaboration, open and constructive
conflict, feedback on performance, flexible 1leadership,
involvement, trust, and adaptiveness.

(***) Mann, F. C., "Studying and Creating Change: A
Means to Understanding Social Organizations,"™ in C. M.
Arensburg (Ed.) Research in Industrial Human Relations
(New York: Harper, 1957).

Based on the author's research, seven psychological and
sociological facts must be taken into consideration in
attempting to change the attitudes and behavior of and
individual or a group of individuals in an
organizational setting. These seven facts are:

(1) Change processes need to be concerned with altering
both the forces within an individual and the forces
in the organizational situation surrounding the
individual.

(2) Existing organizational forces such as rights and
privileges, reciprocal expectations, and shared
frames of reference must first be made pliable, then
altered and shifted, and finally made stable again
to support the change.

(3) Expectations of the supervisor are more important
forces for creating change in an individual than the
expectations of the subordinates. }

(4) Change processes designed to work with individual
supervisors off the job in temporarily created
training groups contain less force for initiating
and reinforcing change than those which work with an
individual in situ.

(5) Change processes organized around objective, new
social facts about one's own organizational
situation have more force for <change than those
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organized around general principles about human
behavior. The more meaningful and relevant the
material, the greater the likelihood of change.

(6) Involvement and participation 1in the planning,
collection, analysis, and interpretation of
information initiate powerful forces for change.
Own facts are better understood, more emotionally
acceptable, and more 1likely to be wutilized than
those of some "outside expert”. Participation 1in
analysis and interpretation helps by-pass those
resistances which arise from proceeding too rapidly
or too slowly.

(7) Change processes which furnish adequate knowledge on
progress and specify criteria against which to
measure improvement are apt to be more successful in
creating and maintaining change than those which do
not.

(***) Mann, F. C., and F. W. Neff, Managing Major Change
in Organizations (Ann Arbor: The Foundation for Research
on Human Behavior, 1961).

A five-phase approach to change was proposed: (1)
Analysis of the old state, (2) Recognition of the need
for change, (3) Planning for change, (4) Taking the

-action steps to make the change, and (5) Stabilizing the

change. Then, case studies of several organizations
using this model were presented to validate the authors'
claim. Throughout the article, numerous conclusions
drawn from the case studies were introduced. Also, a
model for wunderstanding an individual'’'s response to
change was given (see Figure 2.12).

(***) Margulies, N., and J. Wallace, Organizational
Change: Techniques and Applications (Glenview, IL:
Scott, Foresman and Company, 1973).

~ This book presents and examines a range of
transition management techniques drawn from applied
behavioral science that are considered useful in planned

organizational change programs. These techniques
include Action Research, Laboratory Training, Role
Theory, and the use of Internal Consulting Teams. It

also looks at the factors that determine the choice

of a transition technique such as context, c¢ost, and

appropriateness for given organizational problems.

Furthermore, it offers six major propositions for

change:

(1) Regardless of initial focus, any change effort in
which changes 1in individual behavior are required
must include means for ensuring that such changes
occur.

(2) Organizational change is more likely to be met with
success when key management people 1initiate and
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support the change process. ,

(3) Organizational <change 1is best accomplished when
persons likely to be affected by the change are
brought into the process as soon as possible.

(4) Successful change is not likely to occur following
the single application of any technique.

(5) Successful change programs must rely upon informed
and motivated persons within the organization if the
results are to be maintained.

(6) No single technique is optimal for all
organizational problems, contexts, and objectives.

(**) Margulies, M., P. L. Wright, and R. W. Scholl,
"Organization Development Techniques: Their Impact on
Change," Group & Organization Studies, Vol. 2 (1977),
428-448,

Organizations are composed of technical,
management, and human subsystems (see Figure 2.13). It
is proposed that each of these subsystems may be changed
through the direct application of appropriate oD
transition methods. Specifically, it was found that for
changes in the human system, organizational sensitivity
training, team building, and survey feedback methods
should be used. Likewise, job redesign and
sociotechnical interventions promote changes in the
technical subsystem. Also, management subsystem change
may be accomplished by altering the formal structure of
the firm and/or by modifying the organizational control
method.

(****) McFeely, W. M., "Organization Change Perceptions
and Realities," {(New York Conference Board, 1972).

Organizations do not seem to 1initiate major
strategic changes until the pain of not making a change
is perceived by those 1in a position to take action as
being greater than their perception of the pain of
change. Once the decision is made to undergo change,
seven highly interdependent organizational elements
should be considered: (1) Linkage or networking; (2)
Long versus short term emphasis; (3) Paths of decision-
making; (4) Reward system; (5) Administrative
constraints; (6) Cultural constraints; and (7) Self-
correcting mechanisms, Additionally, seven guidelines
for change were given:

(1) There can be no major organizational change without
a change in management style.

(2) A change in management style requires a change in
people.

(3) The time frame of change tends to be much longer if
it is to be implemented by the incumbent management
group as contrasted with putting new persons in
various key positions within the components affected
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by the change. _

(4) If there 1is to be a major change with little time
for implementation, the odds are against the
incumbent team being able to do it.

(5) If a minor change is contemplated with much time in
which to carry it out, the probabilities are that
the incumbent team can do it.

(6) If the planned change 1is minor in nature, but there
is little time for implementation, the odds still
favor the incumbent team, but the flexibility of of
that team must be examined more critically and be
given substantial weight in the decision.

(7) If the change 1is of major magnitude with much
available time for implementation, the 1likely
situation will be that of a holding action by the
incumbent team with the significant "breakthrough”
coming at such time as a new chief executive can be
moved in graciously.

(***) Micheal, Stephen R., Fred Luthans, George S.
Odiorne, W. Warner Burke, and Spencer Hayden,
Techniques of Organizational Change (New York: McGraw-
Hill, 1981).

This book presents six technigques of organizational
change: Organizational Behavioral Modification (OBM),
Management By Objectives (MBO), Management Development
(MD), Organization Development (OD), Management Auditing
(MA), and Control Cycle (CC). These techniques are
compared in Table 2.9. OBM involves changes employee
behavior through a five-step process: (1) Identification
of critical behaviors; (2) Measurement of the behaviors;
(3) Functional analysis of the behaviors; (4)
Development and implementation of an intervention
strategy; and (5) Evaluation to assure performance
improvement. MBO is a management and transition method
whereby the superior and the subordinate managers in an
organization identify major areas of responsibility in
which the employee will work, set some standards for

good - or bad - performance, and plan €£for the
measurement of results against those standards. MD
shapes managerial behavior through the use of internal
and external training programs, coaching, and

counseling. OD 1is a planned, organization-wide, and
top-level managed program to increase organization
effectiveness through planned interventions 1in the
organization's process using behavioral science
knowledge. MA consists of a comprehensive audit of an
organization's management personnel and procedures. CC,
comprised of the managerial processes of planning,
implementing, and evaluating projects, is essentially a
control mechanism for bringing about organizational
change. '
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(**) Miller, Danny and Peter Friesen, "Structural Change
and Performance: Quantum Versus Piecemeal-Incremental

Approaches," Academy of Management ‘Journal, Vol. 25, No.
4, 867-892)

Quantum change 1is said to occur when the
anticipated organizational change happens in a concerted
and dramatic way (this 1is also known as dissipative
change); otherwise, a slow and gradual change process is
said to be incremental in nature. Based on the research
of the authors into structural change of organizations,
it was found that successful firms generally had a
significantly higher percentage of extreme changes along
structural variables than unsuccessful firms. It was
also found that incremental structural change was less
likely to be undertaken by high performing firms.

(**) Moore, M., and P. Gergen, "Risk Taking and
Organizational Change," Training and Development

Journal, Vol. 39, No. 6 (June 1985), 72-76.

This paper addresses the risk-taking involved in
transition management. Four key structural/cultural
factors were found to influence risk-taking: (1)
Organization expectations, (2) Reward systems, (3)
Support systems, and (4) Available resources.
Interacting with the structural factors, personal
tendencies such as propensity to taking risks, previous
experiences, and decision-making skill affect the
process (see Figure 2.14). The authors note that
organizations can reduce risk through clear
organizational expectations, equitable reward systems,
effective support systems, and adequate resources.

(**) Morse, N. C., and E. Reimer, "The Experimental
Change of a Major Organizational Variable," Journal of
Abnormal and Social Psychology, Vol. 52 (1956), 120-129.

A field experiment in an industrial setting was
conducted in order to test hypotheses concerning the
relationship between the means by which organizational
decisions are made and (a) individual satisfaction, and

(b) productivity. The experiment involved the
measurement of satisfaction and productivity in two
separate work environments - one with a high degree of

worker participation and autonomy in the decision-making
process, the other with low amount of worker
participation. The results of this experiment showed
that the individual satisfactions of the work group
members increased significantly 1in an autonomous work
environment (with increased role in the decision-making
process) and decreased significantly in an
hierarchically controlled environment (with a decreased
role in the decision-making process). Also, contrary to
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expectation, both decision-making systems had increased
productivity, with the hierarchically-controlled program
having a greater increase. The authors partially
attribute this finding to the Hawthorne effect (i.e.,
greater attention to the system by the experimenters
caused the increase).

(*) Pettigrew, A. M., "On Studying Organizational
Cultures," Administrative Science Quarterly, December
1979.

This paper 1looks at some of the concepts and
process associated with the creation of culture within
organizations. The subject under investigation was a
private British boarding school from the years 1934 -
1975. The author notes that culture 1is instilled in
organizational members through statements of mission,
activities, selective recruitment, and socialization.
Furthermore, he notes that culture is manifested through
symbols, language, ideologies, beliefs, rituals, and
myths. One 1issue that 1is highly stressed 1is that
commitment is a key factor for cultural change.

(****) pfeiffer, J. William, and John E. Jones, The 1980

Annual Handbook For Group Facilitators (San Diego:
University Associates, Inc, 1980).

This publication presents a variety of tools and
knowledge in the field of Organizational Development
(OD). Discussions on an Organizational Diagnosis
Questionnaire, a nine-step problem solving model (see
Table 2.10), accelerating the stages of group
development, a strategy for cultural transitions, OD
intervention assessment techniques, and a glossary of
frequently used terms 1in OD and planned change were
presented.

(*) Schein, V., "Political Strategies for Implementing
Organizational Change," Group and Organization Studies,
Vol. 2 (1977), 42-47.

The author notes that little is written about the
power and political strategies that are wused to
implement OD interventions. If a change agent cannot
contend with these political forces, he is 1likely to be
overpowered by those who perceive his change approaches
as endangering their own power. Thus, supervisors,
middle managers, the personnel department, and other
staff groups, perceiving the change program as a threat
to their power, employ a variety of overt and covert
tactics to resist the change. In order to overcome
these resistances, Schein suggests that change agents
align with powerful allies such as top management, have
good credentials to increase their referent power, and
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maintain a non-threatening, neutral appearance.

(**) Sears, L. N. Jr., "Organization and Human Resource
Professionals in Transition," Human Resource Management,
Vol. 23, No. 4 (Winter 1984), 409-421.

This article discussed the marginal impact of the
OD field on strategic business performance. Three
reasons for this were noted: (1) OD has had trouble
finding a strategic position in most organizations.
Usually being a staff position buried several levels
down in the human resource or personnel funciton, it has
serious political access and legitimacy problems as
compared with high level business decision making; (2)
OD professionals often are not well versed 1in the
business issues facing their client; (3) The concepts
and skills of OD are generally not possessed by the
senior human resource managers who are formally closer
to the senior 1line; thus, OD is not used or strongly
advocated. Also, the author advocated a systems
approach to organizational analysis (see Figure 2.15).

(*) Seashore, S., and D. Bowers, Changing The Structure

and Functioning of an Organization (Ann Arbor: Institute

for Social Research, University of Michigan, 1968).

This book concerns a change effort in a prominent
firm to increase: (1) The emphasis of the company toward
the work group as a functioning unit of organization;
(2) The amount of supportive behavior on the part of
supervisors; (3) Employee participation in decision-
making processes within their area of responsibility;
and (4) The amount of interaction and influence among
wWOrk group members. The foci of the change effort
included policy change and clarification, change in
organizational structure, and interpersonal skills
development. While the results of the program were
deemed inconclusive, it was found that stresses upon the
organization from internal and external sources caused a
significant amount of resistance to change.

(*) Seashore, S. and D. Bowers, "Durability of
Organizational Change," American Psychologist, Vol. 25
(1970), 227-233.

This article notes the transition of the Weldon
Company after it has been purchased by the Harwood
Company. Weldon was losing money, experiencing high
cost, generating many errors 1in strategy and work
performance, and suffering from high absenteeism and
high turnover. The aim of the transition program was to
make Weldon a wviable and profitable economic unit as
quickly as possible. Due to the change strategy used,
the change process was very effective and durable. The
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change strategy 1included the concepts of job security
based on improved corporate performance, use of employee
participation in the planning and decision-making
process, and the 1linking of guidelines to concrete
events and to the rational requirements of the work to
be done and the problems to be solved.

(**) Skipton, M. D., "Helping Managers to Develop
Strategies," Long Range Planning, Vol. 18, No.2 (1985),
. 56"68- -

The strategic management process 1is seen to have
four sequential operations, these being analysis,
planning, implementation, and control. The analysis
process results in a SWOT report, which outlines
Strengths, Weaknesses, Opportunities, and Threats.
Planning outlines the various methods and means for
obtaining the objectives. These objectives and means
should be specified in all steps of strategic planning.
One consideration 1in planning 1is the policy/aims and
mission/purpose of the organization. Policy/aims define
what the organization wants to be, and mission/purpose
defines what the organization wants to do. Based on the
organization's overall SWOT analysis, corporate strategy
should contain objectives and means that the strategic
management group identifies and wishes to pursue in the
future. A business strategy matrix that incorporates
the concepts of mission/purpose and policy/aims is shown
in Table 2.11.

(***) Taylor, J. C., Technology and Planned
Organizational Change (Ann Arbor: Institute for Social
Research, University of Michigan, 1971)

Based on the research of the author, five
conclusions concerning technology and planned
organizational change were found:

(1) A measure of production technology sophistication
could be developed which had a reasonably high
inter-rater reliability and factorial and convergent

validity.

(2) The measure of technological sophistication
distinguished between groups with different pre-
change levels of subordinate perceptions of

supervisory and work group behaviors.
(3) Technological sophistication does facilitate or

enhance change forces in the direction of
participative management . or autonomous group
functioning.

(4) Technological sophistication seems to operate as a
conditioning variable in social change efforts both
directly through situational constraint on worker
behavior, and indirectly through affecting
interconnectedness of social subsystems.



[67]

(68]

(5) Technological sophistication ‘acts to increase
permanence of change efforts by providing a
situation where changes in attitudes are strong
subsequent effects of changed behaviors. These
changed attitudes appear to be reinforcing factors
in the continuance of the changed behaviors.

(**) Tichy, N. M., "How Different Types of Change Agents
Diagnose Organizations," Human Relations, Vol. 28, No.
12 (1975), 771-800.

In this article, the author discusses four types of
change agents: (1) Outside Pressure (op), (2)
Organization Development (OD), (3) Analysis for the Top
(AFT), and (4) People Change Technology (PCT). OP's
focus primarily on changing the way systems relate to
their external environment. OD's focus on internal:
processes instead of individual functioning. Also, OD's
work collaboratively with the client system to help them
solve their problems and to improve their system's
problem-solving ability. AFT's focus primarily on the
system’'s external relationships with its environment and
whose leverage for change is from inside at the top of
the organization. AFT's essentially work with business
and government units and are interested in improving
'efficiency’ and 'output' of the systems they work with.
PCT's concentrate their change efforts on individual
functioning within organizations. Using behavioral
science techniques, they attempt to improve efficiency
and output, system problem-solving, and power
equalization and responsiveness to the general public
interest. The percentage of OP's, AFT's, OD's, and
PCT's that employ different types of organizational
diagnostic techniques is displayed in Table 2.12.

(**) Toronto, R., "A General Systems Model for the
Analysis of Organizational Change," Behavioral Science,

It is proposed that organizations are systems
comprised of several elements (see Figure 2.16). Of
these elements, there are three key ones: (1) The
authority figure, who has the legitimate organizational
authority to make decisions which effect the
organization below him; (2) The system structure, which
is the totality of relations among the components of the
system; and (3) The suprasystem structure, which is the
structure of relations among different systems that
impinge upon the activity, productivity, and the
effectiveness of the system being studied. This model

of organizations leads to four major propositions
concerning organizational change that were supported by
the author's research: (1) Changes in the suprasystem

induce changes in the system, but not vice-versa; (2)
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Changes in structure induce changes in program, but not
vice~-versa; (3) Permanent change in system activity data
requires a change in and the subsequent equilibration of
both the system and Iits suprasystem; and (4) The
hierarchy of constraining influence on a system's
activity in order decreasing constraint is: suprasystem
structure, suprasystem program, system structure, system
program.

(**) Tosi, H., J. Hunter, R. Chesser, J. Tarter, and S.
Carroll, "How Real are Changes Induced by Management by
Objectives," Administrative Science Quarterly, Vol. 21,
No. 2 (1976), 276-306.

In order to test how effective Management by
Objectives is in facilitating organizational change, the
authors used a questionnaire to gather transition data
from two organizations. This questionnaire assessed
goal, feedback, superior-subordinate characteristics,
and end-result variables. After wusing correlational
techniques to draw causal inferences from the various
parameters of the transition model, it was shown that
no-change had occurred. However, due to some
contradictions in the data, the authors recommend that
further studies be done to verify this conclusion.

(***) Warmington, A., "Stress 1in the Management of
Change,"™ in D. Gowler and K. Legge (Eds.) Managerial
Stress (New York: Halsted, 1975) )

This article analyzes the the sources of stress
which are inherent in organizational change programs.
The most 1likely kind of stress to be encountered comes
from difficulties between members of the change program
and the people in the rest of the organization. These
difficulties may be in communications, of the perceived
legitimacy and acceptability of the program, or from
employees who feel that they are under pressure to
change their behavior. Also, there may be uncertainties
and anxieties among members of the change unit about the
nature of their task and the criteria for success. Unit
members individually and collectively will suffer
personal anxieties about their position in the company,
the way they as individuals are being appraised 1in
conditions of unusual vagueness and ambiguity, how they
now fit, and will fit in future, into the status and
power structure of the organization, and how appointment
to the team has affected their chances of advancement.
Finally, individuals are likely to experience 1internal
stress and dissonance as their own value systems and
perceptions of the wider organization and its behavior
patterns change and as they try to resolve some of the
external causes of tension. The author offers several
methods for reducing stress. One method is for the unit
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undergoing change to try to gain the attention of key
people in very senior positions 1in the company, and to
organize themselves to play a useful role as staff
advisers and assistants to board members on a variety of
policy and planning matters in which their newly
acquired expertise can manifest itself.

(*) Warmington, Allan, Tom Lupton, and Cecily Gribbin,
Organizational Behavior and Performance: An Open Systems
Approach to Change (London: Macmillan, 1977).

The authors contend that organizations should be
viewed as socio-technical systems comprised of nine
elements: product market variables, resource market
variables, labor market variables, designed technical
variables, designed mediating mechanisms, attitudinal
variables, unofficial manipulatory devices, behavioral
variables directly influencing performance, and
dependent cost and technical performance variables.
These elements and their interactions may considered as
change levers (see Figure 2.17 and Table 2.,13).

(***) watson, G., "Resistance to Change," in W. G.
Bennis, K. F. Benne, and R. Chin (Eds.) The Planning of
Change (New York: Holt, Rinehart, and Winston, 1969).

Twelve recommendations for the prevention and
minimization of resistance to change are offered. These
suggestions are grouped into three categories, based on
who initiates the change, what kind of change 1is being
proposed, and specific procedures for instituting
change.

Group l: Who initiates the change

l. Resistance to change will be 1less if administrators
and other key personnel feel that the project is
their own - not one devised and operated by
outsiders.

2. Resistance will be less 1if the project clearly has
wholehearted support from top officials of the
system.

Group 2: What kind of change

3. Resistance will be 1less 1if participants see the
change as reducing rather than 1increasing their
present burdens.

4. Resistance will be less if the project accords with
values and ideals which have long been acknowledged
by participants.

5. Resistance will be less 1if the program offers the
kind of new experience which interests participants.

6. Resistance will be less 1if participants feel that
their autonomy and their security is not threatened.

Group 3: Procedures for instituting change

7. Resistance will be less if participants have joined
in diagnostic efforts leading them to agree on what
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the basic problem is and to feel its importance.

8. Resistance will be less if the project is adopted by
consensual group decision.

9. Resistance will be reduced 1if proponents are able to

empathize with opponents; to recognize valid
objections; and to take steps to relieve unnecessary
fears. ‘

10. Resistance will be reduced 1if it is recognized that
innovations are 1likely to be misunderstood and
misinterpreted, and if provision is make for
feedback of perceptions of the project and for
further clarification as needed.

11. Resistance will be reduced if participants
experience acceptance, support, trust, and
confidence in their relations with one another.

12, Resistance will be reduced if the project is kept
open to revision and reconsideration if experience
indicates that changes would be desirable.

(****) Zaltman, G., and R. Duncan, Strategies for
Planned Change (New York: John Wiley & Sons, 1977).

Numerous transition management principles that
would be wuseful to change agents are offered in this
book. Facilitative, re-educative, persuasive, and power
strategies for change were presented. Cultural, social,
organizational, and psychological  barriers were
discussed. Also, the characteristics of change agents,

~organization members, and the organizations themselves
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are extensively examined.

(**) Zander, A., "Resistance to Change - Ahélysis and
Prevention," Advanced Management, Vol. 15-16 (Jan.
1962), 9-11. B

The author cites six causes of transition
resistance. Resistance can be expected if:

(1) The nature of the change is not made clear to the
people who are going to be influenced by the change,

(2) Management does not account for the Ffact that
different people will see different meanings 1in the
proposed change, : .

(3) Those influenced by the change are caught between
strong forces pushing them to make the change (i.e.,
management) and strong forces deterring them against
making the change (i.e., peer pressure),

(4) The change is make on personal grounds rather than
impersonal requirements or sanctions, and

(5) The change ignores the already established
institutions in the group.

It is proposed that resistance can be prevented to the

degree that the changer helps the changees to develop

their own understanding of the need for the change, and
an explicit awareness of how they feel about it, and



what can be done about those feelings. This rule has

the following implications:

(1) Two-way communications must be maintained, or
negative attitudes will persist and increase 1in
intensity,

(2) Resistance may be less 1likely 1if the group
participates in making the decisions about how the
change should be implemented, what the change should
be like, how people might perform in the changed
situation, or any other problems that are within
their area of freedom to decide, and

(3) Resistance will be less 1likely if facts which point
to the need to change are gathered by the persons
who must make the change.



Table I. Maior Probicme Lncouniered in Fyvaluanine
OD Eftorts as Identilied by Ciiange Agenta

Problem Proegueney  Pereent

Methodoloeical
Scleciion and quantitarive
measurement ol solt criternia 24
Difficulties of employing
COmparison groups 22 2
Controlling Tor extraneous
influences
Criterion deficiency
Problems with timc lags

i~
b —

Administrative
DifTiculty in devoting lime
and financial resources to
evaluation of OD ellorts 20 9

Miscellancous fsuch as) I3 2
: Communicating to managers
what OD can and cannot do
Conflict between adequate
research design and helping
3 clicnt

Total 107 or:h

N = |0l.
”Pcrccnlagcs do not sum to 100 percent due to rvund-
ing.

Table 2.1 [3]

PARADIGM FOR CHANGE PROCESSES

Nonmutual goal setting

Mutual goal setting
(or goals set by one side)

Power

ralio : : : . —
Deliberate on  Nondeliberale on  Deliberate on  Nondeliberate on
the part of the part of both the part of the part of both
one or both sides one side of sides
sides of the re- the  relation-
lationship ship

.5/.5 Planned Interactional Technocratic  “Natural” change
change change change

1/0 Indoctrina- Socialization Coercive Emulative
tional change change change change

Table 2.2 [7]



A model of induced change

Tension expe-
rienced within
the system

Intervention of a
prestigious
influencing agent

Individuals at-
tempt to imple-
ment the proposed
changes

New bebavior and
attitudes rein-
forced by achieve-
ment. social ties.
and interpalized
values—accom-
panied by
decreasing de-
pendence on
influencing agent

>

Generalized objec-
tives established

Growing specific-
ity of objectives

Achievement and

resetting of

——> —establishment —> specific objec->

of subgoals

tives

Tension within
existing social

Prior social ties
interrupted or

Formation of new
alliances and

New social ties
reinforce altered

ties attentuated relationships behavior and
centering atiitudes
—_— _— ——> around new ——> L —
activities

Lowered sense of

Esteem-building

Esteem-building
based on task

Heightened sense
of self-esteem

self-esteem begun on basis
of agent’s atten- accomplishment
-~ ~ tion and 5 > >
- “ assurance
External motive Improvisation and Internalized
for change reality-testing . motive for
{New schema change
- > provided)
Tahle 2.3 [15]
Unfreezing Change Refréezing
Tension and the Change was Individuals with- New behavior
need for change advocated in the organiza- and attitudes
was experienced by the new tion tested out were either
w1thn:1 th'e director. the proposed reinforced and
organization. changes. internalized,
or rejected
and abandoned.
Table 2.4 [15]



Away from:

Generalized goals

Former social ties
built around previcus
behavior patterns

Self-doubt and a
lowered sense of
self-esteem

An external motive
for change

and Toward:

——> Specific objectives
New relationships which

——> support the intended
changes in behavior

and attitudes
A heightened sense of

—~——>> self-esteem

An internalized motive
———>  for change

-y

Table 2.5 [15]



Characterislics of Successful and Unsuccessiul Change in Organizations,
Inciuding Nondillerentiating Characterislics

Category Nondifierenlialing characterislics Suvccessful Unsuccessluf
ORGANIZATION'S Geograpnical iocauon Expancing marxet Sieady marne!
ENVIRONMENT Siate of the industryd Labor Orawn trom suburban areas Labor orawn from lowns
Scope of 1ne marketd Higner pay rate Lower pay rale
ORGANIZATIONAL Sizeb More levels of hierarchy Fewer ievels ol herarchy
CHARACTERISTICS Changes in size Heavy INCusify DI Gani2z3LoONs Othce anc Saies orgamnizations
inngvaluve repulation Noninnovalhive reputanon
Nonurmion
tnsurance inoustty
INITIAL CONTACT - Posuion of contact person
Negotiation pertoa®
ENTRY AND Desire 10 be seen as innovahive Interest based on prior contact with interest not based on prior contact with re-
COMMITMENT Commiiment for a resurveybd research/oeveiopment stafl search/development stall
. Commitment lor a resttuciuring ol the Commiiment tc Survey Feedback No commitmeni to Survey Feedback
organizauonb Strairegy ’ Srategy . )
Comminiment to Survey Feedback plus Grealer support lrom 10p management Lesser suppon {rom 1op management
Process Consuitation Researcnsoevercpment siall introduced Selt-inirooucuons by research/oevelop-
as cartl ol generar presenianon ment siaff
Express.on of a specilic probiem Expression o! a general problem

No! monivatecd by a desire lo experniment
with new ideas

DATA Toial population data coflecuons More recent ininaton of gevelopment/
GATHERING Sampie cata coliections research effort
T:me between waves of data collection
. Reasons for second wave of data
’ collections @
Credibility of the survey instrumentb

INTERNAL ICA seiection ICAs possessed assessment-prescrnp- Did not possess assessmeni-prescriplive
- CHANGE AGENTS Knowieogeability of organizational tive skills - skills
. functioning and change agenlryb ' More care taken in ICA selection Less care laken in ICA selection
Skill leveis . Previous 1CA training

Vaiue olientalionsb More previous work experience in 3 per-

Non-change-agent experienceb sonngt deparnmeni
Previous change-ageni experience

Research posiure

Change-agent styie

EXTERNAL ECA seiecton @ -

CHANGE AGENTS Care of ECA seiectign 2
Xnowledge base b
Vaiue orientalion D
Skl levels ' -
Types of skilisb | B
Non-change-agem expenence
Previous change-ageni expenence
Change-agemt siyle
Research posture

TERMINATION Pace ano planning of rerminauon
PROCEDURES . Reasons [or terminanon (includes
several cimensions}a.b
Atulude 10ward effor! at termnation

Bincicaies kmnea varnance among of0amzanons «nciuded in 1his study
Bingicares the eusience of irends [not s1atiswcally signihicant suggesting differences between successiut and visuccessiui organizations

Table 2.6 [20]



o e e = -
' Methods for dealing with resistance 10 change

Commpnly used in silualions

e -_— o ees e

~pproach

Where there 15 3 lacx of :nformation
orinaccurate inlormation ang
analysis

Foucalion + commumcatbion

Whnere the iniiaIors 0o not have alt
the informaton they need 1o cesigr
the change. and where others have
considerable power 10 resist

Parucipauon = involvement

Whete peopie are resisiing because

Facttanon + support
. ol agjustment problems.

Wnere someone Or Some group will
clearly lose oul in a change. and
wnere thal group has considerabie
power 10 ieSISl.

Negonauon + agreement

Where olher 1acucs wili not work, of

Man:pulation + co-optanon
: are 100 expensive.

Expiicit + implicit coercion Wnere speeo 1s essennal, and the
- change Iniialors possess
consigerable power.

Advaniages

Once persuaded. peopie wiliohien
help wh the impiementanon of the

change

Feople who pancipate will be
committed to mpiementing change,
ano any reievantiniormaton they
nave will pe integrated into the
change pian

No other approach works as weh
wilh adjusiment problems

Someumes itis a relauvely easy
way 10 avoid major resislance.

It can be a relatively quick and
inexpensive solution 1o res:stance
probiems

It1s 5peeqy. and can overcome any
kind of resistance.

Table 2.7 [37]

Fast

Cieatly planned.

Littie involvemnent of others.

Atiernpt 1o overcome any
resistance.

Key situational variables

Siower

Not clearly pianned at the
beginming.

Lots of involvement of others.

Attemnp! lo minimize any resistance.

The amount and lype of resistance that is anticipated.

The position of the initiators vis-A-vis the resisiors (in 1erms of power, trust,

and so lorth).

The locus of relevant data lor designing the change, and of needed energy for

implementing it.

The stakes involved (e.g.. the presence or lack of presence of a crisis, the

consequences of resistance and lack of change).

Table 2.8 [37]

- - wme—r e -

e c——— - —

Drawbacks

Can be very ime-consuming i iots
ol peopie are invoived

Can pe very ime-consuming o
panicipalors oesignan
mnappropriale

change.

Can be ime-consuming. expensive,
and suli {ail

Can be 100 expensive In many
cases if it alerts others to negouale
for compliance.

Can lead to tuture problems if
people {eel manipulated.

Can be nisky i itleaves pecpie mad
at the iniators.

.- — e e e— o~

ORIGINZL PASE 1
OF POOR QuALITY



Comparison of the Techniques of Organizational Change

ORIGINAL PAGE 18

OF POOR

QUALITY

il

Types of 1echnigues

© Orgamzarional Management by Managrmem Organiravion Management
Characiersiic Behawar Mndihcaton Obreaives Development Devetnpmem Audiling Conirol Cyde
Focal poam Individuals Individuals Individuals Enure organizzion or Emire arganizannn or Entire organization or

Symproms ol prob-
fems requinng ai-
teritnn

Kinds of Changes
sought or achicved

Theoretia! hasey

Type of comrd

ontinuvity

“hange agent

Undesirable behavion
ol workers resulting in
subntandard perfor-
mance

Improved Bt berween
individual and job &t
nonmanagerial levels
primarily

Behavioral theory

Feedback 10 rosnive
problems

Interminient

Supcriors and/or inside
and ounside consul-
1anu

DilTerent expetations
and intcrpretations by
superiory and subnr-
dinatey of subordi-
naies” perflnrmance

Improved At berween
individual and job at
managerial and pro-
fessional levels |

Behavioral and man-
agement thronies

Feedlorward/fecdback
wo foresniall probitrrfs
or exploit oppor-
wniies

Continuous
Superiors: inside and

outside tonn’.rk(\.ls an

asus <

Deheiencies in perlor.
mance ol tatks requir-
ing mental or wocial
skills 10 do prevent jnb
and/or lack of siills o
do:Tuture b

Improvement in mental
and social skills at
managerial and pro-
fessional levels

Bechavioral theory

Feedforward/fecdback
10 foreuall probiems
or exploin oppor-
wnities. or feedback 10
resoive problems

Imermitiem or coniinu-
ous

Superiors, with Person-
nel or Training De-
partment 10 coordinate

pan
Destruaive conflic and

lack of cnoperauon

among individuals and

groups

Improved inerpersonal
and imergroup behav-
ior

Behavioral theary

Feedback to revoive
probicms

Interminem

Ouwvide and/ox inside
consulant with back-
ing of higher man-
agement N

pant

Exwting or antiapared
probicms or oppor-
1unities: produa de-
mand and «wpply.
strunure, funaions,

precesses

Imprevemenu in prod-
vt gemand and sup
ply. siructure, Tunc-
Vo, prorose

Management theory

Feedforward/Teedback
10 forenall problems
or exploit oppor- ’
wunities. or feedback 10
resolve problema

Inmerminent

Ouside and/or inside
consultane with back-
ing of higher man-
agement

pan

Inabiiity 1n adapi orge-
nizatian 10 changing
envirsnment ying
feedhack ronirnd on
produa demand and
supply. siruqiure,
funoiiony, processes

Improvemenu in prod-
wa demand and sup-
ph. struniure, func-
nons, PTNF‘“

Management theory

Feedlorward/Tredback
1o [nresiall problems

and explon oppors-

wnitiey
Continvous

All manager. with assis-
ance of uaff group
and/or ounide cnnsul-
an

Table 2.9 [55]



e Deny the probiem

* ignore the problem

e Biame something for the probiem
e Blame oneself for the probiem

Counterproductive Steps:

Prior Steps: | Acknowledge thereis a probiem l

. v .
¢ Decide to ahempt 2 solution J

L. Define the Problem | ——

CONFLICT [

H the problem is a confiict. ask these questions for diagnosis:
Whose probiem is 1? Wno is Going what 1o whom?
What are the distonions of parception?

What are the distortions of communication?
What is a! stake? What are the decision-making pessibilities?

Aher the conflict has NONCONFLICT |
been diagr;osed --- If there is no conflict .. . |
define the problem define the problem

iL. Decide on a Method of Atiack for the Problem
s Form an ad hoc group

e Callin a consultant » Solve it without outside advice
» Call a conference with » Delegale to another person
key persons or group

e Form a committee

H a group is to be used in the problem solving,the probiem
should be redefined in coliabsration with the group.

Jil. Generate Aematives
IV. Test Alternatives for Reality
V. Choose an Alternative
V1. Plan for Action —e—
!Ql Implement the Plan
VIIL Evaluate
- Evaluate the plan based
on the goals of the plan;
if plan did not meet goals . ..
IX. Next Steps
If the problem still exists, or if new problems have surfaced - - -

o Evaluate the electiveness
of the plan for solving the
problem.

The Nine-Step Problem-Solving Model

Table 2.10 [60]




Mission ‘Purpose -
Wnat Business
do We Want?

ORIGINAL PAGE IS

OF POOR QUALITY

Policy/Aims —What no \We Want 10 be Relative 10 Our Environment?

Take initiative

|

Do Not Tane Inmative

Same Direction(s) New Direcuionds) ‘ Tniougn Decrsion ’ by Dessutt
tn (2) {5a) Waning Game™ (10}
Posiive Explorative or Frustrated
Consoiigation {Sb) Rejection ** :
Existing {Company
Suenathens 1ts
Moniror/have Hold}
Knowiedge of
Enviconment
{4 13) {6a) Waiting Game" 1
. New Reiuctant Inrative or Incapable
(6b) No Go**
(9) (3) N 112}
Through Negative Dverconfident Indifferent Defeated
Do Not Decisi Consolidation .
ecision .
Monitor/ {Company Digs a
Have Hoie for Itself)
Knowliedge
“of .
Environment By {15} (14} (13} (16)
Defauht Complacent Foolhardy Detached Lost

Notes: 1,

‘Waning Game’ Implies That Sirategic Management Retains the Capacity 1o Take an Ininative When it Chooses 10 do so
**® "Rejection’ and "No Go' imply That Sirategic Management Does Not Retain Any Capacity 1o Take an Injtiative

Monitor New or Existing Environment and Capabilities

3. With Respect 1o Poiicy/Aims it is Assumed That if No [nitiative is Taken the Organization Continues in the

Same Directionls) Through 1nertia

4. Each of the Business Strategies in This Marix Represents a Continuum

A business strategy matrix for corporate strategy

Table 2,11 [65]

This Matrix Assumes That Knowledge 1s Correlated With Best Assessment of the Risks Involved
2. VWith Respeet 1o Mission/Purpose it is Assumed That if the Organizaxion Does Not Monitor, Then it Does Not

The percentage of OP’s, AFT's, OD’s and PCT's employing different diagnosric caregories

Organizarion Outside Analysis for People change
.- development pressure the top technology
- Category name type, % type, 7% type, 7% type, % Overall
1. Formal structure 85% 59% 65% 71% 69%
2. Goals of the system 33% 50% 47% 55% 45%
3. Informal strucrure 42% 42% 49% 44% 44%
4. External relationships 45% 42% 30% 39% 39%
5. Performance 39% 44% 49% 39% 43%
6. Individual/psychological variables 32 3% 31% 55% 38%
7. Change problem area/change problem
relation 397 25% 16% 50% 30%
8. Culture 63% 17% 214% 28% 33%
9. Resources 18% 47% 54¢% 22% 39%
10. Reward system 18% 145 21 11% 19%
11. Leadership 24% 47% 21% &% 28%
12. Work process 34% 17% 57% 39% 10%
N (33) (36) (37) (18) (124)

Table 2.12 [67]
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A Decision Making Model of Individual 'Adoption and Persistence

Informational

Cuing Facrors
Contradiciions
Unexpecied Ouicomes
New Aliernarives

Informational inpuis

Personal,

Social, and
Orpanizational
Responses to the
Performance of the
New Behavior

Inputs
Information
Generated as
;r};:?ar%r;f Formulate or
Fiameo Crange | __ /3 o, Yes | Relormulare | § [ Reasess
Including a About the New Behavior
Prescription Behavior
and Ralionale
for a New K
Behavior J No No
Individual
Does Not Individual
Adopt the Siops
New Behavior
Behavior
Figure 2.3 [12]
External 4 Internal o ‘Effective
Environment Environment — Planning
Company's |
Culture ’
Market ¢ Strategic Planning
Technological ; * Organizational Development
Natural Resources * Strengths ¢ Human Resource Planning
Demographic * Weaknesass
Economic * Ballefs
Poitical * Values

Figure 2.4 [18]



Corporate Culture Grid
(Peopie)

Participative

1. Interactive ‘

2. Integrated

Reactive

3. Systemastlized

4. Entrepreneurial

Non-Participative

Figure 2.5 [18]

Proactive (Action)



PHASE § PHASE 2
Pressure on
Top Management
v )
Arousal To =) Intervention
Take Action At The Top
v
Reorientation
To Internal
Problems

Tresiment Condihon
OD imervenuons

PHASE 3 PHASE 4
. Diagnosis
=} of Problem
Areas
v
Recognition Invention
Of Specific -}  Of New
Problems Solutions
v
Commi tment

To New Courses

0f Action

Figure 2.6 [27]

PHASE 5

-} Experimentation

Hith New
Solutiens
V
Search For
Results

PHASE ©

-¥ Reinforcement
From Positive
Results
v
Acceptance Of
New Practices

First-order Change

Changes in aninuades,
perceptions, and behavior o
n 13rQel subsysiem

Second-order Change
Cnanges i atinudes, per-
cepLons, and behaviot in
oihes subsysiems

/S s — e !
i

: Aggregated Change
e ettt I o B Changes in sysiem-

—ge Assumed Causal sequence
~ — — === Recipiocal inkapes

Causallinkages in planned change

Figure'2.7 [35]

wiade perloimance




Feeiings of
Control and
Commitment

\ High Quality
Decision

Tus o o
. System ' eou
Design i v J i ot Pay Plan
i
Information
\ about System

The etfects of participation on perceptions of pay.

5. Strutcg'ics and Tuctics

5.1 Coercive Strategies

Figure 2.8 [39]

5.26 Strategy of Social
Awareness
5.27 Strategy of Education

and Training

5.11 Strategy of Pressure L
5.12 Strategy of Hierarchy 5.3 Utilitarian Strategies
5.13 Strategy of Stress 5.31 Strategy of Placement
Induction 5.32 Strategy of Empiricism
5 . ) . 5.33 Strategy of Condition
5.2 Normative Sitrategies Assistance
5.21 Strategyv of Participation 5.34 Strategy of Goal Setting
- 5.22 Strategy of Involvement — ]
Commitment 5.4 Tactics
5.23 Strategy of Feedback 5.41 Tactic of Action Research
Evaluation and Follow-up 5.42 Tactic of Training —

5.24
©5.25

Strategy of Displacement
of Values

Strategy of External Re-
lations

Counselling Syndrome
Tactic of Timing
Tactic of Technical
Modification -

* Garth Jones and Aslam Niaz, “Strat- .45 Tactic ‘?f Manipulation
egies and Tactics of Planned Organiza- of Charisma )
tional Change: A Scheme of Working 5.46 Tactic of Communication
Concepts,” Philippine Journal of Public 5.47 Tactic of Marginality

. Administration,

Vol. VII, No. 4 (Oct-

ober 1963), p. 276.

Figure 2.9 [47]

Tactic of Voluntary
Association



INTZRNALLY DM OVED STRATERICS .

TYPOLOGY (OF PRIMARY UNITS:

UNIT OF ANALYSIS

DARSANIZATION

INDIV1DUAL
i l'1. Training ~ Counseling Syndrome* iy, Feedback, Evaiuation and
R . 2. Involvement -~ Commitiment . Follow-Up
R ':' ‘3. Marginality* 2. Conditional Assisiance
E c 4. Voluntary Association*
E :, 5. Participation in Decisions
0 A
F N
T
U
? g ”'1. Displacemant of Values . 1. Stress Induction
T N 2. Social Awareness 2. Pressure
" P 3. Education and Training 3. Hierarchy
3 A 4. Empiricisn 4. Placement
: T '5. Manipulation of Charisma®* 5. Goal Setting
E (‘: ' 6. Action Research*
2 1 ) 7. Technical Modification®
A 8. Timing*
-’;

Figure 2.10 [47]




Use this checklist to ass28s your organization s change pia

= © 7 . Change Planning Checklis!

reaginess.

1.

Are your objectives clear? Can you see the results you gesire”

—What will you be doing differently?

—How will things iook changed?

—How will your customers be responading after the change?

—How will your output change (percentage over a baseline}?

Have you expiored your own resisiance to the change?

—Who on the team feeis uncomtoriable with the change? What is
the objection? How might this objection help you 1o rethink
your approach?

—What new training or knowledge requirement(s) Goes the

~ change put on you?

Are you committed. as a management group. 1o bringing about

the change?

—Are team members enthusiastic about the change? How is this
feeling expressed?

—Are team members informally getting together to look at ways
to implement the change?

—Are you making decisions by consensus or by voting? Leader-
ship decision?

—Does the organization’s “rumor mill” sGpport the change?

. Are you involving people at all levels in planning the change?

—Who is being involved? Why involve these people?

—What do you want from them?

—How are you organizing their involvement?

Are you lield-testing the change.on a smali scale?

—Have you selected a work unit that is supportive of the change?

—Have you made your objectives clear to this pilot organization?
Do they have a clear picture of results desired?

—Have you let the pilot organization know that it's O.K. to make
mistakes and that you are accessible to work through problems?

How are you evaluating your change pilot project?

—Have you made it a habit to regularly review yourlearnings from
the pilot implementation?

—Are you seeking out negative as well as positive feedback?

—How are you gathering information and what is the information
gathering telling you?

When will conditions be right to implement the change organiza-

tionwide? '

—Do you have a firm understanding of how this change will
impact other parts of the organization?

— Do you have supporters of the change throughout the organiza-
tion with the clout to keep the change on track?

—Isthe time right for change in terms of market conditions and/or

other conditions in your environment?

Figure 2.11 [48]
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-~ -- - Organziational Risk Taking: Contributing Factors

ORGANIZATION STRUCTURAL/CULTURAL FACTORS

- REWARD SYSTEMS SUPPORT SYSTEMS

. Formal: money, awards. Formal: information control

' Informatl: praisa. systems, lraining.

: 3 informal: encouragement of
What are my payoffs for management angd peers.

taking this risk?
How will | be supported if

| take this risk?

. ORGANIZATIONAL
: EXPECTATIONS

: A o AVAILABLE RESOURCES
. Organization needs that .~ ! ‘

© require taking risks. i - Money, materials, equipment,
v Manaoemem attitudes toward ] information.
;.nsk takmg LT
i et L Do | have what | need to
: }"Whar does the organization - make taking this risk pro-
i expect from me in terms of ductive?

' risk taking behaviors?

R | l
T +
" - EXPERIENCES WITH

* RISK TAKING IN _
. THE ORGANIZATION 7

, fpnopénéiw

P -

‘- Success or failuré in past

A lnclmatlon to “take or avotd nsk.takmg Rewards or
L. risks. .- punishment for pasf risk
oy Lo

.'——- SR - taking.

-14.

: How do | Ieel about risk i
. takmg’

How do my pSst experiences
with risk taking relate to
taking risks now?

* DECISION MAKING SKILL
} .

i .Skill in using high quality
: decision making process.

< Does mf decision making
N “ skill help me choose to lake .
appropriate risks?

INDIVIDUAL TENDENCY FACTORS

[ W e -

Figure 2.14 [57]
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3.0 LITERATURE SEARCH CONCEPT MATRIX
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Proposed Transition Management Concept Concurring Articles
Employee Participation Important In 1, 2, 11, 13, 17, 37, 40,
Transition Process 44, 46, 52, 58, 64, 70,

72

"Circular" Organizational Structure 1

Recommended To Allow Employee
Participation

The Openness And Closedness Of Group 2
Boundaries Is Self-Sustaining

The Optimal Structure For Changing 2
Organizations Is To Establish Teams :
Composed Of Insiders and Outsiders

Teams Need To Have Optimally Open 2
Boundaries And Have Relationships Of
Mutuality Among Team Members And
Between The Team And The System

Permanent Change In Systems Is Most 2
Likely To Be Achieved And Sustained If
Programmed Through A Series Of Cycles
That Are Carried Out By Insiders And

Outsiders

The Evaluation Phase In A Transition 2, 3, 12, 28, 37, 48, 50,
Program Is Very Important 52

The Process Of Evaluation Can Be 3

Hindered By Methodological,
Administrative, And Miscellaneous
Problems

The Detection And Measurement Of Beta 4
Changes Was Demonstrated

People In The Organization Must Feel 5, 15, 17, 54
Pressure In Order To Change (Catalyst)

New Ideas From Outside The Organization 5
Are Needed For Successful Transition

Commitment Is Necessary For Transition 5, 20, 25, 27, 37, 46,
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A Change Agent Is Required To Propose 5, 6, 15, 16, 20, 30, 31,

Ideas And Foster Momentum 32, 34, 40, 45, 61, 67,
73

The Amount Of Power Shared Between 5, 42

Management And Subordinates Is An
Important Transition Management
Consideration

The Appropriate Definition Of A 5
Change-Target Boundary Is An Important
Transition Management Consideration

The Amount Of Centralization In 5
Transition Planning And Strategy Is An :
Important Transition Management
Consideration

The Rate Of Organizational Change Is An 5
Important Transition Management
Consideration

Information Relating To The Need For 6, 8, 11, 13, 37, 40, 44,
Change, Plans For Change, And 49, 52, 72, 74
Consequences Of Change Must Be Shared
By All Relevant People In The Group

Elite-Corps Was Discussed As A 6
Transition Management Strategy :

The Use Of Scholarly Consultations Was 6
Discussed As A Transition Management

Strategy

The Circulation Of Ideas To The Elite 6

Was Discussed As A Transition
Management Strategy

Developmental Research Was Discussed As 6
A Transition Management Strategy

Action Research Was Discussed As A 6, 9
Transition Management Strategy

Planned Change Involves Deliberate 7, 37, 40, 41, 48
Mutual Goal Setting By One Or Both
Parties (Compromise) With Equal Power




Indoctrination Incorporates Mutual Goal 7
Setting, With An Imbalanced Power Ratio

Coercive Change Has One-Sided 7
Deliberate Goal-Setting, With An
Imbalanced Power Ratio

Interactional Change Is A 7
Non-Deliberate Change Characterized By
Mutual Goal-Setting And Equal Power
Distribution

Socialized Change Is Non-deliberate 7
Change Characterized By Mutual Goal
Setting And An Imbalance In Power

Emulative Change Is Non-deliberate 7
Change Brought About Through
Subordinate Emulation Of "Power Figures"

Natural Change Is Organizational Change 7

With No Deliberate Or Planned Occurance

Group Forces Influence Change Programs : 8, 25, 74
Recommended The Use Of Group Dynamics 8, 11, 30, 34

To Overcome Resistance To Change

Actual Change Is More Likely When 8, 15, 72, 74
Groups Internally Decide To Change
Instead Of Externally Being Told To
Change

Group Members Who Are To Be Changed And 8, 11
Those Who Are To Exert Influence For
Change Must Have A Strong Sense Of
Belonging To The Same Group

The More Attractive The Group Is To Its 8
Members, The Greater Is The Influence
That The Group Can Exert On Its Members

In Attempts To Change Attitudes, 8
Values, Or Behavior, The More Relevant
They Are To The Group, The Greater Will
Be The Influence That The Group Can
Exert Upon Its Members
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The Greater The Prestige Of A Group 8
Member In The Eyes Of The Other
Members, The Greater The Influence He
Can Exert

Efforts To Change Groups Or Group 8
Members, Which If Successful Would Make
Them Deviate From The Norms Of The

Group, Will Encounter Strong Resistance

Strong Pressure For Changes In The 8, 11
Group Can Be Established By Creating A
Shared Perception By Members Of The
Need For Change, Thus Making The Source
Of Pressure For Change Lie Within The
Group

Change In One Part Of A Group Produces 8
Strain In Other Related Parts Which Can
Be Reduced Only By Eliminating The
Change Or By Bringing About
Readjustments In The Related Parts

Raised The Issue of Questionable 10
Methodological And Theoretical
Standings Of Current Research In
Planned Organizational Change

Recommended A Tandem Relationship 10
Between The Researcher And the
Consultants Assigned To The Planned
Organizational Change Team

The Use Of Group Techniques Improved 11
Communication For The Need To Change
And Increased Participation In Planning
The Change

Feedback Such As Contradictions, 12
Unexpected Outcomes, And New
Alternatives May Occur That Cause
Individual To Re-evaluate Newly Adopted
Behaviors

Confirming And Disconfirming Feedback 12
About The Expected Outcomes Of A
Behavior Affects The Decision To
Persist Only When Outcomes Are Valued
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The Content And Not The Presence Of 12
Feedback Affects The Behavior And
Beliefs Of Employees

Feedback Has An Impact On The Strength 12
Of Beliefs To Which It Is Targeted And,
When No Other Feedback Is Available,
May Transfer Beliefs About Outcomes
That Are Indirectly Related To The
Instrumental Feedback

Cultural Change Is One Of The Most 13
Difficult Tasks That Management Can

Undertake

If Cultural Change Is Required, The 13

Company Needs To Examine Its Existing
Culture In Depth and Acknowldege The
Reasons For Revolutionary Change

Cultural Change Should Be Marked By A 13
Changed Structure, New Role Models, New
Incentive Systems, And New Rewards And
Punishments

Change Scores Formed From Subtracting ' 14
Pretest Scores From Posttest Scores
Lead To Fallacious Conclusions

Concerning The Amount Of Change Made

OD Change Agents Will Act More As An 15
Advisor And Facilitator Than As A
Change Initiator

Support For The Lewin Unfreeze, Change, 15, 45, 50, 51
Refreeze Model (Phases)

The Organization Must Move Away From . 15, 44
Generalized Goals Toward Specific

Objectives

Social Ties Built Around Previous 15

Behavior Patterns Must Be Abandoned For
New Relationships Which Support The
Intended Changes

Self-doubt And Low Self-Esteem Must Be 15
Removed




In Considering Consultant Help, An 16
Organization Should Allow That Some
Changes May Be Necessary And Should
Reflect This By Its Identification And
Engagement Of A Consultant

An Organization Should Regard A 16
Consultant As An Expert Resource And A
Collaborating Equal, And Ensure His
Participation In The Consideration Of
Any Changes Which Should Be Made In The
Assignment During Its Progress

An Organization Should Not Closely 16
Direct A Consultant's Work, Nor
Unreasonably Constrain Him By
Restricting Personal Contacts Or Access
To Organizational Information

A Consultant Should Work Closely And 16
Directly With Members Of The Client
Organization And Provide For Their
Participation In The Consulting
Assignment Either By Assignment To
Specific Working Roles, Discussion Of
Findings, Or An Opportunity To Initiate
Proposals

An Organization Should Establish A 16
Specific Point Of Contact And Liaison
For A Consultant

Involve Enough Units In The 17
Organization With Credible Managers In
A Fairly Short Period Of Time

Agrees With "Four Question" Transition 17
Management Format

Inertia Provides Resistance To Change 17

An Understanding Of Corporate Culture 17, 18, 19, 26, 44, 54,
Is Important 59, 72, 73, 74

An Organization's External Environment 18, 25, 63

Influences The Persistence Of Change




Marketing Orientation, Employee
Orientation, Problem-Solving
Orientation, Innovation Orientation, &
Service / Quality Orientation Influence
Corporate Culture

Due To The Influence Of Corporate
Culture, Corporate Strategy Alone
Cannot Produce Winning Results

Cultural Change Is Slow And Expensive

Hiring, Promoting, And Terminating
Systems Can Build Culture And Weed Out
Incompatibles

Use Of Organizational Development (OD)
As A Transition Method

The Organization's Environment,
Characteristics, Commitment, And
Internal Change Agent Were Significant
Factors In Relation To The Success Of
The OD Effort '

Successful Change Efforts Were Related
To Organizations That Are Open And
Involved In Adjusting To The Change,
With Specific And Great Commitment To
The OD Efforts

Use Of Action Research As A Transition
Management Technique

There Are Problems With The Use Of
Various Numerical Change Indicator
Variables

Confrontation May Be Used As A Method
Of Organizational Change

Laboratory-Induced Changes In

Interpersonal And Intergroup Styles
Have A Sustaining Effect Over A Period
Of Time

Reward Systems Influence Change Programs

19

19

20, 21, 22, 30, 35, 36,
52, 53, 55, 60, 61, 67

20

20

21, 30, 32, 52

22, 43

23, 30

24
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Managerial Support Is Necessary For 25, 37, 48, 52, 72
Change Program Success

Organizational Structure, Culture, And 26
Employee Responsibility For Idea
Implementation Influence Innovation

Transition May Be Initiated By 27
Unilateral Action, Power Sharing, Or
Delegated Authority

Planning, Use Of Power, Type Of 28
Interpersonal Relationships, And Rate
Of Change Are Four Elements In Common
With All Change Programs

A Structural Control Model Can Be 29
Developed That Relates An
Organization's Size And Levels Of
Differentiation

MBO, Team Building, Behavior 30
Modification, Transactional Analysis,
And Human Resource Accounting May Be
Used For Transition Programs

Different Types Of Change Agents Exist 31

Coercive, Normative, And Utilitarian : 32
Types Of Strategy Exist

American Management Has Been Reluctant . 33
To Abandon The Managerial Methods That
Were Successful In The 1950's And 1960's

Companies That Have Progressive Human 33
Resource Practices Have Significantly
Higher Long-Term Profitability And
Financial Growth

Transition Programs May Be Focused 34, 41
Either At Individuals, Groups Of
Individuals, Or Organizational
Structural Variables

Direct Manipulation Of Organizational 34
Structural Variables Is A Powerful
Approach To Produce Enduring Change
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Job Enlargement And Job Rotation Were 36
Used To Improve Productivity

Managerial Expectations On Performance - 36
Often Serve As Self-Fulfilling

Prophecies

Increasing Size, Bureaucratization, And 38

Differentiation Decreased Job
Satisfaction And Increased Job Tension

When Employees Perceive Pay And 39
Performance Are Related, Employees Are
Motivated To Perform Well

Pay Incentive Systems Do Not Always 39
Produce Higher Motivation

Feelings Of Satisfaction Are Important 39
Determinants Of Absenteeism And Turnover

Change Agents Often Are Too Concerned 40
With Technical Aspects Of Change To Be
Aware Of Related Social Aspects

Change Agents Should Utilize Employees 40
That Have First Hand Knowledge And
Experience Of The Organizational Area
Under Transition

Supervisory Actions, Rather Than The 44
Change Program, May Cause Transition

Resistance

Strategies Should Be Classified By the 47

Unit Of Analysis, Role Of The Unit
Member, And The Position Of The Unit
Under Analysis

Change Implementation Should Be First 48
Tested On A Small Scale

Successful Change Is Not Likely To 52
Occur Following The Single Application
Of Any Technique

No Single Technique Is Optimal For All 52
Organizations, Contexts, And Objectives
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There Can Be No Major Organizational 54
Change Without A Change In Management

Style

Transition Goes Faster With New 54

Management Groups Instead Of 01d Ones

Major Change Cannot Be Done Quickly - 54
MBO Proposed As A Change Strategy 55, 69
Changes In Structural Variables Lead To 56

Effective Change Programs

Incremental Structural Change Programs 56
Were Less Likely To Be Undertaken By
High-Performing Firms

Risk-Taking Is Influenced By 57
Organizational Expectations, Reward
Systems, Support Systems, And Available

Resources

Change Agents Must Be Able To Contend 61
With Political Forces Within The Client

Organization

Change Agents Must Have Good 61

Credentials, Have Powerful Allies, And
Maintain A Neutral Appearance To Be
Effective

OD Has Had Trouble Finding A Strategic . 62
Position In Most Organizations

OD Professionals Often Are Not Well 62
Versed In The Business Issues Facing
Their Client

OD Skills And Concepts Are Generally 62
Not Possessed By The Senior Human
Resource Managers Who Are Formally
Closer To Top Management; Thus, OD Is
Not Used Or Strongly Advocated

Job Security Influences The 64, 72
Effectiveness Of Change Programs
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The Strategic Management Process 65
Involves Analysis, Planning,
Implementation, And Control

Organizational Policy And Aims Should 65
Be Considered When Planning

Technological Sophistication Enhances 66
Change Forces In The Direction Of
Participative Management

Technological Sophistication Acts To 66
Increase Permanence 0Of Change Efforts

Changes In The Suprasystem Induce 68
Changes In The System, But Not
Vice-Versa

Changes In Structure Induce Changes In ’ 68
Program, But Not Vice-Versa

Permanent Changes In System Activity 68
Data Requires A Change In And The
Subsequent Equilibration Of Both The
'System And Its Suprasystem '

There Are Numerous Sources Of Stress 70
Which Are Inherent In Organizational
Change Programs :

Organizational Variables Such As 71
Product Market, Resource Market, Labor
Market, Technical Expertise, Mediating
Mechanisms, Attitudes, Manipulatory
Mechanisms, Employee Behavior, And
Costs Can Be Used As Change Levers

Change Must Be Perceived As A Way Of 72
Reducing Burden
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III. VERIFICATION AND EXPANSION OF KNOWLEDGE
1.0 INTRODUCTION

The objectives stated in the title of this chapter were
accomplished by two separate methods. Our knowledge was
expanded by moving our industrial visitation process to an
industry with a relatively new culture and one which has

undergone a large amount of change in a short period of time.

The interview process 1is discussed 1in section 2 of this

chapter. The verification part of this process was
accomplished by numerous presentations and publications of
our work to both the professional and the academic forum.

The specifics are covered in section 3 of this chapter.

2.0 ANALYSIS OF THE EXPANSION OF RNOWLEDGE THROUGH
INDUSTRIAL VISITATION

During this year, eight companies were visited, all in
Juarez Mexico and all part of the Maquiladoras or twin plant
industry. The plants visited included two Packard Electric
plants, BRK, Westinghouse, Electro Circuits, Honeywell, RCA,
and GE. In addition, several of the industrial park
associations and Maquila associations were visited. This
industry is unique and hés a large amount of government
intervention. 1In addition the industry has gone through a

considerable growth stage in the last several vyears with the



work force being around 75 thousand currently. This

work force had a major cultural change imposed on it when it
went from an agrarian basis to a manufacturing one. All of
these p&ints along with the fact that a large amount of
compénies were located 1in <close proximity were factors in

choosing this industry for visitation.

2.1 TIMPRESSIONS DRAWN FROM THE INTERVIEWS

One of the first impressions drawn from working with
this industry is that it is very low on the Maslow Hierarchy
of Needs list. A significant portion of the cultural change
'is no doubt due to the need for the basic substance of life
supported by the minimum wage. The work force remains
transient with employees working for a while and then moving
on, either back to their original homes or to another plant.
This seems to show that the satisfaction of lower level needs
does not guarantee retention.

Another problem that surfaces in almost all of this
industry is that of obtaining the proper balance between
production and design. To deal with this issue, many of the
plants are requiring cross-training between the two areas.

This industry seems to produce a very high quality
product. One of the reasons is no doubt that the low labor
cost allows a large number of quality inspectors to be hired.
Perhaps a more important reason is that the work force has
been trained in quality from its inception into the

industrial world.



As a final 1impression it was difficult to identify
transition strategies in this work force. Things are
changing very quickly. Iﬁ addition, many of the strategic
decisions are made at the home plants, located 1in other

countries.

2.2 CONCLUSIONS

A great deal of useful information was gained from the
visitation process. Much of this information 1is valuable in
its application to the transition of NSTS to an operational
environment. The following concepts re-enforce the list of
conclusions drawn from last year's industrial interview

process.

o For smooth operations, a product must be designed for
production.

o Cross~-training is essential to smooth the design
operations interface.

O Quality must be built into a new program or product from
its beginning.

o In order to impact retention, higher order needs than
just the basics of 1life or salary must be addressed.

Ego and self-fulfillment seem to be important here.
3.0 VERIFICATION

In the highly technical world of today, any work, no



matter how elaborate, cannot be taken for granted to be
unquestionably complete. There are numerous highly qualified
researchers in thé wide world of academia and industry, who
are sometimes working in closely similar areas. The
intellectual input of such colleagues and professionals is
very important for the growth and development of the research
activity. Therefore, it is very important that the
researchers exchange their work 1in order to simplify and
substantiate their research efforts.

Conferences are one of the principal meeting places for
the exchange of ideas and thoughts by researchers. This year,
three papers were presented at the National and International
levels in order to publicize the research work and gain
valuable response from different areas of the academic and
professional comunities. As a consequence, it was noted that
the research activity 1is for the most part, in the right
direction. It was also noted that 1in most situations, our
research work in the area of transition management is
substantially ahead of others. However, there were some
valuable comments about the validation of some of our
theoretical research work. Those comments and suggestions
are well taken. Furthermore, they have solidified our
aspiration and commitment to survey more individuals and
companies in order to give us a more reliable basis for
theoretical investigation.

Another channel of wverification of theoretical and

practical ideas and thoughts is by means of publication in



reputable journals. This mode of presentation usually covers
a wider segment of researchers and professionals involved in
similar activities. Moreover, most prestigious journals have
elaborate refereeing process. When the paper goes through
the refereeing process in such journals, it is scrutinized by
several people at the edge of technology in that research
area, before it 1is <cleared for publication. Such extensive
exploration by the referees improves the quality of the
paper, and usually provides good direction for the future
research. Two of our papers have already been through that
rigorous refereeing process. One of them has already
appeared in a journal and the other is due for publication.
Besides, two other papers have appeared in the proceedings of
the conferences in which they were presented. Moreover, four
other papers are, at present, passing through the time
consuming process of scrutiny and hopefully will be published
soon. Three other papers are in the final stages of the
preparation for our submission.

A summary of the presentations and publications of the

research is contained in Appendix III A of this chapter.
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TRANSITION LIFE CYCLE - AN R&D TO OPERATIONS PERSPECTIVE

- Submitted for ©publication to the IEEE Transactions on
Engineering Management.

R&D TO OPERATIONS TRANSITION MANAGEMENT

- Presented At The National Decision Science 1Institute
Annual Meeting In Honolulu, Hawaii, Nov. 23-25, 1986,

- Submitted for publication to The Academy of Management
Review.

TRANSITION MANAGEMENT - A STRUCTURED PERSPECTIVE

- Published 1In The Proceedings of The International
Conference on Engineering Management: Theory and
Application, Swansea, England, -(September 15-19, 1986).

- Submitted for publication to the IEEE Transactions on
Engineering Management.

TRANSITION MANAGEMENT - A PERSPECTIVE

- Published In The Proceedings Of The 24th Annual
Southern Management Association Meeting at Atlanta,
Georgia, November 12-15, 1986,

TRANSITION MANAGEMENT OF AN ORGANIZATION

- Working Paper, UH-UP, Houston, Texas, 1987.

AN INDUSTRIAL INSIGHT INTO THE MANAGEMENT OF CHANGE
- Working Paper, UH-UP, Houston, Texas, 1987,

DISASTER ON FLIGHT 51-L: AN 1IE PERSPECTIVE ON THE
CHALLENGER ACCIDENT

- Published in 1Industrial Management, Vol. 28, No. 5,
1986. (See Appendix VI C)

OPERATIONAL ARM FOR THE SPACE SHUTTLE PROGRAM :
A PERSPECTIVE DIRECTION

- Working Paper, UH-UP, Houston, Texas, 1987. )
(See Appendix VII G) g .



9. AN ANALYSIS OF THE FLIGHT RATE CAPABILITY OF NASA's NSTS
PROGRAM

- To Appear in the Logistics Spectrum.(See Appendix IV E)

10. OPTIMAL SCHEDULING IN AN M-STAGE FLOW SHOP WITH MULTIPLE
PROCESSORS

- Submitted to TIMS/ORSA for Presentation in May, 1987.

- Submitted for Publication in the International Journal
of Production Research. (See Appendix IV A)
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IV, SPACE SHUTTLE SCHEDULING AND FLIGHT RATE CAPABILITY
1.0 INTRODUCTION

The primary focus of this chapter 1is on methods and
tools necessary for effective operations and managerial
planning. To this end, several areas of production
management have been studied in extensive detail in this
chapter. The scheduling of the Space Shuttle and the flight
rate capability analysis, for better planning and
predictability, are the examples of such operational
instruments studied here for effective planning. The use of
méthematical models to solve scheduling problems, and
simulation models to estimate the flight rate capability will
enhance the potential of the management to predict and
control the system. Furthermore, such tools are expected to
be very effective 1in reducing the operational cost of the
system.

In the following sectiéns, brief descriptions of the
scheduling and flight rate simulation analysis are presented.
A rather detailed description of the research work has been

included in the appendices of this chapter.
2.0 SCHEDULING OF THE SPACE SHUTTLE

The Space Shuttle goes through three specific facilities

namely the OPF, VAB, and PAD, in the same order before being



launched into space from the PAD at Kennedy Space Center
(KSC). The Orbiter Processing Facility, OPF, is where basic
processing is done on the Orbiter. The Vertical Assembly
Building, VAB, is where the Orbiter is mounted with its Solid
Rockets and External Tank. The Launch PAD, is where most
payloads are mounted, and it is ﬁhe launch site. There are
multiple processing resources of each facility and the
problem under consideration 1is that of scheduling the space
shuttle through them such that a specified regular measure of
performance such as mean flow time or makespan is optimized.
Although a similar sequence is followed for processing by the

space shuttle for all types of missions, making it a flow
shop scheduling problem, thé presence of multiple facilities
and limited number of space shuttles complicates the
situation.

In order to address the subject matter of space shuttle
scheduling, the problem of a flow shop with multiple
processors is formulatedras a mixed integer programming (MIP)
problem in Appendix IV A, The special case of flow shop
problem formulation developed there can be applied in the use
of the Space Shuttle processing. The direct wutilization of
the method developed is in solving the sub-problem of finding
the sequence for a small group of jobs equalling the number
of space shuttles available. The missions available in the
scheduling bracket, or window are the candidates for the
sequencing positions. 1In case the number of available

missions in the scheduling window under consideration is



greater than the number of space shuttles, then sensitivity
analysis can be performed to find the best sequence.
Furthermore, the restrictions on the availability of the
space shuttle can be easily modeled as well for the
subsequent scheduling windows. The objective function 1in
this formulation could be the optimization of any one, or
more regular measures of performance as established by the

NASA administration.
3.0 FLIGHT RATE CAPABILITY

There are several factors which may be instrumental in
causing any management to present somewhat higher or lower
production, and/or flight rates. However, using unrealistic
figures as production targets can be extremely dangerous for
the smooth flow of the work in a production or operations
environment. Furthermore, the selection of target production
figures may also have a detrimental effect on the long range
planning and objectives of the organization. Therefore, it
is imperative that management studies and uses the right
production (or flight) rates before making any organizational
commitment. An analysis of the flight rate capability of
NASA's Space Shuttle program through the use of simulation is
presented in appendix IV E of this chapter. The study of the
simulation model will provide an example of the managerial
investigation process. However, before presenting the

analyses of the simulation modeling, some thoughts about



flight rates, uses of flight rates, and the flight decision
process are necessary. They are presented in appendices IV
B, IV C, and IV D respectively. 1In addition, a brief outline

of the three topics is presented in the following sections.

3.1 FLIGHT RATES

Two broadsides in the appendix, "Flight Rate Capability"”
and "Uses of Flight Rates" address the general issue of
determining and using flight rates. One of the major
messages is that in order to determine the flight rate at
which the system can perform the first step is to determine
the amount of control 1in the system presently. It is very
difficult to determine a realistic flight rate based on only
24 flights, particularly Qith the amount of variability that
seems to be in the system. Once the amount of control is
determined then confidence or reliability factors can be
assigned to flight rates. The main message here 1is that

different usages may generate different flight rates.

3.2 FLIGHT DECISION PROCESS

The underlying issue here 1is the method to be used to
both control and insure safety while gaining experience with
a developmental product. One method Iis to define the
expériéhééréhvelope of a prddﬂct as the collection of data,
both analytical and historic, under which it is felt that the
performance of the product is predictable. When performing

within this envelope, the burden of proof to an objector to



performance is to show that the product is unsafe in this
environment. When performing outside this envelope the
burden of proof is to prove that it is safe to move outside.
As experience is gained and analysis 1is done then the
envelope changes in a corresponding manner. A level of
confidence is also associated with this envelope. When costs
are small then a large level of confidence is not necessary.

However when costs are large then the opposite is true.






APPENDIX IV A
SCHEDULING IN A FLOW SHOP WITH MULTIPLE PROCESSORS
1.0 INTRODUCTION

A flow shop sequencing problem 1is characterized as
processing of n jobs on m machines. The machines are laid
out in unidirectional flow pattern and each job is processed
identically in the fixed ordering of £he machines. The
objective of job scheduling can be that of minimizing the
maximum completion time to complete processing all jobs on
all of the machines average time to complete all jobs, or any
other regular measure of performance. More detailed work
could involve the optimization of multiple objectives, or
goals. The sequencing of a flow shop with multiple
facilities at each stage is a special case of the flow shop
problem. It involves sequencing of n jobs in a flow shop,
where for at least one stage, the processor has one or more
identical machine(s). Stated another way, the problem is a
special case of the job shop problem in whicﬁ all jobs to be
scheduled follow the same machine sequence. The problem was
first identified by Salvador (1973). He suggested a branch
and bound approach to solve the problem for the permutation
flow shop with multiple processors. However, no work has
been reported to formulate it mathematically and possibly

solve it for real life applications.




The purpose of this paper is to formulate the flow shop
with multiple processors scheduling problem as mixed integer
programming (MIP) problem and give some real life examples to
demonstrate the usefulness of the model. A special case of
this formulation, when +the number of machines at each stage
of processing is one, represents a pure flow shop; a MIP
representation of which 1is also presented. Many real 1life
examples are also introduced which demonstrates the presence
of numerous such problems in production scheduling.

An important aspect when dealing with the scheduling
problems is that even the simplistic case of static flow shop
minimizing the makespan belongs to the family of
combinatorial problems. The complexity of the problem is
further increased by the fact that unlike the single machine
case, the inserted idle time may be advantageous. The number
of possible schedules for such problems are to the extent of
(n!)" (Baker, 1974). The  excessive number of possible
combinations make the scheduling of flow shop even more
complex, and the solutions have only been obtained for some
elementary problems. One of the simplified class of the flow
'shop problems is which considers only permutation schedules,
and even in this case the number of possible alternatives are
n! (Gupta, 1972). Furthermore, it has been shown that the
three and more machine permutation flow shop problems are NP-
complete problems (Lenstra et al., 1977). Therefore +the
complexity of the problem strongly suggest that polynomial-

bounded method for solution is highly unlikely.



The number of possible schedules for total enumeration
even for permutation schedule is excessively large and
perhaps the only course available is a partial enumeration,
commonly referred as branch and bound technique. The work
done on flow shop has primarily focused around development of
various branch and bound algorithms. Ignall and Schrage
(1965), Lamnicki (1965), McMohan and Burton (1967), Ashour
(1970), Gupta (1970), Szwarc (1977), Lageweg et al. (1978),
and Bansal (1979) have applied branch and bound techniques to
solve such problems. A comparison of some of them is
contained in Baker (1975). Most of the other work has been
developed through heuristic procedures. Palmer (1965),
Campbell et al. (1970), Gupta (1971; 1972), Gupta and Maykut
(1973), Dannenbring (1977), Gelders et al. (1978), King and
Spachis (1980), Stinson and Smith (1982), Nawaz et al.
(1983), Park et al. (1984), and others have developed some
heuristics to solve flow shop problems. As far as flow shop
with multiple processors scheduling is concerned, although
Salvador (1973) suggested a branch and bound approach, and

gave an equation for the lower bound, but no work has Dbeen
reported to the knowledge of the authors on the development

of such an algorithm.

2.0 DPROBLEM DESCRIPTION

The problem of flow shop with multiple processors

scheduling can be presented graphically as in TFigure 1.
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FIG. 2. QUEUING REPRESENTATION OF FLOW SHOP
WITH PARALLEL PROCESSORS




There is 2 main queue of incoming jobs, and each job can go
to any one of the M)} machines ‘at stage 1. As can be seen in
Figure 2, there is a queue at each stage of the flow shop
processing, and theoretically all of the jobs can be routed
to any one of the Mj machines (1 3K m) at stage j. ﬁhen
the job has ©been processed through the last étage m, using
one of the M, machines, it is complete and at that point can

- m
‘n =1 1
leave the system. In theory, the jobs can take.—ﬂ—cg ")(%+J
. j=1 J-

possible sequence combinations, some of which may not have to
be explored.

There are two decision activities which occur at each
stage of the problem. The first decision is . the aésignment
of the job to a specific machine k from Mi parallel machines,
at stage j, and the second is the scheduling of jobs on each
one of the machines at that stage. The two decisions are
closely linked and both of them effects ‘the quality of the
scheduling results.

There are numerous solution techniques that can be
applied to the stated problem. The choice can range from an
integer programming, mixed integer programming, linear
programming, branch and bound algorithm, simulation
experimentation to heuristic procedures for single or
multiple objectives. The optimal seeking techniques
obviously have the advantage of coming up with optimal
solution, but the major drawback is in the computation time

and being intractable for large problems.



3.0 APPLICATIONS OF THE PROBLEM

The application of this ~type of problem occurs more
often than one would imagine. Many high volume production
facilities have several independent flow shops. " The process
in such facilities 1is such that they are interchangeable at
each stage and are therefore practically similar. Salvador
(1973) first recognized the'problem in the polymer, chemical,
process and petro-chemical industries where there are several
parallel plants which can be considered as flow shops, and
the jobs can practically be processed at any one of the
plants at each stage of the processing. Aésembly lines 1in
which more than one products are manufactured, and each work
station has multiple machines is also an obvious application
of this problem. Similarly, the situation where parallel
machine(s) is (ares added at one or more stages of the flow
shop to ease the pressure on the bottle neck facilities, and/
or to increase the production capacities can be viewed as an
application of the suggested problem.

The flow shop problems have a close relationship with
the group technology applications. It is rarely the case
when manufacturing group in such situations have pure flow
shop formulation. In most of the situations, the requirement
is that of multiple processors for some stages of processing.
Such situations present themselves for the application of
flow shop with multiple processors scheduling problem.

Likewise, another utilization of the problem could be in a



Flexible Manufacturing Systems (FMS). In a special case of
FMS where there are parallel machine installations which are
capable of processing any one of the jobs, on one or more of
the parallel facilities, is a likely example. The
restriction, or simplification on this problem is that once a
job enters an FMS, it can no 1longer use any of the other
parallel facilities. In other words, the sequencing choice
is made only at the first stage.

Yet another modification tor the capacitated flow shop
- problem can be skillfully applied in the use of the Space
Shuttle processing at Kennedy Space Center (KSC). In +this
example, the space shuttle goes through a similar processing
sequence each time it is getting ready to fly a mission in
space. There are multiple processing facilities at each
stage and the orbiter can practically use any one of them for
the processing. The restriction in +this case is on the
number of machine operators (or space shuttles) in the
system. The objective function in all of these cases could

be the optimization of any one or more regular measures of

performance.

4.0 NMATHEMATICAL FORMULATION

The purpose of production scheduling in any situation is
to determine an optimal schedule which will optimize a pre-
determined criteria. Parallel +to the need of seeking an

optimal solution is the requirement of being practical and



efficient for the real life applications. Quite often, both
of these requirements are at 'odds with each other and a
compromise solution in the form of a heuristic is often
reached. But, in order +to evaluate heuristic for +their
practical value, many times it may be necessary to compare
their performance with respect to the optimal seeking
mathematical or analytical formulation. Moreover, such
formulation most often provides 1insight into the intricacies
of the problem and eventuélly help in the development of the
heuristics. Wagner (1959) ° first  introduced the integer
programming formulation for the machine scheduling problems
and also developed one for the the permutation flow shop.
The MIP formulation for the optimal scheduling of M-Stage
flow shop with multiple processors 1is generalization of the
formulation to include non-permutation schedules, as well as,
the multiple processors at each stage of the flow shop. As a
special case, non-permutation representation of a pure flow
shop is also presented.

Makespaﬁ, or the maximum completion +time is the most
commonly used criteria to evaluate the flow shop algorithms /
heuristics in the literature. It is therefore natural to
first develop such a model which optimizes the makespan for
the flow shop with multiple processors scheduling problem. A
mixed integer programming formulation is developed to
minimize the makespan of the stated problem. As will be seen
latter, a slight variation will make it possible to formulate

the problem for other criteria such as minimize the mean flow



time, or the minimize lateness or mean lateness.

Before starting the mathematical formulation, it may be
logical to make some assumptions in order to make the problem
somewhat tractable. The following are some of the basic

assumptions:

i) All jobs are available for processing at time zero.

ii) The processing time of jobs 1is known and constant.

iii) All jobs follow the same machine sequence.

iv) The flow shop consists of m > 2 stages or levels.

v) Each level or stage has Mj > 1 machines; j =1, ... ,m;
with inequality holding for at least one Mj.

vi) Set-up time is considered a part of processing time.

vii) Set-up time is independent of the job sequence.

viii) No machine failure or downtime is allowed.

ix) No job may be split or pre-empted.

The objective function in +this formulation is +the
minimization of makespan, or the time to complete the last

operation. Mathematically,
Minimize Z
Subject to Z > th for all i (1a)

Where qm is the flow time of job i on the last set of

machine(s) Mm'



For the mean flow time criteria, the constraint can be

modelled as _ Z ZZF;,,( n (1b)
i

Similarly for minimizing +the 1lateness, the restriction
can be modelled as Z > ij - di for all i (1c)

Where d; 1s the due date for job i.

Finally, for minimizing the mean lateness, the

restriction will be Z>> (g, -4)/n (1d)
i I

If the restriction of the simultaneous availability of
the jobs has to be relaxed, thén the system can be modelled
with additional set of restrictions such that the processing
does not start before the release time. This modification to
la and 1b will provide optimal soiution to two other criteria
(i.e. minimize the maximum; and mean completion time).

The Mixed Integer Programming (MIP) formulation
presented in Table 1 assigns +the jobs to +the individual
machines at each stage of the flow shop. Two binary, or 0,1,

variables are used in the formulation. PFirst, X is used

irjk
to take account of the precedence relationship among the jobs
for each machine k (1 < k < Mj) at each stage j (1 < j < m).
Second,'YUk to assign jobs to only one machine' k at each
stage, or in other words to provide safeguard against the
multiple machine assignment at each stage of the processing.

Equation 2 of the Table 1 guarantee that the job is assigned

to only one of the machine k at each stage j. Equation 3
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Yrjk" xu'jk) F 2
Vrjk xu'jk) E 2 P
Y = 0,1 for all i,j and k

Xk = 0,1 foralli,r,jandk
F; 2 0 foralliand j

for alli,r,j and k (4)

Total number of jobs.

Total number of machine stages in the flow shop.
Number of job;, 1=1, ..... , N

Number of machine stage; j=1, ... , m

Total number of parallel machines at stage j.
Number of machine at stage j; k=1, ... » M.
Processing time for job i, at stage j, on machine k.
Travel time of job i, from stage j to j+1.

Flow time of job i at stage ]

A large number 2 sz P]k
13 k

1 If job i preceeds job r, on stage j, at machine k.
0 Otherwise.

1 If job1i, on stage j, is assigned to machine k.

0 Otherwise.

MATHEMATICAL FORMULATION OF THE
FLOW SHOP ¥WITH MULTIPLE PROCESSORS.



makes sure that the processing of the job at stage j+1 does
not start before it is completed at stage j, and it has
reached stage j+1! for the processing. The fourth set of
constraint in Table 1 are non-interference constraint. If
job i and job r are not assigned to +the séme machine k at
stage j, then both conétraints will Dbe inactive by
construction. 1In case they are assigned to the same machine
k at stage j, then one of them will guarantee non-
interference, meaning both of the jobs can not be worked on
simultaneously, and the other will become inactive by design.
For example, if either Jjob i or job r, or both are not
assigned to the machine k, then a 1large number, Q or 2Q, is
added to the first of the set of equation 4, and 2Q or 3Q is
added to the second equation of the set, thereby making both
of them inactive. On the other hand, if Dboth jobs are

=Y

assigned to the same machine k, then Y, rik 1, and if

tjk
job i precedes job r and Q will be added to the first
equation, making it inactive. The second equation in the set
will now guarantee non-interference. These equations of the
set will switch roles if the job r precedes job i.

Table 2 presents an example ofrthé”formulation 7of the
three stage flow shop problem with two parallel machines at
each stageipfiprocessing. The ‘problem has 172 constraints
and 156 variables for a four jobs case which shows the size
and complexity of +the problem. Table 3 presents the number

of variables and constraints for a general MIP formulation of

the flow shop with multiple processor(s) scheduling problem.



AN EXAMPLE:
n=4;, m=3; M‘:MZ:M

-
= 4.

JOB
i 1 2 3 4
STAG
1 k=1 Ry, By R4 Faiq
k=2| R,, P12 P Fai2
2 k=t R P21 Fz21 Faz1
=2| R Poo F2o Fa22
3 k=1 Rg, Pozy Przq Pz
k=2 Rz Poz2 Faa2 Faz2 |
SOLUTION:
MINIMIZE Z
SUBJECT T0O:
Z 2 F13
Yirnt Y2 = 1
Yizg+ Yoo = |
Yiz1* Yiz2 = |
Fiy 2 YiBoe* Miz2Riz + tyy
Fio = Ry 2 Y2150 ViR + tyo
Fz = Rz 2 %zRz* Yizfsz + 43
Q2-Y - Yoy Y X2y) Ry - By 2 Ry
Q2 - Vyyq= Vg * Nyzqy ? * Ry - Ry 2 Ry
Q2 - Yyq1~ Ya11 * Xqq19? + R - R 2 Ry,
Q3 - Y11~ Yor1 ~ Xy2q0 ) * By - Ry 2 Py
Q3 - Yyy1- Va9~ Xyzqy ) *Fzy - Ry 2 Py
Q3 =Yy 1~ Yar1 ~ Xyq91) "Ry - Fy 2 Pagy
Q2 - Y2~ Yo12* Xyz12) * Ry - By 2 PRy2
U2 = Y12~ Yai2+ Xyzy2) + Ry - By 2 Ry
Q2 - Yo~ Yar2+ Xyq12) *+ Ry - Ry 2 By,
Q3 - Y12- Y212 - Xy212) *Foy - Ry 2 oo
Q3 - Y42~ Y212 - Xy392) *Fgy - R, 2 Pryy
Q3 - Y12~ Yar2 - Xjg12) + Ry - Ry 2 Pyyo

TABLE 2. AN EXAMPLE OF THE FLOW SHOP WITH
MULTIPLE PROCESSORS SCHEDULING.



Q2 - ¥,5y = Youu * Xy221 ) + Fp - Fa2 2 Ry
Q2 - Y29 = Ya20 * X321 ) + Fp - Fz2 2 Py
QC2 - Yyp1 = Yaor * X421 ) + Fip - Faz 2 Pygy
Q3 = Y5y~ Yo21 = Xy221 ) + o= Fo 2 Poyy
Q3 - Yy21- Y321 = X4321 ) + Fz2- o 2 Fyy
Q3 - Yy21- Y21~ %1421 ) + Fap- Fo 2 Fygy
Q2 - Y227 Yoot Xy222) + 2~ F22 2 Ras
0(2 - Y]zz' Y322+X1322) + F12 - F32 2 P!ZZ
Q(2 - Y22~ Y42+ X1422) * Fi2 - Faz 2 P22
Q3 - Yyo2~ Y22 = X1222) * Fa2- Rz 2 Ppao
Q(3 - Y227 Ya22-Xy322) * Fsp- Rz 2 Paps
Q(3 - Yj22- Yaz2 - X1422) * Faz= P2 2 Fazz
Q2 - Y3y~ Y31 * Xy231 ) + Rz - Fo3 2 Py
Q2 - Y5y - Va0 + X331 ) + Rz - Fz3 2 Py
QC2 - Yyzy = Yezq * Xy431 ) + Rz - Faz 2 Pygq
Q3 - Y3y~ Yz31 - X4231 ) + oz - Rz 2 Pogy
Qe - Yizi~ Yzz1~ Xyz31 ) ¢+ F33 - Kz 2 PFzg
QG - Yi3y~ Yaz1 = X431 ) + Fazg = Fiz 2 Pz
Q2 - Vi35~ Yoz2+ X1232 ) + Fiz = P23 2 Rz
Q2 - Yyz2- Y432+ Xi432) * iz~ Faz 2 Rz
aes - sz‘ stz' xxz:sz) + Fzs - F13 2 P232
Q3 - Yy32- Yz32- X332 ) * F33 - fiz 2 Pz
Q(3 - Y32~ Yaz2-X1432) * Faz - Rz 2 Fy3z

Above are forty three constraints for job 1. Similarly,
there are forty three constraints each for job 2, 3, and 4.

Please note that P t

ik + iy and Q are known constants.

TABLE 2 (Continued).



NUMBER OF YARIABLES:

Fij = n=mMm

Visk

n*m (E%M-)
=i
Kyge= N (0= 1) (f,;fmj)
NUMBER OF CONSTRAINTS:

1) n

2) = nxm
3} =hnh=m
m .
4 = 2=*n(n- I)(ZMJ-J
F

TABLE 3. NUMBER OF YARIABLES & CONSTRAINTS.



As may be obvious from the table that the number of variables
and constraints increase rapidly, thereby making it difficult
to solve the larger problems.

The non-permutation pure flow shop is special case of
the above formulation of the problem, as has been discussed
before. It is the situation in which there ié a single
processor at each stage of the flow shop processing, or
simply stated My = ... = M,= 1, the representation becomes
that of the pure flow shop. Table 4 presents the
mathematical formulation of such problem. As is obvious from

Table 1 and 4, the model can be easily modified for

optimizing multiple criteria.
5.0 SUMMARY AND CONCLUSION

The flow shop with multiple processors scheduling
problem is in an area of direct application for some of the
real life problems of production scheduling. There are many
manufacturing and other situations where this problem
formulation can be usefully employed. A slight modification
of this formulation 1is of direct interest to NASA's Space
Shuttle scheduling problem. Although the stated problem has
been identified before, no work has been reported on the
mathematical formulation or for solving any real 1life
problem. This paper presents a Mixed Integer Programming
formulation of the stated problem which provides insight into

the intricacies of the problem. The problem formulation 1is



OBJECTIVYE FUNCTION:

MINIMIZE Z
SUBJECT TO:

22 Fy for all i (1a)
or Z X F_/n (1b)
or Z2:'F - d for all i (1c)
or Z2X(F- d)/n (10)

Foar B2 Rttt for all i and j (2)
Q( x"-] ) + F‘J ‘Fer i
QI-Ke )+ Ry ~F; 2 Ry for alli,r and j (3)
X¢j = 0,1 foralli,randj
Fi 2 0  forall iandj

WHERE:

\_-,-"-“.‘o:.‘:ﬁ -3

=
1l

o w
n

irj

TABLE 4.

Total number of jobs.

Total number of machine stages in the flow shop.
Number of job; =1, ... , N

Number of machine stage; j=1,
Processing time for job i, at stage j.

= Travel time of job i, from stage j to j+1.

Flow time of job i at stage .

A large number 2 ‘1‘: JZ F"J
1 If job i preceeds job r, on stage j.

O Otherwise.

MATHEMATICAL FORMULATION OF A
PURE FLOW SHOP.



combinatorial in nature, and 1is useful when applied to the
smaller problems. However, the formulation 1is wuseful in
understanding the structure of the problem and can serve as a
benchmark in theidevelopment of heuristics.

Further research 1is recommended in the development of
useful heuristics which should substantially help in finding
the solution methodologies for the large scale problems. The
problem also lends itself for careful simulation studies of

the dynamic formulation.
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APPENDIX IV B
FLIGHT RATE CAPABILITY : PRELIMINARY THOUGHTS
1.0 INTRODUCTION

The process of determining the flight rate is similar to
determining the amount of production that an industrial
system can deliver. This industrial similarity holds even
though the Shuttle processing is more complex, difficult and
expensive than most industrial applications. The management
process of the Shuttle is complicated by the fact that the
Shuttle is relatively new having been processed only 24-25
times and by the fact that NASA is new to the business of
routine processing.

There are‘several methods used in industry to determine
process rates. One 1is to look at a comparable process and
develép rates based on similarities. Since there is nothing
similar to the Shuttle, this approach does not seem to lead
anywhere. Another method is to look at historic data within
the organization, Unfortunately, 24 flights does not provide
sufficient information to generate reliability.

The Shuttle program has evolved from an extremely
optimistic view through stages from 60/year to 24/year to a
pessimistic view of 9-12/year. = In truth, a lot of the
processing information appears to be random data. The as-run

information from KSC reads, flight by flight, like different



books. If much of the processing data 1is random, then
predicting flight rates from the mean of a random process is
going to lead to difficulty and certainly will not generate
reliable numbers.

The first step in determining a realistic flight rate is
to determine the amount of control or confidence that
management has in the process and its related data. Can
process steps be repeated on a new flight during the same
time interval and with the same amount of resource? Once the
amount of control 1in the process 1is determined then the
reliability of generated predictions (read this as flight
rate) falls out. Regardless of 1its usage in generated
schedules, determining what 1is controlled and what is random
is essential in order to accelerate the process rate. In
short, in order to have routine processing you must have
controlled processing. In order to have controlled
processing you must know what is controlled and what is not.
Then the uncontrolled issues can be addressed. But control
is the key concept.

To address an issue of this sort, assumptions must be
made. Typically one assigns enough constraints, through
assumptions, to develop a model for which an answer can be
determined. Then, where possible, the constraints are
relaxed one at a time to make the model more useful. To that
end the following initial assumptions are made.

There are at least two uses for determining flight

rates. One is for satisfying the real pressure generated by



having to respond to budget questions. Another is for usage

in long range planning.

2.0

3.0

ASSUMPTIONS

1. JSC can support anything that KSC can fly.

2. Sufficient resource will be applied to find at least
a partial answer to the flight rate problem.

3. The attempt to answer the flight rate problem is in
relationship to long range_planning as opposed to

its usage in the near term.

SUGGESTIONS

The as run data from KSC needs to be broken up into the
traditional industrial engineering categories of
processing: operations, inspections, transportation,
storage, and delay for each flight.

These categories then need to be further sub-divided
into planned versus unplanned work.

This task, which is non trivial and will require a large
amount of effort, needs to be done by a combined JSC-KSC
team.

Coefficients of unplanned versus planned need to be
generated to demonstrate what 1is and what is not

controlled.



Then a flight rate can be determined and a level of

confidence in that flight rate can be assigned.
Statistical studies seeking correlations
processing parameters need to be continued as

step in the reduction and usage of the data.

between

a next



APPENDIX IV C

USES OF FLIGHT RATES

1.0 INTRODUCTION

Before one begins to develop a large amount of
information and analysis on flight rates the question of
intended usage must be addressed. Depending on the intended
usage, it may be necessary to develop different rates and to
use different methods to develop them. The choice of method
and the amount of time spent will also have some correlation
to the amount of confidence that a particular schedule
justifies.

A concept that would seem to be essential is that when
flight rates are discussed that there be some agreement as to
which flight rate 1is being discussed and what the intended
usage of the information really is. Certainly, ambiguity
among decision makers has the potential of creating serious

problems.

2.0 USES OF FLIGHT RATE

2.1 To Determine Manifests and to Meet Customer Commitments
In this sense there is some pressure being placed on the
system by the desired users of the Shuttle. One major usage

of flight rate 1is to determine how well the system can



respond to this pressure 1in the sense of determining what

payload can be flown when.

2.2 To Respond to POP's and Budgets

There is always a need for money to support the program.
A reasonable assumption is that the amount of money which
will be obtained 1is related to the flight rate -that is

planned.

2.3 For Use in Long Range Planning

Future concerns of NASA can have a large impact both on
the number pf flights needed and on the capability of the
system to produce flights. As an example, the space station
bpth generates a need to support more flights and syphons off
resources, both money and people, which will be needed to
support a higher flight rate. ELV's enter into this picture

somewhere also.

2.4 To Determine Ways and Means of Increasing Production

Any schedule developed to apply 5 years in the future
based on 24 flights is going to have a large amount of error.
However, the simple attempt to determine a realistic schedule

should assist in the problem of increasing the flight rate.
3.0 CONCLUSION

Perhaps, all flight rates should be the same. Perhaps



these differences are
truths seem to apply.
the same information
being effective. The
the same flight rate

should result as the

only perceived. However two underlying
One is that it is difficult to imagine
being used’ in many different ways as
other is that if the policy is to use
for all applications then this policy

product of careful and logical thinking

with a large amount of input from all concerned and should be

well communicated and

The policy should not

understood throughout the organization.

be the result of ommission but rather

the result of commission.






APPENDIX IV D

THE FLIGHT DECISION PROCESS

1.0 INTRODUCTION

The Roger's report mentioned several times the question
of determinfng when the burden of proof should lie on proving
safe and when it should lie on proving unsafe. The intent of
this short paper is to address this issue and perhaps to

provide some codification of the question.

2.0 EXPERIENCE ENVELOPE

When a design 1is being developed and moved into an
operational era an experience envelope 1is generated at
successive steps in the process. This envelope is based not
just on experience but also on analysis. The intent of this
envelope is to provide a description of expected performance
based on factors such as the environment, the conditions
under which the design is expected to perform, loads, and in
general, all known or analyzed factors which might affect the
performance of the design. As the design 1is wused, the
envelope grows and performance can be predicted with greater
certainty for a larger number of conditions due to history

and the opportunity to do more analysis.



3.0 THE BURDEN OF PROOF

When a system is going to perform within its experience
envelope, the burden of proof 1lies on showing that it is
unsafe to use the design within its experience envelope.
After all, this 1is the primary reason for developing an
experience envelope: to indicate parameters under which
pefformance can be predicted.

When a system is going to perform outside its experience
envelope, the burden of proof lies on showing that it is safe
to use this design in the new environment. This 1is new
territory and must be explored cautiously. Moving outside
the envelope requires, in the absence of history, a careful

analysis to be done on expected performance.
4.0 LEVELS OF CONFIDENCE

When costs, 1in the sense of any of money, people, or
equipment, are small, then the 1level of confidence in the
envelope need not be so great. However, when costs are high,
then a large level of confidence 1in the predictions of the
envelope is necessary. The intent here is to reduce risk.
With high costs and a cautious approach, the envelope can

grow and produce expanded performance.



APPENDIX IV E

AN ANALYSIS OF THE FLIGHT RATE CAPABILITY OF NASA's

SPACE SHUTTLE PROGRAM
1.0 INTRODUCTION

The Space Shuttle Program of NASA 1is an extensiﬁe
research and development endeavor with aspirations of moving
to an operational era. The program continues to grow, in
size and complexity, and the need to find an operational
structure is also increasing progressively in the same
direction. The Space Shuttle Challenger's disaster has made
this system even more complex and critical, and has, at least
on the surface, made the move to operations more difficult.
A potential complicating factor 1is that of removing undue
pressure from the system and channeling resources in order to
improve the entire system. The findings of the Presidential
Commission on Space Shuttle Challenger's disaster suggests
that, although the disaster occurred because of an
engineering failure, it was rooted in a 1long strings of
problems in management, communications, safety, quality
control, etc. (1); most of these problems were of an
operational nature. One of the findings of the commission
indicates a contributing factor being rooted in the
difference between R&D and Operational management. When the

program was declared to be operational after the test



flights, the report points out, NASA started flying more
frequent missions with the same resources, which resulted in
a diversion of attention to the more pressing immediate
problem of meeting the schedule. The consequence was undue
pressure on the entire system (2).

As this'program moves to a steady operational status, it
is important that appropriate planning/analysis models of the
system be developed to support the program. 'An example of
such a model is Flight Rate Capability Simulation Model, the
use of which will help the management to analyze the effects
of a planned flight rate before making a commitment. The
determination of the flight rate is a difficult problem and
one about which much controversy exists. The Rogers'
Commission (2) and tﬁe National Research Council (3) have
both studied flight rate as a result of Challenger incident,
which further point out the difficulty of the problem.

The flight rate simulation analysis will help to
ascertain the ways and means to achieve a 'target rate and
impact subsequent allocation of resources. An aspirant
example for the application of a flight rate capability model
may be to find bottleneck facilities and to determine the
necessary resources to rectify the situation 1in order to
achieve the desired capability. Another use of such a
simulation model may be to observe how much increase in
flight rate can be achieved by adding one more Orbiter or by
increasing any other resource of the production process.

This paper presents a Flight Rate Capability Model for



the Space Shuttle. The simulation language, GPSS} has been
used for the modeling. The purpose of presenting this model
is to provide a direction for the planning of flight rate
capability. The simulation model presented here is meant to
provide an analysis tool for the resource allocation and

capital investment planning.
2.0 FLIGHT RATE CAPABILITY MODEL

The Space Shuttle goes through three specific
facilities; Orbiter Processing Facility (OPF), Vertical
Assembly Building (VAB), and Launch Pad (LP), 1in the same
ofder before being launched into space from the LP at Kennedy
Space Center (KSC). The OPF is where basic processing is
done on the Orbiter. The VAB is where the Orbiter is mounted
with its Solid Rocket Boosters and External Tank. The LP is
the launch site where most payloads are mounted, and the
propellant is loaded. Before the Orbiter goes 1into the LP,
it requires the Mobile Launch Platform (MLP). At the VAB,
the Orbiter is mounted on the MLP, which stays with the
Shuttle until it is launched into space. At that time the
MLP is brought back and is processed before it can be made
available for the next mission. In the future, the Orbiter
will also be launched from Vandenberg Air Force Base. In
that case, the Space Shuttle is processed in the OPF at KSC,
and is then loaded on the Shuttle Carrier Aircraft (SCA) with

the Tail Cone and sent over to Vandenberg where it is
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processed further and launched. In both cases, the Space
Shuttle can either land at Edwards Air Force Base in
California, or KSC 1in Florida. There are other alternate
landing and abort sites 1in Europe and Africa, but they are
not currently considered in the model. If the Space Shuttle
lands at Edwards, then it is loaded onto the SCA with the
Tail Cone and is brought back to KSC for the processing of
the next mission. Beside the time the SCA/Tail Cone spends
with the ferry operation of the Space Shuttle, additional
time is required for processing before it is can be made
available for the next trip. All of this has been considered
in the model and is schematically presented 1in Figure 1.

Most of the elements of the Space Shuttle processing are
stochastic in nature, consequently the system has been
stochastically modeled. This means that the probability
distributions have been used in calculating vérious times.,
As the simulation proceeds, samples are taken from the
appropriate probability distributions so as to model the
stochastic behavior. The model 1is designed to run for one
thousand times the number of working days in a year, and
various flight rate tables are tabulated after every ten
cycles. This is done to reduce the variance for flight rate
projection figures. Also, different queue tables are printed
to study the queuing behavior. The flow diagram of the model
is presented in Figure 2.

The flight Rate Capability Simulation Model is a

discrete change model 1in which most of the changes are occur
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due to some statistical distributions. The processing times
in OPF, VAB and LP facilities have high variances. Even when
the data points of the test flights flown early 1in the
history of the Shuttlé are removed, the variances are high
enough to justify the wuse of the exponential distribution.
One of the explanations for the high wvariances might be the
fact that the data from all of the flights was considered
together. Although some of the variance can be attributed to
the difference in the flight types, we do not have enough
data points to statistically reach a conclusion. The
comparison of simulation runs with equal probability of past
occurrence, and the ones using exponential distribution with
a mean of historical data did not produce any statistically
different results. Moreover, the plot of data also presents
a similar situation and it was therefore decided to use
exponential distribution in calculating the processing time
of these facilities. The flight time was also modeled to
follow the same distribution. Similarly, the processing time
for the Orbiter at Vandenberg, and MLP processing time after
it is brought back from the LP were also modeled to follow
the exponential distribution, although data was not available
to support or justify the assumption since the shuttle has
not yet flown from Vandenberg. SCA/Tail Cone ferrying and
thereafter processing time was considered to be quite
standard and are therefore thought to be following a normal
distribution with small variance. Again, no data is

available to justify the claim. Some of the other times,



mostly travel times, were considered known constants and were
modeled that way. An Orbiter down time of 21 days per year
is also included in the model and 1is treated as a constént.
Another variable included in the analysis is the flight rate
mixture. This variable 1is based upon a fixed number of
Vandenberg (VLS) flights and a percentage mixture of other
flight types launching out of KSC. Similarly, a ratio of
Edwards and KSC landing 1is supplied in the model and can be
changed for a different landing mix. Furthermore, a mixture
of different payloads 1is supplied as a percentage. The
choices of payload are Standard (STD), Department of Defense
(DOD), Space Lab (S/L), and Mixed (MIX) type. The selection
of choices is based on an analysis of both flown and

projected payloads.

The system 1s modeled with a number of different types
of facilities, the specifications of which can be changed by

the user, if so desired. These include:

0 Number of Orbiters;

o Number of OPF Facilities;
o Number of VAB Facilities;
o Number of LP Facilities;

o Number of MLPs' Available;
o0 Number of SCA/ Tail Cones:

o Number of Space Shuttles allowed in space at one time.



There are some restrictions on the model which are

accordingly- incorporated as:

O When there is a DOD job in the VAB or on the LP, then
the next DOD job cannot enter the VAB unless the first
has been launched in space;

o If the Space Shuttle flies from two different facilities
on consecutive missions, then a fourteen day change over

time is needed before the next mission can be flown.

Some of the processing times data which remained

unchanged during the entire simulation study are as follows:

0 Processing time at OPF for VLS missions : Exponentially
distributed with' a mean of 42 days;

o} Mission processing time at VLS: Exponentially
distributed with a mean of 63 days;

o MLP processing time: Exponentially distributea with a
mean of 22 days;

o Time for SCA/Tail Cone flight: Normally distributed with
a mean of 6 days and Standard Deviation of 1;

o Time to process reuse of Tail Cone: Normally distributed
with a mean of 3 days and Standard Deviation of 1;

o Time between flying of two missions: One day;

o Time for MLP to go back for processing:7 days;

o In flight time of the Space Shuttle: 7 days.



CONSERVYATIVE DATA

FACILITY : '
OPF YAB ~LP
FLT. TYPE
STANDARD 51 S 23
DOD 51 S 28
SPACE LAB. 61 5 22
MIX S5 S 23
REALISTIC DATA
FACILITY
OPF YAB LP
FLT. TYPE
STANDARD 40 5 17
DCD 40 S 22
SPACE LAB. S0 S 16
MIX 44 5 17
OPTIMISTIC DATA
FACILITY
OPF YAB LP
FLT. TYPE
STANDARD 30 4 16
DOD 30 q 21
SPACE LAB. 40 4 15
MIX 34 q 16

TABLE 1. MISSION PROCESSING TIMES DATA
(IN DAYS) FOR THREE DATA TYPES.



3.0 RESULTS

The simulation runs based upon the three data types have
been studied in reasonable details. Table 1 presents
Conservative, Realistic and Optimistic estimates of the
processing times, in the number of days, spent in each
facility, for the STD, DOD, S/L, and MIX flight types. At
this point, it may be noted that the three data sets are not
based upon any statistical prediction equations, but are
actually the result of management judgment at NASA. However,
they have been wused 1in this 1illustration to exhibit the
working of the model and provide some useful guidelines for
comparing the options.

v The simulation runs for each set of the data, and
landing and/or down time mix, as presented on the vertical
axis of Table 2, are based upon the six categories of
facilities grouping, as displayed on the horizontal axis of
the same table. The flight mix in all of these runs is as

follows:
STD.=26.7%; DOD=33.3%; S/L=20%; MIX=20%,

Table 2 presents the summary of the flight rates of the
84 simulation runs. Before any conclusions are drawn on the
findings of the simulation, an obvious observation 1is in
order. The simulation results presented here are very useful

to perform what-if analysis for the planning of the flight



' ALTERNATIVES[Sa | | 2 3 4 s [ 6
AT S | e [ OFT=2] OPT-3 | OFT-2  OPF=2| OPT=2] OPT-3
DA'[VA._F’"YPES 52 LP ;2 LP ;2 LP ;2 LP ;g LP ;2 LP ;%
 FLIGHT MIX EO |MLP=3|MLP=3|MLP=3|MLP=3| MLP=4| MLP=4
CONSERVATIVE DATA
5‘35",‘%%285&%,%5%{? 2?1_ 3 19.23919977|9.203|9.355(9.287 |10.047
ED'EIARDS IEANglNg :1%0%- 4 10.776[12.290[1 O.736H1 0.861110.976{12.515
== = = ﬁ
REALISTIC DATA
3‘,{3?‘5%85%%.‘,},}9’ 2?. 3 11.352112.056{11.351)11.362]11.459(12.214
E%gARDStmgmg ;1000% 4 [13.146|14.62113.103]13.254(13.392[15.280
REALISTIC DATA
gga%gggwﬂsr&gs= 2?‘ 3 11.852(12.820{11.87111.603(12.168|13.071
EDs\é/ARDS ngmg 310%%1 4 13537]115.310113.571)13.638{14.014{16.1 Z
OPTIMISTIC DATA |
ggg%ggggx,}ar,gg? ° 3 |13.269]13.838[13.252}13.358|13.491[14.169
: E%\é{ RDStmgmg ‘1%02%: 4;5.32?176‘.516 15.309(15.442(16.021{17.550
OPTIMISTIC DATA
gggﬂ?ﬁ%%@&hﬁf&,}? 201_ 3 13.735114.363{13.720[13.734|14.036|14.805
E%‘gmbstmgmg ggg:_“_ 15.70516.92415.‘560‘15.77516.56218.146
OPTIMISTIC DATA | 3 1145092(15.521)14.600[14.730[15.138|16.342
gl e i
E%EARDS'EQHBNS :10%% 4 =-.163 19)17.655)1 6.39716.353 17.369“ G 468
OPTIMISTIC DATA
NUMEER OF VLS FLTS= 2. 3 13.670H4.31313.65913.656513.88814.756
ORBITER DOWNTIME= O. :
EDWARDS LANDING = 0 %,
§C LANDING =100
OPTIMISTIC DATA
AR g ST
EDWARDS LANDING = 0% ] 4 15.153[16.792|15.111)15.124[15.421]17.455
KSC LANDING =100% 0 ]

TABLE 2. SUMMARY OF THE SIMULATION RUNS
FOR THE FLIGHT RATE PER YEAR.



rate capability. Meaning, if the management can achieve the
processing time capabilities which they furnished with this
set of facilities mix, then these results are very likely to
occur. However, they do not, by any means, provide an
assurance of the flight rate capability unless it can be
shown that the data represents the actual statistical
projections. Even then there 1is an element of statistical
uncertainty associated with the results and it may only be
interpreted that way. The validity of the model, however, is
established by the fact that when the actual processing time
and flight mix 1is wused, the results are very similar to the

observed flight rates.
4.0 STATISTICAL PITFALLS OF SIMULATION MODELING

Simulation models are very meaningful 1in representing
the present system and that is where they can be verified as
well. Once the model passes the verification tests, it can
be used to study the changes in the system by changing some
input variables. Here, the choice of changes in input
variables is something which needs some clarification. 1In
the flight rate capability example, 1if the study is that of
incrementing a major resource such as an orbiter by one unit,
then the study will yield meaningful information as 1long as
the processing time for the different facilities is not a
function of time. Usually there 1is a learning curve pattern

in the processing time, as well as the factor that as the



facilities grow older, they require more maintenance and
safety inspections. Both of these imply that processing time
is a function of time and experience. Under such
circumstances and realizing that the lead time of adding any.
facility in this example 1is several years, the need is that
of statistically projecting the processing time data to the
point when the facilities are planned to be made available.
If the projection equation is either statistically unsound or
projected beyond the experience base, then the output result
of a simulation experimentation can at best be as good as the
projections themselves. Ihis leads us to a very serious
pitfall in simulation and cautions us that the model results

are only meaningful in the proper working range.

5.0 MODEL USEFULNESS FOR NASA

Computer simulation has found 1its use in almost all
engineering and management situations. The computer
simulation models often involves a "trial and error" way to
demonstrate the likely effect of various policies. The
results are usually interpreted in economic terms and a
decision is usually reached in terms of the economic
preference under the budgetary restrictions. The user has
control over the source information, which means that if it
is not properly supplied, then the results may not be
meaningful for the desired application.

A simulation model wusually represents some statistical



experiment and it 1is important that the input data reflect
that relationship. Another point of consequence is the time
frame involved. For example, if NASA 1is considering the
addition of a Space Shuttle or another OPF facility, then it
is important to consider the lead time required in acquiring
either one of them. Assuming it takes four years to build an
Orbiter or an OPF facility, then the appropriate way to model
will be to project the processing time of the facilities four
years into the future and study the effect of each
alternative on the model. If the processing time on the
facilities are on a downward trend, then although an
additional OPF facility may be economical today, it may not
be the same in four years when having another Orbiter may
become a more viable alternative. Similarly, if a target
flight rate has to be achieved, the right combination of
facilities and Orbiters can be found with the help of a
Flight Rate Capability Simulation Model.

To answer such questions, it is important that NASA has
a simulation model available. The model developed here
represents the most significant aspects of Space Shuttle
processing, and has helped NASA management to make judicious
estimates of the flight rate capabilities. However, in order
to gain realistic insight, NASA needs to incorporate other
pertinent considerations into the model. Items like Flight
Crew Simulator time, spare parts availability and others, if
added, could present a more realistic view of the situation.

With the aid of a complete simulation model, the NASA



management will be in a position to compare alternatives.
They will be able to see the effect of planned changes on the
overall system before actually making a commitment. The
scientific judgment, as the result of simulation
experimentation, will be much more profound than with

intuitive feelings or an isolated economic analysis.

6.0 CONCLUSION

The prime function of running a smooth operational
organizations such as NASA's space shuttle program is that of
planning the future requirements of the system. The
performance evaluation of such an organization is generally
based upon the quantity and quality of the work produced, and
the economic considerations of how effectively the resources
were utilized to gain the overall objectives of the
organization. The economic considerations, in turn, includes
timing and location of the production, along with the
equipment, material, energy and labor utilization. All of
these considerations must be converted to a common economic
base when evaluating the contribution of the resources toward
the overall objectives of the organization.

In capital intensive engagements, such as NASA's shuttle
program, the managerial planning decisions are very crucial.
They are deciding the monetary commitment and future
direction of the organization over a long period of time.

The decisions made in such conditions are generally



irreversible and have serious implications. Therefore, it is
imperative that such decisions must be made after complete
deliberation and thorough scrutiny of the available choices.
The Flight Rate Capability Simulation Model presented in this
paper provides a planning tool and a probable direction for

such a methodical investigation process.
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CHAPTER V. DEMOGRAPHIC SURVEY
1.0 INTRODUCTION

The purpose of this chapter is to characterize as far as
possible the makeup of the AE, AM, C, D, E, F, G, S, T, and V
offices regarding the age, grade, experience, starting age,
and education of their professional employees. This process,
which was conducted in the summers of 1984, 1985, and 1986,
was done on the composition of the work force at JSC that had
a strong probability of being involved in the management and
technical support of the shuttle progfam. This base also has
a high possibility of providing future needs in these areas.
As the shuttle proceeds from an environment which is
primarily R/D to one which is more operational in nature,
human resource and manpower planning is an essential
ingredient to smoothing the transition. Also, since changing
demographics is a long lead time issue, a careful analysis of
the demographic state and its trending seems to be necessary.

Appendix V A shows the demographic state of NSTS as of
the summer of 1986. Appendix V B is a comparison of the
1984, 1985, and 1986 demographic studies. One difficulty

encountered in the preparation of a comparison was that the

means of collecting the data changed.from 1984 to 1986 as

familiarity was gained with the problem. This made some
comparisons weak and made some others impossible. Specific

instances of this problem will be mentioned as the data is



discussed. 1In addition some of the data in the 1986 survey
does not have a meaning when analyzed for change.
Specifically there does not seem to be any value in looking
at the way that degree migration has changed over the three

year period.
2.0 CONCLUSIONS

The conclusions made from this study are, of course,
very tentative since there are only three years of data, and
the method of drawing the sample changed during the period.
There are a few trends worthf of comment. One is the general
overall loss in the total work force. The major question is
whether this was planned or accidental. A related question
is: If it ‘was planned, was it planned by the right level in
the organization and did the plan Qork? Another trend worth
comment is the reduction of personnel in the GS 13 level.
The same questions on planning are applicable here. Another
trend that was found deals with the loss of technical talené.
Why are these people leaving and is this good are bad for the

organization?
3.0 RECOMMENDATIONS
1. The loss of technical talent has serious

implications. This 1loss needs to be further

examined and explained.



The GS 13 spike needs careful monitoring and
control.

During both the stand down caused 7by 51L and the
transition period to a more operational nature,
great care and attention must be paid to the morale

of the employees involved.

This study needs to be repeated in 1987.






APPENDIX V A

DEMOGRAPHIC SURVEY OF PROFESSIONAL EMPLOYEES
AE, ,AM, C, D, E, F, G, S, T, AND V ORGANIZATIONS

SUMMER 1986

1.0 INTRODUCTION AND OBJECTIVES

This report is the first half of a two part report. The
purpose of this half is to characterize as far as possible
the makeup of the above officés regarding the age, grade,
e#perience, starting age, and education of their professional
employees. These offices were chosen to reflect the base
which composes the current management and technical support.
This base also has a high probability of providing future
needs in these areas. As the shuttle proceeds from an
environment which is primarily R/D to one which 1is more
operational in nature, human resource and manpower planning
is an essential 1ingredient to smoothing the transition. The
intent of this document then, in simple terms, is to show the
demographic state of NSTS and its support elements as of the
summer of 1986.

The size of the sample in the demographic survey was
1689 employees.

This survey was also done 1in the summers of 1984 and

1985. The second half of this report, which follows 1in



Appendix V B, 1is a comparison of these different surveys.
Since changing demographics is a long lead time 1issue, a
careful analysis of the demographic state and 1its trending

seems to be necessary.
2.0 DEMOGRAPHICS

The rest of this report is devoted to a discussion of

the charts presented.

2.1 AGE-CHART 1, CHART 2

Chart one shows a bimodal distribution of age. The
cohort in the 46-50 year bracket is by far the largest with a
sub-maximal point in the 26-30 year bracket. Normally, one
would expect to see a chart which was loaded heavy on the
front end with younger brackets having more members. This
wave of older employees 1is 1indicative of down the road
problems as these employees age and early }etirement becomes
more attractive.

Chart two shows the age by grade. An interesting point
here is that grades 13 through SES are almost flat. This
seems to indicate that promotion from 13 on is relatively
slow. As an aside, as more people opt for early retirement,

perhaps more slots will open up for early retirement. -

2.2 GRADE-CHART 3

Chart three shows that the GS-13 slot is the largest



with around 37% of the sample. The next largest cohort is
the GS-14 grade with 21%. So the majority of the employees
are graded 13 or above. This may be healthy for a
developmental environment but may lead to down the road
operational problems. This chart, along with the two
previous seems to indicate that there is little if any feeder

pipeline supplying new and younger talent to the program.

2.3 SERVICE-CHART 4
This chart is almost flat for 13 through SES at around

20 years. The average service for the sample was 16.4 years.

2;4 START AGE-CHART 5, CHART 6

Chart 5 shows the number of employees starting with NASA
at a particular age. Most employees started with NASA
between 23 to 24 vyears of age. The next largest cohort
started at 21 to 22 years of age. What this chart shows is
that for most of the sample, NASA was their first real job
after school.

Chart 6 shows start age as function of grade. Since the
chart is mostly flat, the start age does not vary much by

grade. The average start age is 27 years.

2.5 COMBINED DEMOGRAPHICS-CHART 7
This chart shows age, service, and start age as a

function of grade.



2.6 HIGHEST DEGREE-CHART 8, CHART 9, CHART 10

Chart 8 shows the level of the highest degree of the
sample. Here, 27% of the sample has a masters degree or
better. This again is healthy for R/D but spells trouble for
operations.

Chart 9 shows that almost everyone is an engineer with
science and math coming in second and third. Chart 10 is the

same information by percentage.

2.7 BS DEGREE-CHART 11. CHART 12

The first degree that an individual holds goes a long
way towards shaping their thought process. These charts show
a majority of the bachelors degree sample holding an
engineering degree with science and math coming in second and

third as before.

2.8 MASTERS DEGREE-CHART 13, CHART 14
These charts show similar results for the masters degree

as the previous 4.

2.9 DOCTORS DEGREE-CHART 15, CHART 16
These charts show a small surprise with the field of
science having a strong majority of the doctors degrees.

Engineering is second.

2.10 FIELD AND LEVEL OF DEGREES-CHART 17

This chart shows the field and level of the degrees of



the sample. Two unusual points occur. One is that there are
more doctors of science than masters. Another is that there

are most masters of business than bachelors.

2,11 DEGREE MIGRATION-CHART 18

This chart shows the path from the second highest
degree, provided there was at least a masters, to the highest
degree. Most people followed a traditional path of second
highest to highest in the same field. An exception to this
is the business masters which attracted a large percentage

from outside of business.

1,
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APPENDIX V B

DEMOGRAPHIC COMPARISON

1984-1986

.~ e
L4

1.0 INTRODUCTION

In the summers of 1984,85,and 86 studies were done on
the compositionlof the work force at JSC that had a strong
probability ofrbeing involved in the management of the
shuttle program. The following tables shows the specific

offices by year.

1984-85 1986
AM space operations AM space operations
AE research and engineering AE research and engr.
CA flight crew operations CA flight crew operations
DA mission operations DA mission operations
EA engineering EA engineering
FA mission support FA mission support
SA space and iife sci. SA space and life sci.
LA NSTS program office GA NSTS system office
MA space shuttle projects off. VA orbiter projects off.

TA STS integrations and op

While the names changed somewhat in 1986 due to a



reorganization of the NSTS program and project offices the
people and the actual working positions surveyed stayed the
same.

This report 1is the second half of a report finished
earlier which showed an in-depth look at the 1986 offices and
as such serves as a continuation of that report. One
difficulty encountered in the preparation of a comparison was
that'the means of collecting the data changed from 1984 to
1986 as familiarity was gained with the problem. This made
some comparisons weak and made some others impossible.
Specific instances of this problem will be mentioned as the
data is discussed. In addition some of the data in the 86
survey does not have a meaning when analyzed for change.
Specifically there does not seem to be any value in looking
at the way that degree migration has changed over the three

year period.
2.0 RESULTS

2.1 NUMBER

Year: 1984 1985 1986
Sample size: 1732 1764 1689
The change in the sample from 84 to 85 may be due to the

reorganizations that occurred during that time period. Table

3 shows the percent change as about a 2% gain from 84 to 85



and a 4% loss from 85 to 86. The key to the significance of
this change is whether it was planned and controlled or
whether it was uncontrolled and occurred against the best
wishes of management. One would suppose that as the shuttle

moves to an era which is more operational 1in nature and one

in which jobs become more routine that some loss of the work

force will occur.

2.2 AGE

Table one gives the ages by 5 year cohorts. Chart one
shows the same information graphically. This information is
not too reliable since the ages were drawn in 85 by GS grade
within an office while in 86 age was drawn as a pure
variable. The 85 method has the effect of smoothing out the
extremes. Perhaps the most significant information 1in this

section is that the average age stayed the same.

2.3 NUMBER BY GRADE

In Tables 2 and 3 and in Charts 2 through 7 the number
of employees by grade 1is presented for 84, 85, and 86.
Charts 5 and 6 perhaps present this information best. The
spike at_13 has been reduced by what would appear to be
upward movement to 14 with perhaps some attrition. The ones
which increased are the grades of 15, 14, 11, and 9. The
grades of 13, 12, and 7 reduced while the SES grade stayed
the same. |

If the GS 13 level is thought of as the Journeyman level

»



with the earlier grades thought of as a lengthy
apprenticeship or training program then the GS curves are no
so disturbing. One point of consideration however 1is the
reduction in new hires at the GS 7 level. This level in 86

was the lowest in the 3 year history with only 36 in 1986.

2.4 NUMBER BY FIELD OF HIGHEST DEGREE

Tables 4 and 5 along with Chart 8 show the number by
field of highest degree. All fields lost people over the 3
years with the exception of business which showed a net gain
of 28. This attrition is of course related to the general

attrition of the work force over these 3 years.

2.5 NUMBER BY DEGREE LEVEL

Tables 6 and 7 along with-Chart 9 show the number by
degree level. All fields showed a loss over the 3 year
history. There was a net loss of 75 from 85 to 86 with 5 of

these being at the doctors level and 7 at the masters level.

2.6 NUMBER BY FIELD AND LEVEL

Tables 8 and 9 along with Chart 10 combine the
“information in D and E and show the number by field and
degree for 85 and 86. Of the 5 doctors lost mentioned in E,
6 were lost from engineering and 1 was gained in
arts/education/law. 10 masters were lost in technical areas
while 3 were gained in business. This loss of engineering

doctorates was slightly over 20% of the 85 level. This loss



of top level talent is worth noting and tracking through the

next year.

3.0 CONCLUSIONS

Only three years of data with the method of drawing the
sample changing during the period of course makes the drawing
of conclusions very tentative. There are a few trends worthy
of comment. One 1is the general overall loss in the total
work force. The major question is whether this was planned
or accidental. A related question 1is if it was planned was
it planned by the right level in the organization and did the
plan work. Another trend worth comment is the reduction 1in
the GS 13 level. The same questions on planning are
applicable here. The last trend to be discussed deals with
the loss of technical talent. This trend is brought out by
the loss of higher 1level technical degrees. Why are these

people leaving and is this good are bad for the organization?

4.0 RECOMMENDATIONS

1. The loss of technical talent has serious
implications. This 1loss needs to be further
examined and explained.

2. The GS 13 spike needs careful monitoring and
control.

3. During both the stand down caused by 51L and the

1A,



transition period to a more operational nature,
great care and attention must be paid to the morale

of the employees involved.

This study needs to be repeated in 1987.
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VI. ANALYSIS OF THE SPACE SHUTTLE ACCIDENT
1.0 INTRODUCTION

After the Challenger accident, a presidential
commission, better known as the Rogers Commission, was
established to investigate the events leading up to the
disaster, to determine the cause of the accident itself, and
to make recommendations to NASA to prevent a future
reoccurence of this tragedy. In addition, the National
Research Council (NRC) was chérged with performing what might
be described as a "watchdog" role and with doing its own
investigation. Also, the Science and Technology Committee
of the House of Representatives conducted its own
investigations. This chapter deals primarily with the Rogers
Commission Report [2], but also covers some aspects of the
other organizations.

Upon issuance of the Commission’s report (hereafter
called the Report), the UH research team generated a detailed
outline of the Report's findings and opinions. The findings
“indicated that all of the major problem areas, except that of
the SRB joint design 1itself, were 1in areas traditionally
associated with industrial engineering including management
structure and communication, SR/QA, transition management,
logistics, and documentation contfol.

This outline of the Report provided input for most of

the work done in this chapter and provided further




confirmation that the existing NSTS organizational structure
was in need of change.. This chapter consists of five reports

which are briefly described as follows.
2.0 ROGERS COMMISSION REPORT - OUTLINE AND MILESTONES

The detailed outline of the Rogers Commission Report can
be found in Appendix VI A. This work was prepared in support
of the Crippen Committee which was charged with the task of
both investigating and responding to Recommendations II and V
along with any questions relating to the flight decision
process itself. Recommendation II deals with (1) the need
for change in the STS management structure, (2) the
importance of astronauts in the management positions at NASA,
and (3) the establishment of an STS Safety Advisory Panel.

| Recommendation'ﬁ involves problems in (1) communication,
especially involving the Marshall Space Flight Center (MFSC),
(2) inconsistent policies towards the removal of launch
constraints and the signing off of waivers without ever
finding a proper solution to the problem, (3) ambiguity in
the way in which two different people understood the same
conversation, and finally, (4) a lack of astronaut input into
the launch decision and their not being informed of
mechanical problems from previous flights.

Each factor, or milestone, which had a bearing on each
particular item listed under Recommendations II and V, was

cited from the Report and grouped under that item. Although



not explicitly called out in the Report as a recommendation,
a third set of milestones was tabulated under the heading of
Flight Decision Process. This table dealt with the failure

of the system to communicate critical safety-related issues

to NASA management responsible for launch decisions.
Ultimately, since all problems in management and
communications can impact these decisions, all of the

previously listed milestones can be placed under this heading
as well, especially those regarding communication. However,
these milestones were not listed twice in the tables. The

eight milestone tables can be found in Appendix VI B.

3.0 AN INDUSTRIAL ENGINEERING PERSPECTIVE ON THE REPORT OF
THE PRESIDENTIAL COMMISSION ON THE SPACE SHUTTLE

CHALLENGER ACCIDENT

Based on the Rogers Commission Report, a paper was

written and published in Industrial Management [1], a journal

of the Institute of Industrial Engineers for industrial
engineering managers. The paper illustrated that many of the
problem areas cited 1in the Report such as processing
problems, SR/QA, trend analysis, logistics, and communication
and management problems are all areas 1in which the
introduction of industrial engineering methods would help to
rectify the situation. While the application of these IE
principles may not have prevented the shuttle accident, they

certainly would have improved the reliability of the shuttle,

[ SR  TOR



both in terms of safety and on-time performance. This paper

can be found in Appendix VI C.
4.0 CROSS REFERENCE

As mentioned above, a number of committee'’'s were férmed
in the aftermath of the Challenger accident to determine the
cause of the accident and to propose changes in the shuttle
program to avoid future mishaps. At the request of JSC, the
UH team reviewed the conclusions and recommendations of each
committee report and from them derived a Qhallenger Report
Cross-Reference Matrix (Appendix VI D). The purpose of this
matrix was to compare and contrast the findings of each
committee as well as to ensure that NASA addressed each point
raised in the various reports so that none of them were
inadvertently overlooked.

The four reports qsed were those of the Rogers
Commission [2)], the U.S. House Committee on Science and
Technology [3], the NRC Flight Rate Working Group [4], and a
NASA internal investigation known here as the "Lessons
Learned" Report [5]. The findings of each report were placed
into three main categories: program man&éement, the
processing of the shuttle, and the design of the shuttle.
Each-main category is further divided into subcategories and

_individual entries. For each entry, a cross-reference

indicates the citation in the appropriate report.
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5.0 MAJOR PROBLEMS RESULTING FROM A REVIEW OF THE ROGERS

COMMISSION REPORT - PRELIMINARY DISCUSSION

This section distills the findings of the Rogers
Commission Report into nine specific problems involving
management, communication, safety, and logistics and presents
ten specific recommendations on how to remedy these problems.

It can be found in Appendix VI E.

6.0 POSSIBLE LIST OF QUESTIONS AND ISSUES WHICH MAY BE POSED
BY THE NRC COMMITTEE ON CRITICALITY REVIEW AND HAZARD

ANALYSIS

The shuttle hardware is composed of several thousand
critical components where failure in flight could have dire
consequences. The last section of this chapter, Appendix VI
F, contains a list of questions relating to SR/QA that was
prepared to help NASA respond to the NRC investigation.
These questions are meant to stimulate thought as to how
safety and reliability issues can be implemented and

monitored throughout the organization.
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[2]

[3]

(4]

(5]
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APPENDIX VI A

ROGERS COMMISSION REPORT OUTLINE

During the second quarter of our research project, the
Rogers Commission released its findings on the investigation
of the 51L accident. Our research team had reviewed part I
of the Report in detail. The efforts resulted in the
generation of a detailed outline of the Rogers Commission's
opinions and findings as provided in the Report. From the
outline, several milestone charts were prepared. The
milestones were categorized according to their relationship
to the main points of Recommendations II and V of the Report
(which pertain to NASA's management structure and problems in
communication) as well as to the flight decision process.
These are presented in this appendix and in Appendix VI B.

Looking at the major problem areas as indicated in the
Report,vnamely : management structure and communications,
safety/reliability/quality assurance, data trending,
transition from R/D to Operations, logistics support,
documentation, and the actual design/testing problems with
the SRB joint; all but the last item are closely related to
the regular training and functions of an Industrial Engineer.
It is also interesting to point out that those are areas
which is barely covered, if at all, by the other
"traditional' engineering disciplines within their regular
university training. We do intend to look somewhat. further
into this observation and will report on any further findings

in our future reports.
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PRESIDENTIAL COMMISSION ON THE
SPACE SHUTTLE CHALLENGER
OUTLINE OF CONTENTS

I. PREFACE, PAGE 1. Background of why commission was appointed.

II. INTRODUCTION. PAGE 2-9

A.

F.

INTRO, PAGE 2. Brief history of funding developments
of shuttle.

THE SPACE SHUTTLE DESIGN, PAGE 2-4. Brief history of
design and funding considerations in the early development
of shuttle.

1. FIGURE, PAGE 3. Schematic of stacked shuttle.
THE SPACE SHUTTLE DEVELOPMENT, PAGES 4-6.

1. Discusses which Center or contractor had
responsibility for what.

2. Lists flights with brief description.

3. Lists (at end of section) flights by orbiter.

ELEMENTS OF THE SPACE SHUTTLE, PAGE 6-9

1. Intro gives design limits and intended usage of shuttle.

2. ORBITER, PAGE 7. Discusses physical make-up.,
constraints, and usage_of the orbiter.

3. SPACE SHUTTLE MAIN ENGINES, PAGE 7-8. Discusses
SSME's and their physical make up as well as
throttle ranges. .

4. EXTERNAL TANK, PAGE 8. Physical dimensions, fuels,
attachment points, etc.

5. SOLID ROCKET BOOSTERS, PAGE 8-9. Physical dimensions,
detachment, construction, etc.

FLIGHT OF A SHUTTLE, PAGE 9. Brief description of exit, entry,
landing, etc.

REFERENCES, PAGE 9.

III. CHAPTER II-EVENTS LEADING UP TO THE CHALLENGER MISSION, PAGE 10-

A.

B_.

INTRODUCTICN, PAGE 10. Early launch delays, payloads.
CREW ASSIGNMENTS, PAGE 10-13.

1. Description of crew.
2. PICTURE,PAGE 10. 51L on pad.

PREPARATIONS FOR FLIGHT, PAGE 13-15.



Iv.

1. DIAGRAM, PAGE 12. MISSION 51L MAJOR MILESTONE SUMMARY

2. CIR and its rescheduling.

3. L-5 review.

4. Changes to baseline.

5. Crew training and compressed training time.
6. Launch date delays for 61C.

7. GRAPH, PAGE 14. CREW WORKLOAD COMPARISON.

D. FLIGHT READINESS REVIEW, PAGE 15-16.

1. Description of FRR.
2. Launch window changes.

3. TABLE, PAGE 16. MISSION 51L ORBITAL ACTIVITY SCHEDULE

E. LAUNCH DELAYS, PAGE 17.

1. Launch delays.

2. problems-temperature, ice, cross winds, fire detector,etc

F. THE FLIGHT OF THE CHALLENGER, PAGE 18.
1. TABLE, PAGE 18. Chronological listing ¢f events in

flight 2. During flight, no flight controller
problems, no alarms, no abort options.

CHAPTER III. THE ACCIDENT. PAGE 19-39.

A. Analysis of the actual accident with concentration on the puffs

of smoke.
B. PICTURES OF ACCIDENT, PAGES 22-36.
C. TABLE, PAGE 37-39, STS 51-L SEQUENCE OF MAJCR EVENTS.

D. TABLE, PAGE 39. SHUTTLE TO GROUND TELEMETRY CHANNELS.

CHAPTER IV. THE CAUSE OF THE ACCIDENT. PAGES 40-81.

A. INTRO., PAGE 40. The loss of the shuttle was caused by the

failure of the joint.
B. ANALYSIS OF THE ACCIDENT, PAGE 40-66.

1. 3 Critical questions:

a. What were the circumstances surrounding 51L that
contributed to the accident in contrast to the 24
successful predecessors?

b. What evidence pointed to the right SRB as opposed
to other components?

c. Vhat was the mechanism of failure?

2. No evidence of sabotage.
3. ET, PAGE 41-42.

a. 20% recovered after accident.

b. 1list of possible ET causes of accident.

c. ET exonerated.

d. FIGURE 1, PAGE 41. Cut away view of ET.

4. SSME, PAGE 42-45.

a. All 3 recovered.

“’“‘1,‘." [ L]



b. FIGURE 2, PAGE 43. Schematic of engines.

c. FIGURE 3, PAGE 43. Rear view of shuttle/engines

d. FIGURE 4, PAGE 44. Drawing of engine.

e. Discussion of possible engine problems and engine
performance.

f. Engines exonerated.

ORBITER AND RELATED EQUIPMENT, PAGE 45-48.

a. Definition of orbiter subsystems.

b. List of significant pieces of orbiter structure which
was recovered.

c. All fractures and failures on orbiter were result of
overload forces and not burn or explosion.

d. FIGURE 5, PAGE 46. Location of subsystems.

e. FIGURE 6, PAGE 47. Sketch showing location of
different fuselages.

f. Orbiter and related equipment exonerated.

PAYLOAD/ORBITER INTERFACES, PAGE 48.

a. Definition and exoneration.

PAYLOADS, IUS, AND SUPPORT EQUIPMENT, PAGE 48-51. "

a. Definition of payload, 40k pounds, 5% recovered

b. FIGURE 7, PAGE 49. STS 51-L PAYLOAD CONFIGURATICHN.

c. possible contributing problems.

d. Payload exonerated.

SRB, PAGE 51-66

a. definition of 7 subsystems.

b. analysis of components of SRB

c. FIGURE 8, PAGE 52. Exploded view of SRB.

d. FIGURE 9, PAGE 53. RECONSTRUCTED LOADS COMPARED TO
MEASURE AND DESIGN LOADS.

e. All parts of SRB exonerated except right solid rocket

motor.
f. RIGHT SOLID ROCKET MOTOR, PAGE 53-66.
: i. 4 areas analyzed: structural loads, case walls,

propellant,and seals.
ii. STRUCTURAL LOADS EVALUATION, PAGE 53-55
a) analyzed and exonerated.
b) FIGURE 10, PAGE 54. Drawing of ET showing
location of struts.
c) FIGURE 11, PAGE 55. Loads in the pitch plane.
iii. CASE MEMBRANE FAILURE, PAGE 55-56.
a) analyzed and exonerated.
b) FIGURE 13, PAGE 56. Cutaway of SRB showing
location of aft field joint.
iv. PROPELLANT, PAGE 56-57.
a) analyzed and exonerated.
b) bulk temperature above min specs.
V. JOINT SEAL FAILURE, PAGE 57-66.
a) location of failure.
b) field joints.
c) FIGURE 14, PAGE 57, Cross section of joint
showing tang, clevis.
d) joint sealing sensitivity factors
e) ASSEMBLY DAMAGE CONTAMINATION, PAGE 58-60
f) FIGURE 15,PAGE 58. JOINT TANG / CLEVIS
INTERFERENCE.
g) GAP OPENING,PAGE 60.
h) FIGURE 16, PRESSURIZED JOINT DEFLECTION.
i) FIGURE 17, PAGE 60. DELTA GAP OPENING.
j) O-RING COMPRESSION AT LAUNCH (STATIC), PAGE 61-
62.



VI.

k) FIGURE 18, PAGE 61. Progressive reduction of
gap.

1) JOINT TEMPERATURE.

m) FIGURE 19, PAGE 62. SUMMARY OF DYNAMIC TEST

RESULTS.
n) FIGURE 20, PAGE 63. AFT RT SEG TENMP FOR STS
51-L. ’ .
o) FIGURE 21, PAGE 63. AFT LT SEG TEMP FOR STS
51-L :

p) TABLE, PAGE 64. FIELD JOINT DISTRESS.

q) PUTTY PERFORMANCE, PAGE 64-66.

r) FIGURE 23, PAGE 65. O-RING RECOVERY VS. TIME.

s) TABLE, PAGE 66. Consequence of increasing the
pressure.

t) DYNAMIC CHARACTERISTICS OF THE FIELD JOINT
SEAL, PAGE 66.

ANALYSIS OF THE WRECKAGE, PAGE 66-69.

1. Sources of data for analysis.
2. Search area and location where parts found.
3. Discussion of photographs which are at chapter end and

which depict damage.

4. FIGURE 24, PAGE 67. EXPANDED SEARCH AREA.
5. FIGURE 25, PAGE 68. RH SRB RECOVERED DEBRIS AFT SEG.
6. FIGURE 26, PAGE 69. ANGULAR COORDINATE SYSTEM FOR SRB/M

FINDINGS, PAGE 70-72. These findings relate to physical parts
environmental conditions, and assembly which have been
discussed earlier in this chapter.

CONCLUSION, PAGE 72. 1IN VIEW OF THE FINDINGS, THE COMMISSION

CONCLUDED THAT THE CAUSE OF THE CHALLENGER ACCIDENT WAS THE
FAILURE OF THE PRESSURE SEAL IN THE AFT FIELD JOINT OF THE

RIGHT SOLID ROCKET MOTOR. THE FAILURE WAS DUE TO A FAULTY

DESIGN UNACCEPTABLY SENSITIVE TO A NUMBER OF FACTORS. THESE
FACTORS WERE THE EFFECTS OF TEMPERATURE, PHYSICAL DIMENSICNS,

THE CHARACTER OF MATERIALS, THE EFFECTS OF REUSABILITY.

PROCESSING, AND THE REACTION OF THE JOINT TO DYNAMIC LOADING.
REFERENCES, PAGE 73.

PHOTOGRAPHS OF DAMAGE, PAGE 74-81l.

CHAPTER V. THE CONTRIBUTING CAUSE OF THE ACCIDENT. PAGES 82-119.

A.

Introduction, PAGE 82.

1. The decision to launch was flawed.

2. The people who made the decision were unaware of the
history of problems concerning the seal and were unaware of
the initial rec. of cont. against launch

with temp. less than 53 F and the continuing opposition of
MTI engineers.

3. Did not have a clear understanding of Rockwell's ice
concern.

4. TIf they had known it is unlikely they would have launched.

FLAUS IN THE DECISION MAKING PROCESS, PAGE 82-103.

£
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8.

10.
11.

12.
13.
14.

16.
17.
18.
19.

Analyzed. chain of decisions leading to launch.

Testimony revealed failures in communication.

Discussion of FRR and its initiation.

Discussion of Mission lManagement Team, PAGE 83, and L-1
launch review.

TABLE, PAGE 83. READINESS REVIEWS. :

PAGE 84. 1Identifies areas where Level III and cont
concerns were not communicated to Levels II and I.

PAGE 84. Schedule of memos leading to 51-L FRR, meeting
was held, Moore sends directive on FRR with no problems on
SRB being identified.

PAGE 84. Crit 1 and launch constraints.

PAGE 84-85. 1Independent reporting paths not effective.
REPRINT, PAGE 84. TELEGRAPHIC MESSAGE.

PAGE 85. Apparently neither MTI cr MSFC believed that seal
problem was critical in readiness reviews.

51-L certified as flight ready, L-1 review occurs.

PAGE 85, Mulloy's testimony on O-ring concerns.

Comm. concerned that contrary to above testimony,
seriousness of problem not conveyed in FRR.

Cold front approaching, exposure to rain, scrubs.

Chain of events starting at MTI plant.

PAGE 86, Eblings testimony on MTI meeting.

PAGE 86-87, McDonald's testimony on conversation with

‘Ebling.

20.
21.

22.
23.
24.
25.
26.
27.
28.
29.

30.
31.
32.
33.
34.
35.
36.
37.

38.
39.
40.

Further development of 5:45 telecon.

PAGE 87-88, testimony of Lovingood and Reinartz on
teleconference. '

PAGE 88, development of phase 2 of telecon at 8:45.

PAGE 88-90, Boisjoly's testimony on phase 2 telecon.
PAGE 89, REPRINT -OF CHARTS PRESENTED.

PAGE 90-91, McDonald's testimony on phase 2.

PAGE 91-92, Mulloy's testimony on phase 2. -~

PAGE 92, Mason's testimony on caucus.

PAGE 92-93, Boisjoly's testimony ©on caucus.

PAGE 93-94, Lund's testimony on decision, telecon, and
caucus.

PAGE 94. Lund's testimony on changing decision.

PAGE 94-95, Mason's testimony on Hardy/Mulloy comments.
PAGE 95, McDonald's comments on various subsystems
qualified to various temperatures.

PAGE 95-96, Mulloy's testimony on caucus and his April
statement.

PAGE 96-99, Mulloy's testimony on conclusion of telecon,
LCC, SRB seal being level III issue.

CHART, PAGE 97. MTI ASSESSMENT OF TEMP CONCERN ON SRM-25
(51-L) LAUNCH.

PAGE 99-100, Hardy's testimony on telecon.

PAGE 100, 5 a.m. meeting of Lucas, Mulloy, Reinartz only on
fact that meeting was held and temp concerns on O-rings had
been resolved.

PAGE 100, Mulloy's testimony on 5 am meeting.

PAGE 100-101, Lucas's testimony on 5 am meeting.

PAGE 101, Clear that information on O-ring damage in
previous flights and about MTI's engineers concerns never
reached Moore or Aldrich.

PAGE 101-103, Aldrich testimony on breakdowrs in
communication.

CHART, PAGE 102. SHUTTLE MANAGEMENT STRUCTURE.



H.

43. PAGE 103, Smith, Thomas, Aldrich, and Moore deny kncwledge
of MTI objection to launch.
44. PAGE 103, Thomas testimony on LCC and temp.

FINDINGS, PAGE 104.

1. Serious flaw in decision process leading to launch, etc.

2. Waiving of launch constraints appears to have Leen at
expense of flight safety. etc.

3. Commission troubled at MSFC containment of serious problem,
etc.

4. MTI reversed its position at the urging of MSFC and
contrary to the views of its engineers. etc.

TABLE, PAGE 104-110. CHRONOLOGY OF EVENTS RELATED TO
TEMPERATURE CONCERNS PRIOR TO LAUNCH OF CHALLENGER (STS 51-L).

TABLE, PAGE 1l1l1. FINAL TELECON PARTICIPANTS.
PHOTOGRAPHS, PAGE 112-113. Pictures of ice.

AMBIGUITIES IN THE DECISION MAKING PROCESS, PAGE 114-117.

l. Decision to allow water to run from system to prevent
freezing causes large amounts of ice to form.

2. Problem identified by ice team at 2 am, assessed throughcut
night, culminating with 9am MMT meeting.

3. Rockwell describes work done and explains concerns with

Petrone's testimony, PAGE 114-115.

4. Glaysher's involvement and his testimony that Rockwell can
not assure that it is safe to fly.

5. PAGE 115, Cioffoletti's testimony about his concern.

6. PAGE 115-116, pressure for more detailed description of

Rockwell's launch recommendation and Petrone's response.

7. 2 things are clear: Rockwell did not feel it had sufficient
time to research and resolve the ice on the pad problem and

Rockwell's position on launch was not clearly communicated

to NASA officials in the launch decision chain.

8. Lamberth's discussion on Rockwell's commit to launch
language.

9. PAGE 116, testimony of Rockwell's Peller concerning
telephone conversation with Moser confirms Lamberth.

10. PAGE 116-117, Aldrich testimony on meeting of ice team,

Rockwell, Lamberth, and Colonna with Aldrich on problem.

11. Aldrich had reports from contractors other than Rockwell
12. FINDINGS, PAGE 117-118.

a. Rockwell's recommendation on launch was ambiguous.

b. Commission concerned about NASA's response to Rockwell
and finds the decision to launch questionable. NASA
appeared to be requiring a contractor to prove that it
was not safe to launch. Commission finds ice not a
cause and does not conclude NASA over-rode a no-launch
recommendation from a contractor.

c. Freeze protection plan for pad was inadequate.

REFERENCES, PAGE 119.

CHAPTER VI. AN ACCIDENT ROOTED IN HISTORY. PAGE 120-151
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EARLY DESIGN, PAGE 120-122.

1.

2’
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.

15.

SRB problem began with design and continued through failure
to recognize problem and treatment as acceptable flight
risk.

MTI did not accept implication of early tests that design
had serious flaw.

NASA did not accept judgment of its engineers that design
was unacceptable and minimized problem as record grew.
MTI felt that condition was not desirable but was
acceptable.

Small history of letting of SRB contract.

Costs were first concern of NASA selection bd.

MTI's joint was selected for special mention by selection
bd. :

Implies MTI's selectlon done primarily on cost basis.
Design of SRB based on Titan but there were differences.
FIGURE 1, PAGE 121. COMPARISON OF ORIGINAL DESIGN TO
DESIGN USED.

MTI design changed before production and MTI believed seal
had complete redundancy.

Pin problems.

Horizontal assembly required.

Testimony of MTI engineer McIntosh abcut concern w1th
horizontal assembly.

Test vents, O-ring manufacture, multiple firing

EARLY TESTS, PAGE 122-123.

1.

2.

Tests on SRB's began in mid-70's. 1977 hydro-burst test
shows joint rotation.

PAGE 122, MTI Thompson testifies to joint rotation but MTI
believed problem was minor and scheduled no further tests.

DESIGN OBJECTIVES, PAGE 123-124.

9.
10.

MSFC's reaction to early tests opposite MTI's.

PAGE 123, Eudy's memo to McCocol on design problems and
suggested correcticns.

1977 Ray says not changing the design is unacceptable.
Miller's memo to Eudy describing joint problem.

Miller sends second memo objectlng to seal de51gn in
January 79.

Ray authored Miller memos and Miller concurred.

Ray visited O-ring manufacturers and they tentatively felt
O-ring was being asked to perform outside its intended
design.

PAGE 124, Ray testimony on reasons for writing memos in 78
and 79.

MTI was not informed of visit to O-ring companies.

MTI's phase 1 certification review mentioned difficulties
with tests but did not list as a failure or problem.

VERIFICATION AND CERTIFICATION COMMITTEE, PAGE 124-5

1.

2.

Early static tests show joint rotation greater than
predicted.

NASA empaneles Space Shuttle Verification / Certification
comm. and they express concern about joint design.

" Mentions wrong way pressurization cf primary O-ring anc



putty. Questions redundancy.

3. Comm says that from a telecon they felt redundancy was not
a requirement.

4. PAGE 124, Hardy's testimony on committee's understanding
conflicted with his.

5. Comm asks for for full-scale tests to verify joint. Quote
on PAGE 124-125 further defines test and problems.

6. MNASA seems to decline tests with appeal to previous testing
and light weight case testing.

CRITICALITY CLASSIFICATION AND CHANGES, PAGE 125-128

1. NASA classes joint 1R. Definition of 1R and rational for
classification (PAGE 125).

2. PAGE 125, Aldrich testifies rational presented means 1 to
him. :

3. Joint carries 1R from Nov 80 to Nov 82.

4. Early problems with O-rings and putty.

5. 1R changed to 1, Dec 82. PAGE 126 rational for change.

6. Rationale for retention of single O-ring seal by MTI's
MicIntosh has seeming conflict with rationale for crit 1.

7. MTI and NASA still considered seal to be redundant even
with crit 1 change.

8. PAGE 126, McIntosh's testimony on felt was redundant due to
tests. - -

9. Temp not considered in early tests. Disagreement over
joint opening sent to ref.

10. PAGE 127, Lovingood's testimony on redundancy of seal in
all but worst cases.

l1. Hardy and Mulloy shared Lovingood's view.

12. Waiver of Crit 1 status granted by level 1 and 2 in March
83.

13. PAGE 127, QUOTE on redudancy requirements implying reason
for waiver. ,

14. PAGE 127-128. Lunney's testimony on Crit 1 change and
reason for waiver.

15. Waiver process outside PRCB. Aldrich and Kohrs say waiver
approved so STS-6 could fly. Weeks denies this.

16. MTI officials denied notification of Crit change but MTI's
ops manager at MSFC (Parker) has signature on documents.
However several documents at MTI still have Crit 1R long
after change.

STS 41-B O-RING EROSION, PAGES 128-132.

l. Prior to 41-B erosion/blow by infrequent.

2. Discussion of qualification motors, flight history, and
tests.

3. PAGE 128, Coats memo to Hardy on problems.

4. PAGE 128, Marshall Problem Ascessment System Report QUOTE.

5. FIGURE 2, PAGES 129-131. O-RING ANOMALIES COMPARED WITH
JOINT TEMPERATURE AND LEAK CHECK PROCEDURE.

6. PAGE 132, Moorefield memo to Mulloy on Titan experience.

7. 41-B erosion taken to 41-C FRR as technical issue.
Recommendation to fly approved with same rationale as used
at Level III FRR.

8. Directive sent from Mark to Mulloy, signed by Weeks
directing review of seals. This action preceded by
Abrahamscn letter to Lucas.

9. Mulloy had Wear send letter to MTI asking for review of



10.

seals.
MTI responds with proposal in May-84 and completes response
with HQ briefing in Aug 85.

LEAK CHECK AND PUTTY, PAGE 133-134.

1.

FIGURE 3, PAGE 133. JOINT ANOMALY FREQUENCY

VS. LEAK CHECK PRESSURE.

Miller writes memo to Hardy through Co