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Preface

This quarterly publication provides archival reports on developments in programs
managed by JPL’s Office of Telecommunications and Data Acquisition (TDA) In space
communications, rad1o navigation, radio science, and ground-based radio and radar astron-
omy, 1t reports on activities of the Deep Space Network (DSN) and its associated Ground
Communications Facility (GCF) 1n planning, in supporting research and technology, mn
mmplementation, and in operations Also included 1s TDA-funded activity at JPL on data
and information systems and reumbursable DSN work performed for other space agen-
cies through NASA The preceding work 1s all performed for NASA’s Office of Space
Operations (0SO)

In geodynamics, the publication reports on the application of radio interferometry to
space geodesy using natural and artificial sources at microwave frequencies In the search
for extraterrestnial intelhigence (SETI), 1t reports on implementation and operations for
searching the microwave spectrum In solar system radar, 1t reports on the uses of the
Goldstone Solar System Radar for scientific exploration of the planets, their nings and
satellites, asteroids, and comets In radio astronomy, the areas of support include spec-
troscopy, very long baseline interferometry, and astrometry These four programs are
performed for NASA’s Office of Space Science and Applications (OSSA), with support
by the Office of Space Operations for the station support time

Finally, tasks funded under the JPL Director’s Discretionary Fund and the Caltech
President’s Fund which involve the TDA Office are included

This and each succeeding issue of the TDA Progress Report will present matenal 1n
some, but not necessarily all, of the following categories

0SO Tasks

DSN Advanced Systems
Tracking and Ground-Based Navigation
Communications, Spacecraft-Ground
Station Control and System Technology
Network Data Processing and Productivity
DSN Systems Implementation
Capabilities for Existing Projects
Capabilities for New Projects
New Initiatives
Network Upgrade and Sustatning
DSN Operations
Network Operations and Operations Support
Mission Interface and Support
TDA Program Management and Analysis
Communications Implementation and Operations
Data and Information Systems
Flight-Ground Advanced Engineering



OSSA Tasks

Search for Extraterrestrial Intelligence
Geodynamics
Space Geodetic Technical Development
Earth Science
Goldstone Solar System Radar
Radio Astronomy

Discretionary Funded Tasks
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The Limits of Direct Satellite Tracking With the Global
Positioning System (GPS)

W | Bertigerand T P Yunck
Tracking Systems and Applications Section

Recent advances in high precision differential GPS-based satellite tracking can be ap-
phlied to the more conventional direct tracking of low earth satellites To properly eval
uate the limiting accuracy of direct GPS-based tracking, 1t is necessary to account for the
correlations between the a prion errors in GPS states, Y-biwas, and solar pressure param-
eters These can be obtained by careful analysis of the GPS orbit determination process
The analysis indicates that sub-meter accuracy can be readily achieved for a user above
1000 km altitude, even when the user solution is obtained with data taken 12 hours after

the data used in the GPS orbit solutions

l. Introduction

In recent years, a variety of differential GPS techniques
have been described which promise to deliver decimeter accu-
racy 1n tracking low earth satellites [1] - [4] Briefly, the igh
precision differential GPS techniques involve (1) simultaneous
observation of the GPS sateliites by a network of 6 to 10
ground receivers and by the user satellite, and (2) stmultaneous
estimation of GPS satellite states and clocks, the user state,
and all receiver clocks

Because of this need for a set of sunultaneous GPS observa-
tions from both the user vehicle and a global ground network,
the high precision differential techmques are somewhat cum-
bersome and are 1ll suited to near-real-time autonomous navi-
gation For this reason, we have investigated the hmiting per-
formance of direct (nondifferential) GPS-based tracking of low
earth satellites, incorporating into this analysis a number of re-
finements that have emerged 1n recent years from differential
GPS development work

With direct GPS-based tracking (which 1n fact 1s the more
conventional approach), the user position and the time offset
from GPS time are obtained using measurements from only
the user recetver The collected GPS metric data, which in-
clude pseudorange and carrier phase data, are used together
with information about the GPS orbits and clocks provided
to the user separately, usually through the GPS broadcast data
message Highly accurate direct GPS-based tracking therefore
requires hghly accurate predetermination of GPS positions
and time offsets This predetermination of orbits and clocks 1s
carried out using an extensive set of ground-based observations
from a global tracking network

In this respect, differential and direct tracking are rather
stmilar both require data from an on-board receiver and a
global ground network The key difference 1s that with direct
tracking, the ground data are reduced independently, some
hours 1n advance, to predetermine the GPS ephemens and
clock offsets The central result of this article 1s that in making



this separation between ground data processing and on-board
data processing, surpnsingly little of the advantage of true dif-
ferential tracking need be lost To see this, we need to under-
stand the correlations arising 1n the GPS orbit determination
process and incorporate these mnto the analysis of the final user
orbit error Failure to do so can result in a substantial overesti-
mation of the user error This fact has generally been over-
looked 1n previous analyses of direct GPS-based tracking

Operationally, high precision direct GPS-based tracking
mught work as follows

(1) A worldwide network of GPS ground receivers, such as
the current Air Force Monitor Stations or the network
being established for the differential GPS-based track-
ing demonstration of NASA’s Ocean Topography Ex-
periment (Topex) [1], 1s used to determine GPS orbits
and clock parameters with sub-meter accuracy several
hours in advance of user tracking

(2) The GPS states and clock information are then propa-
gated forward several hours, with accuracies that pro-
ject to roughly 1 m and 10 ns at the time of user track-
ing, and are transmitted to the user satellite Note that
GPS clock accuracy degrades more than position accu-
racy 1n this process

(3) The user satellite collects GPS measurements over a
relatively short arc, typically 2 to 4 hours, to solve for
1ts position and time offset from GPS time, as well as
GPS clock offsets from one GPS reference clock This
requires a dynamic solution strategy which can be ac-
curate to sub-meter levels only above 800 to 1000 km
where gravity and drag model errors are sufficiently
small

Il. Analysis

Using covariance analysis, we have evaluated the expected
accuracy of the direct user orbit solution and the nature of the
error sources In order to explore the hmiting accuracy of this
technique we have assumed use of the high precision recervers,
measurement calibration techmques, and geophysical models
that have recently been developed for high precision GPS.-
based geodesy and differential satellite tracking The depen-
dence of user orbit accuracy on such factors as data arc length,
the time interval between the end of the ground data arc and
the beginning of the user data arc, and the data type used has
also been studied For comparison, results from a differential
solution are also presented The Topex satellite, which 1s
scheduled to be launched in 1991 mto a 1334-km circular or-
bit and which will carry a ligh performance GPS recetver, 1s
assumed for the purposes of this analysis to be the test user

satellite Note that real-time on-board precision orbit deter-
mination 1s beyond the scope of the Topex mission

In addition to the assumed state-of-the-art precision of the
tracking system, one feature distinguishes this analysis from
previous studies of direct GPS-based tracking Analyses of
direct GPS-based tracking have generally treated the a prion
errors 1n the components of GPS satellite states—errors which
often dominate the final user error—as statistically indepen-
dent That 1s, the errors in the GPS state components have gen-
erally been represented by diagonal covariance matrices, al-
though 1t 1s well known that important correlations between
component errors exist The usual reasons for this ssmplifying
assumption are that the full GPS covariance matrices are un-
available or unknown, the analysis software can accept only a
diagonal matrix, or both In this study, by first analyzing the
GPS satellite orbit determination process, we have been able to
generate accurate full error covarlance matrices for the GPS
ephemendes supphed to the user and to employ these in the
user orbit error analysis The result 1s that the true user orbit
error 18 seen to be consistently, and 1n most cases substantially,
lower than the simpler analysis indicates

All cases examined, both differential and direct, assume a
worldwide network of six ground stations (in California,
Spain, Brazil, Austraha, Japan, and South Africa) and a full
constellation of 18 GPS satellites

For the differential solution, pseudorange measurements
were assumed to be taken every five minutes from each ground
station to all observable GPS satellites above a 10-degree eleva-
tion cutoff over a period of 24 hours starting at 1400 hours
on March 21, 1986 Typically, 5 to 7 GPS satellites are visible
at one time from each ground site Topex was assumed to ob-
serve all GPS satellites above a 90-degree zenith angle for only
the last two hours of this period Measurement assumptions 1n-
cluded 5 cm pseudorange every 5 minutes, a 10-degree eleva-
tion cutoff at the ground stations, and a zero-degree elevation
cutoff for Topex Note that pseudorange is assumed to be
smoothed over the entire 5-minute measurement interval in
order to achieve 5 cm precision This level of performance 1s
being routinely achieved by the “Rogue” geodetic recetver
now undergoing field testing at the Jet Propulsion Laboratory
(PL) [5]

For the base case direct solution, only the two hours of
measurements made by Topex were used The GPS states and
assoclated solar pressure parameters (including a Y-bias), ob-
tained with a preliminary solution using a subset of the 24-
hour ground track, were left unadjusted, and the effects of
errors In those parameters were considered In order to obtain
a realistic covariance matrnix for the GPS state and related
force parameters used in the consider analyss, the first 20



hours of ground data from the 24-hour arc were used to solve
independently for the GPS states, Y-bias, and solar pressure
The Y-bias parameter 1s associated with forces due to un-
modeled thermal effects and solar panel misalignments [6]

The covariance matrix was assembled as follows the 20-
hour solution produced a computed covariance matrnx for the
GPS states, Y-bias, and solar pressure at epoch, this covariance
matrix depends only upon the random data noise assumed n
the solution A consider analysis was then performed to evalu-
ate the effects of troposphere and station location error upon
the GPS states, Y-bias, and solar pressure, producing a second
covariance matrix due to the consider variables The two co-
variance matrices were then summed to form a single covan-
ance matrix, containing computed error plus consider error,
for use 1n the analysis of the Topex direct solution

The covariance matrix for GPS states revealed 3-D position
errors of about 1 meter when projected into the two-hour
Topex data arc This 1s compatible with the results of recent
high precision GPS orbit determmation demonstrations con-
ducted under somewhat less favorable conditions [7], [8] In
fact, m this analysis the estimated error in Y-bias and solar
pressure was somewhat higher than that obtained with multi-
day data arcs mn the same demonstration program

The details of the measurement schedules for the three
solutions—base case Topex direct, Topex differential, and GPS
a prion state—are shown in Fig 1 In both the GPS satellite
solutions and the Topex differential solution, white noise
clock models were used, producing independent clock solu-
tions at each time point with one of the ground clocks used as
reference This 1s a general form of the double differencing
techmque that 1s widely used to eluninate receiver and satel-
hte clocks as a source of error In the Topex direct solution,
where white notse modeling of all clocks 1s impossible, only
the Topex clock was modeled as white noise, and the GPS
clocks were modeled as quadratic functions with one GPS
clock serving as reference Extensive experience with real
GPS data has shown that the highly stable GPS atomic clocks
can be modeled as quadratic functions over many hours with
sub-centimeter accuracy (This situation will improve only
when the more advanced Block II GPS satellites are deployed
in the next few years )

For the direct solution, the three quadratic coefficients
(constant bias, rate, and rate-rate) were assumed to be known
to 10 ns, 10 ns/(4 hours), and 10 ns/(4 hours)?, respectively
These are 1n fact rather conservative values, solutions for
actual GPS clocks with recent field data have been substan-
tially better [9] Ground receiver location errors were con-
sidered at 5 cm per component in the differential solution
The zenith troposphere error was considered at 1 cm, an accu-

racy that requires use of high performance water vapor radio-
meters at the ground sites Finally, the earth gravity model was
considered as an error source for Topex 1n both the differen-
tial and direct solutions For this the covariance matrix asso-
ciated with the 8 X 8 portion of the PGS3012 gravity model,
produced recently by the Goddard Space Flight Center, was
used The higher order terms in the gravity covariance do not
contribute significantly to the Topex position error for the
short 2-hour data arc

Il. Results
A. Base Case

In the middle of the 2-hour Topex data arc, the estimated
altitude errors are 17 cm for the base case direct solution and
7 cm for the differential solution The RMS altitude errors
over the arc are 21 cm and 11 c¢cm The errors as a function of
time are shown in Fig 2 for the direct solution and n Fig 3
for the differential solution

To test the importance of using the full a prion covariance
matrix, a second consider analysis was conducted using only
the diagonal elements of the covarniance matrx for GPS states,
Y-bias, and solar pressure The resulting Topex position error
grew to several meters Clearly, the correlations between the
consider parameters must be accounted for to accurately esti-
mate final user errors

B. Dependence on Topex Arc Length

In order to study the effect of data arc length on the Topex
direct solution, a number of runs were made employing the
same assumptions as the base case but differing in the length
of the Topex data arc Figure 4 shows a significant degradation
in performance when the arc 1s reduced to 1 hour and 1/2
hour Nevertheless, a 30-minute data arc gives an altitude accu-
racy better than 40 cm 1n the middle of the arc

C. Dependence on Data Type

All cases examined so far have used precision pseudorange
(5 cm data noise over 5 minutes) In this section we examine
the direct solution method using carrier phase data alone
(Fig 5) and carrier phase together with pseudorange (Fig 6)
For these cases, carrier phase measurements with 0 5 cm data
noise over S-minute intervals were assumed This noise level 1s
consistent with the JPL “Rogue” recetver {S] Other measure-
ment assumptions were the same as for the base case Figures 5
and 6 show very small computed errors and a shght improve-
ment over the pseudorange base case in the middle of the data
arc The RMS errors for carrier and mixed data over the 2-hour
data arc are 16 and 23 cm, respectively The larger error in the
mixed data type 1s anomalous and 1s due to nonoptimal



weighting of the data in the filter With real data, the filter
data weights could be adjusted by looking at the residuals to
include the effects of rmismodeling errors and to bring the total
error with the mixed data type below that with either data
type alone Here the relative data weights are based only on
the expected receiver data noise

D. Dependence on the Time Offset From GPS Data

To study the effect of solving for GPS further in the past,
the Topex data arc was progressively moved further away
in 2-hour increments In the base case the Topex data arc
spanned March 22, 1400-1600 The next arc spanned 1600~
1800, the next 1800-~2000, and so on The final arc in the
series started 12 hours after the end of the arc used for the
a prior1 GPS states All other assumptions were the same as
for the base case

The errors due to gravity and the computed errors are simi-
lar for all of the five additional test arcs Thus for comparison
we show only the errors due to GPS state, Y-bias, and solar
pressure As expected, the solution degrades as we move fur-
ther away from the solution for GPS The degradation 1s not
monotonic, however, for the arcs that are 4 and 6 hours away,
performance 1s actually better than the base case that 1s only
2 hours away from the solution for GPS states This 1s consis-
tent with the penodic signature in GPS orbit errors 1n addition
to the general trend of increasing error further from the data
arc Figure 7 shows the RMS errors as a function of the time
interval between the end of the GPS data arc and the begin-
ning of the user data arc Figure 8 shows the errors over the

2-hour Topex data arc at 2, 6, and 12 hours from the GPS data
arc Even after an interval of 12 hours, the RMS error due to
GPS state, Y-bias, and solar pressure over the arc 1s only about
30 cm

IV. Conclusions

Direct GPS-based tracking of low earth orbiters can deliver
sub-meter accuracy at altitudes above roughly 1000 km, with
the user tracking up to 12 hours after the GPS orbit solutions
The major error sources are the predetermined GPS states, Y-
bias, solar pressure, and the model for the earth’s gravity field
In order to obtain a realistic estimate of the accuracy that can
be achieved, a full covariance matrix must be used to represent
the a prior1 error 1n the pre-adjusted parameters

At altitudes lower than 1000 km, significant errors in the
force models, principally the models for the gravity field and
atmospheric drag, will begin to corrupt the direct dynamic
solution Therefore, to mamtain high accuracy at lower alti-
tudes, nondynamic (geometric or kinematic) or reduced dyna-
mic strategies must be adopted Such techniques have been
evaluated extensively in connection with differential satellite
tracking and promise to deliver sub-decimeter accuracy down
to the lowest possible altitudes [10], [11] Differential track-
ing, however, requires simultaneous GPS observations by the
user and a global network of ground receivers It remains to
mvestigate the potential performance of the nondynamic and
reduced dynamic techniques in direct GPS-based satellite
tracking
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Spectral Estimation of Received Phase in the Presence of
Amplitude Scintillation

V A Vilnrotter, D H Brown, and W J Hurd

Communications Systems Research Section

A techmique 1s demonstrated for obtaining the spectral parameters of the recewved carrier
phase n the presence of carnier amphitude scintillation, by means of a digital phase locked
loop Since the random amplitude fluctuations generate time-varying loop characteristics,
straightforward processing of the phase detector output does not provide accurate results
The method developed here performs a time-varying nverse filtering operation on the
corrupted observables, thus recovering the ongmnal phase process and enabling accurate

estimation of its underlying parameters

I. Introduction

The purpose of this article 1s to present a method for esti-
mating the power spectral density of the phase of a received
carrier, when there 1s significant amplitude scintillation on the
received waveform For example, these conditions occur when
the spacecraft transmits through the solar corona Knowledge
of the phase spectrum 1s important for improving carrier track-
ing through bandwidth optimization, or through more sophis-
ticated real-time adaptive techniques

In a previous article [1] we reported the results of an
experiment, carried out at DSS 14 at Goldstone, where the
DSN Advanced Receiver was used to track weak signals origi-
nating from the Pioneer 10 spacecraft on its way out of the
solar system [2] One purpose of the experiment was to opti-
mize the bandwidth of the Advanced Recewer’s coherent
phase-locked loop 1n near-real time, thus minimizing the root
mean square (rms) phase error and improving the quality of
the recovered data The optimization was based on estimates
of the phase spectral density and the spectral level of the addi-

tive noise, using a robust ad hoc estimator Amplitude fluctua-
tion was not a factor in that experiment More recently, an
attempt was made to track Voyager 2, as 1t travelled behind
the solar corona in the latter part of December 1987 [3] A
maximum likelthood estimator was developed to obtain
improved estimates However, the unexpectedly large amph-
tude fluctuations encountered near the Sun rendered these
parameter estimates questionable, even though phase lock was
maintained with the help of the ad hoc estunator A large
amount of data was collected and subsequently analyzed In
this article, we present the results of the data analysis and
demonstrate a technique for obtaining estimates of the rele-
vant spectral parameters, taking into account the effects of the
time-varying amplitude Our ultimate goal is to adaptively
control loop parameters for the purpose of minimizing phase
error, even 1n the presence of severe amplitude fluctuations

Radio waves propagating through a turbulent medium, such
as the solar corona, undergo random changes that often alter
their charactenistics From the viewpoint of deep space com-



munications, the most significant of these effects are phase
and amplitude scintillation, spectral and angular broadening,
and Faraday rotation [4] Amplitude and phase scintillation
are the most pronounced effects at the 8 4-GHz carner fre-
quency (X-band) employed by the DSN Scintillations are
caused by random inhomogeneities within the propagation
channel Amplitude scintillation 1s basically a diffraction
phenomenon, caused by plasma irregularities that are smaller
than or roughly equal to the Fresnel zone size at the irregular-
ity The time scale of the amplitude fluctuations due to the
solar corona 1s typically on the order of a second Phase scintil-
lation 1s primarily a refraction effect, caused by plasma 1rregu-
larities with different refractive indexes, and different random
velocity components along the line of sight The power spec-
tral densities of both phase and amplhitude fluctuations obey
inverse power relations 1n certain frequency regions near the
carrter frequency, which means that the level of the spectral
density 1s mnversely proportional to the frequency difference,
raised to some constant power

S(H=5,1f17 (1)

For phase spectra, the exponent a due to the solar corona 1s
typically 8/3 or less at small Sun-Earth-probe (SEP) angles
[5] The coefficient S, 1s the value of the spectral level at a
frequency of 1 Hz from the carrier Oscillator instabilities
aboard the spacecraft also generate a power law type spectral
density, but with an exponent of a = 3 [6] In the current
application, we shall assume that plasma effects dommate, and
model the spectral density of the phase fluctuations as in
Eq (1) 1n order to obtain the required parameter estimates
However, care must be exercised in interpreting the results,
since other effects (such as oscillator instability) may not be
completely negligible The spectral characteristics of the
amplitude fluctuations are less critical, since only the band-
width of the amplitude fluctuations will be used to estimate
the scintillating amplitude

lI. The Received Waveform

As the transmitted signal propagates through the solar
plasma, 1t suffers random amplitude and phase distortions
that degrade the quality of the received waveform An accu-
rate description of these degradations 1s the subject of the
following paragraphs

A. Signal and Noise Representations

Having propagated through the turbulent channel, the
residual component of the transmitted radio wave s(¢) can
be represented at the receiver as

5(1) = V2 A(2) cos (w, £+ 6(2)) (2)

where «w, 1s the carrier frequency in radians per second.
A(r) 1s a random amplitude function describing the channel-
induced amplitude scintillation, and 6(¢) 1s a random phase
process, also due to the channel Unfortunately, a perfect
measurement of this received waveform cannot be made,
because of background radiation and receiver noise Within the
frequency band of interest, the sum of all significant noise
contributions can be modeled as an equivalent narrowband
Gaussian process, with representation

n(t) = V2 [nc(t) cos (w, 1) = n(2) sin (w, )] 3)

Here n,(t) and n (r) are taken to be independent white Gauss-
1an processes, each with two-sided spectral level N, /2, within
the frequency band of interest Thus, the receiver observes the
channel-corrupted signal in the presence of additive white
Gaussian noise

r(t) = s(t) +n() 4)

Amplitude and phase information may be extracted from
the received waveform by means of coherent processing
techmques, such as by means of a phase-locked loop mn a
coherent receiver A coherent receiver estimates the total
phase (wy ¢ + 6(2)), and multiplies the received waveform r(z)
by locally generated sinusoids driven by the estimated phase
process ﬁ(t) If the estimate 1s a good approximation to the
received phase, then the resulting baseband waveforms can be
represented as

r(£) = A(z) cos ((2)) + n,(¢) (5a)

ro(® = A(@) sin (#(1) + ny (1) (5b)

where ¢(¢) = 8(¢) - §(t) 1s the instantaneous phase error, and
ny(¢) and ny (t) are approximately white Gaussian processes
with two-sided spectral level No/2, independent of each other
and of the underlying phase error (this last assumption 1s valid
only 1if the correlation time of the additive noise 1s short com-
pared to that of the phase process) The / (or in-phase) signal
can be used for amplitude estimation, whereas the Q (or
quadrature) signal 1s generally used for phase control Note
that if the phase estimate 1s accurate so that |¢(¢)| << 1, then
Eqgs (5a) and (5b) reduce to

r(H =A@ +n(1) (6a)
ro (1) = A) ¢(t) + 1, (1) (6b)

In particular, the scintillating amplitude A (¢) can be estimated
under this condition, since the in-phase signal r,(t) reduces



to the sum of the amplitude function and the equivalent
noise, independent of the phase process

In digital systems, the analog waveforms are converted to
numerical sequences prior to processing The conversion opera-
tion 1s called sampling It 1s generally implemented by averag-
ing the analog waveform over intervals that are short compared
to the correlation time of the deswred component, or by per-
forming other roughly equivalent operations For purposes of
analysis 1t 1s convenient to adopt the averaging approach, and
model the received samples as

4

1 t,+T

r.() = Tf r.@®)dr = s (1)+n (1) ()
where x represents either [ or Q, 5,(1) = A(2). and (1) =
A(1) ¢(1) If the noise correlation time 1s short compared to
the averaging time T, then the variance of either noise sample
becomes Ny /2T, while its mean value remains zero It 1s often
necessary {or desirable) to resample the original sequence at
various points within the system by averaging consecutive
samples Because integration 1s a linear operation, this type of
resampling 1s exactly equivalent to averaging the analog wave-
form over the longer (resampled) time interval Thus, 1f L
consecutive samples are averaged, the variance of either
resulting noise sample becomes N, /2LT The desired signal
component remains essentially undistorted by resampling,
provided 1ts correlation time exceeds LT by a significant
margin

B. Amphtude Scintillation Spectrum

An example of a scintillating radio wave observed in the
presence of additive noise was provided by the Voyager 2
spacecraft as 1t passed behind the solar corona As an example,
we use the data from day-of-year (DOY) 357, corresponding
to an SEP angle of about 2 3 degrees, because strong ampli-
tude scintillations were evident The Advanced Receiver
tracked the phase with small error, validating our linear model

The received analog waveform was initially sampled at
approximately 10 million samples/s, then summed and resam-
pled at a rate of 320 samples/s, yielding a sampling time of
T=3125 ms This was the update rate of the digital phase
locked loop The observables generated by the coherent loop
were further summed and resampled at 40 samples/s, corre-
sponding to a final resamphing time of LT = 0 025 second

A sample sequence of the observables, consisting of 256
consecutive samples, 1s shown mn Fig 1, spanning a time of
6 4 seconds The discrete sample values are connected with
straight line segments to aid 1n visual perception Slow varia-
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tions 1n the average amplitude are apparent The significant
frequency components of this sequence can be quantified by
estimating its power spectral density This was done by means
of averaged periodograms, described in detail in Section IV
Periodograms can be obtained efficiently using fast Fourier-
transform (FFT) algorithms The normalized spectral density
estimate of the amplitude shown in Fig 2 was obtamned by
averaging 100 disjoint sequences of 256 samples each, and
dividing by the zero-frequency value It 1s apparent that the
spectrum can be divided into two distinct regions, namely a
“high-frequency” region due to the white noise where the
spectrum appears flat, and a “low-frequency” region where
the signal amplitude fluctuations dommate

An estimate of the amplitude fluctuations may be obtamed
In real time by passing the received sequence through a low-
pass filter with bandwidth great enough to ensure acceptably
small distortion 1n the scintillation spectrum The required fil-
tering operation can be generated by averaging K consecutive
samples i a “shding window” implementation We take the
bandwidth of this filter to be the frequency of the first null,
namely

By = (LTK)™ ®)

(Note this 1s greater than the usual “-3 dB” bandwidth )
Observing that there 1s no significant power in the amplitude
scintillations above 2 Hz, we set B, = 2 Hz, for which X =
1/(2TL) = 20 The estimated amplitude function A(1) 1s
shown n Fig 1, while the spectrum of the filtered estimates
1s shown m Fig 2, both represented by dashed curves The
performance of this rather simple amplitude estimator is not
expected to be as good as that of more sophisticated algo-
rithms based on optimum estimation principles However,
since the shding window combines ease of implementation
with acceptable performance, 1t 1s considered adequate for
the purpose of demonstrating the concepts developed 1n this
article

Hl. Separation of Amplitude and Phase
Effects

In this section we describe a technique for reconstructing
the noise-corrupted phase process from the recorded phase
detector output, effectively removing the random coefficient
of the phase due to the scintillating amplitude First we dis-
cuss the standard digital phase locked loop (PLL), then we
model the loop in the presence of random signal-amplitude
vanations, and finally we demonstrate the reconstruction of
the received phase



A. Linear Time Invariant Phase Locked Loop

The quadrature samples defined in the previous section are
used in the Advanced Recetver to drive a digital phase-locked
loop, which 1n turn generates estimates of the received phase
process at the loop update rate These estiunates control the
frequency of a local oscillator operating at, or near, the
recetved carrier frequency, whose output 1s used to perform
the desired downconversion operation With little loss
generality, we shall assume that direct baseband downconver-
ston 1s performed If the loop 1s locked, and operating with
small instantaneous phase error most of the time, then the
linear model yields an accurate description of loop operation

A linear model of the digital phase-locked loop 1s shown in
Fig 3 The loop generates estimates of the received phase se-
quence, @(1), and subtracts these estimates from the received
phase sequence 6(1) The received phase consists of three
independent components a doppler-induced phase process
d (1), transmitter mstabihity y,(2), and a plasma-induced phase
process l[/p(l) Therefore we can wnte (1) =d(1) + y,(1) +
V_(1) The nstantaneous phase error, defined as ¢(1) =6 (1) -
8(1), 1s multiplied by a slowly varying sequence A (1) repre-
senting the plasma-induced amplitude scintillation of the
recerved carrier After adding the equivalent noise sequence
n,(1), the resulting sequence 1s filtered by the loop filter The
filtered error sequence e(1) controls the frequency of a numer-
1cally controlled oscillator (NCO) whose output is also con-
sidered to be a phase sequence, sampled at the same rate as the
input The phase estimate 1s the sum of the NCO phase plus an
independent random sequence representing NCO drnft The
observable sequence 1s denoted by w(z) It 1s a resampled
version of the phase detector sequence which appears at the
mput to the loop filter Henceforth we assume that w(1) =
y(1), because m our case the resampling rate 1s much greater
than the bandwidth of the phase process

B. PLL With Time Varying Signal Amplitude

In analogy with Heaviside’s differential operator, 1t 1s con-
venient to define the shift operator S, which operates on an
arbitrary sample x (1) according to the rule

Skx@(1) = x(1-k) )

The shift operator allows us to relate the output of a linear
filter, defined by the operator P(S), to 1ts mput as y(1) =
P(S) x(1) Since the z-transform of a k-increment delay 1s
z-*_ 1t follows that the transfer function of the above filter
in the z-domain 1s P(z) Making use of the shift-operator con-
cept, the digital loop equations become

8(1) = 8(1)-8() (10a)

y(@) (10b)
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A(1)9G) +ny(1)

F(S)N(S)y (1) +4,(1)

(10c¢)

Defining the total phase process £(2) = d(1) + y,(1) + ¥,(1) -
y,(1), Eq (10) can be solved for the phase error, hence the
phase detector output, as

o) = |1 +AWFONE)|™ £0)

A F(S)NES) |7
+{ T+ A FO NS (40 (11a)
t y ny (1)
y@) = AW 1 +AWFS)NES)™ [EO + oy
(11b)

Thus, the phase detector output contains a term that depends
on the phase £(z), and one that depends on the additive noise

C. Reconstruction of the Phase Process

We observe that in Eqs (11a) and (11b) both the phase and
additive notse processes are operated on by time-varying opera-
tors, due to the fluctuating amplitude A(7) Since the ampl-
tude fluctuations vary slowly compared to both the loop
response time and noise correlation time, and since estimates
of the amplitude process are available, we may attempt to
reconstruct the original processes by passing the phase detec-
tor output through a time-varying inverse filter of the form

P(S) = {1+A@)F(S)N(S)}

Y T0) (12a)

If v(1) denotes the response of P(S) to y (1), the operation of
the filter may be described by the recursion

4 2
v(1) = Zal(l)y(z-l)+zbl(1)v(t—l) (12b)
=0

=1

The coefficients are derived in the Appendix The filter’s

response to the phase detector output 1s

_ 1+ 20) F(S)N(S) N ny(1)
v(2) { Z0) }y(t) E(1)+(—2(1)

(13)

This 1s an estimate of the total phase process corrupted by a
modified noise sequence That this noise sequence 1s also white

11



follows from the following argument over a suitably short
time interval, such that channel statistics remain fixed, we can
express the amplitude fluctuations as the sum of an average
value plus a zero-mean random process

" - [ n@)
A@) = A+n,(1) =A(1+ 7 ) (14a)
The modified noise sequence now becomes
SO ORI Ol EXO A0
AQ) E[l +nA El)] A A 12
A #ﬁeqm (14b)

where n,.(1) 1s the series mnside the brackets Assuming that
the additive noise 1s independent of the amplitude process,
the autocorrelation function of the modified noise sequence 1s

~

k)= (A)*R (k)R (k
R,._Q() (4) ,,Q(),,eq,() (15)
a

For uncorrelated noise samples we have R, Q(k) = (N,/2) 8(k),
which reduces Eq (15) to

R k) = Z)-2(ﬂ)R (0)8(k) & Nog 8(k)
("Q) (k) = ( 2/ heq =72
A

(16)

Therefore nQ(t)/;f (1) 1s white, with a spectral level corre-
sponding to the coefficient of the Kroenecker delta function
The power spectral density of the reconstructed observables
consists of spectral contributions from both the phase and the
modtified noise processes

N,
S(F) = SN+ = (17)

In our application, the contributions of Doppler and receiver
phase processes are small The main components of the phase
process are due to the solar corona and to transmutter oscilla-
tor instabilities Both effects produce a power-law type phase
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spectrum near the carner frequency, the first with exponent
8/3 or less, and the second with exponent 3 Thus we expect
the observed spectral density to be composed of a constant
spectral level due to the inverse-filtered white noise, plus a
power law component due to the dominant phase process

The estimated power spectral denstty for the data sequence
under consideration is shown in Fig 4 The white noise com-
ponent is clearly evident This figure 1s discussed further in the
next section where we consider the problem of estimating the
relevant channel parameters from the reconstructed sequence
These estimates may be used to monitor channel conditions,
or to adaptively match receiver parameters to channel condi-
tions for improved performance

IV. Parameter Estimation

In this section we estumate the parameters of the spectral
density of the received phase First we discuss the method
used to estimate the spectral density, and then describe the
maximum likelihood (ML) algorithm used to estimate 1ts
parameters

A. Power Spectral Density Estimation

An extensive body of literature exists on spectral estima-
tion algorithms Here we use a simple but well established
approach known as Bartlett’s procedure [7] This technique
1s easy to implement, but yields good results whenever spectral
resolution requirements are met with a small fraction of the
available samples In particular, estimates of the power spectral
density are obtained by averaging independent periodograms,
which can be generated by means of efficient FFT algorithms

The periodogram of length NV, I, (w), associated with the
sequence v(1), 1s defined as

I, (@) = 11V | V()2 (182)

where

N-1
V(') = Z v(1) e 1wt

=0

(18b)

1s the discrete Fourer transform of the sequence »(1) The use
of periodograms in spectral esttmation 1s justified on the
grounds that in the himit as N approaches infimity, the ex-
pected value of the periodogram approaches the desired power
spectral density With R (m) the autocorrelation function of
v, we have from [7] that if R (m) = 0 for all m > m, then
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5,(w) (19)

The FFT generates samples of the periodogram, evaluated at
the points w = 2nk/N With

V(ik) = V(e"")lw=2"k/N (20a)
1t follows that
Iy(k) = IN(w)|w=21rk/N (20b)

Suppose the observed samples were obtaned from a white
Gaussian process, and therefore are jomntly Gaussian random
variables with the autocorrelation function R (m) = R, (0)
&(m) Consequently, the transformed samples V(k) become
complex Gaussian random variables The correlation between
the transformed samples at frequencies corresponding to k and
I can be evaluated directly from the expression

N-1N-1
V(k) VE) = ]lv Y@y v(n) e I i)
=0 n=0
(RO . k=
= (21)
l o Ty

where * denotes conjugation, and the overbar denotes the
expectation operator It follows from Eq (21) that the fre-
quency samples are uncorrelated, hence independent by the
Gaussian assumption Since for k = [ the correlation expres-
ston corresponds to the expected value of the periodogram, we
conclude that for white processes the periodogram 1s an unbi-
ased estimator of spectral level

Thus result may be generalized by observing that any desired
spectral characteristics can be obtained by filtering a unity
spectral level white sequence with the appropnate linear filter
[7]1 Thus, if the squared magnitude of the frequency response
1s chosen to be S, (w), the resulting periodogram expressed in
terms of Iy, (w), the periodogram of the white sequence,
becomes

Iy (@) = S,() Iy, () 22)

This expression 1s not exact because of the transient end
effects associated with the filtering of a finite length sequence

However, 1f the sequence 1s long compared to the memory of
the filter, then Eq (22) should yield an accurate representa-
tion of the actual spectrum Thus we conclude from Eqs (21)
and (22) that the spectral samples remain independent, with
magnitudes that approximate the actual spectral level at that
frequency It has been shown [7] that the variance of the sam-
ples 1s

sin(2nk)| 2

N sm(z;\;k

var (1, (k)) = S2(k)) 1+ (23)

from which 1t follows that for all ¥ > 0, the standard deviation
of a periodogram sample 1s equal to the spectral level The
resulting wild fluctuations from one sample to the next render
a single periodogram somewhat useless as a spectral level esti-
mator The problem can be ameliorated by averaging a large
number of independent periodograms, as originally proposed
by Bartlett If M independent periodograms are averaged, the
variance at any frequency 1s reduced by M, while the expected
value 1s preserved Denoting the averaged periodogram samples
by By (k), we have

im E‘B ()] = 5.0 (243)
N f v
var}BN(k); = M S3(k), k=12, ,N-1
(24b)

The spectral density estimate for the data under consideration
1s shown n Fig 4, obtained by averaging 100 independent
periodograms of the reconstructed phase detector output A
log-log plot was chosen to facilitate comparison with theory
The agreement with the power-law model is evident i the low
frequency regions, while dominance of the white noise compo-
nent occurs at higher frequencies

B. Maximum Likelihood Estimator

The maximum hkelihood estimator described here processes
independent frequency samples to obtain estimates of the
desired spectral parameters, namely the coefficient S,, the
exponent ¢, and the equivalent noise spectral level NOE/2
After some prelimmary processing, the channelinduced sig-
nal distortions were found to be separately accessible from the
in-phase and quadrature samples, corrupted by independent
additive noise samples We begin by developing the necessary
mathematical models

Since the final spectral estumates are averages of many inde-

pendent records, the Central Limit Theorem may be invoked
for approximating the density of the frequency samples Al-
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though each spectral sample 1s the squared magnitude of a
complex Gaussian random variable and therefore 1s chi-squared
distributed with two degrees of freedom, the operation of
averaging a large number of independent samples transforms
the averages to Gaussian random variables with the mean and
variance given by Eq (24) Thus we can model the problem as
one of estimating the parameters of a deterministic function g
from 1ts noise-corrupted samples y

y(k) = g(k, a) +n(k) (252)

glk,a) =al+a2 (;T)—as (25b)

Here n,(k) 1s an equivalent noise sample representing the est1-
mation error While n,(k) 1s zero mean, 1ts variance depends
on the square of the spectral level and on the number of sam-
ples averaged, as in Eq (24b) Since the frequency samples
are assumed to be independent, we can write the joint density
of the N - 1 samples (excluding the sample at k = 0, since
this sample cannot possibly obey the power-law relation of
Eq (1)) as

3 —1
p(yla) = ﬂ ex p{ (y(\l;)_ fg)) } (2na? (k)12
(26)

withy = (¥(1).y(2). ,y((N/2-1)).a=(al,a2,a3) For
our case, 6(k) = g(k)/~/M Taking the natural log, and
keeping only those terms that contain the parameters of
mterest, the “log-likelihood” function becomes

N
51
A(y)=-2{zn(g(k))+—(%) My((,’j)); @7)

k=1

Withal = NOE/2. a2 =S§,, and a3 = a, the maximum likelthood
estimates are those values that simultaneously maximize Eq
(27), for the given observation vector Equivalently, we can
find the minimum of the negative of the log-ikehihood func-
tion This we proceeded to do, using the simplex method of
function mmimization described by Nelder and Mead [8]

C. Results

The following parameter estimates were obtained for the
data taken on DOY 357, at an SEP angle of 2 25 degrees
=213 X 1073 r2/Hz, a = 2 186, and Nog/2=877X 10~
r2/Hz The exponent compares favorably with theory, which
predicts a frequency exponent of less than 8/3 for the phase
spectra this close to the Sun The phase spectral coefficient S,
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1s also 1n order-of-magnitude agreement with the measurements
mn {5], after our result 1s extrapolated to S-band (2-GHz) fre-
quencies The estimates obtained by the ad hoc estimator,
which does not take into account the time-varymg nature of
the closed-loop transfer function, were 76 X 10~4 for the
white noise component and 37 X 10-2 for the phase spectral
coefficient, assuming a power-law exponent of 8/3 The impor-
tance of our signal reconstruction technique is well demon-
strated by this example, since the ad hoc estimate of the spec-
tral coefficient appears to be i error

The degree of complexity required to evaluate the perfor-
mance of the maximum likelithood estimator by analytical
means, such as the Cramer-Rao bound, 1s beyond the scope
and interest of this article However, performance can be
easily evaluated by simulation techniques Using the spectral
model defined m Eq (25b) with the parameter values al =
877 X 1074, a2 =213 X 1073, 43 = 2 186, and adding an
independent Gaussian noise sample with the proper variance to
each frequency sample, parameter estimates were obtained for
1000 independent simulated spectral densities The sample
means agreed well with the modeled values, indicating that
unbiased estimates were obtained With obvious notation, the
standard deviations of the estimation errors were o,; =9 3 X
1076, 0, =95 X 1075 and 0,; =47 X 10-2 Therefore the
simulations indicate very good accuracy in the final estimates
We must remember, however, that our underlying model 1s
only approximate, since we have assumed a single power-law
component to the phase spectrum where 1n fact there may
have been two In addition, other sources of error mn pre-
processing the data, such as the use of inaccurate amplitude
estimates, were not taken mto account in the simulations
However, we did succeed in demonstrating a useful technique
for reconstructing phase spectra from observables corrupted
by random amplitude effects

V. Conclusions

Recently, the JPL Advanced Receiver was used to track
Voyager 2 as 1t passed behind the solar corona During track-
ing, severe fluctuations were noted in the amplitude of the
recetved signal, particularly at small SEP angles Since these
fluctuations introduced a corresponding random variation nto
the transfer function of the tracking loop, previous spectral
density estimation techniques that assumed a time-invariant
loop became inadequate Thus, a method was developed to
extract the desired parameters from the recorded data, taking
into account the fluctuating signals

Our approach 1s based on the observation that random varn-
ations 1n the transfer function could be attributed directly to
the fluctuating amplitude, suggesting the use of a time-varying
mnverse fllter to remove these unwanted amplitude effects from



the phase-detector output This required estimates of the ran-
dom amphtude Since both m-phase and quadrature samples
were recorded, the necessary amplhitude estimates could be
obtained from the in-phase samples, provided the loop re-
mained in lock Thus, we were able to recover the phase error
process from the phase-detector output by means of a time-
varying 1nverse filter operation Subsequent spectral analysis
and parameter estimation yielded results that agreed both with
theory and with measurements made independently by other
researchers, confirming the validity of our approach

The ability to obtain real-time estimates of the random
amplitude function along with the relevant phase and noise

spectral parameters opens up the possibility of adaptive con-
trol, where the system parameters are continuously adjusted to
achieve optimum performance This would be useful whenever
significant amplitude variations occur, as with a wobbling
spacecraft antenna, mechanical vibrations at the receiving
antenna, solar plasma effects, tropospheric turbulence, etc
Perhaps a rudimentary form of an adaptive system could be
demonstrated during the upcoming solar occultation of Voya-
ger 2, in January of 1989 Such a demonstration might have
a significant impact on future centimeter and millimeter
wave DSN system design, where fluctuations in received sig-
nal strength due to atmosphenc effects may be routmely
encountered
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Appendix

Derivation of the Coefficients for the Inverse Filter, P(z)

The coefficients of Eq (12b) are derived

From equation (12) of [9],

G(z) = AKF(z)N(z)

4B, T 4B, TV
r L L
2(z+l)l:’+1 (Z_l)+(r+l> z:]

(z-1)? 22

(A-1)
Let us assume that the vanation mn A4 (z) 1s slow relative to the

response time of the loop, which was the case in our expen-
ment Thus, for short intervals we can use the approximation

A(1) = AK
By Eq (12a),

- [1+G()]

P(z) IK (A2)

SO

-1 (T 2 2,7 02 -3 T, -3
1-22 +[2(d+d)+1]z +2d 7% -2z

-1, -2
P(2) = 1-2z2"+z
AK
(A-3)
where
) 4BLT
r+1

Designating the mput and output of P(z) as Y(z) and V(z),
respectively, we have

V(z)
Y(2)

P(z) = (A-4)

Then from (A-3) and (A-4),
V(z)[1-2214272) = Y(2) [1 -2z}
+ [%(d +a?)+ 1] P
2

+ L g2 2'3—%dz‘4]

(A-5)
Taking the inverse Z transform,

v(k)=2v(k-1)+v(k-2) = y(k)-2y(k-1)

+[§ (d +d?) + l]y(k—Z)

+2d2y(k - 3) - 2-dy(k - 4)
(A-6)
Solving for v(k) yields
(k) = y(00) - 230k = ) +[f @ +a?)+ 1] y(e-2)
- dy(k=-3)- 2 dy(k-4)
+2v(k - 1) - v(k - 2) (A7)

The coefficients of Eq (12a) can be obtained by inspection
from Eq (A-7)
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X-Band Resonant Ring Operation at 450 kW

D Hoppe and R Perez

Radio Frequency and Microwave Subsystems Section

This article documents the operation of the X-band (7 2-GHz) ring resonator at a
power level of 450 kW, which represents the highest power level achieved in the resonator
to date The ring resonator and the overall experimental setup are summarized The moti-
vation for the present ring resonator experiment is described, and specific results are pre-
sented More general observations made while operating the ring at these power levels are

described, and conclusions are drawn

l. Introduction

Resonant ring tests have been successfully conducted by
the DSN at 7 2 GHz and 450 kW The component under test 1s
a reduced-size square waveguide that 1s intended to simulate a
critical area of a proposed 1-MW feedhorn In addition to these
results, general observations made when operating the ring
resonator at these power levels are summanzed The expen-
mental setup, mncluding computer control for real-time fre-
quency correction, 1s described in the following section

Il. Description

The 7 2-GHz resonant ring (Fig 1) consists of an electn-
cally continuous loop of copper waveguide (WR 125), 2 64
meters 1In mean circumference Two coupler sections are
included 1n the loop a 13-dB (nominal) coupler for signal
mnjection and a dual 58-dB (nominal) coupler used to sample
the forward and reverse components of the traveling wave 1n
the ring Two dual tuners form part of the feed path and allow
optimization of the resonant ring operation for different
parameters
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As described in [1] and 1n JPL Publication TR-1526,! the
signal source used to drive the resonant ring 1s a 7 19-GHz
klystron transmitter with an output power range of 0S5 to
23 kW Durning steady-state operation of the resonant ring,
essentially all of the input power from the transmitter source
1s dissipated due to resistive losses in the waveguide walls This
dictates water cooling of the waveguide, achieved by soldered
copper water jackets on each of the broad waveguide walls
Separate cooling circuits are provided for the mnput waveguide
and tuner assembly, as well as for the test piece section of the
resonant ring

The resonant ring acts as a high-Q resonator (Q ~ 5600),
with 1ts resonant frequency determined by the electrical length
of the waveguide loop Under steady-state conditions, a travel-
ing wave 15 sustained in the ring of a magnitude g times the
mput power This factor @ 1s the gain of the resonant ring and

g B Kolbly, X-Band Traveling Wave Resonator (TWR), JPL Publ-
cation TR-1526 (internal report), Jet Propulsion Laboratory, Pasadena,
California, October 1973



1s dependent upon the insertion loss of the wavegude loop
that forms the ring That 1s, during optimum operation of the
resonator, the input power 1s dissipated entirely 1n the resistive
loss of the resonator

Figure 2 shows the experimental configuration used for the
resonant ring testing The dual 58-dB power sampling couplers
were calibrated using an HP 8510A network analyzer A previ-
ous publication on the resonant ring’ describes the dual-power
sampling coupler as having -60 dB coupling While this 1s vahd
for a measurement frequency ot 8 5 GHz, 1t 1s erroneous to
assume this value at 7 19 GHz This 1s of importance, because
the ring 1s capable of resonance at many frequencies, including
8 5 GHz and 7 19 GHz The new calibration indicates a 2-dB
or 58 percent error m any power levels computed using -60
dB of coupling at 7 19 GHz

The use of the dual power meter also enabled a direct dis-
play of the ratio between the forward and reverse power levels
i the ring Because of thermal expansion due to the power
dissipated 1n the waveguide walls, the physical length of the
nng increased with increasing power levels, thus lowering the
frequency (see Fig 3 [a] and [d]) Ths created a need for an
automated frequency correction system 1n order to keep the
system at the optimum resonant frequency for each power
level A program was written to vary the source frequency in
25-kHz steps until the pomnt of maximum resonant power was
found As shown in Fig 3, a 10°C rise 1 cooling water tem-
perature caused a drop 1in resonant frequency of 1 2 MHz as
well as an increase 1n the Q of the ring

In order to operate the resonant ring in a repeatable fash-
1on, a flowmeter was installed 1n each cooling circuit This also
allowed visual inspection of the presence of coolant flow 1n
any circuit Water flowing in the mnner and outer waveguide
wall cooling jackets was conducted in different directions in
order to equalize the waveguide temperature over the resona-
tor as much as possible

A port 1s provided at one of the elbows (of dimensions
below cutoff frequency) in order to provide access for a fiber
optic arc detector This allowed correlation of a transmitter
shutdown with the existence of an arc in the resonant ring
waveguide The coolant outlet temperature was monttored
with a precision quartz thermometer

lll. Experiment Description

The motivation for the restoration of the X-band resonant
ring was the need for high-power testing capability during the
development of a proposed 1-MW radar transmitter In particu-
lar, the resonator 1s required to test various sections of the pro-

posed feedhorn (Fig 4) and associated hardware, including
orthomode junctions

The tests described 1n this report are intended to simulate
one of the four square waveguides that will feed the mult:-
mode feedhorn shown in Fig 5§ Under normal operation, each
of these guides transports 250 kW, and the output power of
these four waveguides 1s then combined 1n a larger chamber
and launched into the flared horn in a series of waveguide
modes Theoretical analysis of the horn indicates that even
though only 25 percent of the total power 1s present in each
of these four square feeding waveguides, the largest electric
field will occur in these guides This can be seen from the
following formula, which expresses the maximum electric field
(rms) as a function of waveguide dimensions, power level, and
frequency for a pure TE, 4 rectangular waveguide mode

1/2
E_. = (—2"P) (1)
abf
where

P = power level, W

a,b = waveguide dimensions, cm
n = 377 ohms
F=[1-2ay/?

From the equation, 1t can be seen that even though the power
level goes up by a factor of 4 1n the large chamber, this 1s more
than compensated for by the increase 1n area (a X b) =42, and
decrease 1n ‘5 The high electric fields in the feeding waveguides
are present primarily because these guides operate close to cut-
off A\~ 2a),§~ 0

For the 1-MW horn, the following parameters are present
for the four feeding waveguides a =5 =08 in, P =250 kW,
and F = 851 GHz (§= 0497) From this and [1] we get
Enax = 96 kV/em For companson, for the present radar
transmtter, P = 360 kW, WR 125 waveguide, £, ,, = 8 kV/cm
Thus, 1t 15 necessary to demonstrate the capability to operate
waveguides at these high power levels, near cutoff, in order to
have confidence 1n the 1-MW feedhorn design

Since only 7 2-GHz pump power 1s presently available for
the resonant ring, the 0 8-in square part was scaled to 0 95 1n
square This maintains the same value for g, that 1s, the new
section will run as close to cutoff as the original As a conse-
quence of [1], more power is now needed to simulate the
same electric field In particular
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_ 095\2 _
P, =250kW (W) = 352 5kW

A two-section transformer from WR 125 to 0 95-in square
waveguides was designed, and a test part consisting of two of
these transformers and a straight section of 0 95-in square
guide was electroformed Two cross-sectional views of the test
part are shown in Fig 5 Measurements of the part indicated
a return loss of greater than 30 dB over the operating range
of the nng resonator The following section describes the
results of high-power tests made on this component, as well as
general observations made when operating the resonator above
400 kW

IV. General Operational Considerations

Prior to high-power operation of the resonant ring, the
waveguide loop was disassembled and cleansed using a hquid
copper cleanser Smaller pieces were cleansed by immersion,
and the couplers were cleansed by running moist patches
through the waveguide The flanges were then lapped to ensure
flatness and a low resistance connection A thin layer of sili-
cone vacuum grease was then applied to the flanges to inhibit
oxidation The resonant ring was then reassembled, with atten-
tion given to flange alignment It should be noted that this
process was repeated whenever erratic operation accompanied
by low gain was encountered For the testing described 1n this
article, cleaning was performed three times mn a period of 28
days of operation (not consecutive) Examination of the wave-
guide tuners 1s also in order, especially under conditions of
high reflected power into the transmitter along with very low
gain These events indicate a tuner failure, which results in the
tuning element (less than 1/2 cubic inch of copper) dissipating
power 1n the several kilowatt range

During manual high-power operation of the resonant ring,
care must be taken not to allow the power reflected to the
transmitter to exceed the transmitter protective circuitry shut-
down threshold This 1s 500 W for the 20-kW, 7 19-GHz
transmitter Operation with less than 50 W of reflected power
1s much preferred, however, since any increase n input power
to the ring will create a corresponding increase 1n reflected
power Normal operation under 50 W of reflected power usu-
ally allows enough time for frequency corrections after a
power increase

Tuning the resonant ring in stages was found to be advanta-
geous For example, if a power level goal of 300 kW 1s desired,
tuning at 100 and 200 kW before final tuning at 300 kW
allows for correction of ring parameters that change with tem-
perature The goals of tuning the resonant ring are twofold
(1) to mmnimize the standing wave ratio in the resonator (usu-
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ally kept above 20 dB), and (2) to minimize reflected power
to the transmitter after the first goal has been achieved This
form of tuming 1s performed 1n a careful manner, since both of
these parameters are interrelated Experience has shown that
tuners A and B (see Fig 3 [a]-[d]) are most effective 1n
minimizing ring SWR, while tuners C and D have a more pro-
nounced effect in controlling the power reflected to the
transmitter

It may be found that after a period of mnactivity, or after
cleaning, numerous shutdowns occur before a desired power
level may be reliably maintained This 1s most probably due to
the vaporizing of small contaminant particles inside the wave-
guide A dozen shutdowns before attainment of a high power
level are common An upward trend in power levels 1s indica-
tive of normal rning self-cleaning Scattered shutdowns normal-
ly occur as symptoms of a problem in the resonant ring The
greatest contributor to reliable resonant ring operation at high
power levels 1s the absolute temperature of the coolant water
A flow rate as high as 1s practical in the waveguide walls 1s of
paramount importance It was observed that the nise 1n ambi-
ent temperature from morning to afternoon caused severely
degraded operation in many instances A cooling water flow of
4 gal/min on the main ring waveguide and 3 gal/min on the
tuners allowed reliable operation at 450 kW, with an outlet
water temperature of 39°C

V. Experimental Results

After several weeks of experiments, a power level in excess
of 400 kW was obtained regularly in the resonator In particu-
lar, 400 kW was sustained for over 30 minutes

Next, the 0 95-1n square test section was inserted into the
resonator The part was cooled by flowing water over 1t exter-
nally at a rate of approximately 3 gal/min Power levels of
400 kW and 450 kW were sustained for periods of 30 minutes,
and a peak level of 463 kW was attained briefly This level
represents the upper limit on the ring power, determined by
the available power from the 20-kW transmitter driving the
resonator The power level of 450 kW represents an electric
field value of 10 8 kV/cm 1n the 0 95-in square section This
electric field level may be scaled to equivalent power levels in
the 0 8-in square waveguide and WR 125 waveguide at 8 51
GHz using (1]

Using [1], 450 kW 1n 0 95-1in square waveguide at 7 2 GHz
represents 652 kW mn WR 125 at 8 5 GHz, and 319 kW
0 8-1n square waveguide at 8 5 GHz, in terms of equivalent
electric field

The results of these tests demonstrate that there 1s at least
a 1-dB margin in the four feeding waveguides of the 1-MW



horn under full power conditions During the resonator tests,
the ratio of forward traveling ring power to reverse power was
maintained at about 20 dB, so 1n effect a return loss of about
20 dB 1s accounted for in these tests When calculating the
margins above, no sharp edges in the horn are accounted for
When the test part was fabricated, all edges were given a 0 03-
n radwus except those connecting the WR 125 section to the
1251 by 0770-n section, which 1s the first step 1n the
transformer (see Fig 8) Without considering the effect of this
sharp edge, field values of 944 kV/cm are present at this
point Published data [2] indicate that electric field values
near this edge may be nearly a factor of two greater than those
calculated by [1], so the peak electric field in the test part
probably occurs near this edge, not in the 0 95-in square sec-
tion In any event, the 9 44-kV/cm value above 1s close to the
9 6-kV/cm field that will be present in the 1-MW horn, and the

08-n square section should support 250 kW, even with a
single sharp edge present

VI. Conclusions

Resonant ring tests have been carried out on a reduced-size
square waveguide This square waveguide section represents a
scaled version of one of the critical areas 1n a proposed 1-MW
feedhorn Tests confirm the capability of this section of the
horn to withstand power levels in excess of 320 kW This
represents a 1-dB margin over the required level of 250 kW
Future investigations will include tests on an unscaled test part
at 8 51 GHz, and should be able to give a margin of 2 6 dB In
addition, the wmsulating properties of various gases such as SF6
and Freon mitrous oxide will be examned for possible imple-
mentation 1n the DSN 1-MW planetary radar at Goldstone
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The objective of this study 1s to investigate the feasibility of a new pointing (position
loop) controller for the NASA-JPL Deep Space Network antennas using the Disturbance
Accommodating Control (DAC) theory A model that includes state dependent distur-
bances was developed, and an example demonstrating the noise estimator is presented as
an itial phase in the controller design The goal 1s to improve pointing accuracy by the
removal of the systematic errors caused by the antenna misalignment as well as sensor
noise and random wind and thermal disturbances Preliminary simulation results show
that the DAC techmque 1s successful i both cancelling the imposed errors and main-

taining an optimal control policy

l. Introduction

Large, precision antennas for millimeter and submillimeter
wave astronomical listening require precision pointing capabil-
1ty 1n the face of a host of nonlinear and random disturbances
Included 1n this category of noise sources are structural mem-
ber deflections under wind, thermal and gravitational loading,
bearing friction torques, and hysteresis as well as electrical,
optical, and mechanical misalignments introduced by sensors,
thermal deformations, and structure model imperfections
Traditional approaches for compensating systematic distur-
bances rely on laboratory measurements and field data and
employ open-loop (or feed-forward) compensation using static
look-up tables to refine predicted target positions These tech-
nuques, although satisfactory in sub-X-band RF pointing, are
marginal for the state-of-the-art telemetry requirements for the
upcoming Voyager-Neptune flyby and beyond The augmen-
tation of the deep space telemetry channel to provide Ka-band
(32-GHz) capabiity to increase mission performance will

require 1-mdeg pomting accuracy for feasible reception at
distances greater than 20 AU The performance advantage
between the current X-band and projected Ka-band 1s highly
dependent on antenna pointing accuracy Successful deep
space telecommunications will require the NASA-JPL 34-m
and 70-m antenna pointing systems (see for example Fig 1) to
exhibit pointing errors of 1 mdeg (rms) or better With current
accuracy on the order of 5 to 10 mdeg, the antenna pointing
loss at 32 GHz [1] as compared to loss at X-band (8 4 GHz)
1s magnified by the frequency squared The increased gamn ad-
vantage of the Ka-band could easily be lost without compar-
able enhancement in the pomnting accuracy, a performance
requirement 1mplicit to the higher gain antennas with narrower
beamwidth

Antenna pointing-tracking errors are typically functions
of static and dynamic factors Mechanical misalignment of
sensors or inaccuracy in the predicts can be considered static
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error sources, whereas dynamic factors would include wind,
thermal and gravitational loading, etc The approach taken in
this study 1s first to achieve a static error-free environment for
precision powmnting of the antenna The philosophy employed
to achieve this goal 1s to treat the systematic misahgnment
errors, as well as the servocommands, as disturbances to the
controlled system Hence, as an initial phase 1n the sequence of
new controller design, this study addresses pointing-tracking
in the presence of noise The research goal 1s intended to pro-
duce the end product controller, hence, further investigation 1s
necessary to augment the controller to include dynamuc errors
caused by random thermal and wind disturbances

Antenna pointing improvements can be developed through
a sequence of progressive controller modifications solely in
the existing software routines Current algornithms can be
enhanced to simultaneously provide servotracking and correc-
tion of the systematic errors as well as beam stabilization in
the presence of random disturbance torques For a given
antenna, servodrive, feed configuration, and surface distortion
profile a computer software package could be developed to
optimize the performance to achieve, adaptively, the maxi-
mum antenna gain for a prescribed direction vector with a
“smart” controller

Typical antenna controllers consist of an analog rate
loop and a position loop closed through a digital computer
The control algonthms for the position control are either
proportional-integral (PI) or state feedback control The PI
control 1s accomplished by applying gains to the position
error and the integral of position error The weighted sum of
these signals 1s the commanded rate for the velocity loop
Zero steady-state error to a ramp input 1s realized with the
PI controller 1n this Type II system

The more sophisticated method utihzing state feedback
allows specification of the eigenvalues of the closed position
loop The initial disadvantage of the state feedback 1s the
requirement that all the states of the system be available
for the feedback control The techmque of state estimation
has circumvented this problem, providing the controller
with an estimate value for each of the unmeasurable or un-
certain state signals The feedback gamns are selected to yield
the designer’s selected eigenvalues to achieve desired per-
formance of the system This technique was incorporated
in the upgrade of the 70-m antenna axis servos [2], [3] with
the estimator gain vector selection based on system specifica-
tions, mimimal estimator error, and insensitivity to encoder
and digital-to-analog (D/A) quantizations

The umque controller enhancement proposed 1n this study
suggests that, simultaneous with state estimation, another
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vector be estimated to represent the disturbance state which
could then be used in determining a more complete control
strategy The philosophy of the Disturbance Accommodating
Controller (DAC) 1s based on the concept of state modeling
of the disturbance vector as developed in [4] In the follow-
ing section the basics of the DAC theory are discussed as
applied to the antenna pointing problern A history of this
DAC technique appears in [5]

Il. Theoretical Background

The antenna pointing system can be modeled by a set of
first-order linear differential equations

X

Ax +Bu + Fw, x(0) = xg

6]

y = Cx

where x(¢) 1s an (n X 1) state vector, u(z) 1s an (r X 1) control
effort vector, y(f) 1s the (m X 1) output vector, and w(z) 1s a
(p X 1) collective disturbance vector representing the com-
bined effects of all the uncontrolled forces/torques acting on
the antenna For instance, w(t) can be projected to include the
effects of lateral winds, misalignments, etc It i1s assumed that
w(?) cannot be predicted or measured accurately The matrices
A, B, C, and F represent the continuous-time transmission
matrices for the respective signals

The state variable feedback 1s represented by the control
law

u = —Kxx (2)

where K 15 a feedback gain matrix, not necessanly producing
an optimum controller Two control cases will be analyzed fur-
ther, the first assumes no disturbance F and the second case
assumes that F exists

A. Assuming No Disturbances, F = 0

Substitution of Eq (2) into Eq (1) yields the closed-loop
form with no disturbances,

X = Ax - BK x = (A-BK )x 3)

The advantage of the state feedback is the ease by which
the closed-loop eigenvalues of the system, obtained from
Eq (3), are arbitranly specified through the selection of the
gain matrix K, (also called the pole placement technique)
However, the pole-placement method does not guarantee that
the design 1s optimal On the other hand, i1f the optimal con-
troller 1s designed, the quadratic performance technique, from



the theory of optimal control, provides the optimal steady-
state solution to the mimmum control effort and minimum
transient deviation of the state from the orngin problem, 1 ¢,

u = -Kx 4)

where the Kalman gain K, = -R=!BT P The term P 1s a sym-
metric positive semidefinite solution to the steady-state
Riccati equation 1n the matnx form, that 1s,

ATP+PA+Q-PBR™!B7P = 0 5)

The matrices R(>0) and Q(>>0) are symmetric weighting
matrices 1n the associated quadratic performance index for the
continuous hinear regulator, that 1s

J(ty) = x(TYP(T)x(T)

T
+ f [xTQ()x + uTR(t)u] dt 6)
t

0

Note that the control 1s a time-varying state feedback, even 1f
A, B, Q, and R are time-invariant, Kg(t) varies with time

Implementation of state feedback requires knowledge of
the entire state vector In practice, however, not all state var-
ables are available for direct measurement Hence, a closed-
loop estimator 1s utilized to predict the values of the unmea-
surable state variables based on the measurements of the
output and control variables The state estimator vector x' is
described by

e/

X

Ax' +Bu+ Kox(y -Cx"), x'(0) = x;

or

e
1}

"= (A- KOXC)x' +Bu + Koxy @)

where Ko, 1s the estimator error gain matrix (n X m), and the
eigenvalues of (A - Ko, C) are commonly called the observer
poles Recall that the system must exhibit complete observa-
bility in order to determine the state vector using the output
and contro] variables

The 1maccuracy, e, in the state dynamics incurred 1n using
the full-order (n X 1) estimate x' rather than the actual state x
1s given by subtracting Eq (7) from Eq (1) (mith F=0),1¢,

é=%-% = (A-K, Oe (8)

where e = x - x' From Eq (8) 1t 1s apparent that the dynamic
behavior of the error signal i1s determined by the observer
poles If the matrx (A - Kg,C) 1s a stable matrix, the error
vector converges to zero for any initial error €(0)

Since A, C are fixed by the system, matnx Kox determines
the estimator performance Agan the pole-placement tech-
nique can position the estimator eigenvalues from Eq (8) for
proper performance, that 1s, x’ will converge to x regardless of
the 1n1tial states x(0) and x'(0) Hence, the overall closed-loop
noiseless system with full state estimator feedback can be ex-
pressed 1n the state variable notation as

x ) A —BKx
X KO C |A—BKX—K0 C

X X

=

=

and
y=le1d |5 ©)
X

Note that the dynamics of the closed-loop system depend
on the eigenvalues of both the controller and the estimator
However, the separation principle allows the independent
design of the controller and the estimator gain matrnices assum-
g the observer poles are chosen correctly

The optimal regulator described so far accommodates only
mnitial conditions or impulse type disturbances and hence 1s
incapable of tracking or handling typical noise mputs In the
case of finite input disturbances, the control law of Eqs (2)
through (9) cannot attain and maintain track, 1 e,y (f) #y.(f)
where y, 1s the commanded output

B. Caseof F# 0

Consider now the plant equations 1n the form of Eq (1)
with F #0,

X = Ax+Bu+Fw 10)

where F 1s an (n X p) matrnix and w(t) 1s a p-dimensional dis-
turbance vector Let us formulate the optimal regulator prob-
lem 1n such a way that at the terminal time T, the resulting
control law always brings the state x(¢) and the velocity x(z)
back to the commanded state and velocity, x.(f) and X (1),
respectively, 1n the presence of any finite constant disturbance
w(t) =k With neither the noise nor the servocommand known
a priori, treating w(¢) as erther a deterministic input or a non-
determimistic input with a known probability 1s impractical
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since reliable information about the disturbance is not avail-
able The primary objective of the control 1s to manipulate
u(?) in Eq (10) so that the output y(¢) approaches and main-
tains the commanded value y (z) promptly Hence, the prob-
lem 1s reduced to finding a control which minimizes the func-
tronal J(u),

T
Jw) = llmf KxQx)>+f(u,u, )Hldr (11)
0

t—>T

subject to the constraints imposed by Eq (10) where the
vector disturbance w(0) = 0, and w(z) 1s assumed to satisfy
the linear differential equation

d’w d*~lw dw
« +a + +a,— +ta,w =0

o g Pl gl

where the o, are known, real scalar constants

The class of admissible disturbances w(#) defined in Eq (12)
can be characterized as the set of scalar functions

w(t) = Hz(t) (13)
with H a real p X p matrix and where

2(t) = Dz +o(r) (19

where z 1s a real p vector and D 1s real matrix (p X p) The o(z)
in Eq (14) represents the uncertainty in the noise model Thus
representation of w(r), illustrated in Fig 2, shows that the
optimal controller 1s designed by first building a duplicate
model for the disturbance process typified by Eqs (13) and
(14) This noise estimator is driven by the vector Cx(¢), as 1s
the plant state estimator The noise estimate and the system
state estimate are weighted and summed to yield the control
law u(t) Ast~>T,x(t) approaches the steady-state x (£) = x.(r)
prior to any change 1n the state command

Mathematically the noise 1s not precisely known Hence,
the o(¢) represent completely unknown sequences of random-
mtensity, random-occurring, 1solated delta functions Antenna
experimental data have shown that the alignment uncertainty
exhibits the less than noisy properties of a stochastic process,
and thus, 1n this particular case, Eq (13) appears to be a rea-
sonable model of the systematic disturbances

The control law 1s effectively divided into two parts, that 1s,
u=u tu, (15)

30

where ug 15 assigned the task of servoregulation, and the com-
ponent u, s responsible for counteracting both disturbances,
w(?) and the reference signal ¥.(¢) 1n servotracking In the case
of regulation, y.(f) = 0, the control u; must be capable of
satisfying the relation

B()u,(r) = -F(r)w(r) = -FHz(?) (16)
for all admissible w(¢) 1n order to cancel out the disturbance
F Johnson 1n [5] has shown that if the rank of [B|FH] =
rank of [B], then

-F()H(r) = -B(OK, (1) a7

for some gain matnx K,(#) Failure of this condition means
that some residual effect of w(#) will always occur Assuming
Eq (17) 1s satisfied, the counteraction torque, uy, 1s

u 1) = K (0)2(r) (18)

and the regulation control, u;, 1s chosen by the conventional
means as

ugt) = -K (0)x(1) (19)

The open-loop system augmented to include the noise state
1s described by

X A | FH x B 0
—_—f = —+—U+—
z 0| D z 0 G
(20)
x
y=I[cClo] |—
z

The exact closed-loop state and disturbance state vectors,
assurming all states are available for measurement, are described
by the differential equations

% A—BKx, FH-BK,| |x 0
—| = -+ |— (@1
; 0 \ D z| o)

Redefining the representation of Eq (20) so that the new
state vector includes both system and disturbance states gives
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Examination of Eq (21) reaffirms the criterion set forth in
Eq (17) to eliminate the noise term 1n the system state equa-
tions However, an obvious problem arises how 1s 1t possible
to access the actual disturbance state z(t)? Of course, z(¢) 1s
not completely measurable, but 1t 1s possible to resort to esti-
mator theory once again to observe and predict the noise state
in an approach similar to that used in the plant state estima-
tion Hence, an approprate control 1s obtamned by replacing
the actual noise state 1n Eq (18) with the estimate of the noise
state z'(#), 1e, where estimates of z(¢) and x(¢) can be ob-
taned from y(¢) by on-line, real-time state reconstruction
In general K, (¢) 1s shown to be not unique [4]

The actual closed-loop plant state x (z), with the assumption
that all states are available for measurement, and the disturb-
ance state error variable e,(f) are described by the differential
equations

% A-BK_| FH-BK | | x 0

— = JE— +_

é, 0 D+FH e, a(t)

where e = z -z’ with Ko, the appropriate observer gain for
the disturbance state estimator

Examination of Eq (23) reveals that if e, 1s zero, the be-
havior of x(¢) 1s totally independent of the disturbance w(t)
Of course, the 1deal case 1s rarely realized, however, Ko, (?)
1s chosen so that e,(f)~>0 rapidly for all initial values of x,
2y, eq so that the closed-loop plant state x(¢) is essentially
insensitive to external disturbances that can be generated by

Eq (14)

Using the composite model of Eq (22), the corresponding
augmented state estimator vector x'(¢) i1s described through
observer theory as

% =(A-KO)x' +Bu+Kyp (24)

where K, the composite estimator gain matrix, s chosen to
force x'(f) = x(t) Using the same principle mentioned earlier
m Eq (8), the eigenvalues of (A - KyC) are chosen for the
augmented system The practical control law for servoregula-
tion 1n the face of noise becomes

u(®) = -K . 0x'() = -KOX®)-K,0)' (1) (29

where z', x' are the estimates of z(¢) and x(¢), respectively,
obtammed from Y (¢) by on-hne, real-time state reconstruction,
and -K,(£)x'(¢) 1s the control required to minimize a perfor-
mance index 1if the disturbances were not present in Eq (10)
In general K, (?) 1s not unique, as shown 1n [4]

The system 1s reorgamized now to include servotracking
rather than just servoregulation Similarly the servocommand
can be treated as a “disturbance” to the plant Recall that the
primary control objective 1n the antenna pointing system is
that of servotracking y (f), where 1n general the command 1s
related to the system vanables (x;,  ,x,,) by the equation

¥ (1) = C(t)x(1) (26)

In this case, the objective 1s to control the plant output y (¢) so
that C 1s equal to C 1n Eq (1) The behavior of y, 1s assumed
expressible by the servocommand model

it

G(t)e(®)
E(@)c(t) +u(r)

where G(t), E(¢) are deternined beforehand by appropnate
modeling procedures, and ¢ represents the servocommand
state vector The vector u(r) represents the uncertain impulse
sequences, similarly introduced in the disturbance model 1n
the form of o(f) Note that in the case of set point regulation,
¥, 18 essentially a constant, and hence E(f) = 0 and G(¢) 1s
the 1dentity matnix with the assumption that the y, are inde-
pendent outputs In servotracking, the y (¢) are allowed to
vary contmuously with time and E(¢) 1s chosen accordingly
Exact servotracking cannot be realized unless the servocom-
mand error ¢ = Ge - Cx 1s zero Hence, u; must be chosen so
that (y.~y) rapidly approaches the null space of C for all
mnitial conditions

y (1)
27
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Hence, the three individual plant, disturbance, and servo-
command models can be combined into a single composite
open-loop model

(28)

%=
1
o | N x
]
1>
*x
+
-]
s
+
|

31



where
Al|lFH| o0 B 0
A= 0 D|O , B = ; , 8= E
0| 0|E 0 )
y = CxwhereC = [C|0}0]

Figure 2 1llustrates the continuous-time system with the
DAC installed The solution approach 1s as follows An appro-
priate generic control law for servotracking in the face of noise
follows as

u = -N@)2'(t) - K ()x'(1) - K ()c'(0) (29)

Utiizing the servocommand state estimator, the closed-loop
plant can be described as

% = (A-BK )x + (-BK, + FH)z' - BK ¢’
+B[-K,(z~2)- K, (x- x'y- K. (c- 1 (30)

With the appropriate choices of the gains, K, K, , K., the est1-
mate errors will approach zero quickly and the noise terms in
z should have no effect on y(¢)

Illl. Mathematical Models for the
Discrete-Time DAC

The continuous-time model of the disturbed dynamical sys-
tem descnibed 1n Eq (1) can be transformed into a discrete-
time prototype for investigation of an analog plant controlled
by a digital computer For simplicity, assume that the signal
sampling time 1s coincident with the control effort application
time In feedback controller designs, control decisions are de-
termined in light of real-time data provided to the controller
through sensors The term ‘“‘sampled-data™ denotes data pro-
vided to the controller which are updated only at specific
1solated points in time Between these updates, the data pro-
vided to the controller typically are held constant Likewise,
the control decisions are updated only at specific isolated
times In between the decision updates, the control action
u(t) either remains constant or follows a prescribed interpola-
tion rule The computer or digital controller 1s capable of pro-
cessing only sampled-data and executing discrete-time control
policies usually wnitten as difference equations

An appropnate discrete-time representation of the system,
disturbances, and servocommands, analogous to the continu-
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ous model, 15 required for the mvestigation Reference [6]
derives the discrete composite state variable representation
with the assumption that the noise 1s not state dependent, 1 ¢,

x[m+1T])  |AGT)| FHGT)| 0 x(nT)
2[(n+DT] =] o | D) | O z(nT)
cl(n+ DT} 0 0 | EmT)| |cT)
B(nT) ¥(nT)
+1 0 | u(T)+ | o(nT)
0 u(nT)
x(nT)
y(nT) = [C(nT)IOIO] z(nT)
e(nT)
@31

where the discrete-time plant matrices are

AMT) = &, [[ty+ (1 + DTty +nT]]

ne

plant state transition matrix in discrete time

B(nT)

to+(n+ DT
/ @, [ty +(n+ DT7] B(r)dr
t

+,
onT

[to+(n +1)T
to+nT
T
x / ¢D(T’E)G(Eﬁ£ dT
t0+n T

1T
[ o, l:[t0 +(n+ 1)T,r]]
t

+
onT

y[(n+ 1T] @, [ty + (n+ )T,r] F(r)H(r)

FH(nT)

X F(H(7) @p(7,t + nT)dr



and the discrete-time noise terms become

DOT) = &, [ty +(n+ DTtq +nT]]

ne-

noise state transition matrix

o(nT)

t0+(n+l 7T
f @, [ty +(n + 1)TE] o(§) dt
to+nT

(32)

In the time-invariant case, the matrices A, B, C, F are con-
stant element matnces, and Eq (32) 1s ssmplhified to

A= AT
D = PT
T
B = f eAT~-7) gar
0

eAT-7) FH

<2
il
° ~

(33)

,
X / P8 4(t + ty+nT)dt| dr
0

T
FH = / AT-1) ppp O gr
0

T
g = / eP(T-8) o(t+ gt nT)d¢
0

Similarly, the discrete-time servotracking state model of
Eq (27) can be represented 1n the form

y.(nT) = G(nT)c(nT)
(34

E(nT)c(nT)+ u(nT)

cl(n+DT]

where

E(T) = & [(n+ 1)ThT}]
4 discrete transition matrix for
the servocommand
(35)
to(n+1)T
u(nT) =
t°+nT
X @ [t + (n+ 1T E] u(¥)dt
In the time-invanant case, Eq (35) 1s reduced to
E@nT) = eET
(36)

T
u(nT)=/ eET-6 (g + 1+ nT) dt
0

The model may be generalized further to include various
exceptional case studies [S] For example, the antenna sys-
tematic errors appear to be dependent on the particular
azimuth/elevation position of the target, hence, the noise
w(?) can be made a function of the system orientation or
of the state of the plant In this case the disturbance model
can be augmented to include the state dependency by adding
extra terms as follows

w(nT) = HnT)z(nT)+ L (nT)x(nT)

z[(n + DT] = D(T)z(nT)+M(nT)x(nT) (37

+0o(nT)

In this case it 1s necessary to derive the appropriate rela-
tionships from the continuous to discrete-time case in order
to ascertain the mathematical meaning of the additional terms
L(nT) and M(nT) n Eq. (37) These relations are given in
Eq (38)
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x[(n+ 1T] A(nT) l FH(nT)| |x(nT)

z[(n+ 1T] M@nT) ‘ D(nT) z(nT)

B(nT)

u(nT)
0

(38)
7,(nT) +7,(nT)

+
o(nT)

x(nT)

y(nT) = [C(T) | O]
z(nT)

where 1n the time-variant case,

T
[+ DT] = f AT FH
0

T
X [eD(f-E)x(gHOmT)dg dr
0

and

T
M(@nT) = / 2T Lx(t+ 1ty +nT)dr
0

Construction of the on-line, real-time estimation of the
three states—plant state x(f), disturbance state z(¢), and the
command state c(f)—requires the discrete-time state estimator
given by

34

x'[(n+ DT A(mT) FH(nT) O x'(nT)

Z[(n+DT]| = 0 0 0 2'(nT)
c'[(n+ DT 0 0 E@nT) c'(nT)
B(nT) K.

+ 0 u(nT)+ K,,

0 K,

CnT) | 0|0} |x(nT)
X C(nTY| 010} |z(nT)
0 [(0]0O0 c(nT)

Y (nT)
- | y(nT) (39)

y.(nT)
where u(nT), y (nT) and y.(nT') denote the inputs to the ob-
server The matrnices K, Kg,, K, are arbitrary gain matrices

that the DAC designer selects in accordance with the desired
estimator response

In order to estabhish the dynamics of the estimators, con-
sider the state errors e, e, and e, defined as

4]
I

x(nT) -x'(nT)

e, = z(nT)-z'(nT) (40)
e =c(nT)-c'(nT)

These error dynamucs are described by the discrete equations
denived from Eq (39), considering only first-order variations, as

e [(n+ DT] A+K, C FH 0
e,[(n+)T]| = K,,C D 0
e [(n+1)T] 0 D E+K,G
e (nT) ¥(nT)
X le, (nT)| + |[o(nT) (41)
e,(iT)|  |unT)



In order to produce reliable estimates, the observer gain
matrices (K, K,,, Kq.) are chosen so that the errors in
Eq (40) decay toward zero rapidly between control updates
Hence the homogenous solution of Eq (41) 1s made asymptot-
ically stable to the errors equal to zero In general, Eq (41)1s
a time-varying set of difference equations The gamns K,
Ky,, Koo can be solved using the discrete Riccati equation
from optimal control theory For the case of constant element
matrices A, C, FH, D, the design of the estimator gain matrices
can be accomplished by the conventional eigenvalue placement
method Defining the error dynamics as a system with a char-
actenistic matrix 4,

“+K,) FH 0
K,,C D 0 (42)

0 0 (E+K,G)

the eigenvalues are positioned suitably (say, at zero) within
the umt circle A block diagram of the composite observer is
shown in Fig 4

IV. Determination of the Discrete-Time
Control Function u

The determination of the control function « 1n the discrete-
time case 1nvolves several steps

(1) The state estimators are weighted and summed to
determine the control law, 1¢e ,

u(nT) = f[x'(nT),c'(nT),z'(nT), nT] (43)

(2) The control function is divided into two subtasks as
mentioned previously,

u(nT) = u (nT)+u,(nT) (44)

where the component ug1s responsible for the servoreg-
ulation and the u, effort 1s assigned the task of distur-
bance removal including servotracking Substitution of
Eq (44)1nto Eq (27) yields the plant state relation

x((n+1)T) = A(nT)x(nT) + B(nT )u (nT)
+B(nT)u,(nT)+ FH(nT)z(nT)

+~y(nT) (45)

Since the control effort 1n a discrete-time control problem
1s usually held constant between two consecutive sampling
times, 1t 1s impossible generally to remove all the disturbance
effects Likewise, the presence of the uncertainty sequence
¥(nT) also hmits the 1dea of complete time cancellation of the
noise Hence, the concept of “‘complete cancellation” means
only that the noise effects FHz(nT) are removed as they
appear at 1solated sample times, 1¢e ,

B(nT)u,(nT)+FH(nT) z(nT)+E(@mT)c(nT) =0
(46)

The condition for existence of uy(nT) to satisfy Eq (46) 1s
[FH 1A, ] = B[K, | K]
Complete disturbance cancellation exists if, and only 1f,
FH(nT) = -B(nT) K ,(nT)
and
E@mT) = -B(nT)K (nT) “n

for some matrix K,(nT) and K (nT) Assuming the conditions
of Eq (47) are satisfied, the control u,(nT) can be chosen 1n a
practical sense as

uy(nT) = K, (nT)z'(nT)-K (nT)c'(nT)  (48)

where z'(nT) 1s the nose state deternined by on-line, real-
time estimation of z(nT) The enclosed loop error dynamics
using e,, e, may be incorporated into the model as

x[(n+ 1)T] = AWT) x(nT)+ B(nT) u(nT)
- [B(nT)K (nT)] e (nT)

- [B(nT)K (nT)] e (nT)+ v(nT)
(49)

Hence, the nowse effects have been reduced to the (BK,e,
+ BK e ) term, which should decay rapidly toward zero, and,
of course, the 1solated uncertainty sequence y(nT) The servo-
regulating control, u (nT'), can now be designed by conven-
tional methods assuming the noise has been removed

A complete block diagram of the original continuous-time
plant model, and the proposed DAC with full state discrete-
time composite observer, 1s shown in Fig 4, with the control
law

u = -Kx
S

X
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and

u, = -Kz2 -Kc (50)

V. Summary of DAC Procedure

(1) The disturbance w(t) 1s determined experimentally to
ascertain distinguishing characteristics Suppose that
w(?) 15 noted to consist of an uncertain bias at times
and 1n other mntervals w(#) exhibits uncertain ramp fea-
tures Thus, the waveform of the disturbance has a
general form

w(t) =k +k,t 51)

where k , k, are unknown constants which change
value at unknown times

(2) With the description of w(r), the designer determines
the simplest differential equation model for this class
of disturbances, that 1s, the lowest order differential
equation for which Eq (51) 1s the general solution
The corresponding DAC matrices H, D are determined
from the general form given 1n Eqs (13) and (14) In
observable canonical form the model becomes

Z
w()=[1 0] (52)
P
z, —bl 1 z, [5)
= + (53)
z, —b2 0 z, o,

where (bl, bz) are constants The charactenstic poly-
nomial of the disturbance model D 1s equated with the
resulting characteristic polynomal attained from the
Laplace transform of Eq (51), that 1s,

det [N-D] =N +bA+b =2 (54)

and 1n this example, bl and b2 equate to zero

(3) The controller problem 1s separated into two subtasks,

u=utu, (55)

such that u performs servoregulation and u 4 1s respon-
sible for servotracking a command input and the distur-
bance removal Hence, the control effort u_ 15 chosen
for regulation assuming no noise, typically,

u = -K x (56)

§

The control law u, has the form
u, = -K,z-K ¢ (57)

where K, and K. are chosen to ensure disturbance re-
moval and tracking, respectively

(4) With available software tools, the equations can be
incorporated mnto a single system simulation—see
Eq (28)-and tested for vanous noise inputs and
servocommands

VI. Test Model

A simplified test model for an antenna servomechanism 1s
used to 1illustrate the DAC procedure (refer to Fig 3) The
objective 1s to control the elevation of an antenna designed
to track an RF signal The antenna and 1ts drive mechanism
have a moment of inertia J and damping B arising from bear-
g friction, aerodynamic friction, and the back emf of the
dc-servodrive motor The equations of motion are

J§+B6 = T +T, (58)

where T, 1s the net torque developed by the drive motor, and
T, represents the disturbance torques possibly due to wind,
static misalignments, etc Substitution of the assumed coeffi-
cients in Eq (58) yields

f+16+60 = u+w (59)

In this example, the coefficients for Eqs (58) and (59)
were arbitranly selected and may be unrealistic They were
selected, however, to describe the effect of the new DAC con-
troller The general shape of the servocommand angle 8.(¢) 1s
assumed to be composed of step and ramp functions Hence,
the servocommand 6 .() 1s modeled by y, estimated using the
commanded rate § (#), and the acceleration 8,(r) For the pur-
pose of maintaining a good tracking accuracy, 1t 1s reasonable
to assume that the antenna drives are capable of following the
peak velocity éc(t) in the steady state with acceptable error
Since the objective is to permit acceptable communication
signal reception, the dependence of the signal amplitude on
pointing error s a major concern The corresponding servo-
command can be represented by the following state-space
representation

é(t) = E(t)c(t) + ()
(60)
V(1) = G(t)c(®)



Similarly the disturbance w(f) (assumed to be step and ramp
torques 1n this example) can be modeled as suggested n
Eq (54),

w(r) = Hz(»)
(61)
z(t) = Dz() + a(t)

Thus, the open-loop system can be represented in the form of
Eq (28) where

0 1 0
A= R F=B-=
-6 -1 1
S
D=E-= , G=C=[1 0]
_0 0-
H=[1 0]

The state feedback gains have been chosen with K, =194,
19] to ensure the undisturbed system closed-loop poles at
-10, -10 The estimator poles for the plant, noise, and servo-
command states are selected in the usual manner using pole-
placement techniques for approximately 3 to 5 times faster
response than the combined plant and feedback controller
A computer simulation of the closed-loop model in Eq (28),
shown 1 Fig 5, 15 used to demonstrate the effectiveness of
the DAC 1n disturbance rejection Figure 6(a) illustrates the
controlled output variable 8(¢) servotracking the command
input 6,.(¢) without the DAC The disturbance assumed 1n
this example 1s plotted 1n Fig 6(b) with the controlled van-
able y(¢r) Without control other than state feedback, the
output 1s unable to distinguish the control input from the
disturbance and tends to follow the noise signal rather than
the servocommand

In Fig 7(a) and (b), the same example with the inclusion of
the DAC demonstrates the effective servotracking of the com-
mand 1n the presence of the noise mput Note that only a
slight perturbation occurs 1n the controlled variable y (¢) at
approximately 5 O s just as the disturbance has occurred

The analogous discrete-time system has been simulated to
demonstrate the degradation expected in tracking when the
position-loop of the controller 1s implemented via a digital
computer Figures 8 and 9 display the discrete-time system
In a nowisy environment both with and without the DAC incor-
porated 1n the loop, assuming a sampling time 7= 0 1 second

VIl. Conclusions

The feasibihty of implementing a disturbance accommodat-
ing controller has been investigated as applied to an analog
servodrive for positioning an RF antenna The DAC 1s designed
for synthesizing and rejecting waveform-structured distur-
bances The form of the systematic pointing errors inherent
in antenna tracking systems appears viable to this character-
1zation of the disturbance as structured waveforms rather
than the noise generated through random processes with sta-
tistical descriptors The waveform type of disturbances can
be modeled according to a prion data by determination of the
corresponding differential equation, and hence, the state
representation of the waveform structured noise

In this study, stmulation results show that the DAC 1s an
appropriate technique for cancellation of the systematic
errors, while simultaneously allowing an optimal control
policy to regulate the system The ease with which the DAC
1s 1implemented along with the existing servo-control 1s another
attribute of this technique Practical implementation 1ssues
such as model order, computation time, and storage require-
ments offer no expected challenges for microprocessor-based
controllers Further study 1s necessary to incorporate the
state-dependency 1ssue 1n regard to systematic pointing errors
expected 1n antenna position controllers

37



[1]

[2]

(3]

[4]

(5]

6]

References

M A Koerner, “Relative Performance of 8 5 GHz and 32 GHz Telemetry Links on
the Basis of Total Data Return per Pass,” TDA Progress Report 42-87, vol July-
September 1986, Jet Propulsion Laboratory, Pasadena, Calhforma, pp 65-80,
November 15, 1986

J A Nickerson, “A New Linear Quadratic Optimal Controller for the 34-Meter High
Effictency Antenna Position Loop,” TDA Progress Report 42-90, vol Aprnl-June
1987, Jet Propulsion Laboratory, Pasadena, Califormia, pp 136-141, August 15,
1987

R E Hill, “A Modern Control Theory Based Algonthm for Control of the NASA/
JPL 70-Meter Antenna Axis Servos,” TDA Progress Report 42-91 ,vol July-September
1987, Iet Propulsion Laboratory, Pasadena, Califorua, pp 285-294, November 15,
1987

C D Johnson, “Theory of Disturbance Accommodating Controllers,” Control and
Dynamic Systems Advances in Theory and Apphcation, vol 12, New York Aca-
demic Press, chapter 7, pp 387-489, 1976

C D Johnson, “Disturbance-Accommodating Control A History of Its Development,”
Proc 15th Annual Meeting, Society of Engineering Science, pp 331-347, December
1978

C D Johnson, “A Discrete-Time Accommodating Control Theory,” Control and
Dynamic Systems Advances in Theory and Apphication, vol 18, New York Aca-
demic Press, chapter 6, pp 223-345, 1982



6€

TACHOMETER

TORQUE/CURRENT
RATE
COMMAND RATE CURRENT| _|POWER R
ASC AP Vs AV ARMATURE [MOTG..
AZ/EL ANTENNA
POéITION (COMPUTER MODE) SHAFT
COMMAND (ME IS SLAVE) ENCODER
[ APA 1 [ acs
| | ERROR I
PREDICTS DISCRETE CORRECTION A
INPUT | FREDICTS | o pATH }=| TaBLES N onfe RECEIVER GEARBOX/
GENERATOR e SYSTEMATIC GEARS
| | |e rerraction
L | | “squinT”
HA/DEC |{PRECISION MODE)
POSITION (ME IS MASTER)
COMMAND IRS AC
ME ENCODERS 'fg\
OPTICAL PATH
ME ME ME ME )
mec (3 }e] RATE CURRENT [-»] POWER MOTORS
AMP AMP AMP AND GEARS
TORQUE/CURRENT
ME
TACHOMETER

Fig 1 Overview of the 70-m antenna pointing system at JPL



40

PLANT STATE ESTIMATOR

——

SERVOCOMMAND ESTIMATOR

———— JRp—

Fig 2. Functional diagram of the servotracker with the DAC installed
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Digital Carrier Demodulation for the DSN
Advanced Receiver

R Sadrand W J Hurd
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The digital in-phase and quadrature (1&Q) carrier demodulation for the Deep Space
Network's Advanced Recewer 1s descnibed and analyzed The system provides coherent
demodulation for a variety of modulation formats mcluding Binary Phase Shift Keying
(BPSK ), BPSK with carrier residual, Quadrature Phase Shift Keywng (QPSK ), Offset-QPSK
(OQPSK ), and Mmumum Shift Keying (MSK) The article focuses on the theory and
hardware design of the halfband filters which are the integral part of the demodulator
The underlying theory of the filters 1s summarized, a breadboard hardware design is
described, and a VLSI implementation is proposed which significantly decreases the hard-
ware A second important problem analyzed 1s DC-offset in the demodulator This is a
serious problem which translates into bias error in the residual carrier phase detector The
dynamic range of the complex mixer is analyzed using a probabilistic approach. It 1s
deduced that the resulting static phase error is less than 0 2 deg when the ratio of carrier
power to noise power in the demodulator input bandwidth is -72 dB or higher Thus, the
static phase error 1s negligible at a carrier power to noise spectral density of 0 dB-Hz for a
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15-MHz bandwidth demodulator

l. Introduction

A new Advanced Receiver 1s presently under development
for future implementation throughout the NASA Deep Space
Network (DSN) The new recetving system will perform carrier
and subcarrier demodulation, data detection, and Doppler
extraction and will interface closely with the exciter, the
ranging assembly, and the monitor and control subsystem This
article 1s concerned only with the digital carrier demodulator
We present the architecture and analysis of a digital demodu-
lator for coherent carrier demodulation of the general class
of amplitude and phase modulation Besides the current stan-
dard DSN modulation type of binary phase shift keying

(BPSK) on subcarriers, with residual carnier [1], the demodu-
lator 1s appropnate for Quadrature Phase Shift Keying (QPSK),
Minimum Shift Keying (MSK), Staggered or Offset QPSK
(OQPSK), and the standard DSN modulation but with fully
suppressed carrier

The key characteristics of the demodulator are the pass-
band width and ripple, the stopband width, attenuation, and
npple, and the DC-offset or bias introduced by the numencal
accuracy effects The DC-offset 1s critical because 1t causes
bias 1n measurement of the phase of residual carriers In this
article, we specify the architecture of the demodulator, design
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and analyze a practical implementation of the arm filters as
halfband filters, and deterrmine the numerical accuracy re-
quired to meet the DSN’s needs

A. Previous Work

There are many references for a complete treatment of digi-
tal modulation techniques such as BPSK and QPSK (2], [3]
The equivalency of staggered QPSK (OQPSK) and MSK 1s
shown 1n [3], so-called serial MSK [3] 1s only equivalent to
OQPSK when the mnput symbols at the transmitter are differ-
entially encoded BPSK with carrier residual 1s described 1n
[1], the architecture of the old version of the Advanced Re-
cetver and tracking loops 1s discussed in [4] The effects of
offset in sampling and the performance of the integrate-and-
dump filter as a matched filter are discussed 1n [5] To reduce
the loss incurred due to offset sampling. the weighted integrate-
and-dump 1s proposed and analyzed in [6] References [7]
and [8] provide extensive treatments of digital filter design
The loss due to amphtude npple within the passband of the
anti-aliasing filter 15 discussed and analyzed in [9] Originally,
Bellanger [10], [11] introduced the halfband filters for com-
putation and storage reduction in multi-rate digital filtering
applications, and he further analyzed the filter order, multiph-
cation rate, and storage requirement of the halfband filters
Reference [12] provides the hardware description and test
results for the older version of the Advanced Receiver

B. Qutline of Article

The recerver structure 1s described 1in Section II In Sec-
tion III, the underlying theory of halfband filters 1s discussed
In IIIB, a design example 1s given and the hardware architec-
ture of a single board that has been fabricated and demon-
strated 1n the laboratory 1s described A VLSI chip 1s out-
hned 1n IIIC that results in significant reduction 1n the chip
count In Section IV, DC-offsets resulting in phase bias are
analyzed, including the effects of numerical precision 1n the
table for sine and cosine generation, and rounding A proba-
bilistic approach 1s used Finally, in Section V, conclusions
and some final observations are presented

Il. Receiver Structure

A simphfied block diagram of the receiver, showing portions
of the receiver impacting demodulator design, 1s shown 1n
Fig 1 The recewved signal from the S-. X- or K-band low noise
amphfier 1s open-loop converted from radio frequency (RF)
to intermediate frequency (IF) in highly stable wideband RF-
to-IF downconverters, which now exist for S- and X-band The
downconverter output goes into the IF strip In the IF strip,
the carrier phase locked loop 1s closed by mixing the signal
against the numencally controlled oscillator (NCO) output,
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resulting 1n a fixed second IF frequency This signal 1s fil-
tered by an anti-ahasing bandpass filter, and down-converted
to a final IF frequency The final IF signal 1s sampled by an
A/D converter whose output goes to the digital demodulator
The demodulator outputs digital in-phase and quadrature com-
ponents to the baseband signal processor, which measures all
statistics needed by the software algorithms and outputs
detected telemetry symbols to the decoder(s)

The final IF frequency has been chosen to be 10 MHz 1n
order to be compatible with existing DSN systems, such as the
ranging system Thus, at the final IF output, the carrier 1s
phase locked to 10 MHz The passband 1s approximately 10
7 5 MHz, as limited by the anti-aliasing bandpass filters at the
previous IF frequency

The demodulator block diagram 1s shown in Fig 2 The
mput 1s 8-bit digitized IF, with the carrier phase locked to
10 MHz The sampling rate 1s a fixed frequency near, but not
exactly, 40 MHz A tentative value 1s 39 6 MHz The offset
from 40 MHz 1s to munimize self-induced radio frequency
interference (RFI) at the carrier frequency of 10 MHz The
demodulator multiplies the mnput data by sine and costne wave-
forms at 10 MHz, resulting 1n in-phase and quadrature base-
band signals plus sum frequency terms The sum frequency
terms are filtered out by lowpass “arm” filters

Throughout this article we denote the sampling period as
T, the sampling rate as [ = 1/T,, the symbol peniod as T, the
IF frequency as f,, and the radian IF frequency as w, (= 27f,)

The mput samples are demodulated by the reference in-
phase cos (w,.nT, + $c) and quadrature components sin (w, 1T,
+ ,), where §_ denotes the carner phase reference These are
generated from a look-up table Ideally, the multipler output
signals are filtered by a zonal lowpass filter, to filter out the
double frequency images that result from the multiplication in
the time domain of the signal by a sinusoid

The original spectrum, the mixer output spectrum and the
desired filtered output spectrum are shown 1n Fig 3 Since the
lowpass bandwidth after demodulation and filtering 1s only
half the IF bandwidth, or 7 5 MHz, the sampling rate 1s re-
duced by a factor of two, resulting in the final spectrum mn
Fig 3 In this article, the application of halfband filters 1s
considered for low-pass filtering of the demodulated signal
This class of filters 1s a special case of lowpass Finite Impulse
Response (FIR) filters which 1s particularly approprate for
removing mixer sum frequency terms and for use with a deci-
mation factor of two



lll. Halfband Filters

To meet the specification for a desired frequency response
of a digital filter, 1t 1s desirable to minimize the order of the
filter (denoted as N), thereby reducing the number of mult:-
plication and addition operations required to implement the
filter We have selected the halfband filters to ehminate the
double frequency images that are produced by complex de-
modulation The following points are the main considerations
that led us to select the halfband filters

(1) Reduced hardware Halfband filters require approxi-
mately half the number of multiphcations and addi-
tions for a given N, when compared to an arbitrary
linear phase digital filter This 1s because almost half
of the N filter coefficients are zero

(2) Equal passband and stopband width Stopband width
1s the same as passband width This 1s 1deal for elimi-
nating sum frequency terms resulting in complex
heterodyning, because the sum frequency terms to be
elminated have the same bandwidth as the difference
frequency terms to be passed

(3) Equal passband and stopband ripple The ripple 1n the
passband and the stopband 1s the same 1n peak devia-
tion This results in approximately the same magnitude
of signal-to-noise ratio loss due to passband ripple [9]
and due to sum frequency noise ahased into the pass-
band after decimation by two

(4) Ease of implementation When a decimation factor of
two 1s employed, the processing rate 1s also reduced by
a factor of two

For equinpple design of Finite Impulse Response (FIR)
filters, 1t 1s necessary to specify a set of tolerance parameters
in order to practically implement these filters The FIR design
problem 1s then formulated as a Chebyshev approximation
method [7], [8] These parameters, as shown in Fig 4, are
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ripple (deviation) 1n the passband from ideal response

6,= npple (deviation) in the stopband from 1deal response
f;, =W, /2 = normahzed passband edge frequency
fs

= w,/2 = normalized stopband edge frequency

For the case when 8p =6, =b6and f,=05 - j; , then the
resulting equiripple optimal solution to this approximation

problem has the property that
H('“) = 1 - H(e/ ")) 6))

that 1s, the frequency response of the optimal filter 1s odd-
symmetric around w = 7/2, and at w = /2

H(E'™?) =05 Q)

It 1s shown 1n [8] that any symmetric FIR filter satisfying
(1) has an 1mpulse response of the form

1, k=0
h = 3)
0, k=1%2.t4 6,

Hence, all of the even coefficients are zero, exceptfork =0
This reduces the complexity required to implement this class
of filters Particularly when a decimation factor of 2 1s used,
the required number of multiplications 1s half of that needed
for symmetrical FIR designs and one-fourth of that for arbi-
trary FIR designs The SNR loss due to amplitude npple 1s
studied m [9]

A. Halfband Architecture with Decimation Factor
of 2

In this section, we outline a simplified architecture for an
Nth (N-odd) order halfband FIR filter as shown mn Fig 5(a)
We denote the filter output as y, . the input as x,,, and the
filter coefficients as A, For a FIR filter, the filter output y,
18

o= 2 hx,, @)

The output of a halfband filter 1s found by invoking (3),
and y, can be expressed as

J#0,; odd

In this expression for y, with even n (decimation factor of
2), the only term 1n the output that involves the even samples
1s the last term, which corresponds to the center tap of the
filter Thus, 1t 1s possible to reduce the computation of y, for
even-n nto a lower-order (half) filtering and an addition
operation First, the mnput 1s demultiplexed into odd and even
samples The odd samples are filtered using an ((V + 1)/2)-tap
FIR filter The filter output 1s summed with the delayed even
sample In Fig 5(b), the simplicity of this architecture 1s evi-
dent when companng the oniginal FIR structure to 1its equiva-
lent model The length of the delay in the simphfied model 1s
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(N + 1)/2 + 7, where 7 15 the pipeline delay through the FIR
filter

Hardware realization uses an (N + 1)/2 order FIR filter,
a shift register for the delayed even samples, and an adder for
adding the delayed samples to the filter output This structure
has the important additional advantage of operating the FIR
filter at half the nput frequency Thus slower components
(multiply accumulators) than a general FIR filter can be used
to implement this architecture, which directly impacts the
cost Furthermore, 1t 1s also possible to take advantage of the
symmetry of the FIR filter coefficients {7] to reduce the
amount of computation by another factor of two

B. Halfband Filter Design

Some examples of halfband filters are shown m Table 1
These were obtained using the Remez exchange algorithm[7]
In this article, we do not discuss the filter design package for
this algorithm Our design package uses the standard hinear
phase filter design package in [7], which can be used to design
a variety of types of FIR filters

In Table 1, the coefficients of three 15th order halfband
filters are listed in the first 4 columns Only four coefficients
need to be specified, since h_, = h, hy = 1, and k. = 0 for
k-even The Sth column, f,, 1s the upper band edge of the pass-
band, expressed as a fraction of f, The stopband starts at
0 5-fp and the transition band 1s from fp to 0 S—f;, The last
column 1s the deviation of the filter from 1deal

The frequency response of the 15th order filter correspond-
ing to the first row of Table 1 1s shown 1n Fig 6 For the filter
of Fig 6. each coefficient 1s quantized to 9 bits of resolution,
which 1s the coefficient accuracy of the FIR filter chip used in
the DSN Advanced Receiver With the resolution of the figure,
there 1s no increase in the stopband deviation relative to the
-38 6 dB predicted 1n Table 1 This filter results 1n a 0 6 *

10-3 dB loss due to ahasing and the same amount due to pass-

band nipple loss [9], thus, 1t results in a total loss of 12 *
10-3 dB

The halfband filter was built and tested using the architec-
ture depicted in Fig 5(b) The FIR filter 1s implemented using
an 8th order FIR filter chip. ZR-33891 (Zoran Corp ). oper-
ating up to 25 MHz This chip supports 9-bit data and 9-bit
coefficients, and 1t outputs 26 bits The block diagram of the
realization 1s shown n Fig 7(a), and a photograph of the
board 1s shown n Fig 7(b)

For proper alignment of the 26-bit output of the FIR chip

and the full adder. 1t 1s clear from Eq (5) that the center tap
corresponding to the delayed samples 1s “1.” and therefore
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the output result of the FIR filter must be added starting at
the 9th b1t position

C. VLSI Chip for Halfband Filters

A custom VLSI chip 1s under development to reduce the
chip count n the halfband filter from 33 chips to 2 chips The
custom VLSI chip complements the ZORAN-33891 FIR chip
This chip operates 1n a fully synchronous mode from an mput
clock with frequencies of up to 25 MHz The block diagram of
the filter using this chip with the Zoran chip 1s shown in Fig 8
It 15 noted that the demultiplexer at the input of the filter 1s
not included mn the VLSI chip Thus 1s because of the demodu-
lator design, wherein the odd and even samples are demulti-
plexed at the output into two paths to enable the use of
slower (25 MHz) multipliers than would be required otherwise

A detailed specification of this VLSI chip 1s contained mn
the Appendix

IV. Dynamic Range and DC-Offset
Analysis

A fundamental problem m the design of a digital mixer
using finite precision arithmetic, especially fixed point arith-
metic, 1s that a nonzero DC-offset (mean) 1s always present
from quantization error, rounding, and truncation The DC-
offset 1s very undesirable in the process of complex heterodyn-
ing, since 1t directly translates into static phase error for resid-
ual carrier systems

A. Maximum Allowable DC-Offset

In a residual carrier system the values of the Q-channel
samples at the demodulator output are used to estimate the
carrier phase When the signal-to-noise ratio 1s small, even a
small DC-offset results in a large phase error To explicitly
exhibit this fact, denote the carrier power as Pc the noise
power as N, the noise variance as 02, the bandwidth as B, and
the DC-offset as § Then, for £ /N, = 0 dB-Hz. the required
threshold for the advanced receiver, and for B = 15 MHz, the
carrier power signal to nose ratio 1s P,/o2 = P,/(NyB) = -72
dB The signal amplitude 1s given by 4 = \/ﬁc_ The total
power 1s dominated by noise, and 1ts scaling 1s such that the
8-bit A/D converter saturates at 406 Thus o = 25 = 32, and
A 15 001, in umts of the A/D output step size With slowly
varying random phase, the expected value of the complex
mixer output 1s A * sin (¢) + § Approximating 4 sin (¢) + §
with 4¢ + §, the average phase estimate 1s ¢ = 1/A(4¢ + §)
Therefore, the static phase error due to DC-offset is roughly
B/A radians Hence, to keep the phase error under 0 1 radian,
1t 1s necessary to keep the dc offset under 0 001, or 90 dB
below the total input power



B. Quantization and Scaling

To analyze the effect of quantization on the performance
of the digital recetver, we consider the quantization and scaling
model shown 1in Fig 9 and the A/D converter characteristic
shown in Fig 10

1 Input quantization and scaling The input signal 7(t)
passes through an AGC amplifier which controls the total
power The A/D converter (sampler and quantizer) quantizes
to 8 bits, covering the range -27 to 27 - 1 1n quantizer output
umts The nomtnal scaling 1s such that the total power at the
quantizer output 1s 2101 ¢ | saturation 1s at approximately 4¢

The FIR filter chip can accept only 9-bit mputs, which
motivates the scaling at the multipler output We discuss the
scaling to obtain 9-bit outputs, although scaling down to 8 bits
1s also evaluated

The A/D output 1s multiplied by the in-phase and quadra-
ture reference signals, which are stored 1n read only memory
(ROM) These are stored as k-bit integers, k = 12 or 16 In
either case, the amplitude 1s 215 1¢, the k most sigmficant
bits of the 16-bit multiplier input are used The input signal
from the A/D converter 1s scaled up by four at the input to the
multiplier This scaling results in a maximum possible value at
the multiplier output of 217 times the signal input value.1¢e ,
a total maximum value of less than 224

The multiplier chip has a feature which allows rounding
from the least significant 16 bits into the next bit This round-
ing feature 1s used, effectively scaling the level down by 216
Thus the final output of the multiplier, after rounding, 1s
in the range -28 to 28 - 1, and 1s represented by L = 9 bts
This forms the nput to the FIR filter It i1s the DC-offset at
this poimnt in the system which domates static phase error
performance

2 Signal scaling The net effect of the above on signal level
1s to multiply the mput Q-channel signal by 2 sin (w nT, + 5)
Expanding the sum and difference frequency terms of the mul-
tiplier output, the factor of 2 1s cancelled The difference fre-
quency term at the multiplier output has the same signal
amplitude and the same noise power as the input process,1e,
the Q-channel signal 1s 4 sin (67 - 8) and the noise power in the
low frequency process 1s g2

The approximate effect of the FIR filter 1s to pass all of the
low frequency terms, amphfied by the DC gain of the filter
The DC gain of the filter, in amplitude 1s the sum of the coef-
ficients,1e ,

S

These coefficients can be expressed as 9-bit numbers, so the
scaling 1s such that the center tap gain 1s 28, and the sum of
h, 1s approximately 2° Therefore, at the output of the FIR
filter the signal 1s

2°4sn(@-6)

where A 1s the signal value at the A/D converter output, and
the noise power 1s 21862 The mnput scaling has been chosen to
saturate at 4¢ with an 8-bit A/D converter (at low SNR) Pre-
serving the same saturation level at the output clearly requires
17 bits The reason we also consider scaling the FIR filter
tnput down by a factor of 2, to 8 buts, 1s so that only 16 bits
would be required at the final output Another way to get a
16-b1t output would be to round or truncate the least sigmfi-
cant bit of the 17-bit output, but this would introduce DC
offset

C. Sine and Cosine Table Accuracy

Demodulation 1s accomplished by multiplying the A/D con-
verter output samples by cosine and sine tables These compo-
nents are prestored mn read only memory (ROM) and are quan-
tized to k bits We specifically consider the case when k = 12
or 16 Besides having enough resolution in the sine and cosine
tables 1t 1s important that the N-pomt tables be designed such
that the sum over the N-points is very close to zero To satisfy
this, consider the 1dentity

=z
-

/chTs
e/wch_\. - 1-e

(6

1-¢'%Ts

3
1]
(=]

For this sum to be zero 1t 15 necessary that w NT, = 27n,
for some mteger n However, even 1if NV satisfies this require-
ment, due to quantization (rounding in this case) to k-bits of
each value in the ROM, this sum is never exactly zero

D. Evaluation of DC-Offset

To evaluate the DC-offset, we compute the sample mean at
the output of the mixer The received signal 1s the sum of the
transmitted signal plus Gaussian noise If we were to compute
the sample mean by using Monte Carlo type simulation, the
varance of the estimate would be o2, = g2/N, where N 1s the
number of independent noise samples To get a sufficiently
accurate estimate we need o, << 10-3, the required DC-
offset For ooy = 1074, 1t would be necessary to process
N = 0%[d2,, = 2*19/10-8 = 10! samples Thus 1s clearly too
many samples to process on a general purpose computer

However, 1t 1s possible to analytically derive the expression

for the probability distribution function defined over the
dynamic range of every stage of our system, since the number
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of quantization mntervals 1s small 1n our case The mean and the
variance of the signal are then computed from the probability
distribution

1 Probability distribution of the mixer output. In order to
analyze the distribution of the dynamic range of the demodu-
lated signal, we consider the received signal r(¢) in Fig 9
Define Q = {-M, -M + 1, , 0.1, .M - 1} where
2 * M denotes the number of quantization intervals at the out-
put of A/D The probability space 1s (2, F, P), where F 1s the
collection of all subsets of 2 In this section, we drive the first
order discrete probability density function for y, = T(y(nT})),
where T(-) denotes the quantizer characteristic function
shown m Fig 10 Here {y,} 1s a stationary discrete-time and
discrete-valued stochastic process. generated by sampling and
quantizing the continuous-time and continuous-valued sto-
chastic process y(t) for £ > 0, 1e, the discrete-tume process
y(nT) € K&, (pnor to quantization) 1s a Gaussian process in
thus case [2], [3] . with mean m and vanance ¢2

Let P, denote the probability of the kth quantization inter-
val, 1e, B, = Pr(y(nT,) € A;), fork=-M, -M+1, 0,

1. , M - 1, where 2 * M 1s the number of quantization
levels Let
A, = [kA, (k+t1)A), for-M<k<M-1
A_M = [-o0,-MA), and AM_1 = [MA, +)
Notice &, = kﬁMAk The probability of the received sig-
nal falling in the kth quantization interval 1s
(u-m)?
1 "2
P = Pr(y(t)€EA, ) = 20° 4 7
, = Pro(1)€E4,) [ Tos ¢ u ()
k

2

erfe(x) =f \/lz_ﬂe-7 dt

Then

P = erfc ((—k * lt)JA - m) - erfc (kAU— m) (8)

The probability distribution of y, 1s then Pr(y, = k) = P,
Figure 11(a) and (b) shows the input probability density and
the cumulative probability distribution when the signal has
zero mean and umt variance (= 210 for 8-bit input data)
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Next, we compute the probability distribution at the out-
put of the multiplier, which multiphes the A/D output y, by
the value s, the output of the sine (or cosine) table, and then
quantizes the product The output 1s denoted by w, =
Q(s,,v,), where Q(+) denotes the quantization function, at
the multipher output The quantizer Q(.) for fixed point
anthmetic 1s truncation or rounding The function Q(-)
depends on how the output product 1s rounded In our hard-
ware implementation a standard 16-bit multipher 1s used,
which accepts two 16-bit mputs 1n two’s complement and
outputs a 31-bit product The product can be rounded only at
one bit position, namely from the 15th bit into the 16th bat,
where bits are labeled starting at zero for the least significant
bit We scale the two input numbers such that L = 8 or 9 bats
remam, because the filter which follows the multiplier can
accept only 9 bats of input

The sequence s,, 1s quantized to k-bits Thus let

5, €Q" = {=2+1, 2.1}

and

no_ L L
w eQ = {2L+1, 2_-1)

Then Pr(w,, = a) may be expressed as
Prw,=a) = ) Pr(Q(y) =) Pr(S, = &) (9
13

since s, 's and y, 's are independent The sequence s, 1s
selected uniformly from an alphabet of size N, with k-bits of
resolution, thus, Pr(s, = £) = 1/N, and Pr(Q(§y,) = @) 1s given
by (8), for each y, =k and § € Q'

Figure 12 shows the output densities for three cases Fig-
ure 12(a) and (b) 1s for the in-phase and quadrature compo-
nents, respectvely. for L = 8 and k = 12 Figure 12(c) 1s for
the in-phase component, when L = 8 and k = 16 Figure 13
shows the mput and output densities for a case of improper
input scaling In particular the mnput signal level 1s higher by
a factor of 4 1n power, 1¢, the input power 1s 212 The two
spikes of the input probability distribution function are due
to the improper scaling and consequent saturation

2 Results for computation of DC-offset In Table 2, the
values of the induced DC-offset due to sine/cosine quantiza-
tion (for N = 99, which 1s the number of points in the ROM
table, and «,T, = 1/3 96) and multiplier output quantization



are given This table lists the results for both the 12- and 16-
bit sine and cosine tables, and with 9- and 8-bit quantized out-
put These values were computed by calculating the mean of
the probabihity distribution functions given in Eqs (8) and
(9) Values 1n the table are in units at the output of the multi-
plier, scaled between 1 and -1, 1e, scaled down by 28 from
the integer representation

The first column 1s the resolution of the ROM table The
second column 1s the number of bits at the output of the
quantizer The last two columns give the resulting DC-offset
at the output of the multipler, corresponding to each arm
This corresponds to the DC-offset bias i static phase error, for
the sine table, and to error in measuring 4, for the cosine
table The gain of the system 1s such that the signal ampltude
1s the same at the multiplier output as the A/D converter out-
put, 1e. 1t 1s 0 01 integer units for P,/N, = 0 dB-Hz Scaling
the multiplier output to the range -1 to +1 reduces the signal
amplitude by a factor of 28, to approximately 4 * 10-4
Referring to Table 2, the static phase error 1s small, 1€, less
than 4 * 10-5. for k =12, L =8 and fork=16,L =9, and 15
marginal fork=16.L =8

The DC-offset for the in-phase arm 1s not acceptable for
k = 12, but 1s good for k = 16 For this reason we have elected
to use the 16-bit resolution table. with 9-bit multiphier output
resolution

3 Effects of FIR filter on static phase error In our hard-
ware design each product A,_, w, 1s computed and accumulated
without any quantization Therefore, the mean value at the
output of the filter 1s exactly equal to N_il h, times the mean
value at the mput The input mean 1s A'q30+ 8. where § is the
DC-offset and the static phase error 1s 8/4 Since both fand 4
are multiplied by the same filter gain, there 1s no change 1n
static phase error in the filter Some additional static phase
error 1s introduced 1f the filter output 1s quantized in further
processing

V. Conclusions

In this article we outlined the design and analysis of a digi-
tal complex demodulator to be used in apphcations that
require high speed (up to a 50-MHz sample rate) and operate
at very low SNR We found a cost-effective way to implement
the digital low-pass filter required for this application A two
chip solution with the architecture of a custom VLSI copro-
cessor chip was proposed The filter results i less than 12 *
10-3 dB loss due to passband ripple and imperfect attenuation
of the unwanted sum frequency terms at the output A com-
prehensive analysts of the dynamic range distribution was
presented, using a probabilistic approach, and 1t was deduced
that 1t 1s possible to attain a static phase error of less than 0 2
deg at the DSN advanced receiver threshold SNR of P, /N, =
0 dB, with a 15-MHz bandwidth
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Table 1 Exampies of haifband filters with N = 15

Coefficients

Passband
DEV-dB
hy h3 hs hq 5
0312 -0089 0038 -0017 0187 -3862
0309 -0081 0029 ~0 085 0162 -512S$
0312 -0078 0026 -0 006 0150 -5793

Table 2 Mean values (all numbers scaled to range +1)

ROM Output Average, Average, DC DC
resolution, resolution, sine cosine in-phase quadrature
k L table table arm arm
12 8 242x 1074 286 x 1074 471x 107 548x10°°
16 8 157%x10°5  136x10°5 -298x10% —615x% 105
16 9 157%x10°5 136x105 -655x106 -357x 10°5
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Appendix

Chip Specification

In this appendix we outline the top-level specification of
the design of a VLSI chip that complements the FIR chip, for
a two chip solution of the halfband filter discussed m Sec-
tion III  The functional block diagram of this chip 1s shown
n Fig A-1(a)

This chip operates mn a fully synchronous mode from an
mput clock with frequencies up to 25 MHz The transfer of
data from the mnput, through all subsequent stages within the
pipeline, and to the output stage 1s performed on the nsing
edge of the mput clock The 9-bit mput data 1s delayed by a
12-stage shift register The delayed data ODATD 1s added to
the mput from the ZORAN chip As shown in Fig A-1(b), this
chip contains an 8- by 9-bit-wide RAM that can be preloaded
by the host In the normal mode of operation, 8 locations of
the RAM are sequentially accessed, providing the coefficient
stream to the ZORAN part

For host communication, during the initialization period,
the mput address strobe signal /AS (/ stands for active low) 1s
asserted by the host to mitiate a bus write cycle to the RAM
The output data transfer acknowledge signal /DTACK, which
1s generated on-chip, 1s asserted when the input data 1s latched,

so that the host may terminate the write cycle and thus negate
/AS These two signals, and the input clock, are sufficient to
provide both synchronous or asynchronous write cycles to the
chip, depending on the type of host processor used to mter-
face this chip

The 26-bit filtered data, EVOUT, 1s aligned with the 9-bit
ODDAT as shown in Fig A-1(b) The least significant 7 bits
are simply delayed by a pipeline delay to compensate for the
delay introduced by the output stage Starting from the 9th
bit (EVOUT-8), 9 bits are aligned to the mput of the full
adder, and the remaimning bits are discarded because they are
Just sign extensions

The output of the 10-bit full adder, shown in Fig 11(b),1s
overflow protected at 17 bits, to prevent wrap-around when
using the 2’s complement number presentation A 17-bit out-
put results

We have listed the pin list and the description of each sig-
nal Total pin count of this chip 1s 78 The tuming specifica-
tion of the signals and a detailed discussion of the operation
of this chip are deferred to a later article
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Table A-1. VLSI input/output definitions

Signal Width 1/0 Name
CS 1 1 Chip Select
ODAT 9 1 0Odd Data Bus
EVOUT 17 I Filtered Even Data Bus
ouT 17 (0] Output Data Bus
INH 9 I Host Data Bus
/AS 1 1 Host Address Strobe
/DTACK 1 (0} Data Transfer Acknowledge
INHA 3 1 Host Address Bus
COEF 9 Q Coefficient Data Bus
CLK 1 I Input Clock
RESET 1 1 Reset Signal
VSs 4 X +5 Volt Power Supply
GND ) X Ground Terminal
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A series of tracking tests was conducted in the spring of 1987 to demonstrate the
reduced tracking threshold and the improved telemetry signal-to-noise-ratio performance
of the DSN Advanced Recewer compared to current operational DSN systems The
Proneer 10 spacecraft, which 1s now out of the solar system, was tracked on four days
The Advanced Recewer achieved an improvement in telemetry SNR of 1 to 15 dB over
the operational system It was demonstrated that the spacecraft carrier signal 1s stable
enough for tracking with a recewer carner loop bandwidth of 0 5 Hz in the one-way mode
and 01 Hz in the three-way mode, and that the Advanced Recewer 1s stable at 0 1 Hz
This reduces tracking threshold by 10 to 15 dB compared to current recewers, which
have mimimum loop bandwidths of 1 to 3 Hz Thus, the Advanced Recewver will enable
tracking of the Pioneer 10 spacecraft until its power source fails, circa 2000, which would

not be possible with current DSN systems

l. Introduction

The digital Advanced Recewver (ARX) under development
for the DSN can track signals that are 10 to 15 dB weaker than
the threshold signal levels for current operational DSN receivers,
as shown 1n Section V It can also improve the telemetry sym-
bol signal-to-noise ratio (SSNR) by 1 to 1 5 dB compared to
that achieved with current operational recetvers used near
their threshold signal levels This capability can enable the
DSN to track the Pioneer 10 spacecraft until 1its power source
fails, circa 2000, which would not be possible with current
systems

To demonstrate this improved performance, a series of tests
was conducted in the spring of 1987 using an existing bread-
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board of the ARX [1] The ARX tracked the Pioneer 10
spacecraft from the 64-m antenna at DSS 14, Goldstone,
Californta This spacecraft was used because its carrier signal
level 1s near the threshold for current DSN systems

The Advanced Receiver achieves 1ts abiity to track weak
signals by using narrow bandwidth carrier-phase-locked loops
obtained by optimizing the loop bandwidth for the specific
conditions of carrier phase stability and carrier power to
recetver notse spectral density This optimization was done 1n
near-real time during the tests using a spectral estimation
method previously described [2] The tracking threshold using
the ARX 1s not limited by the stability of the receiver, as 1s
the case for current operational receivers Instead, the thresh-



old 1s hmmited by the stability of the carrier signal received
from the spacecraft Threshold improvements of 10 to 15 dB
are thereby achieved

Besides using optimum carrier loop bandwidths, the Ad-
vanced Receiver reduces telemetry losses by realizing narrow
bandwidth subcarner and symbol tracking loops and by using
sideband-aided carrier tracking to enhance carrier loop SNR
without reducing loop bandwidth [1] In addition to the
theoretical improvements the Advanced Receiwver offers over
operational systems, realization of all loops and of the symbol-
detection-matched filters 1n one digital system virtually ehimi-
nates losses due to biases (dc offsets) and miscalibration

This article documents the improvements in telemetry
symbol signal-to-noise ratio that were achieved during the
Pioneer 10 tests The tests were conducted when the space-
craft was in both the one-way mode and the three-way mode
In the one-way mode, there 1s no uplink signal from a ground
station to the spacecraft, hence the spacecraft oscillator
hmits carrier phase stability In the three-way mode, the
downlink carrier 1s phase locked to an uplink carrier trans-
mitted from a ground station other than the receiving station
Three-way tests were conducted with two different Sun-
Earth probe (SEP) angles, both of which were small enough so
that stability was liiited by solar scintillation Carrier power
levels were so weak that the Block IV DSN receiver operated
from just above to just below the mimimum acceptable margin
of 8 5 dB, using the 3-Hz loop bandwidth

At all SNRs encountered, the Advanced Recewver achieved
SSNRs 08 to 15 dB better than those of the operational
DSN system, except when far-from-optimum loop bandwidths
were used for experimental purposes, and except on one day
This improvement 1s 1n agreement with theory At the weakest
signal levels encountered, at low antenna elevation angles, the
ARX had the abihity to detect useful telemetry data, whereas
the data detected by the standard equipment could not be
decoded reliably

ll. Test Description

The Pioneer 10 tracking tests were conducted on days 119,
121, 128, and 140 of 1987 using the 64-m antenna at DSS 14,
Goldstone, California The station configuration 1s shown 1n
Fig 1

The tests were conducted on a noninterference basis with
standard Pioneer 10 tracking passes Data from the standard
tracks were used to compare results The standard configura-
tion for Pioneer 10 uses a Block IV recewver with a loop band-
width of 2B,, = 3 Hz The 1-Hz loop bandwidth available
at 23 GHz (S-band) on the Block IV recewver was not used

at any time during the tests The receiver output goes to a
type A telemetry string consisting of a Subcarrier Demodu-
lator Assembly (SDA), a Symbol Synchronizer Assembly
(SSA), and a Telemetry Processor Assembly (TPA) computer
Type B telemetry strings with Baseband Assembly (BBA)
Demodulator Synchromzer Assemblies (DSAs) are not used
for Pioneer 10 because of the low symbol rate, 64 symb/s
The SSA and TPA calculate estimates of symbol signal-to-
noise ratio (SSNR) using the moment method with unbiasing
[3],[4) These estimates are displayed on the Central Monitor
and Control terrmnal and can be logged and a hard copy
obtained This hard copy was obtaimned on all days except
the first day of tests The ARX used the unbiased split-symbol
SSNR estimator [1],[5], which 1s statistically more accurate
than the moment method The results of the two methods are
directly comparable, since both are unbiased

The Advanced Receiver, as used in the Pioneer 10 tests,
requires the spacecraft signal to be open-loop down-converted
to an intermediate frequency (IF), with the carrier at 53 MHz
* 05 MHz This was done using the second Block IV recewver
at the station, operated 1n the open loop mode An IF output
of the Block IV receiver was used as the input to the ARX
The ARX recorded its unbiased estimates of SSNR onto floppy
disks, which were used 1n post-test processing to compare per-
formance with that of the standard configuration The sequences
of outputs of the ARX residual carrier phase detector were
also logged on the disks Each day’s pass was divided 1nto
several tests or cases The phase data from each test were
processed in near-real time on a separate microprocessor to
obtain power spectral densities of the phase processes and
estimates of the optimum loop bandwidths The optimum
loop bandwidth estimates were used to select parameters for
the succeeding tests

lll. Theoretical Performance

This section compares the theoretical performance of the
ARX with that of the standard station configuration Per-
formance 1s compared in terms of the theoretical loss 1n
average telemetry symbol SNR due to phase error mn the car-
rier, subcarrier, and symbol tracking loops Curves are presented
for vanous carrier loop configurations for the ARX, taking
into account the effects of phase noise from the Pioneer 10
oscillator This 1s the dominant instability 1n all of the tests
when the spacecraft 1s in the one-way mode Simular results
can be obtained for the three-way mode [2] For the three-
way data in these tests, stability was limited by solar scintil-
lation, but the stability was better than that of the Pioneer 10
oscillator

Figure 2 shows the theoretical loss in SSNR for the stan-
dard DSN system and for the ARX, for the one-way data, as
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functions of input SSNR To establish a relationship between
SSNR and the ratio of carrier power to noise density, note
that the modulation index 1s 65 9 degrees, so the data power,
P4, 15 7 dB more than the carrier power, P, This, together
with the symbol rate of 64 symb/s, results in a carrier-power-
to-noise spectral density, P_/N, (dB-Hz), which1s 11 dB more
than the SSNR The oscillator phase noise spectral density was
modeled [2] using the measured phase data as S(f) = S,/f?
rad?/Hz with S(1) = 00012 rad?/Hz (on each side of the
carrier) The curves shown are the sum of the losses in the
carrter, subcarrier, and symbol tracking loops

A. DSN System Losses

For the DSN system, oscillator noise was neglected, because
the effect 1s neghgible with the 3-Hz loop Carner tracking
loss was estimated as -10 log,, (1 - 1/p,) (dB) ! Theoretical
radio loss ranged from 0 75 dB at an input SSNR of 3 to 12
dB at an SSNR of 0 dB At 3 dB, P,/N, = 14 dB-Hz and the
carrier margin n the 3-Hz loop 1s 8 2 dB, slightly below the
recommended minimum margin of 8 5 dB In Fig 2, the loss
curve for the DSN system 1s shown as a broken line for SNRs
below this level, because cycle slipping occurs and the radio
loss formula 1s not accurate

The SDA was operated in the narrow bandwidth mode
Losses were obtained by interpolation to the symbol rate of
64 symb/s > Subcarrier losses ranged from 0 30 dB at an input
SSNR of 3 dB to 0 36 dB at 0 dB

The SSA was operated in the medium range, narrow band-
width mode The losses® range from 0 06 to 0 09 dB at SSNRs
of 3to 0dB

B. Advanced Receiver Losses

Losses 1n the ARX arise from the carrier phase noise due
to the Pioneer 10 oscillator as well as from the recetver noise
Different carrier loop bandwidths were used, and sideband
aiding was used 1n some cases In Fig 2, the residual-carrier-
only cases and the sideband-aided cases are i1dentified by RC
and SA, respectively, followed by the carrier loop bandwidth

lpL, the carnier loop SNR, was taken from Fig 1, Section TLM-20,

of the Deep Space Network/Flight Project Interface Design Hand-
book, Volume I Existing DSN Capabilities, JPL Internal Document
810-5, Rev D, Jet Propulsion Laboratory, Pasadena, California

2As given 1n Fig 6 of Section TLM-30 (PC) (Rev A) of JPL Internal
Document 810-5, Rev D, vol II, Jet Propulsion Laboratory, Pasa-
dena, California

3 Losses were obtained from Fig 18 of Section TLM-30 (PC) (Rev A)
of JPL Internal Document 810-5, Rev D, vol 1I, Jet Propulsion Lab-
oratory, Pasadena, California
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in Hertz The subcarrier and symbol loop bandwidths were
always 0 01 Hz

The recerver noise contribution to carrier (radio) loss 1s
calculated as -10 log,, (1 - 1/p, ), where p; 1s the loop SNR
For residual carrier tracking, the loop SNR 1s (P,/N,)/B,,
where P,/N, 1s the carrier-to-noise-density ratio and B 1s
the loop bandwidth i Hertz Sideband aiding with optimum
weighting increases the loop SNR by a factor of 1 + (P,/
P.)S, ,where S| 1s the squanng loss factor, 1/(1 + 1/(2 SSNR))
At an SSNR of 3 dB, for example, the radio loss due to re-
cetver noise 15 017 dB with residual carrier tracking, and
0 03 dB with sideband aiding

The subcarrier loss 1s determined from the subcarrier loop
SNR This 1s pg, = (P4/NyBy.) (2/m)2S, , where B, = 001 Hz
1s the subcarrier loop bandwidth The resulting loss 1s then
approximately 4 4(p,.)~1/2 dB Subcarrier loss 1s often signifi-
cant because 1t decreases only as the square root of loop SNR,
not as loop SNR This 1s why the loss 1s significant 1n the
SDA In the ARX, the 001-Hz loop bandwidth 1s narrow
enough to achieve loop SNRs of 35 to 32 dB Consequently,
the loss was only 007 to 011 dB at SSNRs of 3 to O dB,
respectively The ARX subcarrier loop thus improves SSNR
by shightly over 0 2 dB compared to the SDA

The symbol synchronization loss s calculated similarly The
loop 1s a transition tracking loop with a bandwidth of 0 01 Hz
and a window width of W = 1/8 [6] For the Pioneer tests,
the loop SNR varied from 36 to 34 dB, and the loss varied
from under 0 02 to just over 0 02 dB

Figure 2 shows the losses for residual carrier loops with
bandwidths of 025, 05,07, and 1 0 Hz The 0 7-Hz loop 1s
best at the lowest SSNRs, and the 1 0-Hz loop 1s best at the
higher SSNRs Thus 1illustrates the optimization of carner loop
bandwidth The losses are much less than for the DSN system
except for the 0 25-Hz bandwidth, which 1s much too narrow
for the oscillator noise This bandwidth was used only so that
its effect could be measured For the highest SSNR encoun-
tered, 3 dB, the ARX with a residual carrier 1 0-Hz loop has
0 76 dB less theoretical loss than the DSN system

When using sideband aiding, the best loop bandwidth 1s
wider than that for a residual carrier loop This 1s because
sideband aiding reduces the recetver noise component of
phase error for a given bandwidth, and optimization results
in a wider bandwidth to reduce the oscillator phase noise
contribution The best bandwidth for the conditions encoun-
tered 1s approximately 1 3 Hz At an SSNR of 3 dB, sideband
aiding reduces the loss by O 15 dB relative to the 1 0-Hz
residual carrier loop Total theoretical losses are only 0 19 dB



for the best ARX configuration compared to 1 11 dB for the
standard DSN system, an improvement of 0 92 dB

Although the theoretical improvement in SSNR due to
sideband aiding was only 01 to 015 dB in the Pioneer 10
tests, 1t can be much more significant in some cases In the
Pioneer tests, there was not much room for improvement
over the residual carner tracking loop Thus 1s because the car-
nier phase was stable enough that optimum bandwidth residual
carrier loops yielded small losses This would not be the case at
lower SNRs and the same phase stability For example, sup-
pose the optimum residual carnier loop had a radio loss of
08 dB Sideband aiding could then reduce the loss typically
by 0 6 dB, depending on modulation index and SSNR

IV. Results

The data collected on the four days of tracking indicate
that the ARX provides an improvement 1n received symbol
SNR of 0 8 to 1 5 dB under all signal conditions encountered
In certain cases, the ARX was able to track and produce
decodable telemetry when the Block IV was unable to do so

For each day, the recovered symbol SNR i1s plotted against
time for the ARX and the standard station configuration in
Figs 3 through 6 The ARX carner tracking parameters were
changed several times each day in order to provide a range of
data for analysis Each set of parameters defined one test
During each test, the sequence of outputs of the residual car-
rier phase detector was recorded onto a floppy disk After
each test, while the next test was in progress, the phase data
were processed on an auxiliary computer, obtaining power
spectral density plots and estimates of the contributions to
phase error vanance of receiver noise and of phase process
noise [2] The phase vanance estimates were then used to
estimate the optimum loop bandwidths for planning param-
eters of future tests

A case-by-case summary of ARX carrier loop parameters,
the symbol SNRs obtained by the ARX and by the standard
station, and the gain 1n SSNR achieved by the ARX 1s given
in Table 1 The subcarrier and symbol loop bandwidths were
fixed at 001 Hz, except for the first four cases on DOY
140, when they were 02 Hz The subcarrier frequency was
32765 kHz The telemetry was received at 32 b/s, for a sym-
bol rate of 64 symb/s

On each day, there 1s a general trend of decreasing SNR as
a function of time due to the decrease in antenna elevation
angle On DOYs 119 and 121, the spacecraft was transmitting
in the one-way mode On DOYs 128 and 140, both the one-
way and three-way modes were used, as indicated in Table 1
and in Figs Sand 6

The following paragraphs discuss the operations, ARX
configurations, and results on a day-by-day basis

A. DOY 119

The first day of Pioneer 10 tracking was DOY 119 Track-
ng was one way, and there was no a prior1 information avail-
able as to the stability of the spacecraft oscillator or the
minimum carrier loop bandwidth which could be used The
objectives of this day’s tests were to determine the approxi-
mate optimum and minimum residual carrier loop bandwidths
by tracking with loops of varying bandwidths, and to test
sideband aiding

As on all days, the ARX logged 1ts measurements of SSNR
on floppy disks However, on this day only, the operations
crew was not asked to log the SSA measurements of SSNR
Instead, a partial log of SDA SSNR measurements was made
manually from observing the Complex Monitor and Control
(CMC) display Thus the comparison of SSNR results for
DOY 119, Fig 3, 1s not as accurate as those for the succeed-
ing days

Tests were run with a vanety of configurations The first
case was residual carrier tracking with a 1 0-Hz loop band-
width, and the second case was the same bandwidth with
sideband aiding Both achieved SSNRs approximately 09 dB
better than the standard station While performing the spec-
tral analysis, we ran the third case with a 0 25-Hz residual
carrier loop Although able to track, the 0 25-Hz loop resulted
i a 02-dB decrease in recovered SSNR compared with the
standard station configuration The near-real-time analysis
indicated a bandwidth of 07 to 09 Hz to be optimum,
corroborating the poor performance of the 025-Hz loop
This poor performance 1s attributable to the fact that the
loop bandwidth 1s too narrow to track the phase process
noise of the Pioneer 10 oscillator

Cases 4, S, 8, and 9 used residual carrier loops of band-
widthsof 07,05,1 0, and 1 0 Hz, respectively Cases 6 and 7
used 2 0- and 1 0-Hz sideband-aided loops All achieved SSNRs
0 7 to 1 3 dB better than the standard station

B. DOY 121

On this day, Fig 4, we repeated the activities of DOY 119
with emphasis on improving the recording of data The station
personnel produced a hard copy of the station log of recovered
SSNRs On this day, the improvement in SSNR with the
Advanced Receiver was typically 0 3 dB The curves in Fig 4
are not completely distinguishable, thus, Table 1 should be
used to compare results It 1s not known why the improvement
was less on this day than on the other days For case 3, there
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was no improvement relative to the standard station, because
the loop bandwidth of 0 5 Hz was below optimum

Near-real-time analysis indicated that the best performance
at low SNRs could be achieved with a 1 3-Hz sideband-aided
loop, with a resulting loss of approximately 025 dB It was
the intention to use this minimum loss configuration for the
final, low-elevation-angle case to emphasize the improvement
possible with the ARX Unfortunately, an error n operator
control of the ARX resulted in the use of a 1 3-Hz residual
carrier loop, which achieved an improvement relative to the
standard station of approximately 0 3 dB

A series of acquisition tests was run between cases 4 and 5
Track was repeatedly interrupted, and all three loops were
reacquired The fast carrter acquisition method was used,
with a sampling rate of 64 samples per second, using 64-point
FFTs and accumulating four successive FFT outputs non-
coherently, 1e, for four seconds The required carrier fre-
quency prediction accuracy was +32 Hz, as hmited by the
sampling rate The limitation of 64 samples per second was
due to the particular software implementation, wherem the
rate cannot exceed the symbol rate This himitation will be
removed 1n the future Approximately ten reacquisitions were
made, with various frequency errors up to 25 Hz Symbol
SNR was monitored every 20 seconds, the averaging and dis-
play update time, to determine lock All acquisitions were
successful, with acquisitton of all loops and good SSNR
measurements occurring within one minute

C. DOY 127/128

This day afforded the first opportunity to track the space-
craft in the three-way mode It was anticipated that narrower
loop bandwidths could be used than for the one-way mode,
since the transmitted carrier reference would be a hydrogen
maser rather than the spacecraft oscillator The results are
shownin Fig §

For the first half of the pass, cases 1 through 6, the space-
craft transmitted in the one-way mode Data collected here
are consistent with earlier results The optimum bandwidth
was 09 Hz, yielding total theoretical system losses under
05 dB Improvement over the standard station was 0 8 to
11 dB, except for case 3, for which the loop bandwidth was
too wide and the improvement was only 0 6 dB

Transmission changed to the three-way mode at 0145, dur-
mg case 7, and the receiver lost lock The SSNR estimates for
this case should not be used for performance comparisons
After acquining the three-way transmissions, as expected, the
resulting decrease in carrier phase noise allowed for tracking
with narrower loop bandwidths Bandwidths of 05, 025,
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and 0 125 Hz were used, with a bandwidth of 0 3 Hz deter-
mined as optimum Performance improvements relative to the
standard station were 1 0 to 1 3 dB

D. DOY 140

DOY 140 provided another chance to study the differences
between one-way and three-way performance The first three
cases were one-way transmissions, and the results again agreed
with the previous data The analysis indicated an optimum
bandwidth of 1 0 Hz for this day

Transmisston changed to the three-way mode at 2320
The loop bandwidth was again varied, and the optimum band-
width was determined to be 0 75 Hz At the time, this value
was thought to be surprisingly large The analysis was repeated
several times and yielded consistent results Further analysis
conducted after the experiment resulted 1n the realization that
on this day, the spacecraft was fairly close to the Sun Specifi-
cally, the Sun-Earth probe (SEP) angle was 12 degrees on
DOY 140 and 24 degrees on DOY 128 When the SEP angle
1s small, the solar corona and solar winds affect the phase
stability of the recewved carner Even though a much more
stable carrier phase was expected, the ARX was able to track
and measure the noisy phase process so that the carrier loop
bandwidth could be optimized in near-real time Performance
umprovements relative to the standard station were as much as
1 5 dB at low elevation angles

V. Threshold Improvement

Figure 7 1llustrates the carner threshold improvement
which 1s achievable by loop bandwidth optimization The
optimum carner loop bandwidth (left-hand ordinate) for
threshold tracking 1s shown as a function of phase process
noise spectral density for oscillator phase noise and for solar
scintillation-hmited phase noise Optimum loop bandwidth 1s
defined as the loop bandwidth which results 1n a phase error
variance of 02 rad? at the lowest P,/N, Optimization at this
phase error vanance was chosen because this 1s the variance
for a phase-locked loop with no process nowise and a loop
SNR of 7 dB using linear theory Under these conditions,
phase-locked loops slip cycles infrequently

The night-hand ordinate shows the minimum or threshold
carrier power to receiver noise spectral density required for
adequate telemetry performance The mimmum P /N, for
adequate margin was taken as the level which would achieve
a 10-dB loop SNR This 15 shghtly more conservative than
the approximate loop SNR of 9 dB required to achieve the
0 2-rad? phase error variance at the point of optimization
This conservative approach 1s taken because of the lack of
experimental data under threshold conditions



The 1-Hz, 3-Hz, 10-Hz, and 30-Hz loop bandwidths of
the DSN receivers are mdicated along the left-hand axis of
Fig 7 Note that the 1-Hz bandwidth 1s available only on the
Block IV receivers and only at S-band, and that 1t 1s not
routinely used because of phase nstabilities, static phase
errors due to Earth-rate Doppler rate, and operational difficul-
ties 1n compensating for Doppler rate Note also that the
DSN loops are specified i terms of 2B, at a “threshold”
SNR, but that the actual one-sided loop bandwidth 1s approxi-
mately equal to the specified bandwidth for the range of loop
SNRs of interest here Along the right-hand axis 1s indicated
the range of P./N, that occurred in the Pioneer 10 tests The
performance of the DSN 3-Hz loops degrades rapidly as
P_/N, decreases below 13 dB-Hz

Two phase-process-noise spectral shapes are considered in
Fig 7 the 1/f3 shape charactenistic of oscillator noise at
low frequencies, and a 1/ 8?3 shape assumed for phase noise
induced by solar scintillation In the one-way mode, we observed
a phase spectral density due to the Pioneer 10 oscillator of
approximately -30 dBc/Hz, 1 Hz from the carrier As indi-
cated, the loop bandwidth which optimizes tracking thresh-
old 1s 05 Hz, and the mmmum carrier SNR for adequate
telemetry 1s 7 dB-Hz This 1s 6 2 dB lower than the 13 2 dB-Hz
level required to have the mimimum recommended carrier
margin with a 3-Hz bandwidth DSN receiver loop (Although
we tracked well with a 0 5-Hz loop during the tests, perfor-
mance was better with a 1-Hz loop, because the carrier SNR
was higher than the threshold SNR for the actual phase noise
density )

In the three-way mode, we observed spectral levels due to
solar scintillation of approximately -30 dB/Hz at an SEP of
12 degrees, and ~40 dB/Hz at 24 degrees The corresponding
threshold bandwidths are approximately 0 4 Hz and 0 08 Hz,
and the threshold carmer SNRs are approximately 6 dB-Hz
and -1 dB-Hz These thresholds are 7 dB and 14 dB lower
than for the 3-Hz loops of the current DSN recewvers This
lustrates that threshold improvements of 10 to 15 dB over
the current receivers are useful, and that they are achieved
using the Advanced Recewver

Finally, 1t was noted that both the ARX residual carrier
loops and the operational receivers resulted 1n radio losses of

approximately 0 8 dB under the conditions defined here as
threshold The ARX can usually reduce this loss to approxi-
mately 0 2 dB by using sideband aiding

VI. Conclusions

These Pioneer 10 tracking tests show that the Advanced
Recewver achieves sigmificant performance 1mprovements
over current operational DSN systems The threshold for
acceptable carrier tracking 1s reduced by 10 to 15 dB, and the
telemetry symbol SNR 1s improved by 1 to 15 dB when
operating near threshold

During the tests, the input SSNRs varied from 3 dB when
the DSS antenna was at high elevation angles to 0 dB at low
elevation angles, and the corresponding carrier power to noise
spectral densities vanied from 14 to 11 dB-Hz The theoretical
improvement in SSNR achieved by the ARX 15 092 dB at
an SSNR of 3 dB, when the ARX uses sideband aiding and a
1 3 Hz carnier loop bandwidth The theoretical improvement
increases to approximately 1 3 dB at an SSNR of 0 dB

The experimental results confirmed the theory At high
elevation angles and mput SSNRs of 2 to 3 dB, the ARX per-
formed from 07 to 11 dB better than the standard DSN sys-
tem except when far-from-optimum loop bandwidths were
deliberately used The improvement was 10 to 15 dB at
SSNRs of approximately 1 dB

The improvement at low SSNRs 1s most important because
decoding 1s unreliable below approximately O dB, at the sym-
bol detector output For the last hour or so of each pass, the
ARX achieved SSNRs above 0 dB, 1 ¢ , decodable data, whereas
the standard station obtained SSNRs below 0 dB

Finally, use of the Advanced Receiwver can extend the
tracking range for Pioneer 10 by 1 to 15 dB at the current
telemetry rate of 32 b/s, compared to use of the Block IV
receiver with a 3-Hz loop It can extend the tracking range
by an additional 3 dB by reducing threshold, thereby enabling
good carrer tracking when the total signal 1s so weak that the
data rate 1s reduced to 16 b/s This can enable tracking until
the spacecraft power source fails, near the turn of the century
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Table 1 Case-by-case results

Carrier loop Symbol SNR, dB
DOY Case Name Way

BL RC/SA ARX STN Gain
118 1 RC1HZ 10 RC 1 264 171 093
118 2 SA1HZ 10 SA 1 270 178 092
118 3 RCQHZ 025 RC 1 117 134 =017
118 4 RC700 07 RC 1 227 098 129
118 5 RC500 05 RC 1 183 109 074
118 6 SA2HZ 20 SA 1 179 051 128
118 7 SADEWT 10 SA 1 109 -022 131
118 8 RC1HZ2 10 RC 1 061 -061 122
118 9 RC1HZ3 10 RC 1 -0 02 -0 87 085
121 1 TRKTST1 10 RC 1 270 241 029
121 2 TRKTST2 10 SA 1 278 235 043
121 3 TRKTST3 05 RC 1 230 235 -005
121 4 TRKTST4 05 SA 1 230 197 033
121 5 PNSET(A) 13 RC 1 110 069 041
064 028 036
0.22 004 018
127 1 RC091271 09 RC 1 285 193 092
127 2 RC05128 0s RC 1 280 202 078
127 3 RC2127 20 RC 1 259 201 058
127 4 RC091272 09 RC 1 272 185 087
127 5 SA15127 15 SA 1 271 162 109
127 6 RC091283 09 RC 1 253 163 090

128 7 IWAY3WAY* 20 RC 1/3* 103* 138* -
128 8 RC051282 05 RC 3 140 035 105
128 9 RC25128 025 RC 3 141 033 108
128 10 RC125128 0125 RC 3 116 -011 127
128 11 RC251282 025 RC 3 030 -073 103
140 1 RC051401 05 RC 1 201 130 071
140 2 RC2140 20 RC 1 209 137 072
140 3 RC08140 08 RC 1 249 149 100
140 4 R0O1140 10 RC 3 197 078 119
140 5 RC75140 075 RC 3 187 078 109
140 6 RC051412 05 RC 3 156 062 094
141 7 RC25141 025 RC 3 116 -023 139
141 8 RC38141 037 RC 3 104 001 103
141 9 SA09141 09 SA 3 082 -070 152

*Lost lock when signal changed to three-way
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Advanced Receiver Tracking of Voyager 2
Near Solar Conjunction

D H Brown, W J Hurd, V A Vilnrotter, and J D Wiggins
Communications Systems Research Section

The Advanced Recewer (ARX) was used to track the Voyager 2 spacecraft at low
Sun-Earth-probe (SEP) angles near solar conjunction in December of 1987 The recewed
carrier signal exhibited strong fluctuations in both phase and amplitude The ARX used
spectral estimation and mathematical modeling of the phase and recewer noise processes
to set an optimum carrier tracking bandwidth This mimimized the mean square phase
error 1n tracking carrier phase and thus mumimized the loss in the telemetry signal-to-noise
ratio due to the carrier loop Recovered symbol SNRs and errors in decoded engineering
data for the ARX are compared with those for the current Block III telemetry stream
Optimum bandwidths are plotted against SEP angle Measurements of the power spectral
density of the solar phase and amplitude fluctuations are also given

I. Introduction

It has long been known that strong solar corona effects
can degrade the performance of telemetry systems In par-
ticular, the solar corona causes variation in the phase of the
recewved carnier [1], [2] These effects are especially strong
when the Sun-Earth-probe (SEP) angle 1s small For optimum
coherent recewver performance, these carrier phase variations
should be tracked by the recewver In a phase-locked loop
recewver, this implies the use of a carrier loop bandwidth wide
enough to track the phase vanation Unfortunately, loop
bandwidths cannot be made arbitrarily large because the loop
signal-to-noise ratio decreases with increasing loop bandwidth
This causes losses from phase jitter and cycle slipping at very
low loop signai-to-noise ratios For a given thermal noise
spectral density (M), phase process spectral density, and
carrier power, there 1s an optimum bandwidth which mim-

mizes the total energy in the phase error signal and hence
mimmizes losses [3]

The Voyager 2 spacecraft, currently en route to its encoun-
ter with Neptune in 1989, passed within a 0 56-degree SEP
angle on day of year (DOY) 359, December 25, 1987 This
provided an opportunity to study solar effects and to evaluate
a method for optimizing carner tracking loop bandwidths de-
veloped for use with the DSN Advanced Recewver (ARX) The
ARX 1s a digital receiver which performs carrier demodulation,
subcarrier demodulation, and symbol synchronization in one
integrated unit [4] The optimization method was first used
with the ARX during tracking experiments performed with the
Pioneer 10 spacecraft in the spring of 1987 [5] In these ex-
periments, the aim was to quantify the phase process asso-
clated with the Pioneer 10 spacecraft oscillator Since the
Pioneer 10 signal level 1s nearing threshold, 1t 1s important that
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1t be tracked with the narrowest loop bandwidth possible Dur-
ing these tests, phase processes much stronger than expected
were observed Investigation revealed this to be a solar effect,
already significant for the weak Pioneer signal at an SEP angle
of 11 8 degrees This suggested that the method for optimizing
loop bandwidth 1n the face of the fixed phase process associa-
ted with the Pioneer spacecraft oscillator could be applied to
the time varying process of solar phase scintillation

The ARX 1s well suited to this type of optimization Since
1t implements 1ts tracking loop filters digitally, filter band-
widths can be set with great accuracy and flexibiity Band-
widths available cover a range from approximately 005 to
100 Hz with better than 10 percent accuracy The tracking
bandwidth can also be changed 1n real time without dropping
carrier lock The measurement of the received carrier phase
1s facilitated by the fact that the ARX employs digital phase
detection The ARX records a sequence of outputs from its
digital phase detector onto a floppy disk An auxihary com-
puter then performs spectrum analysis on these records in
near-real time and, from this, estimates the phase process
spectral density and thermal noise level, and then the optimum
tracking loop bandwidth In the future, the spectrum analysis
and bandwidth optimization will be performed in the ARX in
real time

The main goal of this experiment was to demonstrate the
telemetry performance of the ARX with near-real-time band-
width optimization and to compare 1t with the current re-
cewver chain n the presence of strong solar corona effects
Additionally, we hoped to gain a better understanding of solar
corona effects and of the behavior of digital phase-locked
loops 1n this type of environment

Il. Experiment Description

The experiment involved tracking the Voyager 2 spacecraft
at decreasing SEP angles with the ARX and the standard sta-
tion configuration, and decoding and evaluating the two re-
covered telemetry streams The success criterion for the ex-
periment was that the decoded data from the ARX data
stream have a comparable number of errors or fewer errors
than the standard station Ths allowed for a good relative per-
formance measure, mmdependent of SNR estimators which
could be affected by amphtude vanation

The ARX provides improved performance by using the
near-real-time bandwidth optimization technique as described
above As the system noise temperature and the magnitude of
the phase process increase, the optimization algorithm com-
putes new bandwidths and keeps the losses mimmized Opera-
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tionally in the DSN, using the Block III receiver, the strategy
for dealing with the solar effects 1s to use a wide loop band-
width to track the phase perturbations With low or highly
vaniable signal levels, this approach can lead to losses from
excessive carrier phase jitter It should be emphasized, how-
ever, that at very low SEP angles, the mtroduction of ampli-
tude variation makes this a highly complex tracking environ-
ment For example, some instances may occur where the am-
plitude fading 1s so severe that no phase-locked loop could
maintain lock In such a case, wide bandwidths may be more
desirable 1n terms of reacquisition

A. Experiment Configuration

The experiment configuration used 1s shown in Fig 1 All
tracks n this experiment were done on the 34-meter high
efficiency antenna at Goldstone (DSS-15) The lower path in
Fig 1 shows the standard station configuration The standard
configuration uses a Block III receiwver, a Subcarrier Demodu-
lator Assembly (SDA), and a Symbol Synchronizer Assembly
(SSA) The output of the SSA 1s a stream of soft-quantized
symbols which 1s sent to a Maximum Likelihood Convolu-
tional Decoder (MCD) The MCD outputs bits to a Telemetry
Processor Assembly (TPA) which sends the data back to JPL
via the ground commumcations facility (GCF) Backup tapes
are also made at the station

At the mmmimum SEP angle, the Block III tracked with a
nominal two-sided threshold bandwidth of 48 Hz, 2By, Oper-
ating at +15 dB above threshold, this translates into an actual
one-sided loop bandwidth of B; = 70 Hz The SDA was con-
figured with a medium loop bandwidth which 1s a nominal
0375 Hz The SSA was configured for the medium range, nar-
row subrange, which at this symbol rate yields a loop band-
width of 0 4 Hz

The ARX used an independent parallel channel shown as
the upper branch in Fig 1 The VLBI downconverter mixes
the low noise amplifier output against 8100 MHz At the nom-
mnal Voyager 2 carrier frequency of 8420 MHz, this centers the
frequency band of mnterest at 320 MHz This 1s then mixed
against 267 MHz to produce a carrier near 53 MHz, which 1s
the center of the ARX tracking range The recewer tracks car-
nier, subcarrier, and symbol phases and produces soft symbols
directly These are then passed to an MCD for decoding

ARX carner tracking loop bandwidths are selected as indi-
cated by the near-real-time optimization algorithm The sub-
carnier and symbol tracking loops in the ARX for all test cases
used the following parameters Both subcarrier and symbol
loop bandwidths were set to 0 1 Hz, and both used type III
loops Imitial acquisition was performed with 10-Hz type II
loops These were then narrowed in two steps



B. Spectral Estimation and Bandwidth
Optimization Method

Phase error spectra were obtained by performing Fourer
analysts on the digital phase detector output The phase de-
tector outputs, which are passed to the software for filtering,
were recorded onto a floppy disk Each output file so gen-
erated contained M records of NV points per record collected
at a rate of r points per second The recording rate determines
the total bandwidth of the transform The number of points
determines the resolution of the transform

The output was processed on a Compaq 286 portable
microcomputer Each record was Fourier transformed using
the FFT algonithm Then the resulting spectra were averaged
across the M records to provide a less noisy estimate of the
recerved spectrum The averaged spectra were then processed
with the ‘“‘ad hoc” estimator as described 1n [3] This pro-
duced estimates of 02 and 012,, which are estimates of the con-
tribution of thermal noise and phase process, respectively,
to total phase error variance Estimates of optimum bandwidth
were produced from these variances and from knowledge of
the tracking filter parameters These values were also used as
seed values for a maximum likelihood estimator which pro-
duced more accurate estimates of the noise parameters 1n post-
processing [6]

lll. Results

The ARX tracked the Voyager 2 spacecraft from DSS-15
on DOYs 345, 348, 354, 355, 356, 357, and 358 of 1987 In
this section, we present the performance comparison results
terms of recovered SSNR and errors in decoded engineering
data Also presented 1s a record of the solar effects and their
impact in terms of phase distortion, thermal noise tempera-
ture, and amphitude variation as a function of SEP angle These
data are then tied together into a practical form 1n a plot of
optimum carrier tracking bandwidth vs SEP angle

A. Recovered Symbol SNR

Figures 2 and 3 show the recovered symbol SNR for the
two streams as a function of ttme for DOYs 357 and 358 For
all previous days, the solar effects were not significant enough
to degrade the recovered SSNR

By DOY 357 (Fig 2), with an SEP angle of 2 degrees, the
solar effect 1s becoming significant 1n both carrier phase and
amplitude (see Section IIIB) The SSNR measured by the
standard station telemetry string 1s 3 to 4 dB less than that of
the ARX and of its own measurement for DOY 345 The in-
crease 1n system noise temperature for this day relative to
DOY 345 was only two degrees One possible explanation for

this discrepancy 1s that the varying amplitude has a strong
biasing effect on the SSA SNR estimator The SSA uses the
moment method of SNR estimation This produces a based
estimate which 1s then unbiased by the TPA The moment
method uses the square of the mean symbol value, as opposed
to the mean of the symbol value squared, to estimate the mean
squared With a varying mean, the former approach will always
yield a lower estimate of the mean squared than the latter and
hence a lower estimate of SNR The sphit symbol SNR estima-
tor used in the ARX computes the mean of the squared sym-
bol value and hence always measures the true average SNR,
even when 1t 1s time varying Since all data were decoded with-
out error 1in both the ARX and standard telemetry streams, it
1s not known whether there actually was significant degrada-
tion in the standard string or whether there was merely 1n-
accuracy 1n the SSA SNR estimator

This effect can be seen again for the SNR plots of DOY 358
(Fig 3) The SNR estimates for the standard station configura-
tion are very low compared with the estimates for the ARX
Based on the standard station estimate of P,/Ny and the
knowledge of the modulation index and symbol rate, values
in the range of 7 to 8 dB were expected The ARX estimates
are 1n this range These are also consistent with the 2 4-dB in-
crease in system noise temperature predicted

B. Comparnison of Decoded Data

The only day on which significant error rates were expected
was DOY 358 Unfortunately, on this day, a failure in the sta-
tion air-conditioning system caused the data recording equip-
ment to fail at the start of the pass and the entire station to be
down for several hours Thus for a majonty of the day there
1s no recorded telemetry Service was restored toward the end
of the pass, 1n time to provide about 40 minutes of data for
comparison

Due to the regular nature of the engineering data being
transmitted at the time, 1t was easy to identify errors once the
data were decoded The data were processed and analyzed by
members of the Voyager project team As expected, data from
DOY 357 were error-free for both receivers The data on DOY
358, however, indicated solar degradation effects on both data
streams On ten spacecraft engineering channels, a total of 27
errors were found in the standard station receiver data and 24
were found m the ARX data How these errors relate to re-
cewver performance 1s unclear Nine of these errors were con-
current errors, that s, both data streams produced errors for
that data pomnt These errors were probably the result of
strong fades n the signal strength at those points In addition,
each data point 1s made up of 8 bits which are derived from
the symbol stream via the rate 1/2 decoder Thus we are not
able to determine what the symbol error was at the output of
either recetver based on the engineering data quality What can
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be said 1s that the ARX performed at least as well as the cur-
rent system in terms of recovered data

C. Solar Effects

In these experiments the ARX was shown to be an excel-
lent tool for measuring solar effects The power spectral den-
sities of both phase and amplitude fluctuations obey inverse
power relations 1n certain regions around the carrier frequency
of the form

() ~ 8, £~

The exponent « for the case of solar scintillation at low SEP
angles 1s typically 8/3 or less [2] The parameter S; 1s com-
monly interpreted as the value of the phase process power
spectral density at 1Hz For a given a, §; indicates the
strength of the disturbance In this section we plot S, P,/N,
and optimum bandwidth as functions of SEP angle

1 §; vs SEP Much new work has been done recently in
using the ARX to estimate solar scintillation parameters The
data below were produced by using the *“‘ad hoc” estimator 1n-
troduced 1n [3] Although this method may have unmodeled
error sources, 1t does produce reasonable values for use 1n es-
timating optimum carrier bandwidth, and was used 1n our field
experiments Figure 4 shows a plot of §; vs SEP angle for
angles from 0 86 to 4 6 degrees Note the sharp increase in S;
under a 2-degree SEP angle

2 P, /Ny vs SEP Figure 5 shows a plot of P,/Ny vs SEP
The values below 2 degrees are lower than expected, possibly
due to amphtude fluctuations biasing the estimator as in the
SNR estimator in the SSA The ARX estimates its received
carrier power by averaging the in-phase channel samples and
then squaring the average, which as mentioned before pro-
duces a value which 1s biased down This effect could have
been avoided by averaging over shorter periods such that the
amplitude was constant 1n that period

3 Optimum bandwidth vs SEP One of the important
products of this work 1s that we now have a better 1dea of
what loop bandwidth can be used when solar phase and ampli-
tude scintillation are significant The plot of optimum band-
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width vs SEP as determined by the ARX 1s given in Fig 6
These values should apply for any phase-locked loop whose
minimum loop bandwidth 15 limited by solar phase scintilla-
tion Specifically, this implies that the Block III could have
tracked to within a 1-degree SEP angle with a two-sided loop
bandwidth 2B1q = 12 Hz loop and increased the tracking mar-
gin by 6 dB

4 Amplitude scintillation The analysis of solar effects 1s
significantly complicated by variation in amplitude The loop
parameters, which affect the spectrum of the phase detector
output, are not constant in this case Several approaches are
being developed [6] to deal with these effects, including real-
time adaptive techniques to modify the loop filter coefficients
1n response to changing signal levels To indicate the level of
amplitude vanation, Figs 7, 8, and 9 show raw in-phase chan-
nel samples as a function of time for DOYs 345, 356, and 358,
which correspond to SEP angles of 11 degrees, 2 5 degrees,
and 0 9 degree, respectively

On DOY 345, solar effects are negligible, and the fast varia-
tions 1n Fig 7 are due to errors in measuring carrier amphtude
due to recewver noise Sigmificant slow variations in carrier am-
plitude are evident in DOYs 356 and 358 These slow varia-
tions are due to solar scintillation On DOY 358, with an SEP
angle of 09 degree, the estimate of carrier amphtude actually
goes negative at times This appears to be due to very deep
amplitude fades and the resulting cycle shpping in the carrer
loop

IV. Conclusions

The Advanced Receiver was demonstrated successfully with
the Voyager 2 spacecraft near solar conjunction Using much
narrower bandwidths, the ARX demonstrated performance
equal to or better than that of the current station configura-
tion 1n terms of the quality of the decoded data By using
near-real time bandwidth optimization, 1t was demonstrated
that narrower bandwidths could be used at solar conjunction,
thus 1ncreasing threshold by as much as 6 dB when solar phase
scintillation dominates the received carrier phase process
Comparison of recovered SNR 1is not applicable due to the
maccuracy of the standard station estimators in an amplitude
fluctuating environment
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A New Code for Galileo

S Dolinar
Communications Systems Research Section

Over the past six to eight years, an extensive research effort was conducted to inves-
tigate advanced coding techniques which pronused to yield more coding gain than 1s avail-
able with current NASA standard codes The delay in Gahleo’s launch due to the tempo-
rary suspension of the shuttle program provided the Galleo project with an opportunity
to evaluate the possibility of including some version of the advanced codes as a mission
enhancement option A study was initiated last summer to determine if substantual coding
gain was feasible for Gahleo and, if so, to recommend a suitable expenimental code for
use as a switchable alternative to the current NASA-standard code The Galleo exper-
mental code study resulted in the selection of a code with constraint length 15 and rate
1/4 The code parameters were chosen to optimize performance within cost and risk con-
straints consistent with retrofitting the new code into the existing Galileo system design
and launch schedule The particular code was recommended after a very hmited search
among good codes with the chosen parameters It will theoretically yield about 15 dB
enhancement under wdealizing assumptions relative to the current NASA-standard code at
Galileo’s desired bit error rates This ideal predicted gain includes enough cushion to meet

January—-March 1988

the project’s target of at least 1 dB enhancement under real, non-i1deal conditions

I. Introduction

After Galileo’s launch was postponed by the suspension 1n
the shuttle schedule, the Galileo telemetry link became the
subject of extensive activity The new Galleo trajectory will
result in reduced telemetry margins at encounter On the other
hand, the delayed launch schedule affords an opportunity to
seek countervailing enhancements Of the many possible en-
hancements, one of the easiest to implement 1s a change 1n the
convolutional code

Convolutional codes have been used on deep space probes
for many years A convolutional code 1s described by 1ts con-

straint length X, 1ts rate r = 1/N,! and NV “connection vectors”
of K bits each The encoder (which 1s the hardware necessary
on the spacecraft) consists of a shift register of length K with
N sets of taps This means that a new encoder 1s a fairly small
change on the spacecraft because 1ts complexity 1s only linear
m K and N On the other hand, the decoder’s complexity 1s
roughly proportional to 2X, so a change to a longer constraint
length adds significantly to the problem of decoding on the
ground

1In general, convolutional codes can have rational rates k/N, but rates
1/N are the simplest and the most interesting for the Gahleo application
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Over the past six to eight years, a great deal of research has
been conducted i pursuit of advanced convolutional codes
with rates 1/N, N < 6, and constraint lengths K < 15 [1]-
[5] These parameters were chosen so that decoders working
at typical deep space data rates could be implemented with
foreseeable technological advances

During the summer and fall of 1987, a search was conduct-
ed for an advanced convolutional code which could be used by
Galileo as an experimental mission enhancement option Such
a code 1s limited by the bandwidth of Gahleo’s radio modula-
tor to rates 1/N with N < 4 A constraint length 15, rate 1/4
code which will allow more than 1 dB of gain over the current
K =7, r = 1/2 convolutional code was found This article
describes the code search, the problems, and the result The
experimental code has constraint length 15 and rate 1/4, and
1t 1s specified by its four connection vectors written in octal
form as 46321, 51271, 63667, 70535 For symbol synchroni-
zation purposes, alternate output symbols produced by this
code are to be inverted, as 1s the case with the current NASA-
standard (7,1/2) code

An explanation of the connection vector notation and a
detailed connection diagram for the Galleo experimental
encoder are given in Section VII of this article The simu-
lated performance of this code and a comparison with the
performance of the current NASA-standard code are given
in Sections V and VI

Il. Background: An Extensive Previous
Code Search Effort

Over the past six to eight years, the DSN undertook a
research effort to study advanced coding techniques which
promised to yield more coding gamn than is available using
current NASA-standard codes The goal for the research effort
was approximately 2 dB of extra coding gain over present per-
formance 1n typical deep space missions such as Voyager and
Gallleo This represents about half of the maximum possible
theoretical gain between current performance and Shannon’s
ultimate limit on any code’s performance The potential apph-
cation ot the new codes would be deep space communications
in the “far future ”

The quest for 2 dB of coding gain took off 1n several direc-
tions from current codes The research focused on the same
basic concatenation of a Reed-Solomon outer code with a con-
volutional inner code, but the code parameters were allowed
to vary to levels not feasible when the present NASA stan-
dards were developed The research effort studied the effects
of increasing the constraint length and decreasing the code rate
of the convolutional code, and increasing the symbol size and
optimizing the code rate of the Reed-Solomon code Due to a

higher predicted payoff in performance versus complexity, a
signmficant advance in convolutional code parameters was
attempted, whereas the Reed-Solomon code parameters were
varied only slightly from those of the present Reed-Solomon
code used on Voyager and Galileo

The quest was declared a success when some codes were
found which surpassed the 2-dB goal, with the best code im-
proving performance by 2 11 dB To achieve this amount of
gain, the convolutional code constraint length had to be in-
creased to K = 15 and the code rate decreased to r = 1/6, with
a 10-bit (1,023,959) Reed-Solomon code used as the outer
code In addition, lengthy code searches were conducted using
bounds, approximations, and simulations to search for good
convolutional codes within any given code space The code
space corresponding to any given constraint length K and code
rate r = 1/N contains an astronomical number of possible
codes (2XN) Therefore, intelligent search techmiques had to
be developed 1n order to locate a “best code” when only a
tiny fraction of all possible codes could be evaluated explicitly
Some of the work that went into this research 1s described
m [1]-[4]

Table 1 shows the end result of the code search effort
The performance of the best code found during the code
search 1s listed along with four other significant benchmarks
(1) uncoded performance, (2) the performance of the current
NASA-standard (7,1/2) convolutional code by 1tself (uncon-
catenated), (3) the performance of the current NASA-standard
convolutional code concatenated with the current Voyager/
Galileo Reed-Solomon code, and (4) Shannon’s limit on the
performance of any code of arbitrary complexity All figures
are for communication at a desired bit error rate of 10~6 over
a Gaussian channel using BPSK signals Table 1 shows that the
best code from the search comes within 2 01 dB of the Shan-
non limit In comparison, the current Voyager/Galileo concate-
nated code misses this ultimate hmit by 4 12 dB, and the cur-
rent convolutional code alone misses by 6 37 dB (at a 10-6 bt
error rate) To complete the perspective, uncoded performance
at a 10~% bit error rate 1s 12 13 dB worse than the Shannon
hmit Thus, the best code discovered from the code search
realizes just over half the maximum possible gain (measured 1n
decibels) theoretically obtainable beyond the current concat-
enated code

lil. Potential Application of Advanced Codes
to Galileo

As a result of recent advances in VLSI technology that
make long constraint length Viterbi decoders feasible, the use
of advanced codes 1n deep space communications 1s no longer
reserved for the “far future ” The delay in Galileo’s launch due
to the temporary suspension of the shuttle program provided



the Galileo project with an opportunity to evaluate the possi-
bility of including some version of the advanced codes as a
mission enhancement option A study was begun last summer
to determine if substantial coding gain was feasible for Galileo
and, 1if so, to recommend a suitable experimental code to be
availlable as a switchable alternative to the current NASA-
standard Galileo code

IV. The Choice of Code Parameters
for Galileo

The first thing that became apparent 1n the potential Galileo
application was that the best code found during the onginal
code search could not be directly applied to Galileo The band-
width expansion necessary for a rate 1/6 convolutional code
simply could not be accommodated m a Galileo retrofit In
addition, there was a hard constraint on keeping the 8-bit
(255,223) Reed-Solomon outer code Therefore, a new abbre-
viated code search was launched to investigate how much of
the 2 11 dB of potential gain could be obtamned within the
Galileo constraints

The constraints imposed by Galileo were (1) an 8-bit
(255,223) Reed-Solomon outer code, (2) a convolutional
mnner code with a rate no lower than 1/4 and preferably 1/2,
and (3) a convolutional inner code with a constraint length
small enough to guarantee that a practical Viterbr decoder
could be built within the next few years Within these con-
straints, the objective was to pick the code parameters that
would achieve the maximum coding gain at mimmal cost and
nisk to the project

The earlier research had taken a giant leap forward to very
advanced codes Galileo now needed an estimate of gains that
could come from smaller leaps The 1mitial phase of the code
study for Galileo was to make rough estimates of the relative
payoff for changing the code parameters unit by unit

The first step in this initial phase was to gather data from
previous code search studies and form extrapolations to roughly
estimate the vanation of performance with each of the code
parameters Approximate curves are shown in Fig 1 The
points on these curves represent best codes found according
to various sources [3]-[5] It 1s seen that an approximate
gain of a little over 0 1 dB can be expected for each unit
increase in X Another 06 to 09 dB can be expected for
decreasing the code rate from 1/2 to 1/4, and about 02 to
03 dB for further decreasing the code rate from 1/4 to 1/6
The 10-bit Reed-Solomon outer code 1s worth about 0 25 dB
relative to the 8-bit code Together, these components account
for the 2 11-dB predicted gain of the K = 15, r = 1/6 convo-
lutional code, 10-bit Reed-Solomon code concatenation ver-

sus the current NASA-standard K = 7, » = 1/2 convolutional
code, 8-bit Reed-Solomon code concatenation

The second step 1n the initial phase was to evaluate the
costs and risks to the Galileo project of selecting particular
sets of code parameters The costs associated with varying each
of the code parameters can be placed in three basic categories
(1) effects on encoder complexity, (2) effects on decoder
complexity, and (3) effects on other spacecraft and ground
systems

Encoder complexity grows only modestly with constraint
length K and reciprocal code rate N = 1/r The encoder needs a
shift register of length X and N sets of taps (exclusive-OR
gates) For good codes, the total number of taps 1s roughly
proportional to N Technology was immediately available to
build any encoder with K < 15 and r = 1/6, so encoder
complexity was not a major dnver in the selection of code
parameters

In contrast, decoder complexity grows exponentially with
constraint length X Memory and computational requirements
for a Viterb: decoder increase as 2X Viterb1 decoders operat-
ing at 100 kbps are not currently available for values of K
greater than about 10 However, 100-kbps decoders for
K =13 to 15 should be achievable within the next two years
based on VLSI technology

Decoder complexity increases only modestly with recipro-
cal code rate N Decoder memory requirements are indepen-
dent of N, and computational requirements increase only
hnearly with N Thus, decoder complexity was not a hmiting
factor 1n the choice of code rate

Even though decreasing the code rate has relatively minor
effects on the encoder and decoder, 1t has significant effects
on other spacecraft and ground systems, especially 1n a retro-
fitted system like the one proposed for Galileo, whose original
system design was based on old assumptions about the best
codes available The channel symbol rate increases hinearly
with reciprocal code rate N for a fixed information bit rate
Therefore, bandwidth requirements increase linearly with
N, the smallest suitable subcarnier frequency 1s proportional
to N, and symbol clock speeds are proportional to N The
symbol signal-to-noise ratio 1s less than the bit signal-to-
noise ratio by 10 log,, V dB, and symbeol tracking might be
mmpaired

Increasing constraint length has no such side effects on
other spacecraft and ground systems The costs of choosing a
long constraint length code are confined to increased com-
plexity 1n the encoder and decoder, primarily the decoder
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The selection of code parameters for Galileo thus boiled
down to the resolution of two major 1ssues how much band-
width expansion Galileo could tolerate and what constraint
length would permit low-risk decoder development before
Galileo’s encounter at Jupiter To answer these questions, code
performance evaluations were needed for the combinations of
code parameters most acceptable (in terms of costs) in the
Galileo application

The third and final step 1n the 1nitial phase of the study was
to perform new cursory code searchesin the code spacesK =13,
15 and » = 1/2, 1/4 Figures 2 and 3 show some typical per-
formance results from this very abbreviated study The data
points plotted in Figs 2 and 3 represent simulated code per-
formance under ideahizing assumptions for a representative
“best found code” for each combination of code parameters
The 1dealizing assumptions are described in the next section
At interesting levels of bit error rate (10~% to 10-5 for con-
catenated coding and 5 X 103 for nonconcatenated coding),
these curves indicate that 0 8 to 09 dB of performance gain
1s obtained by going from rate 1/2 to rate 1/4 and a little
over 01 dB by going from constraint length 13 to constraint
length 15 The project evaluated these predicted incremental
performance gains relative to the costs and nsks of selecting
different constraint lengths and code rates

The constraint length 1ssue was resolved 1n favor of going all
the way to the maximum constraint length considered in the
study, K = 15 Current strides 1n the development of the BIG
Viterb1 Decoder? for the DSN indicate that this assumption
was realistic A prototype of a K = 15 Viterbi decoder should
be completed by late 1990

The project’s position on code rate was to stay with rate
1/2 1f at all possible, because this would confine changes on
the spacecraft to the new encoder (plus a switch for invoking
the expernimental code option) However, given the large pay-
off 1n coding gain for going from rate 1/2 to 1/4, the required
spacecraft modifications were evaluated for rates down to
1/4 Code rates lower than 1/4 could not be considered,
because Galileo’s Radio Frequency Subsystem could not
tolerate more than a doubling of the subcarrier frequency
Eventually, the decision was made to select a code with rate
1/4, because this was the only alternative that would guarantee
a worthwhile performance gain of at least 1 dB This choice
of code rate means that the spacecraft needs not only an
optional expenmental encoder but also a mechamsm for
doubling the subcarrier frequency and symbol clock rate
whenever the optional encoder 1s invoked Appropriate modifi-
cations to Galileo’s Telemetry Modulation Unmit were approved

2work on this decoder will be reported in subsequent issues

by the project in order to support the experimental rate 1/4
code

With the code parameters selected at K = 15, r = 1/4,
approximately 1 5 dB of theoretical relative coding gain was
the goal Some portion of the theoretical gain will undoubtedly
be whittled away due to such things as extra radio loss and the
effects of non-ideal interleaving A practical target was set for
at least 1 dB of real net gain from the experimental code

V. The Abbreviated Code Search
for Galileo

The onginal code search investigated thousands of codes
with constraint lengths 13, 14, 15 and code rates 1/4, 1/5, 1/6
Randomly selected codes were subjected to a quick initial eval-
uation based on free distance calculations and transfer func-
tion bounds on the error probability Full Viterba decoder
simulations were then performed for just a handful of best
candidates from the initial evaluation

The best code found during the onginal study was a con-
straint length 15, rate 1/6 code with connection vectors
46321, 51271, 63667, 70535, 73277, 76513 The onginal
work only cursorily examined codes with the particular com-
bination of parameters K = 15, r = 1/4, and thus a new code
search was needed to recommend an experimental code for
Galileo

Due to the short time constraints on inputs to the project’s
decision to implement an experimental code, the Galileo code
search could not be as thorough as the search conducted dur-
ing the original work A decision was made to focus on (15,
1/4) codes whose four connection vectors are subsets of the
six connection vectors of the best (15,1/6) code found during
the onginal study The rationale for this choice 1s the inverse
of the “good codes generate good codes” notion [1] that guided
much of the original work All 15 of these “subset codes” were
given a preliminary evaluation using free distance calculations
and transfer function bound techniques A few non-subset
codes were also tested, but none performed better than the
best of the subset codes

All codes were tested over a very narrow range of bit-
energy to noise-spectral-density ratio (E,/N,) between 0 3 dB
and 05 dB3 This range of E,/N, was selected to approxi-
mately satisfy Galileo’s dual bit error rate requirements of

3All values quoted for Ep/Ny 1n this report refer to the bit-energy
to noise-spectral-density ratio for the convolutional code alone For
concatenated coding, this 1s equivalent to treating all of the Reed-
Solomon code’s symbols as information symbols



5 X 10~3 for the convolutional code alone, and 10-5 for the
convolutional code concatenated with Galileo’s (255,223)
8-bit Reed-Solomon code All error performance compari-
sons were based on 1deal assumptions, and they do not include
allowances for real-system degradations due to radio loss,
finite quantization of decoder inputs, or non-ideal interleav-
ing of Reed-Solomon symbols

The specific 1dealizing assumptions used for all the Galileo-
directed Viterb1 decoder simulations were (1) essentially no
quantization of metncs (precision imited only by the 64-bit
floating point precision of the computer), (2) 128-bit memory
path truncation length, and (3) ideal interleaving of Reed-
Solomon symbols Metric quantization 1s actually 3 bits for
the current NASA-standard (7,1/2) MCD (Maximum-likehhood
Convolutional Decoder), and 1t was assumed to be 4 bits for
most of the oniginal code search work For the current study,
1t was felt that simulating an 1deal soft-decision Viterbi decoder
(1e, no quantization of metrics) would produce a fairer com-
parison of relative code performance, because there was no
time to optimize the choice of quantization levels for any
tested code Memory path truncation length 1s infimte for an
ideal Viterbi decoder and 64 bits for the current NASA-
standard (7,1/2) MCD A rough rule of thumb developed for
the smaller constraint length codes 1s that the truncation
length should be about 5 times the constraint length [6] in
order for the decoder to approach ideal performance This
factor of 5 may have to be increased somewhat for the low
signal-to-noise ratios typical of a concatenated system A
128-bit truncation length was judged adequate to cover
constraint lengths through X = 15 Galileo’s 8-bit Reed-
Solomon symbols are interleaved to a depth of only two
symbols, and this 1s grossly insufficient for removing inter-
symbol dependencies Average lengths of error bursts from
(15,1/4) decoders are approximately 30 bits at Gahleo’s
required performance levels However, without a good model
for estimating Reed-Solomon code performance in the face of
intersymbol dependencies, the fairest approach to evaluating
relative code performance was to compare all codes on the
basis of an 1deal interleaving assumption

The results of the preliminary evaluations of the 15 subset
codes are shown 1n Table 2 The codes are listed 1n order of
predicted ment at £, /N, = 05 dB, based on an approximate
error probability lower bound denved from a transfer func-
tion expanston 4 The table also shows the free distance for
each code, a parameter which determines code performance

4D Divsalar and S Dolmar, “All X = 15, r = 1/4 Codes Derived From
the Best X = 15, r = 1/6 Code,” JPL IOM 331-87 2-324 (internal
document), Jet Propulsion Laboratory, Pasadena, Califormia, July 27,
1987

at extremely low error probabihities or high values of E, /N,
Somewhat surprisingly, at the low £, /N, required for Galileo,
some of the poorest subset codes under the maximum free
distance criterion are some of the best codes under the trans.
fer function bound criterion (and vice versa) Unfortunately,
neither criterion provides a defimitive indicator of relative
code performance 1n this range of £, /N,

Four of the subset codes were selected for further testing
via full simulation of the Viterb1 decoder The four selected
codes included both of the top-ranked codes under the two
criteria discussed above The Viterb decoder simulation would
provide a defimitive comparnison of code performance if 1t
could run long enough Its major shortcoming 1s the inordinate
amount of computer time required for each simulation De-
coding 200,000 bits for one (15,1/4) code at one value of
E /N, consumes about 60 hours of CPU time on a Sun
3/260 computer

The results of the full simulation tests of the four candi-
date subset codes are shown in Table 3 The table also lists
full simulation results for two non-subset codes One of these
was suggested in an earlier study [3] as a perturbation of the
subset code with maximum free distance, and the other 1s
denwved from a good (13,1/4) code

The codes in Table 3 were tested at the low end of the
desred range mn E,/N, (03 dB) in order to maximze the
number of error samples for a valid statistical comparison
For comparison purposes, all codes were subjected to the same
extremely long sequence of 800,000 noise samples

Table 3 lists both the simulated bit error rate and the simu-
lated symbol error rate for 8-bit Reed-Solomon symbols
The symbol error rate 1s the predominant factor that deter-
mines the performance of each candidate convolutional code
when concatenated with Galileo’s Reed-Solomon outer
code Symbol error rates of 21 X 10-2 to 2 5 X 10-2 cor-
respond to concatenated code bit error rates of 10-¢ to
10-5, under the assumption of 1deal interleaving of Reed-
Solomon symbols

Each estimate of bit error rate or symbol error rate in
Table 3 was based on 200,000 decoded bits Due to the pro-
pensity of convolutional decoder errors to occur in long
bursts, each (15,1/4) code simulated at 0 3 dB only produced
slightly more than 100 independent error bursts The corre-
sponding 1o accuracy in the bit error rate and the symbol
error rate estimates 1s about 10 to 15 percent

The two subset codes that were top-ranked according to

one of the two criteria for preliminary code evaluation pro-
duced more simulated bit errors and more stimulated symbol
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errors than the two tested subset codes that were not top-
ranked on either preliminary scale The performance of the
latter two codes could not be distinguished with any degree of
statistical significance, the code with the higher free distance
(dgee = 35) was nominated for the onginal expenmental en-
coder breadboard design and 1s the code ultimately selected for
mplementation on Galileo The two non-subset codes listed
in Table 2 did not fare as well as the two best subset codes
Approximately a dozen additional non-subset codes suggested
from various sources were partially simulated, but these simu-
lations were aborted long before the decoding of 200,000 btts
when 1t became apparent that their performance was infenor
to that of the recommended code

A programming glitch was discovered in the random num-
ber generator which was used for the results in Table 3 It 1s
not known whether the mnadvertently programmed random
number generator has desirable statistical properties Two of
the codes lIisted 1n Table 3 were retested with a properly re-
programmed random number generator These two codes
were the recommended code for Galileo and the code with the
largest free distance The results of the tests with the new
random number generator are shown in Table 4 The table
shows simulation results at £,/N, = 03 dB and 05 dB for
both codes, and at £, /N, = 01 dB and 0 7 dB for the recom-
mended code only The error rate estimates are based on
200,000 decoded bats for £, /N, =0 3 dB and 0 5 dB, 100,000
bits for £, /N, =0 1 dB, and 400,000 bits for £,/N, =07 dB
The corresponding 1o accuracy in the error rate estimates 1s
about 10 to 15 percent for £,/N, =01 dB and 0 3 dB, and
15 to 20 percent for £, /N, =05dBand 07 dB

The recommended code won all comparative simulation
tests for bit error rate performance with both random number
generators, though many differences were not statistically
significant individually It won all but two symbol error rate
comparnsons, losing by statistically insignificant margins to
one code 1n Table 3 and a different code at one value of
E,[N, mn Table 4 Bit error rate comparnsons were weighted
more heavily than symbol error rate comparsons, due to
Galileo project emphasis on improving non-concatenated per-
formance, and due to the dubious validity of the ideal inter-
leaving assumption that was necessary to directly link convo-
lutional code symbol error rates with concatenated code bit
error rates All in all, the recommended code seems to be a
sohid though not absolutely optimum code that will function
well 1n 1ts intended apphication on Galileo

VI. Comparison With the Current NASA
Standard (7,1/2) Code

Table 4 also lists simulation test results obtained with the
reprogrammed random number generator for the current

NASA-standard (7,1/2) convolutional code at values of £, /N,
ranging from 105 dB to 2 55 dB These error rate estimates
are based on the same 1dealizing assumptions used for simu-
lating the (15,1/4) codes, and they are several tenths of a
decibel more optimistic than actual MCD (Maximum-likelthood
Convolutional Decoder) performance The table shows that at
Galleo’s desired bit error rate of 5 X 10~3 or symbol error
rate of 25 X 10-2, the recommended (15,1/4) code offers
about 1 5§ dB of improvement over the NASA-standard (7,1/2)
code under the same 1deal circumstances for both codes

VIl. Galileo Experimental Code
Specification

The recommended experimental code for Galileo has
constraint length 15 (memory length 14) and rate 1/4 The
connection vectors for the four output symbols per mput
information bit are represented n octal form as 46321,
51271, 63667, 70535 Equivalently, in binary form these are
100110011010001, 101001010111001, 110011110110111,
111000101011101 Each of the four output binary code sym-
bols per input information bit 1s obtained as a modulo-2 sum
of the current information bit and a subset of the 14 previous
information bits corresponding to the positions of the 1’s
in the approprniate connection vector The leftmost connection
vector bit indicates a connection to the current information
bit, and each succeeding bit indicates a connection or non-
connection to the next most recent information bt

A connection diagram for the Galileo code 1s shown 1n
Fig 4 In addition to the basic code connections, this diagram
also indicates that the first and third output symbols should
be nverted The alternate symbol inversion has no effect on
code performance and 1s included solely to aid symbol syn-
chronization by ensuring that the encoder will not produce
long runs of 0’s or 1’s 1n response to constant input Alternate
symbol inversion avoids arbitrarily long runs of all O’s or all
I’s 1n response to constant input as long as the panty of suc-
cessive connection vectors does not alternate odd-even-odd-
even [7] Since the experimental code has three connection
vectors with odd panty and one with even parity, the panty
cannot alternate odd-even-odd-even, and the ordering of the
output symbols 1s inconsequential

VIIl. Postscript: An issue of Code
Transparency

Shortly after the choice of experimental code for Galileo,
the question of code transparency arose with respect to the
selected code The present NASA-standard (7,1/2) convolu-
tional code has a useful property that makes 1t transparent to
wmversion of mput data bits A binary code is transparent to



mnput nversion if complementing every bit in the input data
stream causes every symbol in the output encoded symbol
stream to be complemented as well A necessary and suffi-
cient condition for the transparency of a rate 1/N convolu-
tional code 1s that all NV of its connection vectors have odd
parity

The code transparency feature 1s useful because a maximum-
hkelthood decoder encountering an accidentally inverted,
transparently coded symbol stream will decode the exact com-
plement of the maximum-likelihood data stream, and the true
maximum-likehhood data bits can be easily recovered by re-
moval of an overall binary ambiguity In contrast, an acciden-
tally inverted symbol stream encoded by a non-transparent code
will produce decoded output from which the true maximum-
likelihood data bits cannot be directly recovered

Galileo’s biphase modulated symbol stream possesses an
inherent sign ambiguity that must be resolved at some point
If the symbols are encoded by a non-transparent code, ambi-
guity removal must precede decoding Transparently coded
symbols, on the other hand, may be decoded either before or
after the ambiguity 1s resolved

Code transparency was not a constraining criterion during
etther the original extensive code search or the hmited Galileo-
directed search reported here Transparent codes are the
exception rather than the rule For example, only one-sixteenth
of all (15,1/4) convolutional codes are transparent As a result,
not many tested long constraint length codes happen to be
transparent Not one of the (15,1/4) codes evaluated during
the Galileo-directed search 1s transparent In particular, the
recommended experimental code choice for Galileo 1s not
transparent

A transparent code was constructed by making a tiny modi-
fication to the recommended experimental code The motiva-
tion for this particular modification was a potential small
performance advantage suggested by certain symmetry con-
siderations as applied to the first three bits and last three bits
of the recommended code’s connection vectors The trans-
parent code differs from the recommended code by just one
bit 1n one of its four connection vectors The connection
vectors for the transparent code are 46321, 51273, 63667,
70535

The transparent code has been subjected to simulation tests
under the same 1deal assumptions that applied to the other
codes tested and reported above, using the reprogrammed
random number generator only The simulation results for the
transparent code are listed in Table 5 alongside the comparable
results for the non-transparent recommended Galileo experi-
mental code

The transparent code outperformed the recommended code
at two of four tested values of E,/N, 1if measured by simu-
lated Reed-Solomon symbol error rate, or at one of four
values of E, /N, 1f measured by simulated bit error rate No
other code previously tested had ever outscored the recom-
mended code 1n more than one category However, all differ-
ences 1n simulated error rates for the two codes were statis-
tically insignificant

Proper perspective for interpreting the simulation results
can be obtained only by evaluating the raw estimated error
rates with respect to the statistical uncertainties in the simula-
tion predictions Figures 5 and 6 plot the simulated bit and
symbol error rates for the transparent and non-transparent
codes In these figures, the performance traces for both codes
are plotted as wide swaths indicating *1¢ uncertainty around
the nominal error rate estimates listed in Table 5 Estimates
of the statistical uncertainty of the ssmulation results are based
on a geometnc model for Viterb: decoder error bursts [5]

The plots 1n Figs S and 6 show no discermble performance
difference between the transparent and non-transparent codes
over the tested range of E,/N, All of the small numerical
differences in Table S pale 1n sigmificance next to the statisti-
cal uncertainties inherent in the simulation Furthermore,
even these small differences tend to cancel each other for these
two codes Each code’s performance swaths are intertwined
both above and below the other’s over the full tested range
of Ey/N, The bottom-line conclusion to be drawn from
Figs 5 and 6 1s that the Galileo project’s choice between the
transparent and the non-transparent code had to be based on
factors other than simulated code performance The decision
of the Galileo project was that transparency was an insuffi-
ctent reason to change the selected experimental code

IX. Summary

The Galileo experimental code search resulted in the code
selection depicted in Fig 4 The code parameters were chosen
to optimize performance within cost and risk constraints
consistent with retrofitting the new code into the existing
Galileo system design and launch schedule The particular
code was recommended after a very limited search among
good codes with the chosen parameters The recommended
code 1s a solid though not absolutely optimum code that will
function well n 1its intended application on Galileo It will
theoretically yield about 1 5 dB of improvement under 1deal-
1zing assumptions relative to the current NASA-standard code
at Gahleo’s desired bit error rates This 1deal predicted gain
mcludes enough cushion to meet the target of at least 1 dB of
enhancement under real, non-ideal conditions The (non-
transparent) experimental code can be trivially modified to
form a transparent code essentially equivalent in performance,
but this modification was not approved for Galileo
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Table 1 The quest for coding gain

Coding Coding gain
elative to
Required F b/No non-optimality r
Code for 10 BER, dB relative to o curtrentt d
Shannon limit, dB concalenate
code, dB
Uncoded 10 54 1213 -
Current 478 637 —
convolutional
7,1/2)
Current 253 412 000
concatenated
(7,1/2) + 8-bit R-S
Code search 042 201 211
best code
(15,1/6) + 10-b1it R-S
Shannon limit -159 000 412

(unknown code of
arbitrary complexity)

Table 2 Preliminary evaluation of subset codes

Approximate
Code connection vectors d free BER bound at
05dB

(51271, 70535, 73277, 76513)* 32 49x 1074
51271, 63667, 70535, 76513 34 s4x 104
(51271, 63667, 70535, 73277)* 34 54x 1074
(46321, 51271, 63667, 70535)* 35 57x 1074
46321, 51271, 63667, 76513 36 62x 104
46321, 63667, 70535, 73277 35 62x 1074
46321, 51271, 70535, 76513 34 63x 104
46321, 51271, 70535, 73277 34 64x 1074
51271, 63667, 73277, 76513 35 68x 1074
46321, 51271, 73277, 76513 36 73x 1074
63667, 70535, 73277, 76513 34 77x% 1074
46321, 63667, 70535, 76513 37 77x 1074
46321, 63667, 73277, 76513 36 82x 1074
46321, 70535, 73277, 76513 36 83x 1074
(46321, 51271, 63667, 73277)* 38 86 X 10"4

*Codes selected for full stmulation
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Table 3 Simulation results for candidate codes

Simulated Stmulated
b1t error symbol error
Code connection vectors dfree rate at rate at
03dB 03dB
(46321, 51271, 63667, 70535)*t 35 106 x 1072 245 x 1072
(51271, 63667, 70535, 76513)* 34 107 x 1072 237x 102
(46321, 51271, 63667, 73277)* 38 111x 1072 260 x 102
46321, 51271, 63667, 73257 37 112x 102 264 % 1072
45177, 53365, 62313, 75655 35 116 x 1072 267 %102
(51271, 70535, 73277, 76513)* 32 120 x 10-2 274 % 1072

*Subset codes from Table 2
+Recommended (15, 1/4) experimental code for Galileo

Table 4 Simulation results with reprogrammed random number generator

Code Simulated Simulated
connection dfree bit error symbol error
vectors rate rate
46321, 51271, 35 177x 1072@0 1 dB 422x 102@01dB
63667, 70535) T 95 x1073@03dB 224% 1072 @03 dB
42 x103@05dB 108% 1072@05dB
22 x1073@074dB 51 x10°3@07dB
46321, 51271, 38 95 x103@03dB 216x 10~2 @03 dB
63667, 73277 49 x103@05dB 116 % 1072@05 dB
(171, 133)* 10 368x 10~2@ 105 dB 853x 102 @105 dB
137x 1072 @155 dB 341X 1072 @155 dB
111x 102 @165 dB 277X 1072 @165 dB
94 x1073@175dB 237X 1072 @175 dB
76 x1073@185dB 191% 1072 @185 dB
59 x10~3@195dB 151% 102 @1 95 dB
44 x10°3@2054dB 114x 10°2@205 dB
13 x1073@255dB 32 x10°3@255dB

*Current NASA standard (7,1/2) code
TRecommended (15,1/4) experimental code for Galhleo




Table 5 Performance comparison of Galileo experimental code (non-transparent)

and modified code (transparent)

Code Simulated Simulated
connection dfree bit error symbol error
vectors rate rate
(46321, 51271, 35 177x 10~2@014dB 422x 1072 @01 dB

63667, 70535)

(46321, 51273, 36
63667, 70535) *

95 x103@03dB
42 x1073@05dB
22 x10°3@074dB

187x1072@01dB
85 x103@03dB
46 x10-3@054dB
23 x10°3@07dB

224x 102 @03 dB
108% 1072 @05 dB
51 x10°3@07dB

445%x 10-2@01dB
204%x 102@03 dB
107x 1072@05dB
53 x10°3@07dB

*Modified (15,1/4) code (transparent)

tRecommended (15,1/4) experimental code for Galileo (non-transparent)
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TDA Progress Report 42-93

Strawman Optical Reception Development
Antenna (SORDA)

E L Kerr

Communications Systems Research Section

A strawman design of a ground-based station for recewing optical communications
Jrom deep space is presented This strawman will serve as a basis for further study and de-
sign refinement The recommendation to build rather than to use an existing facility is ex-
planed Parameters of the design have been selected to postulate a workable system,
starting with a 10-m-diameter, hexagonally segmented, f/0 5 primary murror The effects
of vanations of design parameters on performance and cost are discussed Some design
Sormulas are included An electro-optical functional block diagram 1s presented and
discussed Cost calculations are based on a previous cost model for the hardware or on
typical construction costs per unit area for several types of facilities Other cost factors
are mncluded in the usual way for Construction of Facilities The ratio of high and low
reasonable values was less than a factor of 2,with a best estimate of under $16,000,000

January—-March 1988

|. Strategy for Optical Reception
Development

A long-range concept has been established for the develop-
ment and deployment of optical communications for plane-
tary use and beyond The concept 1s based on a number of
assumptions, and although 1t has been modified occasionally
as required by new constraints such as mission launch-date
changes, its basic ingredients have remained very stable for
several years Those key ngredients are (1) a ground-based
optical reception development antenna by 1993, ready for the
following 1tem, (2) a mission-augmentation flight experiment
package aboard Cassini, to be launched in 1995, (3) a space-
borne R&D optical reception station in conjunction with the
space station by 1999, (4) a user spacecraft transceiver by
2000, and (5) an operational optical reception station in geo-
synchronous orbit by about 2015

Other optical communications development concepts are
possible One could skip the ground-based optical reception
development antenna and start directly with spaceborne opti-
cal reception However, 1t 1s believed that before major re-
sources will be committed for a spaceborne facility, substan-
tial confidence 1n the utility and performance of optical com-
munications technology must be established Furthermore, 1t
1s believed that the spaceborne facilities will not be fully de-
veloped immediately but, like the current deep-space network,
will continue to increase in capability long after they first be-
come operational Thus, the ground-based antenna will be a
key beginning point 1n the development of deep-space optical
communication

Below, the strawman optical reception development an-
tenna 1s mntroduced A rationale 1s outlined which favors build-
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ing the antenna over renting time on existing astronomical
facilities Various characteristics of a model facility that 1s
adequate for the proposed expenments are then described
Values of some parameters have been selected as a starting
pomnt for further discussion and research An electro-optical
functional block diagram 1s presented and explained Pre-
hminary estimated costs with high and low ranges are also
presented on the basis of a combination of several different
methods of costing

Il. Introduction to the Strawman Optical
Reception Development Antenna

A strawman optical reception development antenna based
on the ground, together with the associated pedestal, observa-
tory building, dome, sunshades, and signal processing, acqui-
sition, tracking, and control systems, 1s postulated It wall
support development of tracking and data acquisition for deep-
space probes as communications frequencies are raised to the
visible region

Visible optical communication from deep space will -
tially be accomphshed in spite of the disrupting effects of the
Earth’s atmosphere The optical phase of the received signal
will be 1ignored Direct detection and photon counting will ex-
ploit the granulanty of the optical signal to suppress noise
The optical coherence will not be wasted, however, a narrow-
band optical predetection filter will allow discnmmation
against solar interference

The optical reception antenna will be concerned primarily
with photon collection Costs will be reduced by accepting
considerable blur Coarse imaging of a portion of the receved
beam will permit acquisition and tracking of deep-space
probes Imaging of natural bodies will be no better than ade-
quate to venfy sufficiently accurate coarse pointing of the an-
tenna to a preselected portion of the sky Very fast! uncor-
rected prnimary optics will further sacnifice image qualty for
cost reduction by making the entire optical train fit within the
sphere swept out by the motion of the primary collector The
primary collector will consist of low-mass, ngidly mounted,
hexagonal reflecting segments

1In optics, “fast” means that light passing through a lens converges to a
focus m a distance that 1s short compared to the aperture diameter,
and “slow™ means the convergence distance 1s long The focal ratio or
f number 1s the ratio of the focal length F to the aperture diameter D,
so the larger the f number, the slower the lens and the slower the
beam produced by the lens If the lens 1s used for photography, fast
lenses allow rapid exposure of the film to the required density, and
slow lenses make the exposure process slow

Daytime communication to within a small solar elongation
angle will present sunshading and convective airflow problems
not previously encountered by astronomical observatories
The conventional pair of meridional external dome shutters
will not be used Instead, an aperture plate running in meri-
dional tracks and a pair of zonal shutters, above and below
the plate, will limit the dome aperture to the same size as the
telescope aperture (see Fig 1)

A solid cover will be selectable for mounting on the aper-
ture plate to seal the dome against inclement weather, espe-
cially when high winds are expected When the antenna 1s 1n
use, the aperture plate may carry a selected sunshade The sun-
shade will be rotated axially to prevent direct sunlight nci-
dence on the pnmary mirror A sunshade will be selected ac-
cording to the solar elongation angle from the deep-space
probe 1n order to shade sufficiently without being unreason-
ably long, unduly reducing the field of view, or unnecessarily
obstructing the aperture One sunshade wall consist of a clear-
aperture tube for use when the solar elongation angle 1s large
Two other sunshades, containing internal vanes with coarse
or fine spacing, will be used when the solar elongation angle 1s
intermediate or small A control system will maintain align-
ment of the dome, aperture, sunshade, and telescope line of
sight

The dome design philosophy and observatory site selection
criteria will differ from those usually apphed by astronomers
Large seeing disturbances caused by the dome and sunshades,
as well as by mghttime or daytime operation, will be tolerated
along with considerable blur Altitude and exceptional seeing
will hkewise be traded for high visibility and easy logistics

lll. Design Issues and Cost Drivers

A. The Decision to Build a New Facility or to Use an
Existing Facility

A new faciity should be built

Concerns expressed below preclude the use of an existing
facility In summary, these are as follows (1) only a few facih-
ties have telescopes large enough to demonstrate optical com-
munication at significant data rates over representative large
distances, (2) no existing facility has the sunshades required
for daytime reception, nor could any facility accommodate an
adequate sunshade within 1ts dome, (3) existing facilities were
not designed to cope with the added heating from daytime
operation, nor would they cool rapidly enough to avoid de-
grading the performance expected by nighttime users, (4) con-
flicts with other users might be avoided by obtaining exclusive
use, but exclusive use 1s not available on any telescope that 1s
sufficiently large for a convincing demonstration, and (5)



short-term exclusive use of a large telescope might be obtain-
able for a crisis such as a flyby planetary encounter, but opti-
cal communications experiments are not being planned as
crises

1 Adequate diameter for a significant data rate Demon-
stration of optical reception from Saturn at a data rate of 100
kbps 1s part of the current concept The mummum usable
collector diameter 1s 10 meters, to provide something less than
a 3-dB margin when receiving below the atmosphere under
favorable weather conditions If time on an existing 10-m
facility were unavailable for this demonstration, one could
still recetve 25 kbps from Saturn with a 5-m telescope like the
one at Palomar, or 6 25 kbps with a 2 5-m telescope like the
100-inch Hooker telescope on Mt Wilson With any of these
telescopes, there 1s always a short enough range somewhere on
the way to Saturn within which 100-kbps optical communica-
tion 1s possible Nevertheless, 1t 1s important to demonstrate
optical communication at a reasonable data rate all the way to
Saturn 1 order to show the capability of coping with pointing
problems and long loop delays

Accepting data rates from Saturn as small as 6 25 kbps or
even 25 kbps would be a disappointment, since 1t would mean
discarding all potential for mission augmentation if the optical
communication works well Future mussions are considering
multispectral imagers and synthetic aperture radar science
capabilities, sensors which generate enormous amounts of
data The current plan 1s to show that optical communication
can bring those data home

2 The need for sunshades A convincing demonstration
requires daylight reception as well as nighttime reception, be-
cause many people do not understand that a telescope with
good filtering can look through the blue sky The experiments
must further demonstrate reception when the elongation of
Saturn from the sun 1s relatively small, 1deally as hittle as 3 de-
grees, 1n order to show capability comparable to that of radio

In order to recetve communications at small solar elonga-
tions, the optical antenna or telescope must be sunshaded
Direct sunlight on the primary mirror would produce mtol-
erable scattering

No existing astronomical facility of the required size can
accommodate a sunshade of the required length within 1ts
dome Astronomers do not use sunshades on the ends of their
telescopes, they use the earth as a sunshade by observing at
night Domes are very expensive, they are not usually bult
larger than the size needed to clear the telescope as 1t swings

Therefore, 1f an optical reception development facility 1s
not constructed, one must obtain permussion not only to rent

time on an existing facility, but also to modify the facility
One would need to add sunshade mounting tracks and in-
tertor shutters to the dome and provide for storage of the sun-
shades during inclement weather This modification of an
existing facility would 1n itself be a large Construction of
Facilities (C of F) project, but C of F money 1s rarely used
to modify a rented facihity A request for funds to do that
would be discouraged from the start

3 Thermal problems with existing facilities Large astro-
nomical facilities keep their domes closed dunng the day-
time Opening them would cause heating of the intenor and
would set up turbulent convection currents These would blur
the mmages, require opening up the field of view, and degrade
the communication lnk performance by forcing acceptance
of extra background light Most of the current analyses have
made some allowance for such effects However, the convec-
tion currents would not die out until several nighttime view-
ing hours were lost One could not avoid schedule conflicts
with other users by promising to use the telescope only during
the day and to clear away all the equipment by mghtfall The
next day the astronomical users would complain that the see-
ing during their viewing time was spoiled because the telescope
was still hot

Even worse, thermal shocks can distort the mirror The old
large mirrors (e g , those on Mt Wilson and Mt Palomar) were
made from Pyrex or even bottle glass Pyrex has a huge ther-
mal expansion coefficient (for glasses), and bottle glass 1s
worse It would take weeks for such murrors to settle down
after exposure to daytime temperatures if the dome were
opened during the day If the facility did not have a modern,
relatively thermally mnsensitive mirror, 1t would be difficult to
obtamn permission for daytime use at all Alternatively, one
mught have to retrofit the facility with a specially designed air-
condltloﬁmg system

4 Exclusive use requires accepting a small diameter Con-
flicts with other users might be avoided, of course, by securing
exclusive use of a facility Any attempt to obtain exclusive use
of an existing facility with a 10-m-diameter telescope, how-
ever, appears to be hopeless If a small murror size were ac-
cepted, 1t might be possible to negotiate exclusive use of some
existing telescope facility (e g, the Hooker telescope) along
with permission to mount sunshades on 1t

The sunshades would have to be built, retrofitted, and fi-
nanced as special test fixtures to be discarded after the demon-
strations One would still have to determine if the degradation
of the imaging (and of the signal-to-background ratio) due to
thermal cycling would be tolerable for optical communications
demonstration purposes
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The cost of following this procedure would be far less than
that of the construction of a dedicated 10-m faciity However,
1t would force us to accept a imited aperture and a low data
rate from Saturn Additionally, the procedure would not pro-
vide a long-term development stepping stone for future optical
reception systems

5 Scheduling problems for sharing a facility with adequate
diameter The DSN could negotiate with any facility (inctud-
ing the new Keck 10-m telescope facility) to obtamn viewing
time for an event such as a flyby encounter Cassini, however,
1s not a flyby Some tests are also desirable on the way—say,
between Jupiter and Saturn—but there would be no special
time constraint to use as a cnsis for negotiating purposes
There would also be no crisis event once the probe was mn
orbit

Putting an experiment on an orbiter rather than on a flyby
mission offers the advantage of flexibility in scheduling This
advantage 1s much less valuable than a crisis when bargaining
for viewing time, however Also, the managers of existing fa-
ctlities will be reluctant to give tune when they find out that
the optical communications experimenters intend to modify
the dome, temporanly disturb the viewing, and perhaps mntro-
duce an unknown, relatively long term thermal distortion into
the optics

B. Telescope
1 Aperture diameter

The aperture diameter was chosen to be 10 m

In [1], 1t was shown that a 10-m telescope 1s at the knee
of the curve of cost versus logarithmic communication growth,
and 1t provides adequate optical channel capacity for many
proposed mission requirements

2 Primary-secondary spacing

The prnimary-secondary spacing was chosen as half the
pnmary diameter

Choosing the primary-secondary spacing at half the pn-
mary diameter fixes the primary f number close to f/0 5
Actually, 1if the central obstruction 1s one hexagon 1 a four-
ring system, the primary f number may be f/0 56 Making the
spacing any shorter would decrease the f number, worsen the
uncorrected 1maging unnecessarily, and worsen the departure
of the paraboloidal figure from sphericity Lengthening the
primary-secondary spacing would mean that the telescope
could not swing within the sphere swept out by the primary
diameter The common diameter of the observatory building
and dome would then have to be increased at very substantial
cost Whether the uncorrected 1mage quality produced by such
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a fast primary beam will be sufficient for the derivation of ade-
quate pointing, acquisition, and tracking information remains
to be analyzed 1n detail

3 Post-secondary focal pomt

The post-secondary focal point was chosen as the pri-
mary mirror center

Just before the focus, a tertiary lens collimates the beam to
a convenient diameter The optical train from there must fit
behind the primary mirror within the sphere swept out by its
radius for the cost reasons given above This and the secondary
mirror diameter set the post-secondary f number

4 Primary muror segmentation
Segmentation was chosen over a single-piece mirror

A 10-m-diameter single-piece mirror 1s too large and heavy
to fabricate, coat, or swing in a telescope For glass mrrors,
the thickness must be about one-sixth the diameter to main-
tain the polished optical figure If the specific gravity of the
chosen glass were only 2 5, the mirror mass would be 327,000
kg, and the weight would be 360 tons

Segmentation was chosen over multiple mirrors

Multiple mirrors and multiple detectors would add detec-
tor noise without mcreasing the signal This could be serious
at very low light levels when space probes are very far from
earth

Multiple murrors and a single detector may require extra
hght-collection murrors, each with 1ts own alignment require-
ments If energy collection were the sole 1ssue, this would not
be much worse than the alignment requirements of multiple
segments However, some imaging capability 1s also necessary
for the acquisition and tracking of the deep-space probe
Image quality from a collection of mirrors may be much worse
than that from a segmented mirror This trade must be reeval-
uated after the imaging requirements have been better
determined

Segment substrates were chosen to be honeycomb rather
than solid panels

A hexagonal glass substrate whose width w across the flats
1s 1 11 m, whose thickness 1s w/6, and whose density 1s 2500
kg/m3 has a mass per unit area of 462 kg/m? Panels with
similar stiffness and thermal stability, but using honeycomb
core construction,? can be made with mass-to-unit-area ratios
of less than 10 kg/m?

2p N Swanson, A Lightweight, Low-Cost Deployable Reflector (LDR),
JPL Publication D-2283 (internal document), Jet Propulsion Labora-
tory, Pasadena, Califorma, June 1985



Segment alignment was chosen to be manual rather than
automated

It 1s assumed that gravitational distortion will not be prob-
lematic as the telescope 1s turned in different directions be-
cause of the low mass of the segments and because the truss
nigidity need not be compromised by such space-flight requure-
ments as low mass and deployability

Segmentation was chosen as hexagonal with four rings
and 60 segments

The Keck telescope has three rings and 36 segments Seg-
ment width across the flats 1s calculated from the number of
rings n and the overall aperture diameter D asw =D/(2n + 1)
For the 10-m Keck telescope wis 1 43 m, and for the SORDA
w=11lm

As the number of nings increases, the segment size, weight,
and departure of a spherical segment figure from the overall
paraboloidal figure all decrease Complexity, alignment prob-
lems, and residual alignment errors and their contribution to
blur all increase as the number of rings increases The de-
signers of the Keck telescope chose three rings rather than
four in order to reduce the complexity of their active segment
alignment system They feared that abigning 60 segments
rather than 36 would represent a control problem too diffi-
cult to encounter on the first model Other users might profit
from their experience, however, and use a larger number of
rings i the future [2] With SORDA there 1s no control
problem However, the alignment has been made more diffi-
cult by the use of four rings instead of three

The segment figure was chosen as paraboloidal rather
than spherical

The departure of an f/0 5 paraboloid from sphencity at
the farthest points of a segment from the innermost ring
amounts to about 1200 waves, or 06 mm This 1s far too
much to correct by pohishing, so paraboloidal segments were
chosen at considerable increase in cost One spherncal tool
(the mold that forms the segment substrate) mught cost
$50,000, and 1t would serve for all 60 segments If the seg-
ments are to be paraboloidal, symmetry permits dividing
the segment number by no more than 6 The SORDA design
will require 10 tools, each of which might cost $250,000 be-
cause of their nonspherical shape Thus the tools for making a
segmented paraboloidal mirror cost 50 times more than the
tool for making multiple spherical mirrors mounted on a para-
boloidal frame

Options to be studied also include using best-fitting spher-
1cal murrors at each segment location, for which the tools
would cost 10 times more than the one for making multiple

spherical murrors, or best-fitting spherical mirrors for each ring,
for which the tools would cost four times as much

The outside diameter circle was chosen to be tangent to
the corner hexagon’s outer edges (see Fig 2)

Other options make the circle pass through the points of
the midiateral hexagon neighbors (Fig 3), through the point
of the midlateral hexagon (Fig 4), or through the outer end of
the joint between the midlateral hexagon and i1ts neighbor
(Fig 5) The option chosen requires negligible tnmming of
any hexagon and provides the smallest width across the flats
for a given diameter, at a cost of the loss of the unfilled irregu-
lar area at the edges Some of this area might be obstructed in
any case by the tripod or hexapod that supports the secondary
mirror

For an aperture of diameter D = 10 m, the segment width w
across the flats for various options is

111 m = D/9 tangent to the outer
edge of the corner
hexagon

120m = D+~/39/52 through the points of

the midlateral hexagon

neighbors
W =
124m = D+/3/14 through the pont of
the midlateral hexagon
132m = D~/129/86 through the joints

between the midlateral
hexagon and its
neighbors

in order of increasing aperture filling and increasing number of
trimmed hexagons The last option cuts all the outer ring hex-
agons substantially and completely fills the aperture

Increasing the segment width also increases the paraboloidal
departure from sphericity at the extreme points This may in-
crease costs depending on the method of forming and polish-
ing tools for the panels The worst departure 1s at the outer
points of the inner ring hexagons There the departure, as mea-
sured parallel to the telescope line of sight, 1s

469w*
2304 f%D?

19w? 1ow? Y
2/D- 43%p - \/(2fD‘48fD) -
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where f 1s the focal ratio or f number For the four options
mentioned above, with an f/0 5 primary murror, the respective
departures are 0 63 mm, 0 86 mm, 0 97 mm, and 1 26 mm

5 Primary mirror figure tolerance and surface quality

The root-mean-square figure tolerance and surface qual-
1ty should be 2 um

The use of low-mass honeycomb panels for low cost and
mass reduction requires accepting a currently achievable figure
tolerance and surface quality This means accepting consider-
able blur from this source as well as others, but the main pur-
pose 1s just light collection A budget of blur, aberrations, dif-
fraction, and seeing must be prepared and analyzed to deter-
mine how much disturbance from each source 1s tolerable

The most important cost driver after the diameter of the
primary aperture 1s the amount of blur accepted for the tele-
scope The major driver of blur 1s the surface quality of the
pnmary mirror, when a rough reflector 1s accepted (It 1s
assumed that the panels will remain 1n accurate alignment )
The root-mean-square surface roughness o accepted 1s about
47, with an estimated correlation distance T, =025m, ap-
proximately one-fourth of the distance across the segments
This would give a blur of § =9 33" (1e,allbut e=2 = 13§
percent of the light collected from a point source would be
scattered into a cone of angle 8 = 4 \/2_0/Tc, according to
[3]) Studies to date have shown that blur circles this size
will not overly compromise the quahty of deep-s;;ace com-
munication links [1]

6 Secondary mirror diameter

The secondary murror diameter was chosen to fit within
one hexagon

This arrangement makes the pimary beam as slow as pos-
sible, given the primary-secondary spacing, without requiring
cut hexagons 1n the primary mirror The fractional area ob-
structed centrally 15 1/61

C. Dome
1 Diameter

The dome dameter was chosen to be 12 m

The telescope primary diameter 1s 10 m Allowing 1 m on
either side for clearance and wall thickness, the dome diameter
15 12 m (39 ft) This size 1s within the upper range of commer-
cially available standard sizes, at least for hemispherical domes
However, 1f the lowest telescope elevation angle e, to be
used 1s less than 56 5 degrees, the dome required will exceed
hemisphenicity The fraction of a sphere required will be
(156 5 degrees - e, )/180 degrees, or 0 87 for a telescope
that can look horizontally
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Alternatively, a much larger hemispherical dome could be
used, with the telescope center mounted above the hemi-
sphere center A 10-m-diameter telescope mounted 5 m above
the center of a hemispherical dome, with 1 m of clearance
above the telescope, would have an unobstructed horizontal
view 1f the dome diameter were 22 m (72 ft) The observatory
building cost would increase by a factor of (22/12)? = 34
The dome size would probably require custom fabrication

2 Thermal design

Special thermal requirements are imposed by operation
at all hours

Astronomers do their observing at night using the Earth as a
sunshade Domes are ordinanly kept closed during the day in
order to prevent thermal shocks to monolithic murrors that
would not rethermahze for weeks The present requirements
call for a dome and sunshades that will exclude direct sunhght
on any part of the telescope, especially the primary murror,
but also on the mount and the back of the secondary mirror

3 Automatic dome positionng

The dome will be positioned automatically by the tele-
scope pointing system

Automatic positioning of the dome relative to the telescope
line of sight 1s desirable for reception of lengthy communica-
tions from the deep-space probe It 1s assumed that this posi-
tioning will be controlled by the same system that acquires
and tracks the deep-space probe and points the telescope
See Fig 6 for a block diagram of the systems

D. Sunshades
1 Location

The sunshade location was chosen to be external to the
dome

Precise alignment between the sunshade and the telescope
optics 1s not required The spacing between the primary and
secondary murrors, for example, s critical for focusing, but
the sunshade may be made large enough to tolerate small
parallel displacements of its optical axis from the telescope
line of sight Small angular displacements will have no effect
on the system performance as long as the sunshade has a clear
aperture somewhat larger than the telescope aperture A
sunshade with internal vanes would produce extra obstruction
when displaced angularly, however

The dome 1s the most expensive ingredient in the observa-
tory building, and 1ts cost increases rapidly with diameter
Mounting the sunshade externally rather than at the end of
the telescope reduces the required observatory and dome
diameter to the telescope swing diameter plus clearance



2 Strength

The dome will have to be stronger than usual to support
sunshades

Telescope domes have to be strong to survive high winds at
mountain sites An additional strength requirement, yet to be
analyzed 1n detail, arises when a sunshade of considerable
weight 1s to be positioned at various elevation angles for opera-
tion during moderate wind conditions A counterweight may
be required, and the position or mass of the counterweight
may require dynamic adjustment

Either the dome or the telescope structure must bear the
weight of the sunshade One or the other will therefore re-
quire additional strength at extra cost Putting the sunshade on
the dome rather than on the telescope increases the required
precision of the automatic dome positioning The required pre-
ciston 1s still not as stringent as that required for pointing the
telescope

3 Aerodynamic design

The external sunshade will require redesign of dome
aerodynamics

Good seeing—the maintenance of high image quality unper-
turbed by atmospheric turbulence—usually requires special
dome design to ensure that airflow around the dome 1s as
nearly laminar as possible The presence of one of several sun-
shades of varied internal vane configurations will alter the
aerodynamics of the dome considerably and will present spe-
cial design challenges

4 Length
The sunshade length was chosen to be 9 m

Making the external sunshade length equal to 3/2 of the
dome radius R produces a structure that looks like a ball with
a short protruding shaft (see Fig 1) Ths 1s not too unwieldy
for pomnting, given the wind loads to be borne during
operation

5 Removable mounting
Sunshades will be removable

Table Mountain Observatory reports logging winds of
90 m/s (200 mi/h), and therr domes survived An external
sunshade would probably add too much wind load to a dome
of reasonable strength, so the sunshades will be removed and
stored safely when inclement weather 1s expected

6 Interchangeable mounting
Sunshades will be mterchangea\ble

The sunshade limits the largest field of view of the tele-
scope It should therefore be removable when 1t 1s not needed

The dome 1tself provides some sunshading If the aperture
of the dome 1s a circle of the same diameter as the primary
murror, the dome radius 1s 6/5 of the primary murror radius,
and the primary mirror 1s situated in 1ts swing sphere as far
back as possible from the dome aperture, then direct sunhght
will be excluded from the primary marror as long as the angle
between the telescope line of sight and the solar direction hine
1s greater than 71 65 degrees The dome aperture circle and the
primary murror run will lie n parallel planes separated by

VRZ-(D/2)2=332m

Operation will often require looking closer to the Sun than
72 degrees Sunshades will be provided that will not unduly
hmit the telescope field of view An open tubular sunshade
mounted on the dome aperture ciurcle and extending from
there by 3/2 of the dome radius, or 9 m, will exclude direct
sunlight at a solar elongation angle from the deep-space probe
of 39 07 degrees

The present Deep Space Network can communicate with a
deep-space probe within about 1 degree of the Sun An open-
tube sunshade to permit operation at that angle 1s too long
Instead, a second sunshade will be provided, at the perfor-
mance cost of the introduction of a small amount of additional
obstruction and diffraction Eight equally spaced parallel-
plate vanes extending from the end of a simular tube down
to the dome radius (6 32 m) would permit looking to within
10 degrees of the nm of the Sun If the number of vanes 1s
n= 8, the vane spacing1s Df(n+1)=111m

To look within 2 degrees of the nm of the Sun (solar
elongation of 225 degrees), another sunshade would have
45 paralle]l plate vanes with a spacing of 22 cm This mtro-
duces considerably more obstruction than the other sunshade
However, 1t will usually be needed only for tracking missions
to the terrestrial inner planets, as the giant planets and Pluto
spend httle time at such small conjunction angles

E. Site Selection

The site will be chosen for high visibility and easy logis-
tics rather than for good seeing

The signal attenuation of the clear atmosphere and the
image-degrading effect of turbulence both decrease as eleva-
tion increases Elevation 1s not as important to optical recep-
tion as 1t 1s to astronomy, however, because there are ways to
increase the signal strength, and because optical reception does
not rely on clear images On the other hand, visibility (free-
dom of skies from cloud cover) 1s essential to this operation,
and the site wall be selected accordingly

Proximity to other Deep Space Network sites, which would

simplify the logistics of maintenance and operation, 1s desur-
able but not mandatory
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IV. Optical Functions, Signal Processing,
and Control Systems

Figure 6 shows the electro-optical functional block dia-
gram Between the blocks the laser beams are shown as broken
hnes, natural-light beams as thick solid lines, and electrical
cables as thin solid lines

A. Optical Functions

The telescope primary and secondary and the beam-
steering murrors will be coated for high reflectwity in the
extended visible region

Coating for high reflectivity at only the laser wavelength
would increase the signal power while reducing background 1n-
terference significantly Solar mncidence and the need to pro-
vide some verification of correct pointing relative to the stars
or planets prevent optimizing the reflectivity at the laser wave-
length

If the pimary murror substrates were transparent and non-
absorbing (or absorbing but very stable thermally), it would be
possible to coat the mirror segments to reflect the laser wave-
length with high efficiency over a narrow spectral region of 10
or 20 nm The rematning natural hight could be transmitted by
the coating and substrate to a cooled, absorbing screen on the
back of the primary mirror In this way 1t might be possible to
avoid the need for sunshades However, the ability to see any
natural objects in the sky (except the very brightest) would be
lost This loss might not be mconvenient 1f the objects were to
be viewed only occasionally for the purposes of checking cali-
bration of the altitude and azimuth setting circles However, if
a planet or guide star 1s to serve as a beacon for locating the
spacecraft, then 1t has to be detectable

The tertiary collimator will be coated for broadband low
reflectivity in the extended vistble region

Once again, the antireflection coatings could be optimized
only for the laser wavelength, but the transmission of natural
hight would suffer

Beam steering will be provided on two axes for both
natural and laser hight

Beam steering will first be used 1n acquiring the laser signal
and centering it on the direct laser photodetector Once the
signal 1s acquired, the beam-steering mirrors will provide fast
reactions to remove pointing errors due to atmospheric dis-
turbances and telescope vibrations

An optical filter with a tunable notch for the laser signal
will separate laser hght from natural light

The optical filter bandwidth will be as large as 1 nm or as
small as 0 1 nm If 1t 1s very narrow 1t must be tunable to ac-
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commodate Doppler shifts of 53 GHz (20 05 nm) 1n the re-
cetved signal from a distant spacecraft Very narrow band-
widths are usually achieved by combining 1n series a multi-
layer dielectric narrowband filter and an etalon These two
elements may be separated The multilayer dielectric filter
may be placed at an angle on a beamsphtter so the natural
Iight (minus a narrow notch) can be sent one way through a
focusing lens to a planet/star detector, while the narrowband
hght 1s filtered further by an etalon

A selectable power sphtter will separate some of the
laser signal for the acquisition and tracking system

About half the laser signal will be separated in the acquisi-
tion mode Later, once the signal 1s acquired, only about 5 to
10 percent of the laser light will be used for tracking The rest
will be detected for communications A selectable power
sphtter 1s therefore required

The field stops will be adjustable for operating mode and
conditions

During acquisition the field stops must be larger than they
are during tracking Also, the direct laser photodetector field
stop may be adjusted according to the amount of background
present

B. Signal Processing

Once the signal 1s detected directly by the laser photode-
tector, 1t will receive very little immediate processing before
being recorded and transmitted for signal processing at the
telescope site The important information to be fed back to
the systems controller immediately 1s just that the signal has
been acquired

C. Control Systems

The operations processor receives commands to locate,
acquire, and track spacecraft Localhzation 1s first achieved by
prediction according to past tracking data and the epoch
Pointing of the telescope and dome 1s done through appro-
priate controllers and 1s verified by detection of nearby stars
and planets Once the acquirer/tracker reports acquisition of
the spacecraft the operations processor follows it, receiving
feedback from lines and sensors not shown on the diagram 1n
Fig 6

V. Projected Costs

Preliminary estimates of Construction of Facilities costs for
the strawman design are shown i Table 1, which shows best,
low, and high estimates in order to provide a feeling for the
error ranges involved The rationale for these items will now be
explained hne by line



The midpoint of construction year 1s the midpoint between
the award and completion of the construction contract The
earhest this could be 1s 1993 based on present cycles for ap-
proval of Construction of Facilities requests The latest pessi-
mustic reasonable estimate 1s 1994, mn order for the facility
to be tested and available to support the proposed optical
communications flight experiments on the Cassini mission

The annual inflation factor is used together with the mud-
point of construction year to update projected costs for the
telescope, sunshade, and dome as well as construction costs
per unit area to the midpoint time of construction Costs also
vary according to the contingency factor chosen and the
percentage of total costs paid for architectural and engineering
overseeing

The telescope, pedestal, and pointing and control system
costs are then calculated according to [1], with inflation from
1985, contingency, and overseeing costs included Values in
the cost estimate tables reflect the supposition that surface
roughness 1s the major contributor to blur

Present sunshade cost, plus the cost of strengthening either
the telescope pedestal or the dome to bear the sunshade
weight and the cost of sunshade positioning controls, was
coarsely estimated at $500,000 per meter of length in 1987
dollars When the sunshade 1s mounted on the telescope, the
length was found by considering a single bounce within vanes
spaced 2 cm apart when looking within 3 degrees of the Sun
The present cost was then extended 1n the same way as the
telescope cost

The location and mounting of the sunshade affect the com-
mon diameter of the observatory and dome From the dia-
meter, costs are obtained 1n two different ways The observa-
tory floor area 1s multiplied by a high cost of construction per
unit area because of the reinforced concrete necessary and the

foundation required for the pedestal The dome cost was ob-
tained by scaling down the cost of the Keck telescope dome
according to the same exponent factor, 2 6, as has been used
for telescope diameter (Thus factor agrees well with off-the-
shelf costs of domes up to 40 feet in diameter )

Costs for a modest-sized companion building were also n-
cluded The area of the signal-processing building was doubled
to account for the cost of the full plenum The site condition-
ing cost, the prehminary engineering report cost, and the final
design cost were taken as percentages of the total cost, but the
study and the environmental assessment were considered to be
fixed costs The costs are based on certain models that include
scaling studies of recently experienced costs, and typical costs
of construction per unit area for various types of construction
A subjective estimate was used only for the cost of one com-
ponent (the sunshades), and this cost 1s less than ten percent
of the total cost

VI. Conclusion

A workable mode! of a ground-based optical reception
facibity has been presented The facility 1s needed to support
development of optical commumcation from deep-space
probes No existing astronomical facility is available and suit-
able Reasonable choices of design parameters, design issues,
cost drivers, and cost estimates with optumistic and pessimistic
limits were 1included Several trade-study areas were 1dentified
which deserve further analysis These included the adequacy of
uncorrected images for providing pointing, acquisition, and
tracking information, the use of multiple mirrors instead of
segmented mirrors, the use of segments with spherical instead
of paraboloidal figures, the amount of blur to be accepted
from murrors with low surface quality, the location and con-
figuration of the sunshade, dome aerodynamics and thermal
design, and visibility and convenience at the site
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Table 1 Preliminary estimates of facility construction costs

. Approximate* Low range! High rangett
tem
Value Cost Value Cost Value Cost
Midpoint of construction year 1993 1993 1994
Annual inflation factor 4% 4% 6%
Contingency factor 20% 15% 30%
Architectural and engineening overseeing 2% 2% 2%
Aperture diameter 10m 10m 10m
Blur circle or mmimum field of view 9" 10" 8"
Telescope, pedestal, pointing, control $9,240,000 $8,020,000 $13,800,000
Primary f/number flos flos flos
Primary focal length Sm Sm 5m
Sunshade length 9m 9m 13m
Sunshade, mount strength, positioning $1,010,000 $960,000 $1,300,000
Sunshade 0= on dome, 1 = on telescope end 0 0 1
Swing radius of telescope 5Tm S57m 62m
Clearance swing to outside wall Im Im 15m
Observatory diameter 44 ft 44 ft 50 ft
Observatory floor area 1521 f12 1521 fi2 1963 f12
Observatory building cost/umit area $360/ft2 $350/f2 $460/ft2
Observatory building cost up to dome $550,000 $530,000 $900,000
Dome (2 6 power scaling from Keck) $700,000 $680,000 $1,250,000
Signal processing building, full plenum 2500 ft2 2500 ft2 3000 ft?
Control room, facihities/utilities 750 f12 750 ft2 1000 ft2
Construction cost/unit area $230/ft2 $220/f2 $290/ft2
Cost of companion building $1,320,000 $1,270,000 $2,030,000
Site conditioning costs $1,420,000 $1,270,000 $2,140,000
Total for construction of facilities $14,240,000 $12,730,000 $21,420,000
Preliminary engineering report (PER) $280,000 $250,000 $430,000
Design (final) $850,000 $760,000 $1,290,000
Other study, environmental assessment $200,000 $200,000 $200,000
Total cost $15,570,000 $13,940,000 $23,340,000

*To be considered the best values between high and low ranges
+To be considered an optimistic reasonable estunate
+1To be considered a pessimistic reasonable estimate
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Fig. 1 Optical reception development antenna, observatory building, dome, and sunshades



Fig 2. A four-ring hexagonal segmentation pattern Fig 4 A four-rning hexagonal segmentation pattern with the
with the outside diameter circle tangent to the corner outside diameter circle passing through the point of the mid-
hexagon outer edges lateral hexagon

Fig 3 A four-nng hexagonal segmentation pattern with the
outside diameter circle passing through the points of the
midiateral hexagon neighbors

Fig 5 A four-ring hexagonal segmentation pattern with the out-
side diameter circle passing through the outer end of the joint
between the midlateral hexagon and its neighbor
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Apparent Brightness of Stars and Lasers

B L Schumaker
Communications Systems Research Section

Foremost among issues affecting the potential use of astrometric techmques to locate
and track laser-carrying spacecraft is the apparent brightness (detected energy or photon
flux) of a laser relative to reference stars Broadband detectors offer improved sensitvity
to stars (broadband “blackbody” sources), but not to lasers The important and funda-
mental step of calibrating laser and star brightnesses according to detector spectral sensi-
twity 1s carried out here for four representative kinds of broadband detectors, located
above and below the atmosphere Stars are identified according to parameters tradition-
ally used by astronomers temperature (spectral class, or color) and apparent brightness
at visible wavelengths These are translated into an energy and photon flux for each kind
of broadband detector and are then compared with the corresponding flux from a laser
The companisons are also gven as “magnitude correction factors,” 1 e , in astronomers
traditional units of 4 0 dB Astrometnrists typically characterize the sensitity of thewr
nstruments in terms of the precision with which they can make a relative measurement
of position and the minimum brightness needed to achieve that precision (In an wdeal
instrument, himited only by I/\/ﬁ photon statistical fluctuations, these two descriptions
would comncide ) Given this information and the instrument’s spectral sensitvity, one can
use the calculations described in this report to infer the detectability of a laser and the
precision with which 1t could be located and tracked Results show, for example, that
while a star and a laser may have comparable brightnesses at visible wavelengths, to a
broadband detector the star might appear brighter than the laser by anywhere from 2 to
17 dB, depending on the star’s spectral class and the detector spectral sensitity Since
the hmiting brightness quoted for a particular instrument s typically firm to within
4 0 dB (one magritude), judging a laser’s detectability by its visible brightness alone could
lead to serious underestimation of the requirements on s effective radiated power The
laser brightness corrections given here solve this problem

)

January-March 1988

I. Introduction

The use of astrometric techmques to locate and track laser-
carrying spacecraft is an intriguing and real possibility Mea-
surement precision 1s influenced strongly by the number of
reference stars in the field of view, which 1n turn depends on
the sensitivity of the detector/telescope combination and the

size of the field of view One way to improve sensitivity to
stars and other broadband sources 1s to use broadband detec-
tors Indeed, some of the most sensitive astrometric measure-
ments made to date have used a CCD detector with a sensi-
tivity range of at least 250 nm [1] On the other hand, use of
a broadband detector will not increase the sensitivity to a
laser or other narrowband source It is important, therefore,
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to calibrate the relative brightness of lasers and potential
reference stars according to the kinds of detectors used This
article shows how to make careful comparisons of the flux
that would be measured by prospective broadband detectors
from stars (blackbody sources) and from lasers (monochro-
matic sources)

Three elements make up the definition of a star’s or other
celestial object’s apparent brightness the quantity to be mea-
sured, the location of the measurement, and the wavelength
range over which the measurement 1s made Astronomers
traditionally take the measure of brightness to be received
energy flux, or irradiance, and the measurement location to
be the top of Earth’s atmosphere The measurement wave-
length range should, of course, be a particular detector’s spec-
tral sensitivity range Historically, to standardize descriptions,
astronomers have used for this last element several different
narrow spectral response functions, ranging from the ultra-
violet through the wisible Unfortunately, these narrowband
characterizations are awkward and mappropriate indicators of
the brightness that would be measured by broadband detectors
from stars, as such they can lead to erroneous conclusions
about the relative brightness of lasers (narrowband sources)
and stars when both are viewed by broadband detectors

To make accurate comparisons between the brightness of
lasers and stars, one therefore must translate from at least one
of these narrowband brightness calibrations into the actual
flux that would be measured by particular broadband detec-
tors These translations depend on the spectral sensitivities of
the detectors and on the spectral character of the source radia-
tion—1ts effective temperature 1f 1t 1s blackbody, and 1ts wave-
length 1f 1t 1s monochromatic These translations are made
in this article for apparent visual brightness (defined below)
and four representative kinds of broadband detectors Next,
the detected flux from a monochromatic laser (a function of
laser power, transmit-aperture size, wavelength, and distance
from receiver) 1s compared with that from stars of the same
apparent visual brightness but of various temperatures, for the
same four kinds of broadband detectors

Two pieces of information are needed to characterize the
brightness of a star the star’s temperature T or color (spectral
class) and its apparent brightness (measured irradiance) 1n one
of several standard narrow spectral regions, e g , the visible
In this article, apparent visual brightness 1s chosen for the lat-
ter, 1t 1s defined as the irradiance measured at the top of
Earth’s atmosphere by a detector whose spectral sensitivity 1s
described by the “visual response function” V(A) This narrow,
sharply peaked function approximates the spectral response of
the human eye Traditionally, astronomers describe apparent
visual brightness 1n terms of “apparent visual magnitude” m,,
which 1s the visual wrradiance normalized to a standard irradi-
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ance, 1n units of 4 0 dB (see Eq [5]) Hence the first part of
this report translates from a star’s temperature T and apparent
visual magnitude m, to the energy or photon flux that would
be measured by a broadband detector with spectral sensitivity
DQ\) (see Egs [12]-[15] and Table 3) Four representative
kinds of detectors are considered, both above and below the
atmosphere photomultiplier tubes (PMTs), charge-coupled
devices (CCDs), avalanche photodiodes (APDs), and multi-
anode microchannel arrays (MAMAs), detector sensitivities
are described in the Appendix and 1n Fig 3(a) and (b)

A laser looking back at a detector can also be character-
1zed by two quantities 1ts wavelength A, and the irradiance 1t
produces, H, =P (n/4)(D,/r\,)?, a function of the laser’s
power P, transmit-aperture diameter D,, wavelength, and
distance r from the detector Alternatively, 1t can be charac-
terized by 1ts wavelength and 1ts apparent visual magnitude
my, = -25 log[1085 V(A,)H,] (see discussion 1n Section III
and Eq [20}) The irradiance or photon flux measured by a
detector with spectral sensitivity D(X) 1s just the product of
D(7,) and H, or (A,/hc)H,, respectively (h 1s Planck’s constant
and ¢ 1s the speed of light) The flux measured by each of the
four kinds of detectors descnibed above 1s calculated in this
report for a 1-W laser at Saturn with a 30-cm aperture, emt-
ting at 0 532 micrometer (u) (see Eqs [21] -[24] and Table 4)
The results are easily scaled to lasers with different parameters
at arbatrary distances

These quantitative comparisons of the measured flux from
stars and lasers venify the predicted inadequacy of visual bright-
ness (or any other narrowband measure of brightness) as an
indicator of the relative brightness of lasers and stars viewed
with broadband detectors A laser and a star might appear
equally bright when viewed by the eye or other narrowband
detector, but widen the spectral response of the detector and
many additional photons will be detected from the star, whereas
no additional photons will be detected from the laser Hence,
to a broadband detector, the laser will appear dimmer than
the star, how much dimmer depends on the temperature of
the star and the spectral sensitivity of the detector For ex-
ample, the GO, B0, and MO rows of Table 5 indicate that with
the broadband detectors considered here, a laser will appear
between 4 and 8 dB (one and two magnitudes) dimmer than a
solar-type (GO) star of the same apparent visual brightness, and
as much as 16 dB (four magnitudes) dimmer than a very hot or
very cold star of the same visual brightness (The Sun 1s a G2
star with an effective blackbody temperature of about 5770 K,
see Table 1 [6] )

Just how bright will a typical spacecraft laser appear? Con-
sider a 1-W laser at Saturn, transmitting through a 30-cm aper-
ture at 0532 u An observer above the atmosphere would



recetve a photon flux of about 1055 = 300,000 m~2s~!, and
the laser would have an apparent visual magmtude m, =112
(see Eqs [17] and [20]) On the ground the flux would be
about 80 percent of this, equivalent to an effectivem}, > 115
From Uranus, this laser would have m,, = 12 7, and from Nep-
tune m,, == 142 A broadband detector such as a CCD or an
APD mught count as many as 50 percent of the incident laser
photons, while a PMT or a MAMA would typically count only
10 percent But from a solar-type star of this apparent visual
magnitude, all these detectors would count many more pho-
tons, because the star 1s also emitting photons at wavelengths
that lie outside the peak of the visual response function, but
inside the response function of the detector Table 5(b) com-
pares the photon flux that would be measured by various
detectors from a laser and from stars of 12 different tempera-
tures, all of which have the same apparent visual magmtude
my, It says, for example, that the UV-flooded CCD considered
here would count approximately 7 3 dB (five times) more pho-
tons from a Sun-like (GO) star, and as much as 12 9 dB
(=20 times) more photons from a very hot (BO) star than it
would from a laser, given that they all had the same apparent
visual magnitude m,, In astronomers’ language (Table 5[d]),
this says that a laser of m,, = 11, say, would look to this CCD
detector only as bright as a Sun-like star of m, =12 8, or as
bright as a very hot star of m, > 14 2

These laser brightness “correction factors” are significant
but not necessarily discouraging. for they still leave the laser
sources envisioned for use on planetary spacecraft within the
actual or expected capabilities of ground-based detectors and
telescopes (The situation is, of course, better for space-based
detectors and telescopes ) For example, astrometrists at USNO
in Flagstaff, using a 4-m ([1 6-arcminute]? field-of-view) re-
flector telescope with a CCD at 1ts prime focus, claim a nightly
precision of 10 milharcseconds (mas), or 50 nrad, for relative
position measurements on stars as dim as m,, =19 [1] Their
CCD was less sensitive (typically only 15 percent effective
quantum efficiency) and narrower spectrally (=250 nm wide,
centered at =575 nm) than the one considered here, so the
corresponding laser brightness corrections would be less severe
than those given here

Gatewood et al at the Allegheny Observatory 1n Pittsburgh,
using a 30-in ([10-arcminute] 2 field-of-view) refractor, Ronch
ruling, and four PMTs, have demonstrated nightly precisions of
3 mas or better for solar-type stars of m, = 8 or brighter [2],
[3] They used narrow-bandpass filters with theirr PMTs (50 nm
wide, centered at 642 5 nm) 1n order to 1solate the wavelengths
nearest the mimmum focus of the refractor’s objective lens
Hence the laser brightness corrections (for a laser emitting
near 642 nm) would again be smaller than those given here
Gatewood estimates that a 1-m or larger system like theirs,
located where both seeing and visibility are better, could pro-

vide these precisions for stars down to m, = 14, or improve
them to tenths of mulharcseconds for m |, = 8 and brighter
stars He also estimates that a 1-m system 1n space could pro-
vide precisions of 0 1 microarcsecond

Buffington at JPL’s Table Mountain Observatory, using a
12-in (1 2-degree by 0 5-degree field of view) meridian-mount
reflector with Ronchi grating and 12 PMTs, claims to be capa-
ble of mghtly precisions of 4 mas for solar-type stars as faint
as my, = 12, and 15 mas for m, = 14 stars [4] Finally, for
companson, the European Space Agency’s HIPPARCOS 1s
expected to provide positions, parallaxes, and proper motions
for 100,000 stars with m, = 10 and brighter, with a precision
of several milliarcseconds {4]

These examples of current astrometric capabilities give
good reason to believe that lasers could be located and tracked
successfully with existing or modestly improved astrometric
technology and techmques

ll. Organization

This report 1s organized as follows Section III reviews the
definitions of astronomy’s standard magnitude systems for
describing source brightness Although 1t has just been argued
that these” narrowband brightness measures are mappropniate
for comparing lasers and stars, famihiarity with them 1s essen-
tial, since all exasting star catalogs and other sources of infor-
mation about star locations and brightnesses use them Sec-
tion IV compares the visual irradiance and photon flux from
stars with that which would be measured by broadband detec-
tors Section V does the same for monochromatic laser sources,
with quantitative calculations restricted to the visible wave-
length 0532 u, that of a frequency-doubled Nd YAG laser
Section VI puts these calculations together to compare 1irra-
diance and photon flux from a laser with that from stars Sec-
tion VII summarizes the results and some of their implications

Numencal results and support information are contained 1n
figures and tables The Appendix describes the spectral sensi-
tivities assumed for the four kinds of detectors considered here,
and for the spectral transmussion of the atmosphere and the
visual response function These functions are graphed together

mn Fig 3(a)-~(c)

lil. Review of Visual and Other Magnitude
Systems

By convention, apparent brightness refers to the wrradiance
measured by an observer located at the top of Earth’s atmos-
phere Since stars rachate over a range of wavelengths broader
than the sensitivity ranges of most detectors, 1t 1s customary
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in astronomy to speak of apparent brightness in particular
spectral regions, defined by certain standard spectral response
functions Four major spectral response functions are used by
astronomers (see Fig 1) the visual (“V’°) spans the wave-
length range 500 nm to 600 nm and peaks at around 555 nm,
the blue (“B””) spans the range 400 nm to 500 nm and peaks at
around 435 nm, the ultraviolet (“U’) spans the range 300 nm
to 400 nm and peaks at around 350 nm, and the photographic
(“pg’") closely resembles the blue response curve but peaks at
430 nm [S], [6] A fifth measure of brightness used by astron-
omers 15 the bolometric brightness (“4’"), or total irradiance at
all wavelengths This report compares apparent visual bright-
ness, defined as the irradiance measured by a detector with
spectral sensitivity V(A), with the brightness measured by
various broadband detectors with spectral sensitivities D(A)

The 1rradiance Hg measured by a detector with spectral sen-
sitivity S(A) from a source that produces a spectral irradiance

H() 1s
Hy = f SQ)HM)d\ 1)

A photon detector measures a flux

ng = f sm(,%)m)dx @

where (hc)~1 = 10187 J-1 y—1 When S(A) = V(A), these give
the visual irradiance and photon flux, when S(A) = D(A), they
give the irradiance and photon flux measured by a detector
with spectral sensitivity D(A) The total (bolometric) irradiance
and photon flux correspond to S(A) = 1

Associated with each of these systems 1s a reference value
for the spectral irradiance at a special wavelength, typically
that at which the spectral response function peaks For the
visual response function, this wavelength 15 A, = 055 u
(Eq [10]) The brightness of a star, defined with respect to
some spectral response function S(A), 1s traditionally described
by giving the ratio of measured to reference spectral irradiance
at these special wavelengths, 1n units of 4 0 dB, called “magni-
tudes ” It 1s sufficiently accurate for most purposes to use
reference values for the irradiance Hg, these are given below
Thus, the wrradiance from a source of apparent magnitude
mg 15 1074™s = (0 4)™S times the wrradiance from a source
withmg =0

HS(mS) - -04mge o, m
HSTSFO) =10 S =~ (04)"S 3)

The more positive the magnitude, the dimmer the source The
reference values Hg(mg = 0) for the standard spectral response
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functions described above are usually given in exponential
form

Hg(mg = 0) = 10°S W/m? (4a)

The constants Cg are [6]

C, = -85

C, > -819

C, = -855

v

= Cy-0044 ~-823

H (O
=C,t log I:H:EO;:I > _76 (4b)

CPS

The constants for the U and B magnitude systems are derived
from setting my = m,, = m, for the mean of six particular
dwarf stars, all of spectral type AQ [7] The value for C,
comes from the stipulation that the Sun’s apparent visual and
bolometric magmitudes be equal, together with measurements
of the solar bolometnc and visual irradiances (1 35 kW/m2 and
160 W/m?2, respectively) The visual irradiance from a source
of apparent visual magnitude m, 1s therefore

H,(m,) = f V)Y HQAm,)d\ = 107%™V 10785 W/m?
()

where H(A,m,,) 1s the spectral irradiance (H [A] 1n the above dis-
cussion) produced by a source with apparent visual magnitude
my, Note that the visual irradiance from a source with m, =0
corresponds approximately to a flux of 1019 photons/m2-s at
wavelengths between 520 nm and 560 nm (see Eq [15a])

IV. Visual vs. Broadband-Detector
Irradiance and Photon Flux
From Stars

Although there 1s a one-to-one correspondence between a
source’s apparent visual magmitude m, and the visual irradi-
ance H, 1t produces, there 1s no such correspondence between
my, and the general spectral irradiance A(A) produced by the
source But knowledge of the latter 1s required to calculate the
wrradiance or photon flux that would be measured by a defec-
tor with spectral sensitivity D(A) Since stars radiate as black-
badies, the spectral irradiances they produce are proportional
to the Planck distnbution for a blackbody of temperature T



¢

WAT)= ————
*.7) )\s(ecz/kT_l)

2mhe? = 10857 u*-W/m? (6)

Cl

_he _ . 416
C2 —T—IO I-l-K

where k = 10-2286J.K-1 Since the spectral irradiance 1s de-
fined as that at the top of Earth’s atmosphere, the propor-
tionality factor for 1sotropically radiating blackbody sources
1s essentially independent of both wavelength and angle of
mcidence Hence for a star of blackbody temperature T, the
spectral irradiances at different wavelengths scale as the ratios
of the corresponding blackbody functions WA, T)

HO) _ WOT)
HA)  WQ',T)
The function W(A,T') varies httle over the narrow region

where V(A\) 1s significant Hence the integral of W(A, T') weighted
by V() can be approximated by the value of WA, T) at A,

™

R

fVO\)W()\, T)dx = WQ,,T) fV(?x)d?\

Ay

055u (®)

This equality holds for blackbody temperatures from 2,800 K
to 28,000 K, or star spectral classifications B through M (see
Table 1) [6] The integral on the right 1s

fVo\)dx ~0089u =~ 1071%u 9)

Using the defimtion (Eq [5]) of visual irradiance, one can
now see that the spectral irradiance at the wavelength A, of a
star of temperature T and apparent visual magnitude my, 1s
mndependent of T

HV(mV)
H(yom,) = TVeOw, Ty

= 1079%MV 107745 W/m?-u

WQ\, T)
Wi, 7)

w,Q.T) (10)

Thas 1s the relation used 1n practice to calibrate the visual mag-
mtude system The spectral irradiance at any wavelength from
a star of temperature T and apparent visual magnitude m, 1s
therefore

H®\.Tm,) = HPQm,) W, T)

1074V 1077% W\, T) W/m?-u
1y

The normalized blackbody functions WVO\, T) for stars of
spectral class BO through MS5, for wavelengths in the range
100 nm through 1200 nm, are plotted in Fig 2 and lLsted 1n
Table 2

Given a star of temperature T and apparent visual magni-
tude m,,, and the spectral irradiance 1t produces as derived 1n
Eq (11), the irradiance H, that would be measured by a
detector with spectral sensitivity D (A) 1s derived from Eq (1)

HP(T,m)) = fDo\)H“’(x,T,mV)dx

= 10704mV 19=745

X f DQ)YW,(A\,T)dX Wm?  (12)

Here and 1 all other equations 1n this report, the integration
range for A 1s to be specified in umits of micrometers This
detected 1rradiance is now to be compared with the visual irra-
diance H,, (Eq [5]) from the same source Table 3(a) gives
the logarithms of the ratios

Hy? (T,m,)

= 10108 fD W@, T)dA
H,my) MW, T)

(13)

for stars of 12 different spectral classes and the nine spectral
response functions described in Appendix A The detected
uwradiance Hp,(T,m ) from a star of temperature T and appar-
ent visual magnitude m, 15 easily recovered from Table 3(a),
with the help of Eq (5)

It can be argued that in reality, most kinds of detectors
that have reasonable sensitivities at visible wavelengths do not
measure energy flux (irradiance), but rather measure photon
flux For a nearly monochromatic source of radiation the two
are proportional But for blackbody radiation viewed with a
broadband detector, energy flux can be appreciably different
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from photon flux For true photon detectors, the relevant
quantity for describing apparent brightness 1s the photon flux
np measured by a detector with spectral sensitivity D(A),
defined 1n Eq (2) From Eq (11) for the spectral irradiance of
a star, the detected photon flux n, from a blackbody of tem-
perature T and apparent visual magnitude m, 1s

= -04 1099
n? (T,m,) = 107"V 10

X f DO\)()\—):) W, TN m-2s!
(14)

([Ay/hc] = 101844J-1) The visual photon flux from a source
of apparent visual magnitude m}, 1s

n, () = 107"V 10°%% @21 (15q)

(The approximation sign refers to the assumption that all pho-
tons arrive with wavelength A;, = 055 u, at which V(d) 1s
maximum ) Hence the ratio of detected to visual photon flux
from a star of apparent visual magnitude m, 1s

nb? T,m
M = 101905 _[DQ)<%) WVO\,T)d)\
1%

n,(m,)
(15b)

The loganthms of these ratios are listed in Table 3(b) Note
that the ratios of detected to visual irradiance or photon flux
from a star (Eqs [13] and [15]) need not be greater than one
That 1s, even though a broadband detector 1s sensitive to pho-
tons of many different wavelengths, 1ts efficiency 1s typically
much poorer than that of the eye at visible wavelengths

The numbers 1n Table 3(a) and (b) need only be multi-
plied by -2 5 to give the brightness correction in magnitudes
between visual and detected trradiance or photon flux This
has been done in Table 3(c) and (d) When the magnitude
correction 1s negative, the detector measures a greater flux than
does the eye from a given star These magnmitude corrections
are similar in definition to astronomers’ “bolometric correc-
tion’ BC(T) The latter 1s the ratio of total irradiance to vis-
ual irradiance, 1n units of magnitudes

Hb? (T,mv)}

BC(T) = m, -m, = -25log|107°°

HV(m )

-25 (o 15 + log f W,(\T)d 7\)
(162)
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Here the bolometric 1rradiance 1s defined by

]

bb bb
H°(T,m) fH AT, m)d A

10704V 107745 fWVO\,T)dA W/m?
(16b)

and the additive constant arises because of the difference in
reference values for calibration of the visual and bolometric
magnitude systems (Eq [4]) Note that the bolometric cor-
rection 1s always negative, because a star’s total wrradiance 1s
always greater than its irradiance at visible wavelengths For
reference, the bolometric corrections for stars of the 12 spec-
tral types considered in this report are included in Table 1

V. Visual vs. Broadband-Detector
Irradiance and Photon Flux
From Lasers

Calculations stmilar to those just made for stars can be
made for monochromatic sources A laser at a distance r from
the top of Earth’s atmosphere, transmitting a power P, at
wavelength A, through a telescope of area 4, = (1r/4)(Dt2). pro-
duces an 1rradiance

= 107127 F  W/m? (17a)
where the dimensionless scale factor F' 015
2
F 1W/\30 cm (17b)

0 = 2 2
' ( A,
10AU 05324

Since 0 532 u 1s a wavelength of special interest, 1t 1s denoted
henceforth by A,

A, =0532u (17¢)
The spectral irradiance produced by the laser 1s
HQX) = H8A-N) (18)



The wvisual irradiance H['°(A,,m;) from a monochromatic
(mc) laser emtting at wavelength A, follows from Eq (5)

H}CQ\,m,) = VA)H, = 107129 F Y ) W/m?

vV
10-—12 98 Fo [_()\tz} w/m2

095

10747V 1078 5 w/m?

(19)

where V() = 095 The scale factor Fj and apparent visual
magnitude m, of a laser are thus related by

m

, = 1115-2510g [F VQQ)]

112-251 MO\—')
- og 095 (20)

The detected irradiance Hp, from a laser of apparent visual
magmtude m, (or scale factor F;) emitting at wavelength
A, 18

t

HT M .m,) = fDO\)HlO\)d)\ = DA)H,

= 1071296 D\ ) F, W/m?

D(QA)
_ 1n=04m -85 L3 2
=10 V10 (VQ,)) W/m

The ratio of detected to visual irradiance 1s therefore

Hp(\.my) _ DQ)
#meom) | V0D

(22)

The loganthms of these ratios are given in Table 4(a) for A, = A,
and the usual nine spectral response functions The detected
irradiance H 'D"‘O\,, my,) from a monochromatic source with
apparent visual magmtude m,, (or scale factor F) emitting
at wavelength A, 1s easily recovered from Table 4(a) and

Eq 21)

The 1rradiance (Eq 17[a]) from a monochromatic source
implhes a photon flux

(Af) 547()\’) 2.~
n, =\—]H, = 10 —F, m™*s”
t \hef 't )\s 0

~ 300,000(7')1:o m~2s71 (23)

L)

The visual photon flux 1s

mec = = 545 7\? V(At) -2.-1
n7, A,my)=V()n, =10 T;FO 095 | M

A
= 10“°“"‘V10993T‘ m~2s~!

s

(24a)

(Eq [20]) The flux measured by a photon detector with
spectral sensitivaity D(R) 1s

;)

V(L)

np(\,,m,) = DQA)n, = nye(A,my)

(24b)

For A, = A, 1t 1s obtamned simply by multiplying Eq (24a2) by
the quantities whose logarithms are given 1n Table 4(a) Note
that for monochromatic sources, the ratio of detected to visual
wradiance or photon flux 1s typically less than one (the entries
in Table 4[a] are negative), because most broadband detectors
are less sensitive than the eye at vistble wavelengths

As was done 1n the previous section for stars, the numbers
in Table 4(a) can be muitiphied by -2 5 to give the visual-to-
detector brightness correction in magnitudes, this 15 done 1n
Table 4(b) These corrections are positive, reflecting the poor
sensitivity of broadband detectors at visible wavelengths com-
pared to that of the eye

VI. Comparison of Star and Laser
Brightnesses

It 1s now straightforward to compare the detected energy or
photon flux from stars and lasers of the same (or different) ap-
parent visual magmtudes The ratio of the measured wrradiance
from a monochromatic laser of apparent visual magmtude m,
(or scale factor F;) emitting at wavelength A, to that from a
blackbody of temperature T and apparent visual magnitude
m, 1s denoted here by R (m,, - m},), a function of detector
sensitivity D(R), laser wavelength A,, and star temperature T

17



= 10704(my-m¥) R(0)

, V(™)
= 1004mV 197448 F0|:0 9; :|R(0)

(25a)
The ratio R (0) 1s just the ratio of Eqs (22) and (13) above

D)
y(x)

R(O) =
1019 fD) W, (A, TYar

(25b)

Its logarithm for A, = A, equal to the difference of the entries
in Table 4(a) and Table 3(a), 1s tabulated in Table 5(a) for
stars of 12 different temperatures and the nine different spec-
tral response functions described in the Appendix

A sumilar ratio, E(my ~ m},), can be defined for photon
flux

e\ ,m_) _
bV - R(m, -m’,)
bb(Tm' | 4 14
np (T,my)

107040 y=m¥) R (0)

, V)| —
04my -4 48 t
10 107448 F | [—0 95] R(0)
(262)
The ratio R (0) 1s just the ratio of Eqs (24) and (14)
A [D(xt)}
ALV R

n?(T,m ) i 10105‘[00\)()\—") W, (A, T)dX
14
(26b)

npe(\,.m,) _

R(©) =

118

Its loganithm for A, = A, equal to the difference of the entries
1n Table 4(a) and Table 3(b) munus 0 01 =log (A,/A;,), 1s tabu-
lated 1n Table 5(b) Note that, as expected, the ratios R (0) and
R(0) are always less than one, 1€, the entries in Table 5(a)
and (b) are all negative

The logarithms of the ratios R (0) and R (0) listed 1n Table 5(a)
and (b) need only be multiplied by -2 5 to give the brightness
difference 1n magmtudes, as measured by a given broadband
detector, between a laser (ermtting at 0 532 u) and a star of
wdentical apparent visual magnitude These positive “mono-
chromatic magmtude corrections” are given in Table 5(c) and
(d) For example, Table 5(d) shows that 1f a CCD looks at a
laser and a very hot (BO) star of identical m,,, the laser will
appear approximately 3 2 magnitudes (=13 dB) dimmer than
the star, for solar-type (GO) stars, the difference 1s only about
1 8 magnitudes (7 dB)

VIl. Summary and Concluding Remarks

This article has shown how to make precise quantitative
comparisons of the flux measured by certain broadband
detectors from stars and lasers Results show that for a given
detector, the difference in measured flux from a star and a
laser of similar apparent visual brightness depends strongly on
the spectral class of the star The difference 1s greatest for
stars much hotter or colder than our Sun, since most of their
radiation 1s outstde the wvisible region of the spectrum The
difference 1s smallest, but by no means neghgible, for stars of
spectral classes A through K, or temperatures between 4000 K
and 10,000 K These comprise the majority of known stars
(see Table 6[a] and [b]) [6] In particular, results showed
that a laser will appear dimmer than a Sun-like GO star of
equal apparent visual brightness by the following factors for
the detectors considered approximately 6 dB for the PMT,
7 dB for the CCD, 8 dB for the APD, and 6 dB for the MAMA
Ground-based observation did not change these numbers sig-
nificantly for the CCD, and changed them by less than 1 dB
for the others (see Table 5[a] - [d])

For the astrometnst with a broadband detector trying to
locate the position of a laser-carrying spacecraft, these results
have the following implications Fuirst, hot and cold stars that
are as much as 1 5 magnitudes (6 dB) fainter in the visible than
Sun-like stars may appear just as bright and be just as good
reference stars as the visibly brighter Sun-like stars (refer to
Table 3{a]-[d]) Second, the expected apparent brightness of
the laser must be calculated for a particular detector mn the
manner described 1n this article, its visual brightness can give
a seriously exaggerated estimate of 1ts would-be measured
brightness relative to stars of the same apparent visual bright-
ness, by anywhere from 2 to 17 dB (Table 5[a] -[d])
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Table 1 Star spectral classes, temperatures, and bolometric

corrections

Spectral type Temperature, K BC(T)
BO 28,000 -2 80
BS 15,500 -150
A0 9,900 -0 40
AS 8,500 -012
FO 7,400 -0 06
F$ 6,600 00
GO 6,000 -0 03
GS 5,500 =007
KO 4,900 -020
K5 4,100 -0 60
MO 3,500 -120
MS 2,800 -2 30

Table 2 Normahzed blackbody functions W,(x, T)

(Eqs [6] and [10] of text)

A\S
(_V) @C2AvT
oo = WAT) _\ A
4 W(x,, T) £C2/AT _
c, = =101,k A, =055u
2 - k=R, v
Star type
A
BO BS A0 AS Fo Fs GO G5 KO KS$ MO M5

01 4519 200 003 000 000 000 000 000 000 000 000 000
02 20 07 668 141 067 031 015 008 004 001 000 000 000
03 703 432 213 151 105 074 053 039 024 010 004 001
04 291 236 174 150 127 109 095 082 066 045 030 015
0Ss 139 132 122 117 112 108 104 100 094 08s 077 064
06 074 077 083 085 088 091 094 097 102 111 122 143
07 043 048 056 061 067 072 078 08s 096 120 151 226
08 026 031 039 044 050 056 063 071 084 116 162 291
09 017 021 028 032 037 043 050 058 071 106 161 332
10 012 01s 020 024 028 034 0139 046 059 093 151 348
11 008 010 01s 018 022 026 031 037 049 081 137 347
12 006 008 011 014 017 021 025 030 040 069 123 334
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Table 3(a). Ratios of detected to visual irradiance for stars

(Eq [13] 1n text)

b
Hf) (T’mV) 105 ~
log|——— | = log (10 fD(A) WV(A,T)d}\)
Hymy)
Detector type
Star
type atm + atm + atm + atm + atm +
PMT cch APD MAMA PMT CCD APD MAMA vis
BO 021 148 032 048 -0 10 047 023 -0 14 -010
BS 010 099 032 029 -0 18 043 024 -023 -010
AQ -0 05 068 035 005 -029 038 027 -0 35 -010
AS -011 060 036 -0 0s -0 34 037 029 -0 40 -010
FO =017 054 038 =015 -0 38 036 031 =045 -010
F$§ -023 051 040 -023 042 036 034 -050 -010
GO -027 049 042 =030 -0 46 036 036 -0 54 -0 10
GS -0 32 048 045 -0 36 -0 49 037 039 -0 58 -010
KO -0 37 048 049 -0 44 -053 039 043 -0 64 -010
K$ -0 44 052 0358 -0 5§ -0 58 044 053 -072 ~0 09
MO -050 059 068 -065 -061 052 063 -079 -0 09
MS -053 076 089 -076 -0 62 071 085 -0 87 -0 07
Table 3(b) Ratios of detected to visual photon flux for stars
(Eq [15b] 1n text)
T.m
1og|:nf)” ( V)] = log (101 0s fD(A)(l) w0, Ta ;\)
nV(m V) )\V
Detector type
Star
type PMT cch APD MAMA atm + atm + atm + atm + atm +
PMT CCD APD MAMA vis
BO 006 106 035 025 =022 042 027 -0 27 030
BS -0 04 075 037 008 -029 040 030 -035 030
A0 -017 0358 041 -013 -0 38 038 034 =045 030
AS -022 054 043 =021 -0 42 038 037 -0 50 030
FO =027 051 046 -029 -0 46 038 040 -0 55 030
FS -032 051 049 -0 36 -0 49 040 043 -059 030
GO -0 36 051 051 -042 -0 52 041 046 -063 030
G5 -0 39 051 055 -0 47 -0 54 043 049 -0 66 030
KO -043 054 060 -053 -0 57 046 054 -071 031
KS -0 48 060 070 -063 -0 60 054 065 -078 031
MO -051 069 081 -070 -0 62 064 077 -0 83 032
MS -052 090 104 -079 -0 60 086 100 -090 034
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Table 3(c) Ratios of detected to visual irradiance for stars, in magnitudes

(Eq [13] 1n text)

-2 5 log [be (T’m")] = -251og (10105 fuo\)ﬁ/yo\, T)dx)

b Hymy)

Detector type

Star
type PMT ccD APD MAMA atm + atm + atm + atm + atm +
PMT CCDh APD MAMA vis
BO -053 -369 -079 -119 025 -118 -057 035 024
BS -025 -249 -0 81 -071 046 -107 -0 60 057 024
A0 011 -169 -0 86 -012 073 -096 -068 087 025
AS 027 -150 -090 013 0 84 -092 072 100 025
FO 043 -136 -095 0 36 096 -090 -078 113 025
FS 057 -128 -100 058 106 -090 -0 84 125 025
GO 068 -123 -106 074 114 -0 90 -090 136 025
GS 079 -121 -112 089 122 -092 -097 146 025
KO 092 -121 -123 109 131 =097 -108 159 024
K$ 111 -129 -144 139 145 -111 -131 180 023
MO 124 -146 -171 162 153 -131 -159 197 022
MS 132 -189 =222 189 155 -177 -212 219 018
Table 3(d) Ratios of detected to visual photon flux for stars, in magnitudes
(Eq [15b] 1n text)
bb (T’mV) 105 Al A
-2 5 log np nmL) = -251log (10 fD (7\)(}\—) WV(A, T)d A)
| e S v,
Detector type
Star
type atm + atm + atm + atm + atm +
PMT ¢cp APD MAMA PMT ccp APD MAMA s
BO -015 ~2 66 -0 88 -061 054 -105 -0 68 067 -075
BS 010 -188 -093 -019 073 -099 -074 087 -07s
A0 042 -144 -102 032 095 -095 -0 85 114 0175
AS 055 -134 -108 053 105 -09s5 -092 125 =075
FoO 068 -129 -114 073 114 -096 -099 137 -07s
Fs 079 ~126 -121 090 122 -099 -107 148 -075
GO 089 -127 -129 104 129 -102 -115 157 -075
GS 097 -129 -136 116 135 -107 -123 165 -076
KO 107 -134 -149 133 142 -115 -136 177 -076
KS 120 -150 -174 157 150 -135 -162 194 -078
MO 128 -173 =203 176 154 ~160 -192 208 -0 80
MS 129 -2 24 =259 198 151 -2 14 -249 225 -0 85
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Table 4(a) Ratios of detected to visual irradiance and photon
flux for lasers at A, = 0532

(Eqs [22] and [24] in text)

HE O m) npiag,my) D)
log | ————— | = log = 108 | 5
[ my
H om ) W) d

V(?\s) =~ 0952

Detector type Ratio
PMT -092
CCD -0 22
APD -0 32
MAMA -100
atm + PMT -102
atm + CCD -0 32
atm + APD -042
atm + MAMA -109
atm + vis -009

Table 4(b) Ratios of detected to visual irradiance and photon
flux for lasers at A, = 0532 u, In magnitudes

(Eqs [22] and [24] 1n text)

D(ks)
V()\S)

-2 5 log

V(As) ~ 0952

Detector type Ratio
PMT 230
CCD 056
APD 080
MAMA 250
atm + PMT 254
atm + CCD 079
atm + APD 104
atm + MAMA 274
atm + vis 023
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Table 5(a) Ratios R(0) of detected wradiance from laser and stars of identical m,,

(Eq [25b] 1n text)

cho‘s’mV)
log R(0) = log| ——
HY (T,m,)
D()\s)
V(As)
= log =
10! ost(A) W, 0, Tan
ks =0532y, V()\_‘_) = 0952
Detector type
Star
type atm + atm + atm + atm + atm +
PMT ccb APD MAMA PMT ccp APD MAMA vis
BO -113 -170 -0 64 -148 -092 -079 -0 64 -096 0001
BS -102 -122 -0 65 -129 -0 83 -074 -0 66 -0 87 0003
A0 -0 88 -090 -067 -105 -073 -070 -0 69 -075 0 005
AS -0 81 -0 82 -0 68 -095 -0 68 -0 69 -070 -0 69 0 005
FO -075 -077 -070 -0 86 -063 -068 -073 -0 64 0 005
Fs -0 69 -073 -072 -077 -059 -0 68 -075 -059 0 005
GO -0 65 ~0172 -075 -071 -0 56 -0 68 078 -0 55 0 005
G5 -0 61 -071 -077 -0 65 -0 53 -0 69 -0 80 -051 0 004
KO0 -0 55 -071 -0 81 -0 56 -0 49 -070 -0 85 -0 46 0003
K5 -048 -074 -0 90 -0 45 -0 44 -076 -094 -0 37 -0 001
MO -0 43 -0 81 -1 00 -0 35 -0 41 -0 84 -105 -0 30 -0 007
M5 -0 40 -098 -121 -0 25 -0 39 -102 -126 -022 -0 022
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Table 5(b) Ratios R(0) of detected photon flux from laser and stars of identical m,,

(Eq [26b] 1n text)

mc
np 0‘:’ m V)

log E(O) = log b
np (T,mV)
)\s D(}\S)
)\V V(AQ
= log X
10! 0% fu(x) (-—) WA, TYdr
A 14
|4
}\s = 05324, >‘V =0554u, V(AS) = 0952
Detector type
Star
type atm + atm + atm + atm + atm +
PMT ccb APD MAMA PMT cch APD MAMA vis
BO -098 -129 -067 -125 -0 80 -074 -0 69 -0 83 -0 395
BS -0 88 -098 -0 69 -108 -073 -071 -071 -075 -0 394
A0 ~0175 -0 80, -073 -0 87 -063 -070 -076 -0 64 -0 393
AS -070 -0176 -075 -079 -0 60 -070 -078 -059 -0 393
FO -0 65 -0 74 -078 -071 -056 -070 -0 81 -0 55 -0 394
FS -0 60 ~073 -0 81 -0 64 -053 -071 -0 84 -0 50 -0 395
GO -0 57 -073 -0 84 -059 -050 -073 -0 87 -048 -0 396
GS -053 -074 -0 87 -0 54 -0 48 -074 -091 -043 -0 397
KO0 -0 49 -076 -092 -0 47 -0 45 -078 -0 96 -0 39 -0 399
KS -0 44 -0 82 -102 -0 37 -041 -0 86 -106 -0 32 -0 405
MO -041 -092 -113 -0 30 -040 -096 -118 -026 -0413
MS -041 -112 -136 -021 -0 41 -117 -141 -019 -0 432
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Table 5(c). Ratios R(0) of detected irradiance from laser and stars of identical my, in magnitudes

(Eq [25b] 1n text)

H?\ ,m.)
-2510gR(0) = -25log Db g
Hy (T,m )
D()\s)
V(As)
= -25log —
10! °5fD(>\) W0, Tyan
As =0532p, V(}\s) = 0952
Detector type
Star
type atm + atm + atm + atm + atm +
PMT ccp APD MAMA PMT CCD APD MAMA vis
BO 284 424 159 369 229 197 161 239 -0 003
BS 256 304 161 321 208 186 164 217 -0 008
AQ 219 225 167 262 181 175 171 187 -0013
AS 203 208 171 237 169 171 176 174 -0013
FO 187 192 175 214 158 169 182 160 -0013
FS 174 183 181 193 148 169 188 148 -0013
GO 162 179 186 176 139 170 194 138 -0013
G5 152 176 193 161 132 171 201 128 -0011
KO 138 176 203 141 122 176 212 114 -0 008
K5 119 185 225 112 109 190 235 094 0002
MO 107 202 251 088 101 210 262 076 0017
MS 099 245 302 061 098 256 315 05s 0054
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Table 5(d) Ratios R(0) of detected photon fiux from laser and stars of identical m,y, iIn magnitudes

(Eq [26)b] in text)

mc
nn (As, m V)

-2510gR(0) = -2 5 log —
"y (T,mV)
(i)[D(AS)}
A Vi
= -251log 4 ")
105 A\~
10 f DY) (_) W_(\, T)dr
A |4
V)
}‘s = 05324, KV = 0554, V(A_‘) = 0952
Detector type

Star

type atm + atm + atm + atm + atm +

PMT ccb APD MaMA PMT cch APD MAMA vis

BO 245 321 168 311 199 18S 172 207 099
BS 220 244 173 269 181 178 178 187 098
A0 189 199 182 218 158 174 189 160 098
AS 175 190 188 197 149 174 195 148 098
FO 162 184 195 177 139 175 203 137 098
F5 151 182 202 161 131 178 211 126 099
GO 142 182 209 146 125 181 218 117 099
GS 133 184 217 134 119 186 227 108 099
KO 123 190 229 117 112 194 240 097 100
KS 110 206 254 093 103 214 266 080 101
MO 103 229 2 84 074 100 239 296 065 103
MS 102 280 339 053 103 293 353 048 108
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Table 6(a) Star numbers (Ref (6], p 243)

N

= number of stars per square degree brighter than visual magnitude my,

my
logNmV
Galactic latitude, degrees
m v mean
0-90
0 15 10 +20 +30 +40 +50 +60 +90
00 -39 -42 -43 -41
10 -33 -36 =317 -556
20 =27 =30 -31 -3 00
30 -2 14 -25 -26 -243
40 -155 -163 -168 -181 -196 =205 =210 =212 -220 -190
50 -108 -116 -123 -136 -149 -156 -160 -163 -169 -141
60 -0 60 -068 =075 -0 88 -1 00 -107 -112 -115 -120 -093
70 -016 -023 -0 30 -0 43 -0 54 -0 61 -0 66 -0 69 -0 74 -0 46
80 +0 29 +023 +0 15 +0 02 -0 08 -016 -021 -024 -0 30 +0 00
90 +078 +0 69 +0 61 +0 48 +0 38 +0 30 +0 25 +020 +0 14 +0 45
100 +125 +116 +1 08 +0 94 +0 82 +0 74 +0 68 +0 63 +0 55 +0 91
110 173 163 153 138 126 117 110 10S 096 +134
120 218 207 193 180 167 157 149 142 133 +176
130 260 249 237 220 208 194 184 177 169 +2 17
140 302 291 278 260 244 228 218 209 201 +2 56
150 +3 42 +3 30 +318 +2 95 +278 +2 61 +2 50 +2 40 +227 +2 94
16 0 3178 371 354 330 309 291 278 268 254 +329
170 413 408 390 360 337 319 305 294 278 +3 64
180 450 440 423 393 365 344 329 317 302 +395
190 48 417 46 42 39 37 35 34 32 +4 20
200 +50 +50 +49 +45 +41 +39 +37 +36 +34 +45
210 53 52 51 48 43 41 39 37 35 +47
Table 6(b) Relative numbers of stars in each spectral class (up
tom, = 85)
Class B A F G K
% stars 10 22 19 14 31
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Appendix

Detector Spectral Quantum Efficiencies

The detector spectral sensitivities D(A) referred to through-
out this report do not 1n practice represent only the spectral
quantum efficiencies of the detectors They should also mn-
clude the efficiency of the receiving optics as well as an atmos-
pheric transmission function for detectors beneath the atmos-
phere In these calculations the receiving-optics efficiency has
been ignored, since 1t 1s highly system-dependent and typically
1s designed to be approximately constant over the range of the
detector’s spectral response Atmospheric transmission 1s in-
cluded, however Therefore, nine different functions D(A) are
considered The first four are the spectral quantum efficiencies
of four representative kinds of detectors currently used or
likely to be used for spacecraft applications—photomultiplier
tubes, charge-coupled devices, avalanche photodiodes, and
multianode microchannel array detectors ! The next four are
these efficiencies multiplied by the atmospheric transmission
function defined in Allen [6] The last 1s a product of the at-
mospheric transmission and visual response functions, which
gives a visual-brightness reference for ground-based observa-
tions The wavelength range chosen was 0 1 u (a reasonable
optics cutoff wavelength) through 12 u (beyond which the
sensitivity of most detectors 1s very poor) In all these func-
tions, A stands for wavelength in units of micrometers ()
The functions are graphed together in Fig 3(a)-(c)

I. Photomultiplier Tube (PMT)

The spectral quantum efficiency of a Hammamatsu (S-20)
PMT (R64a) 1s modeled approximately by the following series
of hnear functions

213A-05325 (0250 <A< 0350)
0213 (0350 <A <0375)
-0 6340+ 04515 (0375 <A <0650)
-0 3065\ + 0238 (0650 <A <0776)

The quantum efficiency atA=0532p11s0 114

ll. Charge-Coupled Device (CCD)

The spectral quantum efficiency of a Texas Instruments
three-phase (UV-flooded) CCD (J Janesick, private communi-
cation) 1s modeled approximately by the following senes of
hnear functions

IData on detector sensitivities were gathered by Jim Annis, a graduate
student at the Institute of Astronomy in Hawan, during his summer
employment at JPL 1n 1987
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08 +062 (010 <A <020)
042 (020 <A<025)
075X+ 023 (025 <A <0 45)
057 (045 <A <0 65)
~12A+135 065 <A<112)

The quantum efficiency at A=0 532 u1s 0 57

lil. Avalanche Photodiode (APD)

The spectral quantum efficiency of an RCA APD (30902S)
1s modeled approximately by the following series of Linear
functions

18x-062 (035<A<04)
300-11 (040 <A <05)
170 -045 (050 <A<06)

A (060 <A<08)
“30A+32 (080 <A<10)

The quantum efficiency at A =0 532 p 15 0 454

IV. Muitianode Microchannel Array
(MAMA)

The spectral quantum efficiency of a MAMA device with a
br-alkali cathode [8] 1s modeled approximately by the follow-
ng series of linear functions

250-05 (020 <A <03)
A+055 (030 <A <0 35)
02 (035 <A<04)
-0 780+ 0 51 (040 <A <0 66)

The quantum efficiency at A =0 532 u 15 0 095

V. Atmospheric Spectral Transmission
Function
The spectral transmission function of Earth’s atmosphere 1s

modeled approximately by the following series of lnear
functions [6]

1051 -3 14 (030 <A< 034)
3334-07 (034 <A<04)
16X -001 (040 <A <05)
05N +054 (050 <A<08)
0 08\ +0 87 (080 <A< 16)
10 (160 <)

The transmission at A =0 532 u 15 0 806
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Performance Analysis of a Noncoherently Combined

Large Aperture Optical Heterodyne Receiver

C-C Chen

Communications Systems Research Section

The performance of a noncoherently combined, multiple-mirror heterodyne recewer
1s analyzed It 1s shown that in the absence of atmospheric turbulence, the performance
of the noncoherently combined recewer 1s inferior to that of a monolthic, diffraction-
limited recewer with equivalent aperture area However, when atmospheric turbulence 1s
taken into consideration, the efficiency of a monolithic aperture heterodyne recewer is
Iimited by the phase coherence length of the atmosphere and generally does not improve
with increasing aperture size In contrast, the performance of a noncoherently combined
system improves with an increasing number of recewers Consequently, given a fixed col-
lecting area, the noncoherently combined system can offer superior performance The
performance of the noncoherently combined heterodyne recewer 1s studied by analyzing
the combiing loss of the recever SNR It 1s shown that, given the collecting area, the
performance of the combined recewer 1s optimized when the duameter of each of the
indwidual recewvers 1s on the order of the phase coherence length 1, of the atmospheric

turbulence

I. Introduction

Optical heterodyne reception [1] provides an alternative to
direct-detection schemes for free-space optical communication
applications The ability to reject noncoherent background
radiation has made the heterodyne system very attractive for
apphcations where effective communication 1n the presence of
strong background interference 1s required Furthermore, the
use of frequency and phase modulation schemes can remove
the peak power constraint that currently himits the application
of higher-order direct-detection pulse-position modulation
(PPM) schemes

The heterodyne receiver 1s more complicated than the
direct-detection receiver Accurate wavefront matching be-

tween the incoming signal and the local oscillator (LO) 1s
needed to ensure effective heterodyne reception Imperfect
spatial mode matching can lead to destructive interference
and, consequently, to degraded system performance For sys-
tems employing small recewver apertures, the required wave-
front alignment accuracy can be achieved relatively easily
because the wavefront distortions due to the recewving optics
and the atmosphere are neglgible For systems with large
collecting apertures, such as those envisioned for deep-space
reception, the difficulty 1n maintaining good optical surface
quality across the input aperture can present a serious prob-
lem 1n achieving effective heterodyne reception The presence
of atmospheric turbulence further complicates the problem
Turbulence-induced beam wander and beam spreading can
result 1n random fluctuations of the signal phase and amph-
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tude that are difficult to compensate for As a result, the
performance of a large-aperture receiver gemerally does not
improve with increasing collecting area

Alternatively, a large effective aperture can be achieved
by combining the output signals from an array of smaller
recewvers These receiwvers can share a common support struc-
ture and tracking electronics to reduce construction cost
Because each receiver 1s now smaller than the roughness scale
of the incoming signal wavefront, the local-oscillator output
can be accurately matched to the signal to achieve effective
heterodyne reception Qutput signals from these receivers can
then be combined electronically to improve the detection sta-
tistics Ideally, output signals from different apertures should
be combined coherently to optimize the overall receiver per-
formance In such a scheme, turbulence- and optics-induced
phase shifts in the detected intermediate-frequency (IF) signals
are first compensated electronically, and the outputs from
these receivers are then added coherently Since correcting the
IF phase distortion 1s similar to correcting the incoming phase
front, a coherent combining system can offer performance
comparable to that of a monolithic diffraction-limited receiv-
er For systems with weak signal intensities, however, the low
signal-to-noise ratio (SNR) and rapidly varying atmospheric
conditions preclude the possibihity of effective phase compen-
sation The use of adaptive optics [2] 1n conjunction with an
artificlal guide star [3] can compensate for the atmospher-
cally induced wavefront distortion However, such measures
are costly and complicated An alternative 1s to noncoherently
combine the outputs of several subaperture recewvers In such
a scheme, the detected IF signal of each individual heterodyne
recever 1s first noncoherently demodulated [4], and the out-
puts of these demodulators are then electronically combined

This article presents a simple analysis of a noncoherently
combined heterodyne recerver A simple model for the output
of the heterodyne receiver 1s first constructed The perform-
ance of a noncoherently combined optical heterodyne re-
cewver 1s then analyzed It 1s shown that in the absence of
atmospheric distortions, the performance of a noncoherently
combined heterodyne receiver 1s worse than that of a single,
monolithic-aperture heterodyne receiver of equivalent aperture
size This 1s because the noncoherent demodulation process
1s more susceptible to noise when the signal power 1s weak
Consequently, by subdividing the total collection area into a
number of smaller receivers, the signal power collected by
each recewver 1s smaller, thus leading to a degraded combiner
performance When the atmospheric turbulence effect 1s
taken into consideration, however, the performance of the
monolithic-aperture recewver 1s imited by the phase coherence
length of the atmosphere As a result, subdividing the aperture
and noncoherently combining the subaperture outputs can
actually lead to a significant improvement in performance A
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simple analysis shows that the combiner SNR 1s optimized
when the diameter of the individual subaperture is on the
order of the phase-coherence length of the atmosphere

ll. Heterodyne Reception Technique

The structure of a simple dual-detector heterodyne receiver
1s shown in Fig 1 The incoming signal 1s first spatially mixed
with a strong local oscillator The combined signal 1s then
photodetected The mixing of the signal and LO generates an
intermediate frequency term at each detector output which
oscillates at the beat frequency wpr between the signal and
LO The IF signal output of the dual-detector heterodyne re-
cewver can be modeled as [1]

= ("h—)lo [ Wy (6) (@)

X ZLO(r) cos (wn:t +¢4(r) - ¢Lo(r))dr +n(r)
6y

where (en/hv) 1s the responsvity of the detector, G 1s the
detector gain, z 1s the impedance of the photodetector, 4 S(r)
and ALO(") are the amplitudes of the signal and LO electric
fields, ¢g(r) and ¢ o(r) are the signal and LO phases, wyg 15
the IF frequency, and n(f) 1s the additive noise at the detector
output The function Wp(r) in Eq (1) defines the area of the
receiving aperture,1 ¢,

1 1f|r|<-§
Wp(e) = i @)
0 if jr| > >

In writing Eq (1), 1t was assumed that the mixing process
took place at the receiwver input aperture Alternatively, the
heterodyne process can be described by the diffraction pat-
terns of the signal and LO over the recewver focal plane These
two descriptions are completely equivalent for systems em-
ploying perfect recewving optics For systems employing less-
than-perfect optics, however, the description given by Eq (1)
must be modified to include the optics-induced perturbations
n the signal

The noise current n(t) at the receiver output consists of the
signal shot notse and the detector thermal noise In the limit of
a strong LO, the shot nose term usually dominates the receiver
thermal noise For all practical purposes, this LO shot noise
can be modeled as an additive white Gaussian noise (AWGN)
with power spectral density
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where Py 1s the LO power As a result, the optical hetero-
dyne channel can often be modeled effectively as a Gauss-
1an channel [1] Demodulation techniques for signals in the
presence of white Gaussian noise have been studied exten-
sively [4] In general, the IF signal can be demodulated either
noncoherently or coherently Noncoherent demodulation 1s
often accomphshed with the use of an envelope detector
shown 1n Fig 2 The output of the envelope detector can be
written as

u = \/ L@, P @4 ] (@)
20N

a4 = (%) / Wy () A1)

X A, o() cos(¢s(r) - ¢Lo(r)) dr (4b)

G >
4, = };‘"y—zo [ Wy () Ag(r)

X ZLO(r) sin (¢S(r) - ¢L0(r)) dr (4¢)

where

and n,, n, are the Gaussian quadrature noise components with
zero mean and variance equal to ‘712\' =2N,/T, The probability
distribution of the detected envelope i1s known to be Rician
distributed with density function [4]
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enPsT s
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The factor ny,., in Eq (6) 15 known as the heterodyne effi-
ciency of the recewver, and the quantity § 1s the signal-to-noise
ratio of the envelope detector which can be interpreted as the
number of signal photons incident on the receiver aperture
multiplied by the heterodyne efficiency For systems with per-
fect spatial mode matching, the heterodyne efficiency 1s equal
to 1 When the spatial modes are not properly matched, the
contribution to the IF signal from different parts of the
recewver aperture can interfere destructively and result in re-
duced heterodyne efficiency

In addition to the noncoherent demodulation scheme, the
IF signal can also be coherently demodulated [4] In this
scheme, a local reference carner 1s synchromzed to the IF
carrnier The recewved IF signal i1s then mixed with the refer-
ence carrier and the resulting baseband signal 1s matched-filter
detected In the absence of time-varying perturbations in the
signal amphtude and phase, the coherent demodulation
scheme can result 1n superior recewver performance However,
the coherent demodulator requires the generation of a local
reference signal that 1s synchronized to the incoming IF car-
rier and 1s therefore more complicated Furthermore, because
of the rapidly varying atmospheric condition and the weak
signal power expected over a deep-space link, carrier phase
tracking can be very difficult to accomphsh The use of the
noncoherent demodulation scheme eliminates the need to
retrieve the IF signal phase and hence considerably simplifies
the design of the receiver Consequently, only the noncoher-
ently demodulated heterodyne recewver will be included 1n
the present analysis

lll. Noncoherently Combined Heterodyne
Receiver

The performance of a single-aperture heterodyne receiv-
er has been studied for free-space communication applica-
tions [5] In some cases, achievement of an effective com-
munication hink requires the use of a large effective receiving
aperture However, the high cost of constructing a single
monolithic-aperture heterodyne receiver with a large col-
lecting area can be prohibitive because of the stringent demand
on the quality of the optical surface Furthermore, hgh-
bandwidth adaptive optics must be used to compensate for
the atmospherically induced wavefront distortion if reception
mside Earth’s atmosphere 1s desired Such a measure can
further increase the receiver cost Alternatively, the perform-

133



ance of the communications link can be improved by electron-
1cally combining the output currents from several spatially
separated heterodyne recewvers The block diagram of such a
receiver 1s shown 1n Fig 3 For the analysis, 1t will be assumed
that an array of 1dentical receivers 1s used to detect the incom-
ing signal These receivers can share a common support struc-
ture to reduce the construction cost

Because the individual receivers are identical, the output
signals from these receivers can be assumed to be identically
distributed Furthermore, the LO shot noise can be modeled
as mndependently distributed In the limit where the number
of receivers 1s large, the Central Limit Theorem can be used
to model the combiner output as Gaussian distributed The
error performance of this combined receiver can therefore
be charactenized by the combiner signal-to-nowse ratio p,
which 1s given by

_ (E[s|signal] - E [s|no signal] )2

Pe var (s|signal) + var(s[no signal) Q)

In Eq (7),s = Zu, 1s the sum of indiidual demodulator out-
puts, and £ [s|X] and var (s|X) denote the conditional mean
and vanance of the vanable s, subjected to the condition X,
respectively For a binary Gaussian channel with SNR p,, the
bat error rate 1s [4]

BER = ! erfc & 8)
T2 2

Since the demodulator outputs {u,} are modeled as indepen-
dent and 1dentically distributed random vaniables, the mean
and vanance of s can be evaluated by summing the mean and
variance of the individual demodulator outputs, and the com-
biner SNR can be simplified to

- (£ [u|signal] - E [u| no signal] )
¢ var (u] signal) + var (u[no signal)

p ©®)

where N 1s the number of combined subaperture receivers
Equation (9) shows that for systems employing an array of
identical heterodyne receivers, the performance improves with
increasing number of receivers

By integrating with respect to the probability density func-

tion given 1 Eq (5), the first two moments of the noncoher-
ent demodulator output can be written as

Efu] = 4{51171(3/2,1,5) (10)
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E[u?] = (1+6) (11)

The function F(a,b,c) 1s the degenerate hypergeometric
function The combiner SNR can then be evaluated by substi-
tuting the demodulator mean and varniance calculated from
Eqgs (10) and (11) mnto Eq (9) For g << 1, the degenerate
hypergeometric function in Eq (10) can be expanded in a
power series

2
Elu] ~ 12.77[“%-‘:_6.}, B<<1 (12a)

and the resulting combiner SNR 1s given by

22
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(12b)

When § >> 1, on the other hand, an approximation to the
mean demodulator output can be found by Taylor expanding
the square root 1n Eq (4a) and taking the expectation

El] ~ VD [1-——22 | g1
8(1 + )2
(13a)
The resulting combiner SNR 1s therefore
2
(- - 7
8(1 +8)? 2
P, = N X , g>1
1Ty 1428
4 4(1+p)
(13b)

Equations (12b) and (13b) show that for a system consist-
g of a fixed number of receivers, the performance can be
mmproved by increasing the SNR of the indiwvidual receivers
This can be accomplished by increasing the aperture of the
mdividual receivers or by increasing the signal power For a
fixed size of individual receiver apertures and incoming signal
intensity, the combiner SNR increases linearly with the num-
ber of receivers N However, for a system with a fixed overall
collecting area, subdividing the receiving area into several
smaller receivers can result 1n a corresponding decrease of the
individual recetver SNR Therefore, even though the combiner
SNR depends explicitly on the number of receivers N, the



reduction 1n § with increasing N will actually lead to a reduc-
tion 1n the combiner SNR Thus fact 1s demonstrated 1n Fig 4
where the combinming loss, which 1s the ratio of the combiner
SNR to the SNR of a single monolithic aperture of equivalent
size, 1s plotted against the number of recewvers The figure was
generated with no turbulence-induced degradation taken
nto account The parameter gy 1s the SNR of a monohthic
recelver

Note that at small &V, the combiner SNR decreases slowly
with an increasing number of aperture segments When the
amount of signal power received over each aperture decreases,
however, the efficiency of the noncoherent demodulator
decreases and the combining loss increases rapidly This 1s be-
cause of the nonlinear nature of the noncoherent demodula-
tion process At very low signal powers, the noise contribution
to the demodulator output 1s more significant and, as a result,
the efficiency of the demodulator decreases with decreasing
signal power In other words, given the overall receiving area,
there 1s a penalty for subdividing the aperture and then non-
coherently combinming the demodulator outputs For a system
with py = 20 dB, the noncoherent combining loss when the
aperture 1s subdivided into 1000 receivers 1s approximately
15 dB This combmning loss decreases with increasing signal
power It should be noted that this combining loss 1s due to
the noncoherent demodulation process For systems employ-
ing coherent combining schemes, the combiner performance
will depend only on the total collecting area, and thus will not
degrade with an increasing number of receivers

IV. Atmospheric Turbulence Effect

The above analysis showed that, in the absence of atmo-
spheric turbulence, the performance of a noncoherently com-
bined optical heterodyne recewver 1s inferior to that of a
monohthic-aperture system. In the presence of atmospheric
turbulence, both the amphitude and phase of the incoming
signal wavefront will be distorted Under the condition of
weak turbulence, the log amplitude £(r) and the phase ¢(r) of
the optical signal, after propagating through the atmosphere,
can be modeled as stationary, Gaussian random processes [5]
The autocorrelation of the amplitude and phase can be charac-
terized by the atmospheric structure function @ (r,r') which
can be wntten as

Dx) = Dax)+ Dy(rr)
(14)

20 - 212 + <o) - 6(r)1%)

The angle brackets in Eq (14) denote the ensemble average
Tatarski [6] showed that, under the condition of weak turbu-

lence, the structural function of the atmosphere can be charac-
terized by 1ts phase coherence length ry as

D(rr') = 688(Ir-r'l/r)5/3 (15)

Under normal viewing conditions, ry 1s typically between 5
and 30 cm, and at a few outstanding sites, such as Mauna Kea,
an ry 1n excess of 40 cm can occasionally be observed

The effect of turbulence on the performance of a hetero-
dyne receiver 1s to reduce the heterodyne efficiency Since the
atmospheric condition varies dynamically, the instantaneous
IF signal amplitude and phase vary continuously If the inte-
gration time 1s much shorter than the charactenstic time in
which the atmospheric properties change significantly, how-
ever, 1t 1s reasonable to model the atmospheric turbulence as
“frozen” over the integration period In this case the time
dependence of the signal phase and amphtude can be ignored,
and the receiver SNR can be described adequately using Eq
(6) The expression for the SNR can be further ssmplified by
noting that, under the condition of weak turbulence, the
structural function & (rx") 1s dominated by the phase struc-
tural function @d,(r,r') Over a sufficiently large aperture, the
fluctuation 1n signal amplitude (scintillation) will be averaged
so that 1ts effect on the receiver SNR can be ignored Under
these assumptions, the SNR of the noncoherent demodulator
m Eq (6) can be written as

1 n o (D)-0 (1))
ﬁ = (ﬁOAR) Z-[/wD(r)wD(')e § § dl'dl'

R
(16)

where By = (nPgT,/hvAR) 1s the number of signal photons
recerved per unit area or, equivalently, the recewver SNR per
unit area In wniting Eq (16), 1t has been assumed that the LO
can be approximated by a plane wave and that the amphtude
fluctuation of the signal can be 1gnored

The statistical properties of the heterodyne SNR inside the
atmosphere were first studied by Fried [7],[8] By taking the
expectation of Eq (16) with respect to the signal phase and
using the approximation that the signal phase 1s a zero-mean,
Gaussian random process with structure function @d,(r,r'),
Fried successfully calculated the average receiver SNR g 1n the
presence of turbulence as [7]

r

B = By ¥(DIry) a”n
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where

r 5/3 5/3
Y(x) = 32: f %[005'1 u—u(l -u?)2] 3 44x77u™ gy
i (18)

Figure 5 1s a plot of the function y(D/r) versus the diameter
of the recewer aperture Dfrq For Dfry << 1, the function
Y(Dfrg) ncreases as the square of the aperture diameter For
Djry >> 1, the value of Y(D/ry) approaches 1 asymptotically
Note that when D = ry, the SNR 1s only 3 dB below what can
be achueved with D - oo As a result, a further increase 1n the
aperture size will only result 1n a marginal increase in the
receiver SNR, and very little can be gained by increasing the
diameter of the receiver aperture beyond ry

Equation (17) shows that the hmiting performance of a sin-
gle monolithic-aperture heterodyne recewver nside the atmo-
sphere 15 equivalent to that of a single aperture with diameter
ro 1 the absence of turbulence In addition to hmuting the
average SNR, the presence of atmospheric turbulence also
induces a severe fluctuation 1n the detected SNR By squaring
the expression for § in Eq (16) and taking the expectation
with respect to the signal phase, the mean-square receiver SNR
can be written as

(32> = ﬁ(z)::T fWD(rl)WD(rz)WD(r3)WD(l’4)
R

(¢s('1)_¢s(r2)+¢s(r3).¢s(r4))

H
X (e )

X dr drzdr3dr s (19)

Equation (19) 1s very difficult to evaluate 1n a closed form
However, by applying Fried’s approximation, a simple upper
bound on the mean square SNR can be given by (Appendix A)

5/3 2
0461(D/rn) oY (512
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X (rﬂ)‘1 j Kowywe 207 4
0

(20a)
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Equation (20a) can be evaluated numerically The result,
which 1s shown 1in Fig 6, provides an upper bound for the
mean square SNR fluctuation Note that the upper bound
diverges exponentially for Dfrg 2 1 Also shown in Fig 6 are
the results of a Monte Carlo simulation of the mean square
SNR In contrast to the diverging upper bound, the simulation
data show that the mean square SNR actually converges at
Djrg > 1 This convergence can be argued as follows for
Ir, - r,| 3> rg, the phase of the incoming signal at r, and T
will be completely uncorrelated so that the expectation of the
exponent n Eq (19) 1s negligible By applying a simple geo-
metrical argument, 1t can be reasoned that the integrand 1n
Eq (19) 1s neghgible except when r; ~r, and r3 ~r4, or when
r; ~r3 and r; ~ 1y Consequently, only two of the four spa-
tial integrals increase with increasing D, and the integral in
Eq (19) increases only as D* As a result, the mean square
SNR converges as D = o

When the effect of turbulence 1s taken into account, the
performance of the noncoherently combined heterodyne
recewver depends on the actual probability distribution of §
Given PB(B), the probability distribution of 8, the first two
moments of the noncoherent demodulator can be calculated
by averaging Eqs (9) and (10) over the distribution of 8 as

VT

E[u]=ﬁ T e GRLAEB  (21a)

El] =f (1+B)EMB)dE = 145 (21b)
0

A detailed description of the distribution of g8 1s needed to
evaluate these integrals Unfortunately, due to the complexity
of the expression shown 1n Eq (16), the statistical properties
for B are very difficult to characterize However, when the van-
ance of f 1s small, a simple approximation for the mean de-



modulator output can be found by expanding the conditional
expectation of the demodulator output in a Taylor seres
(Appendix B)

E [u]

j'“;*qumQ@w

22

‘/_ e F13/2,1,8) - \L_e'ﬁ 1F13/23,8) o}
(22a)

Because the second derivative of the conditional average of the
demodulator output 1s always negative, 1t can also be shown
that the average demodulator output 1s bounded from above
by (Appendix B)

Elul < YZeP P GI1) (22b)

For the analysis of noncoherently combined heterodyne re-
cervers nside the atmosphere, 1t will be assumed that the indi-
vidual receivers are spatially separated by a distance much
greater than the phase coherence length r, of the atmosphere
so that the output of these receivers can be modeled as inde-
pendent and 1dentically distributed Therefore, by substituting
the expressions for the first two moments of the demodulator
output from Egs (21b) and (22b) into Eq (7), an estimate of
the combiner SNR can be found for a noncoherently com-
bined heterodyne receiver inside atmosphere Since Eq (22b)
presents an upper bound for the mean demodulator output, 1t
follows from Eq (7) that the combiner SNR derived 1s an
upper bound for the actual combiner SNR Similarly, by sub-
stituting Eqs (21a) and (22a) into Eq (7), an approximation
to the combiner SNR can be derived If we further substitute
in the upper bound of the variance of § given in Eq (20), the
resulting combiner SNR will be an approximate lower bound
of the actual combiner performance

Guven the expression for the combiner SNR, the perform-
ance of the combined receiver can be investigated Figure 7
1s a plot of the combiner SNR versus the total receiving area
for a noncoherently combined heterodyne receiver with sev-
eral values of V, the number of recervers The incoming signal
mtensity ) and the atmospheric coherence length r are
fixed Also plotted in the figure 1s the SNR for a coherently
combined heterodyne recerwver with no turbulence This curve
represents the best achievable performance for a heterodyne
recerver at a given receiving area Note that when the total
collecting area 1s small, the performance of the combined sys-
tem degrades with an increase in the number of receivers
This 1s because the efficiency of the noncoherent demodula-
tion process degrades rapidly with decreasing signal power
However, as the diameter of the receiver aperture increases

beyond rg, the SNR of the single-aperture receiver begins to
saturate because of the atmospheric turbulence On the other
hand, for systems employing a number of receivers, the com-
biner SNR continues to improve unti the diameter of each
recewver 1s greater than ry Therefore, for a system which
requires a large collecting area, the performance can indeed
be improved by combining the outputs from several receivers
It should be noted, however, that despite the improvement
in combiner performance with an increasing number of re-
cevers, the performance of the noncoherently combined re-
cetver 1s still far inferior to that of a coherently combined sys-
tem In fact, for the given signal intensity assumed in Fig 7,
the noncoherently combined receiver suffers more than 20 dB
loss 1n the receiver SNR

It 1s interesting to evaluate the combimng loss versus the
number of receivers Plotted in Fig 8 1s the combining loss of
a noncoherently combined heterodyne receiver versus the
number of receivers The total collecting aperture s fixed so
that an increase 1n the number of receivers corresponds to a
decrease 1n the diameter of the individual receiver apertures
For systems employing a large number of small-aperture re-
cetvers, the loss due to noncoherent demodulation dominates
so that the combining loss increases with an increasing number
of recetvers For systems using a small number of receivers, on
the other hand, the SNR of each receiwver 1s limited by the
coherence length of the atmosphere, and hence the receiver
performance umproves with an increasing number of receivers
Consequently, given the overall collecting area and the phase
coherence length rg, an optimal number of receivers can be
found which maximizes the combiner SNR It should be
noted, however, that Fig 8 was generated by fixing the total
collection area of the combined receiver When the size of the
individual recewver 1s fixed, 1t follows directly from Eq (7)
that the performance of the combined receiver improves line-
arly with N It 15 also interesting to investigate the dependence
of combining loss with different values of 7, the phase coher-
ence length Figure 9 1s a plot of the combining loss versus the
diameter of the individual aperture at different values of r
The total collecting area of the combined receiver 1s again
assumed to be equivalent to that of a monolithic receiver with
a 10-meter diameter It 1s seen that the performance of the
combined receiver 1s optimized when the diameter of the indi-
vidual receiver D 1s approximately equal to the phase coher-
ence length ry The combining loss increases rapidly when the
size of the individual aperture becomes much larger than r,

V. Conclusions

Combining outputs from a number of small-aperture heter-
odyne receivers can significantly reduce the cost of construct-
ing a recetver with a large collecting area In principle, output
signals from these small-aperture recewvers can be combined
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to improve the detection statistics Compared to systems
employing a single, diffraction-limited aperture, however, the
noncoherently combined receiver suffers from the combining
loss due to the noncoherent demodulation process This com-
bining loss increases rapidly with an increasing number of
aperture segments The loss due to noncoherent combining 1s
worse for systems with weak incoming signals For systems
with a large number of segments (N ~ 100), the combining
loss 1s on the order of 15-25 dB for systems with an effective
single-aperture SNR of 10-20 dB The combining loss 1s
smaller for systems with higher signal powers

When the atmospheric turbulence 1s taken into considera-
tion, however, the performance of a monolithic-aperture het-
erodyne recetver 1s limited by the size of the phase-coherence
cell of the atmosphere As a result, increasing the size of a
monolithic aperture will not result in a corresponding improve-
ment 1n system performance For such a system, the noncoher-
ently combined receiver can provide a significant improvement
in system performance The analysis showed that, given the
size of the overall collecting aperture, the performance of the
recerver 1s optumzed when the diameter of the individual sub-
aperture 1s equal to the phase coherence length of the atmo-
sphere r Increasing the size of the individual aperture beyond
ro can result 1n a saturation of individual SNR On the other

hand, reducing the subaperture to a size smaller than ry will
increase the combining loss and hence degrade the system
performance

It should be noted that for large NV, the combining loss of
the noncoherently combined heterodyne receiver is due pri-
marily to the inefficiency in the noncoherent demodulation
process It was assumed throughout this article that the coher-
ent combining 1s meffective due to the weak signal power and
the rapidly varying atmospheric condition For systems 1n
which this assumption can be relaxed, the coherent combining
scheme can be used to improve receiver performance signifi-
cantly One such system 1s the large-aperture heterodyne re-
cewver 1n space Although the alignment errors between indivi-
dual receivers can induce random phase shifts between the
detector outputs, these phase errors are fixed and can there-
fore be accurately measured and properly compensated 1n the
absence of rapidly varying atmospheric conditions Another
scheme 1s to use the adaptive optic technique to correct
for the atmosphencally induced wavefront distortion The
required high signal power can be provided through the use of
natural or artificial gwide stars [3] Recewver performance
comparable to that of a monolithic, diffraction-imited receiver
can be obtained, at least in principle, with the use of a coher-
ent signal combining scheme
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Fig 6 Mean square value of the demodulator SNR < 32> versus
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Appendix A
Derivation of the Mean Square Receiver SNR

Given the expression of § m Eq (16), the mean square
SNR, (2 ), can be written as

<ﬁ2>=agAL2 W) Wp,)

R

X ( e’(d’s(fl)'¢s(r2)+¢s(r3)_¢s(i4)) y

X dr,dr,dr,dr, (A-1)

The expectation over ¢g(r;) can be evaluated by using the
assumption that dg(ry.ryr3.r4) = ¢g(ry) — dg(ry) + dg(r3)
- ¢S(r4) 1s a zero-mean Gaussian random variable The result-
ing expectation value of the exponential 1s given by

1
(8%) = g2 —

Wp e Wy (r,)W, (r3)

172[-D (11y-1, )= (111, 1)
e{’ o1 4 o2 3

WD(r4)e

+ %( Iry—rg N+ %( lry-1

2
(7SO, | el (A2)

where oi 15 the variance of ®g(ry,r,,r3,ry) Equation (A-2)
can be further simplified by realizing that

(@a-b+c-d)? = @-bP2 +@-d)? +(b-c)? +(c-d)?
—(@-c)t-(p-d)? (A3)

and that the expectation of the phase-difference square 1s
simply the phase structural function, 1e, Dy(ry - ry) =
(log(ry) - ¢s(r2)|2) By substituting Eq (A-2) mto Eq (A-l),
the mean-square SNR can be written as

1/2[—%( ) I)—%( leg—1, I)]:

] }
4
drl dr2d|'3dr4

5/3 5/3 5/3
16D 344D (ry)7 " [=lug=uy 1" P —juy=u, 7' "]
30 ( )[Ii’l(ul)wl(uz)wl(“3)w1(“4) e 0 1~42 uy-uy

344/ 3 [—tuy—uy 133 cymuy 341 ug
e

where we have carried out the substitution of variables, r, =
Du,, and applied the 5/3 power law of the phase structural
functxon to factor out the term (D/r0)5/3

The mean square SNR given in Eq (A-4) 1s very difficult to
evaluate numencally However, a simple upper bound of the
integral can be obtained by using the fact that since |u,| < 1/2,
lu, - ll,l u, < 1, and the 5/3 power ofu can be bounded
from above and below by

I3 4 pumu 513
"2 ]d ,du,duydu,
(A-4)
W2 < uS <l S (2] - w2+ 006698
4, 6 6 y
o<uxl

(A-5)

The bounds in Eq (A-S) are derived by solving for the maxi-
mum and muumum of the function y(x) = x5/3 - x2 By
substituting the upper bound into Eq (A-4) for terms with
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positive exponents and the lower bound for terms with the LT TR, |2
negative exponent, a simple upper bound for the mean square Wl(“l) wl(“ 4)e 172773740 gy , du4 =
SNR can be easily derived,

5/3.2
By 2a | Kw)we™ W aw (A-8)
5/3 nr
) 0461(D/rg) 2 (™o
Br<e By \7 ] 9DIry)  (A-6)
where
where
4 P Q 1 ) 1
256 (D = d, d += -=zw/D,
#(DIry) = ;4_ (¥> fwl(ul) ACH) K(w) . p ) Qf(P 2w/D,q f(P 3 / q)
P =1-w/2D
[-(D/r0)5/3Iul—u2+u3—u4l2] wi
Xe (z'ul(17u2d113du4
1/2
(A7) Q = [1-(w2D)}
Since the integral involves only a single variable of the form - -1 2, ,2y1/2
w=|uy - uy +uy —u4I2, the 4-fold integral in Eq (A-7) can Feey) = cos [+
be collapsed into a single one-dimensional integral of the form 12
[7] -+ yHY2 (1 - (P 4 yh) (A-9)
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Appendix B
Derivation of Eq. (22)

Given the probability distribution of f, PB(B)’ the expecta-
tion value of the noncoherent demodulator output 1s given by

Ell = L Y IOL: ®1)

where f(8) = E [ulB] = Va/2)e™?,F(3/2,1,8) 1s the condi-
tional expectation of u The integral in Eq (B-1) depends on
the distribution of § and hence 1s 1n general difficult to evalu-
ate However, when the distribution of § 1s sufficiently narrow,
we can expand f(f) around the mean SNR B as

@ ~ 1@ +r@e-H+LL6-p2+ @)
The derivatives of the function f(B) can be evaluated by taking

the denvatives of the degenerated hypergeometric function,
and applying the recurrence relations

ar@) _ d (v - )
i W(T e F(3/2,1,6)

= \/—;e'BIFl(3/2,2,[3) >0

3 (B-3)

T e F (3/23,6) <0 (B-4)

By substituting the Taylor expansion in Eq (B-2) into
Eq (B-1), the expectation value can be written as

El ~ j; ) (f(ﬁ) +r G-+ 52 - 5)2))11,(6) as

£'® 2

= f@+—— o (B-5)

where the first order term vanishes because of the fact that

6= [ B,(8) dB
0

To show that f(B) 1s an upper bound of Eq (B-1), note that
since the second denvative of f(B) 1s less than zero for all §,
the function f(B) 1s always less than the linear term g(B) = 1 (6)
+ f'(B)(B - B) Consequently, f(B), which 1s derived by substi-
tuting g(8) for f(B) in Eq (B-1), 1s always greater than the
actual expectation value

(B-6)
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Avalanche photodiodes (APDs) operating in the Geiger mode can provide a signifi-
cantly wmproved single-photon detection sensitivity over conventional photodiodes
However, the quenching circuit required to remove the excess charge carriers after each
photon event can introduce an undesirable dead time into the detection process The
effect of this detector dead time on the performance of a binary pulse-position-modulated
(PPM) channel 1s studied by analyzing the error probability [t i1s shown that, when back-
ground noise is negligible, the performance of the detector with dead time i1s similar to
that of a quantum-limited recewver For systems with increasing background intensities,
the error rate of the recewer starts to degrade rapudly with increasing dead time The
power penalty due to detector dead time 1s also evaluated and shown to depend cntically
on background intensity as well as dead time Given the expected background strength in
an optical channel, therefore, a constraint must be placed on the bandwidth of the

January-March 1988

Effect of Detector Dead Time on the Performance of Optical

recewer to hmit the amount of power penalty due to detector dead time

I. Introduction

The single-photon detection sensitivity of avalanche photo-
diodes (APDs) can be improved significantly by operating the
APDs i the Geiger mode [1] In contrast to conventional
photodetectors that are susceptible to circuit noise, the ex-
tremely high gain of the Geiger-mode APD allows single-
photon events to be detected effectively For deep-space com-
munications where the energy efficiency 1s critical, the use of
the Geiger-mode APD will allow the implementation of near-
quantum-limited optical communication links

To operate the APD 1n the Geiger mode, the APD 1s first

cooled to reduce the number of thermally excited charge
carniers The APD is then reverse-biased beyond its breakdown
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voltage A single photon event will then imtiate an avalanche
of charge carriers and generate a detectable signal Because of
the strong reverse bias, however, the APD must be quenched
after each photon event to remove the excess charge carriers
and stop the avalanche This quenching process introduces an
undesirable dead time into the detection process Photons that
arrive after the mnitial photon event and before the end of the
quenching process will therefore not be detected The presence
of detector dead time can also perturb the count statistics of
the photodetector Compared to a conventtonal detector for
which the detection process can be modeled as a Poisson
arrival process, the number of detectable photon events of a
Geiger mode APD over a fixed interval 1s imited by its dead
time The distortion of count statistics can result in a higher
bit error rate for optical communication channels Conse-



quently, a higher signal power 1s required to maintain the given
error performance In this article, the effect of detector dead
time on the performance of an optical PPM system 1s analyzed
It 1s shown that 1n the presence of detector dead time, a higher
signal power 1s required to maintain channel performance This
power penalty 1s then numerically evaluated for several differ-
ent signal and background strengths

Il. Photocount Statistics

In the absence of the detector dead time, the detection of
photon events can be modeled as a Poisson arrival process for
which the probability of detecting & events over a time period
[0, T) 1s given by

(\T)* _
p(k) = ——k,x e s

where the constant A 1s the average rate of arrival for photons
The photocount rate A can be related to the intensity of the
optical signal by

where n 1s the quantum efficiency of the detector, P, 1s the
intensity of the incident optical signal, A 1s Planck’s constant,
and v 1s the frequency of the optical signal

When the detector dead time 1s considered, the actual count
statistics of the receiver can be very different from the photon
arrival statistics This difference 1s illustrated in Fig 1 The
photons that arrive after the initial photon event and before
the end of the quenching process will not be detected In the
presence of the detector dead time, the detection statistics are
no longer Poisson distributed In fact, for a detector with dead
time A, the maximum observable count over a penod of
[0, T) 1s ko = I7;/A) + 1 where |x] denotes the largest inte-
ger that 1s smaller than x Furthermore, since the detector
dead time can overlap two adjacent tume siots, the count statis-
tics over a given tume slot will also depend on the received
optical mntensity over the previous time slot For a receiver
with dead time A, the probability of detecting k¥ photon events
where k <k_, -2 1sgiven by (Appendix)
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where 8 = A/T, 1s the normahzed dead time and K, K, are
the average number of mcident photons over the previous and
the present time slots, respectively The probabihity of observ-
ng k. -1andk_  events can also be calculated
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The probability distribution p(k) 1s plotted in Fig 2 for
different values of § Note that for a receiver with no dead
time, the photocount distribution 1s Poisson with mean K,
In the presence of the detector dead time, the distribution 1s
shifted towards the lower end Furthermore, the probability
density 1s zero for k > k_ ..

lil. Performance Impact

The performance of optical channels under Poisson statis-
tics has been investigated thoroughly in the literature [2]. [3]
It was shown that the pulse position modulation (PPM)
channel offers superior performance over other modulation
schemes In this scheme, each transmitted word 1s divided into
M time slots, and the signal 1s encoded such that only one of
these M slots contains the signal pulse Because the detector
can be implemented by simply comparing the received photo-
counts over different slot periods and choosing the slot with
the highest count, the PPM decoder 1s less sensitive to the fluc-
tuation 1n background and signal strengths Furthermore, by
compressing the signal power into a narrow time slot, a higher
signal-to-noise ratio can be achieved and the overall system
performance is improved
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Given an 1deal photon counting detector the probability
of error for a binary optical PPM system can be written as [2]

PBE = %l:l+Q(\/2K , \E(KS«LKB))

-0 (VK7 Ky . VK,

where Kg = N\gT,, Kz = AgT, are the average number of signal
and background photons received over the time slot, and
Q(a, B) 1s the Marcum’s Q function which 1s given by

0(@,p) = f @32 | (ax) dx
[}

where I,(x) 1s the modified Bessel function of order zero The
above equation was derived by assuming that the photocount
statistics of the receiver can be modeled as a Poisson arrival
process In practice, the detectors used rarely achieve Poisson
counting statistics Conventional PIN diodes and APDs. be-
cause of their low signal gain (G = 1 for PIN diodes, and
G =~ 100 - 300 for APDs), are susceptible to the thermal noise
that 1s 1n general not Poisson distributed When operating
under low signal intensities, the low detection gain can result
mn a reduced single-photon detection efficiency and non-
Poisson output statistics

The detection sensitivity can be unproved by operating the
avalanche photodiode in the Geiger mode 1] Because of the
detector dead time associated with the Geiger mode of opera-
tion, however, the photocount statistics cannot be modeled
as Poisson-distributed random variables Furthermore because
of the finite duration of the detector dead time, the detection
statistics for neighboring time slots become correlated The
photocount statistics of a given time slot depend not only on
the signal intensity, but also on the intensity received during
the previous time slot In effect, the presence of the detector
dead time introduces an intersymbol interference into the
detection statistics

The actual error probability of the optical PPM channel
under this intersymbol interference 1s difficult to analyze A
simple estimate of the channel error rate, nevertheless, can be
derived by assuming that the count statistics over different
time slots are independent In this case the error probability of
a binary PPM channel can be written as

| &
PBE(K .K) = 5 E P(k|K)) P(KIK))
k=0

+3 P(kIK) ) PRIK,)
k=0

C=k+1



In the above equation, P(k|K,) and P(k|K,) denote the
probability of receiving k counts m a slot where the average
incident photons are K, and K|, respectively The first term
on the nght-hand side of the PBE expression is the probability
that both time slots receive equal counts, in which case a ran-
dom choice was assigned at the decoder The second term on
the night-hand side 1s simply the probability that the back-
ground time slot receives more photons than the signal time
slot It should be remembered that the above PBE expression
was dertved by assuming that the receiver photocounts for
adjacent time slots are uncorrelated The margmnal count
statistics for each time slot, however, still depend on the
optical intensities received in the present and the previous
time slots Using this approximation, the PBE of a binary PPM
channel can be evaluated by averaging over different distribu-
tions of the transmitted sequences Plotted m Fig 3 1s the
probability of bit error for a binary PPM system assuming
independent slot count statistics The PBE 1s evaluated by
assuming that channel symbols are transmitted with equal
probability It 1s seen from the figure that, at small values of
8, the effect of dead time on the channel PBE 1s almost negl-
gible As the dead time increases, however, the channel error
rate starts to mcrease For § > 0 2, the discrete quantization
of the detector count statistics can result mn an observable
distortion of the PBE curves This fact can be seen from Fig 3
where, at § =~ 1/3 and 1/2, the PBE curves display significant
distortions due to quantization

It should be noted that the performance of the PPM receiver
depends strongly on the background count statistics For chan-
nels with no background noise, the performance of the detec-
tor with dead time 1s i1dentical to that of a quantum-limited
receiver When background noise 1s present in the receiver,
however, the performance of the receiver becomes very sensi-
tive to the detector dead time Plotted in Fig 4 1s the proba-
bility of bit error for a binary PPM channel at different values
of the background intensity It 1s seen that, even for Kz ~0 5.
the recewver performance 1s very sensttive to the detector dead
timeat§ > 01

Finally, the increasing probability of bit error imples that
higher signal power 1s needed to maintain the system perfor-
mance in the presence of detector dead time The power
penalty due to detector dead time can be defined as the ratio
between the required signal power 1n the presence and in the

absence of detector dead time This power penalty can be
evaluated numerically Plotted mn Fig 5 is the recerver power
penalty versus dead time for a binary PPM channel at several
values of the probabihity of bit error The background inten-
sity 15 assumed to be Kz = 1 Note that the power penalty
increases rapidly for § > 01 In particular, for PBE = 1076,
the power penalty due to dead time 1s greater than 2 dB when
6 > 01 This imples that, in order to keep the power penalty
due to detector dead time to within 2 dB, the system operat-
ing at PBE = 10-% must have an effective detector bandwidth
higher than 10/7, Equiwvalently, the detector used in the
receiver must be capable of counting photons at a rate higher
than 10/T; The required detector bandwidth 1s smaller for
systems operating at lower bit error rates and weaker back-
ground 1intensities

The power penalty also depends strongly on the back-
ground intensity Shown in Fig 6 are the power penalty curves
for a system operating at PBE = 10-3 and at different back-
ground levels Note that systems with higher background
levels are more sensitive to the detector dead time Given the
detector dead time, the power penalty 1s smaller for systems
with weaker backgrounds In particular, for § =0 1, the power
penalty ranges from less than 0 1 dB for K3 = 0 01, to approxi-
mately 1 5 dB for Ky =2

IV. Conclusions

The effect of detector dead time on the performance of an
optical communication hink was analyzed It was shown that,
in the presence of a large detector dead time, the receiver
photocount statistics are seriously distorted The distortion
of photocount statistics can result in a degradation of the
recetver performance for systems with nonzero background
intensities As a result, higher signal power must be applied to
maintain the performance of the optical channel This power
penalty was shown to be a function of the desired BER, the
detector dead time, and the background intensity When
designing the optical channel using the Geiger mode APDs,
therefore, sufficient power margin must be reserved to account
for the losses due to detector dead time Similarly, given the
power budget, the desired BER, and the expected background
level, care must be taken to ensure that the detector employed
has a sufficient bandwidth
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Appendix
Evaluation of the Probability Distribution

The probability distribution for the count statistics can be
divided into 4 different cases, depending on the time of arrival
1o of the last detected photon before the start of the current
counting period. and the time of arrival of the kth photon
The probability density for each of the 4 conditions can be
easily shown to be [4]

Case 1 1, <-A,2, >T-4 p(1.t,, .t)
= )\k e‘}‘OA e"‘l[tk'(k'l)Al dt dt
1 1 k

Case 2 t0<—A,t <T-A p(to,tl, b))

= N e Mol e'}‘l(T-kA)dtl dr,

Case3 t,>-A.t, >T-A p(t,.t, 1)

k ghofo ,~M(k-1g-KA)
AN e 0 dt, dt, dr,

Cased 1,>-A,5, <T-A p(t.t, 1)

k ,Noto M [T-19-(k+1)A]
)\07\1e e dto dt1 dtk

The probability of receiving k photons over the period
[0.T) 1s simply the integral of the probabihty density over the
k + 1 dimensional region spanned by (#,.1,, , 4.) Depend-
ing on the number of photons X, the integral must be carried
out over a different region

Case 1 t0<—A, tk> T-A

Depending on the number of signal photons collected, the
probability for this case 1s given by

R RN 10
k<k -1 Pk) = [ f
max _
1,=0 J 1,=0 fe_ =628

T
X pt, .tk)dtl dt2 dt,
tk:T-A

t2—A ta—A tk—A
k = kmax P(k) =f j f
tl=0 t2=0 tk— 1=(k—2)A

T
X / p(,, »h)dt dr, dt,
t,

= (k-Da

Case 2 % <-A, L <T-A

fz—A t3—A fk-A
b1 20 I
1,=0 J 1,=0 f_~k-Da

T-A
X p(t,, .t)de adr dt,
1, =(k-1a

(T-ka) 2t

5 e—?\l(T-kA) e—)\oA

k=k

max Not admissible

Case 3 t0>-A, tk> T-A

In this case the dead time resulting from the last photon
that arrived before the start of the time slot will overlap into
the current time pertod, and the resulting photocount proba-
bihity must be averaged over the probability of arrival for the
Oth photon

0 tz—A tk-A
k<k__ -2 P(k) =[ f f
tg=-a Jr =1+ te_1=lgt (=D A

T
X p(to, t, tk) dto dtl dtk
tk=T—A

T-(k+Da 274 T4
k=k -1 Pk) = ] f
max
t0= -A = t0+A tk__ 1=ro+ k-1)a
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X [ pQt,.t, ,t)dt dr  dr
=T-A

ﬁwA

[—T—(k+l)Aj;‘to+A

t JL)dryde  dt

tO’ 1’
4= +kA

ka 278
k=k_. Pk) j
t0= -A t1= to+A
T
X p(tyt, 8 )a'tO dt, dt,

Cased 1,>-A.4,<T-A
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0 t,-4 £-a
k<k_, -2 P(k) =
to=-a Jt=1,+a he St G-DA

T-A
xf p(.t, ,tk)dtodtl dr,
t,

k= to+kA

T-(k+Da p278
k=k__ -1 P(k) =[ f
t0=—A Il=t0+A

T-A
Xf p(to,t, ’tk)dtodtl dat,

tk=t0+kA

k=k Not admuissible
max

Since the 4 cases stated above are mutually exclusive, the
total probability of detecting ¥ photons 1s the sum of the
probabilities evaluated in all 4 cases By substituting the
probability densities mto the integrals, the probability for
detecting k photons in the interval can be calculated
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Finte field multiplhication 1s central to coding theory [ 1] For this application, there
1s a need for a multiplication algorithm which can be realized easily on VLSI chips In this
article, a new algorithm 1s developed which 1s based on the Babylonian multiplication
technique utilizing tables of squares This new algorithm s apphed to the finite fields
GF(q™ ), where q = 3 and 5 It is also shown that this new multiplier can be used to com-
pute complex multiplications defined on the direct sum of two dentical copies of such

Galois fields

l. Introduction

Let GF(q™) be a finite field Also, let  be a primitive ele-
ment 1n GF(q™) Then, N = {a%, a!, a2 ,am~1}1s the
standard basis set of the field GF(g™), and every fixed ele-
ment o/ € GF(g™) can be umiquely expressed as o/ = bya® +
byet +  +b, , &', where b € GF(q) for 0S<7<m -1
1s an element 1n the ground field GF(q) Thus, a/ can be repre-
sented as a coordinate vector of form o = [b,, b, N
1n the standard basis

The most straightforward method to perform a multiplica-
tion of two field elements in GF(g™) 1s the table lookup
method To illustrate this procedure, let 8 = [by, b, ,
b,_i1 and ¥ = [c,, ¢y, ,Cm—1] be two elements of the
field GF(q™) 1n a standard basis representation Further, let a
“log™ table be used to find the exponents 7 and j of § = a!

and v = &/ This 1s accomplished by using elements 8 and 7 as
addresses to locate the logarithms 7 and 7 of 8 and 7, respec-
tively After the addition ¥ =1 + ;7 mod (g™ - 1) of these
exponents, an “‘antilog” table 1s used to find the coordinate
vector representation for a* in a standard basis The element k&
serves as the address of the field element 1n the antilog table

It 1s reported [2, page 71] that the Babylonians and Egyp-
tians were the first to use tables of squares to efficiently real-
1ze a multiplication over the field of integers In thus article, 1t
1s shown that such an algorithm can be used to realize a multi-
plication over the finite fields, GF(3™) or GF(5™) The opera-
tions needed to realize this multiplier are only two squares and
three additions of elements in GF(q™) where g =3 and S The
square of any element 1n the field can be obtained by the table
lookup method The advantage of this new multiplier 1s that
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1t does not need the antilog procedure required in the conven-
tional table lookup method Also 1n this new method, the ant:-
log procedure 1n the conventional method is replaced by three
additions in GF (™)

It 1s well known [3] that a conventional coding system
depends crucially on the fast multiplier in the finite fields
GF(g™) Therefore, the fast multiphcation over GF(g™) for
q = 3 and 5 can be used for deep space communications in a
concatenated coding system In a coding system, the input
sequence 1s a string of binary digits In order to use multiph-
cation over GF(q™) where ¢ = 3 and 5, one first needs to con-
vert an 1nput binary sequence to a trinary or quinary sequence,
and 1nversely to reconvert the output trinary or quinary
sequence back to a binary sequence Methods for realizing
these radix conversions are given 1n [4, page 302]

It 1s shown next that the above new multiplier can be used
to perform complex multiplications defined on both the
extension field GF(32™) or on the direct sum of two copies
of finite fields GF(gq™), where g = 3, and 5 The complex
multiplication defined on a direct sum can be performed by
an efficient method as described 1n thus article

Il. Mathematical Preliminary

Before developing the Babyloman multiplication algonthm
over the field GF(q™), we consider some properties of finite
fields that are helpful to the following development First
consider GF(q™) forq #2 Alsolety=a'#0for0<:1<
@™ - 1 be an element in GF(g@™), where « 1s a primitive
element in GF(g™)

Definition If the polynomial x2 — v = 0 1s solvable 1n GF(g™),

then v 1s called a quadratic residue in GF(g™), otherwise v 1s
known as a quadratic nonresidue in GF(g™)

For y #0, let

(—7’;) = ? (0

It 1s seen i the next theorem that the symbol (y/g™) 1s a
generahization of the Jacobi symbol to Galois fields [9]
Furst 1t 15 not difficult to see that (y(¢™-1/2) = +1 Thus,
from (1), (y/g™) = 1, where “1” 1s the umt element of
GF(@™) A more specific result 1s provided in the follow-
ing theorem

Theorem 1 Let ¢ > 2 If (y/g™) = 1, then y 1s a quadratic

residue 1n GF(g™) If (y/q™) = -1, then v 1s a nonresidue in
GF@™)
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Proof See [5]
The following theorem is to be found n {5]

Theorem 2 Let GF(g™) be a finite field where ¢ > 2 Then
-1 - ( l)qm2- 1 =
O

Proof See Appendix

1,forg=1mod 4
1,forg =3 mod 4and m =0 mod 2
1,forg =3 mod 4and m=1 mod 2

03]

The following theorem 1s well known and a proof can be
found 1n [5]

Theorem 3 Let GF(¢™) be a finite field, where g™ -1 =
at ;2 g7, (@, q,) = 1. for 1 #; Then o 15 a pnmitive
element 1n GF(g™) 1f and only 1if 9" ~D/% % 1 mod q for
I<i<r

lll. Multiplication Over GF(q™)
whereq =3 and 5

In this section, a fast method is developed to perform a
multiplication on GF(g@"™) where ¢ = 3 and 5 which uses
tables of square roots This new technique, called the Babylo-
nian multiplication algorithm over the field GF(g™) for two
elements 8 and v 1s obtained as follows

m-1 : 2 _ 2
§ = By = E d of ;(L:(ﬁﬂ_ modg (3)
=0

For q = 3, (3) becomes

§=[(B+7)2+ (B -v)?] mod3 (4a)

For g =5, (3) becomes
§=-[B+7)’+(B-7?] mod5s (4b)

It 1s easy to see that the operations needed to compute (4a)
or (4b) require only two squares and three additions of ele-
ments 1n the field The square of any element needed 1n (4a)
and (4b) 1s found by the table lookup method

IV. Complex Multiplication Over the Finite
Field GF(3>™), where m is odd

Consider ¢ = 3 and m 1s odd, 1e ,m = 2n + 1 By Theo-
rem 2, the negative unit element -1 1s a quadratic nonresidue



in GF(3™), where m = 2n + 1 Thus, the polynomal p(x) =
x2 + 1 1s urreducible i1 GF(3™) for m = 1 mod 2 Hence a
1o0t, say 1, of the quadratic polynomial equation,

px) =x*+1=0 (5

exists and can be found in the extension field GF(32™)
GF(3?™) 1s composed of the set GF(32™) = {a + 1b | a,
b € GF(3™)}where 1 1s a root of (5), satisfying

12=_1mod3 (6)

By the above, in order that x2 + 1 = 0 not be solvable 1n
GF(3™), 1t 1s necessary that m = 2n + 1 Thus, in GF(32™),
the “imaginary” element 7 in (5) plays a stmilar role over the
fimite field GF(3™) that /=1 =1 plays over the field of ratio-
nal numbers For example, suppose @ + 16 and ¢ + 1d are ele-
ments of GF((3™)2) where m =1 mod 2 Then, by (5),

(@tib)t(ct+id) = (@+c)+i1(b+d) 7
and

(@a+1b)(c +1d) = (ac - bd) +1(bc + ad) (8)

These are the exact analogies of what one might expect 1if
a + 1b and ¢ + 1d were complex numbers The operations
needed to compute (8) require only four multiplications and
two additions in GF(3™)

V. Complex Multiplication Defined Over the
Direct Sum of Two Copies of GF(q™)

Let GF(q™) be a finite field Further, let (-1) denote the
negative of the real integer one and let 7 be the solution of
equation x2 = ~1 Finally, define the set qu 1] = {a+ib |
a, b € GF(g™)} of g?™ elements 1n such a manner that addi-
tion 1s given by (@ + 1b)+(c +d) =(a + ¢) + 1(c + d) and mults-
plication 1s given by (a + 1b) (¢ + 1d) = (ac - bd) + 1(bc + ad),
where ac - bd and bc + ad are elements in GF(q™)

Theorem 4 If -1 1s a quadratic residue in GF(g™), then
the set Zq m 1] 1s a commutative ning and 1s not a field

Proof It 1s not difficult to show that any arbitrary elements
such as u, v, and w of Z ,, [1] satisfy the six postulates of a
ring [6, page 1] Thus Zq m [1] 1s a commutative ring

To prove that qu [7] 1s not a finite field, 1t 1s necessary to
show that its nonzero elements do not form a group under
multiplication [7, page 126] To show this, assume there

exists an mnverse element w1 of an arbitrary element w = a +
18 equ [1] such that ww~! =1 Then,

a4 - 1 a-1f 9)

Tatif 2
{1+(F)
a
Since -1 1s a quadratic residue in GF(g™), there exist two
solutions *s of x2 + 1 = 01n GF(g") Let w = o + 1 have the
property that s = B/a Then the denominator of Eq (9) 1s

equal to zero This implies that no inverse w=! of w exists
iz m [:] Thus, Zim [:] 1s not a field

Now suppose that #x are the solutions of x2 + 1 = 0 1n
GF(q™) Ifa+ib equ {1], then let ¢ be the mapping

¢patib—>(a+sh),(@-sb)) = (7,7 (10)

where ¥y = (2 + sb), Y = (a - sb) and v, 7 € GF(g™) With the
same procedure that was used 1n the proof of Theorem 1 1n
[8], 1t can be shown that the mapping m (10) 1s an 1somorphic
mapping Also, 1t can be demonstrated that the set S ,, =
{(e, @) € GF(g™)}hs the direct sum of two copies of GF(qg™),

and that Sqm 1s 1somorphic to the ring qu [7]

The inverse mapping ¢~! which maps (a, @) € Sqm nto
Zq,,, [7] 1s defined by

o~ (v,7)>a+1b (11)

To find @ and b 1n (11), note that (10) implies

atsb=ymodgq (12a)
a-sb=ymodgq (12b)
Summing (12a) and (12b) yields
2a=(y+7Y)modq (12¢)
Subtracting (12b) from (12a) yields
2sb=(Y -Y)mod g (12d)

Since the quantities 2 and 2s are two nonzero elements in
GF(q™), the inverse elements of these two elements exist 1n
GF(gq™) Thus,

a=2"' (y+7)modgq (13a)

and

b=(2s)"! (y-7)mod g (13b)
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Consider 1n the next section complex multiphcations over the
special finite rings qu [1],whereqg=3and 5

A. Complex Multiplication Over the Ring Z3m 1]
Where m is Even

Consider the finite field GF(3™) where m 1s even, 1e,
m = 2n By Theorem 2, one obtains (-1/3™) =1 Thus, -1 1s
a quadratic residue in GF(3™) Hence elements *s exist n
GF(3™) which are solutions of p(x) =x2 + 1 =0 To find
these roots, note from (1) that

3-1)
=1 _ - _
(5)- 07 -

Thus, -1 1s a quadratic nonresidue modulo 3,and x2 +1=01s
not solvable in the ground field GF(3) A root, say s, of the
quadratic polynomial equation, p(x) = x2 + 1 = 0 exusts and
can be found in the extension field GF(3) To show this, let
a be a primitive element in GF(3™), where m = 0 mod 2
Then

o -1=1 mod 3 (14)

Since 4 3™ -1 for m=0 mod 2, Eq (14) becomes

3" 3m-_j\ 2
a 2 = \za 4 =-1mod 3 (15)

or 2 + 1 =0 mod 3 where s = 2ta(®™ -1)/4 ¢ GF(3™) Evidently,
(s, —s) are the roots of the polynomial p(x) = x2 + 1 =0 over
the Galoss field GF(3™) where m =0 mod 2

Let s = +a(37-1)/4 Also let the set Zy, [1] = {a + b |
a, b € GF(3m)} be a ring of 32m elements where 12 = -1
Assume the mapping and 1ts inverse mapping are defined by

¢ (a+1b) > ((a+sb), (- sb)) (162)
and
¢ (v, 7) > (e +b) (16b)
where a and b are computed by
«= 2"y +7)=2(y +y) mod 3 (172)
b=(25)" (y-7)mod 3 (17v)

Then, by Theorem 1 m (8] the nng Z_,, [1] 1s 1somorphuc to
the direct sum of two copies of GF(3™) which 1s defined by
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Sym = {1,y e GF3™)} (18)
where (v, ¥) + (8, B) = (v + 8, v + B) and (v, 7) (B, B) = (+8, 7B)

From (16) and (17), the anthmetic needed to compute the
mapping ¢ and 1ts inverse ¢~! require three multiplications,
one multiplication by 2 and four additions in GF(3") The
operations needed to perform a complex multiplication 1n S,
in (18) require only two multiplications in GF(3™)

Example 1. Let GF(32) be a finite field and a be a primu-
tive element 1n GF(32) Also let 4 = a3 +1xand B=a% +
165, where o3, a, 04, a® € GF(32) Calculate the product of
A and B by using a complex multiplication over the direct
sum of two copies of GF(32)

Since b(x) = x2 + x + 2 1s a pnmutive wreducible polyno-
mial over GF(3), then the nonzero elements of GF(32) are as
follows a, a2 =a-2,a3 =—a+2,0a%=2, a5 =2a,a6 =
-2a-1,0¢7=a+1, and o8 =1 From (15), s= ta(32-1)/4 =
+02 are the solutions of p(x) = x2 + 1 = 0, where *a? €
GF(32) From (16a) and (16b). one obtaimns

3

[+

A +1a—> (@3 +aa,0® -a?a) = (&7, 0)

and

B = a* +1a% > (0* +a%a’, 0% - a%a®) = (a,0?)

The multiplication over Z_,, [1] 1 (@7, 0) (e, a?) = (1,0)
From (17a) and (17b), one obtamns a = 2(1 + 0) mod 3 = o*
and b = (202)"1(1 -0) mod 3=a® Hence AB=a+ib=0a*+
162 Thas result can be verified readily by a direct computation

B. Compiex Multiplication Over the Ring 25,,,[1'1

Consider the finite field GF(5”) By Theorem 2, one
obtans (-1/57)=1 Thus, -1 1s a quadratic residue 1 GF(5)
Hence elements s exist as the roots of p(x)=x2 +1=0m
GF(5™) To find the roots, 1t 1s not difficult to show that -1
1s a quadratic residue modulo 5 and x2 + 1 = 0 s solvable 1n
the ground field GF(5) Since (¥2)2 + 1 =0 mod 5, then ele-
ments s = *2 exist as the roots of p(x)=x2 +1 =01 GF(5)

Let the set Z_, [1] = {a+ b | a, b € GF(5™)} be a ring of
52m elements, where 12 = -1 Also let s = +2 Assume the
mapping and 1ts inverse mapping are defined by

® (a+ib)>((@+2b),@@-2b) = 3,6  (19)

@ (B.8)> (@+1b) (19b)



where g and b are computed by

a=2l(y-y)=-2(y+7)mod 5 (20a)

and

b=2%(y-y)mod § (20b)

Then the nng Z,, [2] 1s 1somorphic to the direct sum of two
copies of GF(5™) which 1s defined by

Sem = {(¥, M7, v e GF(5™)} (1)

where (v, 7) +(8,B8) = (y + 8,7 +B) and (v, 7) (8, B) = (8, 7B)

By (19) and (20), the anthmetic needed to compute the
mapping ® and its inverse ! requires three multiplications
by powers of two and four additions in GF(5™) By (21), the
arithmetic needed to compute a complex multiplication over
Ssm requires only two multiplications in GF 5m)

Example 2 Let GF(52) be a finite field and &« be a pnmi-
tive element 1n GF(52) Also let 4 = (a2 +1a)and B = (a0 +
1a2), where a!?2, a, @10, and a2 € GF(52) Calculate the pro-
duct of 4 and B by using a complex multiphcation over the
direct sum of two copies of GF(52)

Since b(x) = x2 + 2x + 3 1s a prumitive irreducible polyno-
mial over GF(5), then the nonzero elements of GF(52) are as
follows @, a2 = 2a+2,ad3=a+l,a%=xa+2,05=-a-2,
ab =2 a7’ =2a, 08 =-a+1,69=3a-2,a0=2a+1,
all =2q-1,a2=-1, a3 =—q,a¥ =20-2,al5=-a-1,
alb=q -2 al”"=a+2 al8=2 a9=2q, a®=a-1,a2l =
“3a+2,a2=2a-1,aB=22a+1,anda® =1

In GF(52), s = 2 are the solutions of x2 + 1 = 0 From
(19a), one obtains

A = (@2 +10)> (12 + 20,012 - 20) = (all, o)
and
B = (@ +10%)» (! +202,01° _2a%) = (&7,a7)
The multiplication over Z,; [1] 1s
@1, a?)@,a") = (a8, al%)
From (20a) and (20b), one obtains

a=-2® +a%)mod 5 = o'

and
b=2%2(® -a'¥)mod 5 = o

Hence AB = a + 1b = o + 104 This result can be venfied
readily by a direct computation

VI. Implementation of Complex
Multiplications

Let GF(q™) be a finite field GF(g™) can be generated by
any ureducible polynomual of degree m over GF(q) [3]
However, for mathematical convenience 1t 1s more desirable
to generate GF(g™) using a pimtive wreducible polynomal

An algorithm to find a primitive wrreducible polynomal
of degree m over GF(q) 1s given as follows

(1) Construct an ureducible polynomial g(x) of degree m
over GF(g) via the method proposed i [3] The
existence of such a polynomial 1s guaranteed, and there
are

1 m
” > u@a?
=d,dIm

such polynomials, where u(d) 1s the Moebius function
(2) Generate the field GF(g™) using g(x)
(3) Find a primitive element 81n GF(g™) using Theorem 3

(4) Construct a primitive wrreducible polynomial b(x) via
the following formula

bx) = x-H(x-67)  (x-67"7")
The primitive irreducible polynomual b(x) so obtamed can be
used to generate the field GF(qg™)

Let the set Z ,, [1] = {a + ibla, b e GF(g™)} be a set of
g2m elements wixere 12 = -1 It 1s shown 1n the above sec-
tions that if (-1/g™) = -l,qu [1] 1s a field Alsoif (~1/g™) =
+1, qu [1] sarnng Let vy =a+ b and § = c + id be two
elements in Z_,. [1] Let § = x + 1y denote the product of y
and f A complex multiphcation of ¢y and § 1s defined to
be § =B =(a +1b) (c +1d)=x + 1y where x = ac - bd and
y=ad +bc

It was shown in the above sections that complex multi-
plications over the ning Z ,,. [1] can be more effictently done
in the transform domain § ,,, = {(v, )17, ¥ € GF(q™)} The
flowchart of an algorithm for the multiplication over the ring
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Z .. [1] 1s given n Fig 1 This algorithm has been venified by =~ complex nngs The above new multiplication algorithm

a software simulation has been verified both by examples and simulation programs

The computationally architectural designs for the Babylo-

nian multiplication over the finite field or ring are both simple

. and regular and suitable for a VLSI realization Finally, this

Vil. Conclusion new multiplication algorithm can be appled to the develop-

In this article, the Babylonian multiphcation algorithm  ment of coding systems based on the fields GF(32™) and
using tables of squares 1s applied to special finite fields and  GF(52m)
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CONSTRUCTION OF A FINITE FIELD GF(g™)

CONVERSION OF a +1b AND ¢ + 1d INTO {7, 7) AND (8, §) BY THE MAPPING ¢ DEFINED IN {16a)

COMPUTATION OF (5 3) = {y, 7) (8, B) = (48, 7B

INVERSE CONVERSION OF (8, 5) INTO x + 1y BY THE INVERSE MAPPING 0'1 DEFINED IN (16b)

Fig. 1 A flowchart of implementing a complex multiplication over the ring Z qm[l]
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Appendix

Proof of Theorem 2

First, one has

q" -1
2

- @-1)
2

@ +q" 7+ +q+1)

0 mod 2 forg=1mod4

q" 1+q™ %+ +g+1mod2
forg =3 mod 4

(A1)
Thus, if ¢ = 1 mod 4, then (2) becomes

(_"_I_)E (_1)0 mod 2 _ 1
qm

Ifg =3 mod 4,theng + 1 =0 mod 4 Then (2) becomes
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qm -1

5 =gm2@@+1)+ +(@+1)mod?2,
for m=0mod 2
and
qm_l - m-2
—— =q g@+1)+ +q(@+1)+1mod?2,

form=1 mod 2

From (3), one has

=(-1) 2 =

( ) q™" -1 1forg=3mod 4and m=0mod 2

-1 forg=3mod 4and m=1 mod 2
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DSS 13 Microprocessor Antenna Controller
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This article describes a microprocessor-based antenna monitor and control system with
multiple CPUs The system was developed as part of the unattended station project for
DSS 13 and was enhanced for use by the SETI project The operational features, hard-
ware, and software designs are described, and a discussion s provided of the major prob-

lems encountered

l. Introduction

The onginal work on the DSS 13 antenna controller was
performed as part of the unattended station development [1]
The objectives were twofold (1) to replace the existing
antenna controller subsystem (consisting of a Modcomp II
minicomputer and a custom-designed remote data collection
unit) with standard microprocessor controllers stmilar to those
of the other subsystems at DSS 13 through the use of modules
recommended by the Computation and Control Module
(CCM) commuttee, and (2) to generate new software using a
high-level programming language and a top-down structured
design Use of only commercially available modules simphfied
the requirements for documentation and sparing

Additional improvements were made to the system to sup-
port the SETI (Search for Extraterrestral Intelligence) project
The improvements consisted of two additional pointing modes
for random curve fitting, -control of a noise diode for the
Noise-Adding Radiometer (NAR), and the capabihty to lock
either servo axis in hgh speed

ll. System Description

The DSS 13 26-meter antenna 1s an azimuth-elevation type
with a hydraulic servo system Each axis has a high and low

speed capability The maximum tracking rate in low speed 1s
0 2 degree/second mn azimuth and O 05 degree/second mn ele-
vation In high speed, the maximum rate 1s 2 degrees/second
for each channel The encoder resolution 1s 20 binary bats,
corresponding to 0 34 millidegree The antenna was con-
structed 1n 1958 at DSS 12 and was moved to 1ts present loca-
tion at DSS 13 in 1961 Thus 1t 1s old and rather fragile,
requining precise control of acceleration and deceleration The
maximum values are shown in Table 1

Operation of the antenna 1n an unattended mode requires
careful monitoring of many sensors to prevent damage to the
system 1 the event of a fallure Depending on the situation,
an out-of-hmit condition will cause one or more of the follow-
Ing actions

(1) An operator warning message

(2) Reduction of drive voltage

(3) STOP (controlled deceleration and brake activation)
and shutdown of pumps and electronics

(4) Move to the stow position (zenith) and shutdown

A hist of all analog sensors 1s shown in Table 2 All digital
sensors are tabulated in Table 3 For data reporting purposes,
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some angle values are treated as sensor data and are tabulated

i Table 4

Unattended or remote control requires the use of high-
level commands that are designated station-level commands
The commands may be issued from the NOCC, the station
controller, or the local console

A. Station-Level Commands

INIT Turns on electronics and hydraulic pumps

CNF Indicates the start of configuration or predict
data The various types of configuration com-
mands are shown 1n the next section

OFF Performs a STOP, then shuts off hydraulics and

electronics
OPR Operates, moves antenna to follow predict data
STOW  Moves to the stow position and performs a STOP
STOP Decelerates and applies brakes

STR Requests status report (general health or selected
data) The various types of status requests are
shown mn Subsection C

CLEAR
HELP
CLOK
CLDO
CLPO
CLRO
NDON
NDOF

Resets lockout after a fault

Displays one of the help menus

Synchronizes the APS clock to the station clock
Clears direct offsets

Clears position offsets

Clears rate offsets

Turns noise diode on

Turns noise diode off

B. CNF or Configuration Data Commands
(All Preceded by CNF)

YEAR (year)

MODE

(IDLE. AZEL,
SID, 3DAY.
3RAD. 3AZL)

IDLE
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The current year must be entered once
after loading the program because the
value 1s not available from the station
clock

Selects the desired tracking mode There
are five tracking modes and an 1idle
mode

This mode bypasses any position up-
date calculation holding the antenna at
the current point The mode 1s used
mainly for testing and maintenance

AZEL

SID

3DAY

3RAD

3AZL

NAME
(reference name)

Xn
{az or ra angle)
[n=1,2,3,4]

Yn
{el or dec angle)

The AZEL mode allows pointing to a
given azimuth-elevation angle pair The
purpose of this mode 15 to point to
objects that are fixed relative to the
local tangent plane (the collimation
tower or synchronous satellites)

A sidereal rate mode 1s used for track-
ing objects at sidereal rate from nght
ascension—declhination coordinates This
mode 1s used for objects such as radio
stars

This mode 1s used for tracking objects
such as deep-space spacecraft or planets
that are close to sidereal rate A second-
order curve fit (parabolic) 1s generated
from three sets of values of right ascen-
sion and declination for 0 hours GMT
on 3 successive days

This mode 1s similar to 3DAY but 1s
more general 1n that a day-time param-
eter 1s specified for each point The time
interval may range from 2 seconds to
years Provision has been made to accept
a fourth point which will cause points 2,
3 and 4 to shift to points 1,2, and 3 at
the ornginal time of point 2 Thus, a
continuous curve In nght ascension-
declination coordinates can be followed
The fourth point, if used, must be sent
in the time interval between the time of
points 1 and 2 and must have a time
greater than the time of pomnt 3 Nor-
mally, the antenna tracks between
points | and 2 but may continue beyond
point 2 1f a fourth point 1s not used

This mode 15 1dentical to 3RAD except
that the azimuth-elevation coordinate
system 1s used

Allows the user to label a configuration
set with a reference name

Specifies an angle predict for azimuth or
right ascension The value 1s interpreted
according to the MODE Right ascen-
sion values may be formatted as decimal
degrees or as hours, minutes, and
seconds

Specifies an angle predict for elevation
or declination The value 1s interpreted
according to the MODE Declination



Tn
(day-time for
Xn, Yn)

WRAP(L,R,C}

REFC (ON.OFF)

DFAZ (az value)
DFEL ¢el value)
AEAZ {(az value)

AEEL ¢l value)

DFRA (ra value)
DFDC (dec value)
AZRT (az rate)
ELRT (el rate)

TOFF
(day~-time value)

HSAZ (T,

values may be formatted as decimal
degrees or as degrees, minutes, and
seconds

Time reference for 3RAD or 3AZL
modes

The mechanical range of movement n
azimuth 1s extended 90 degrees beyond
the normal 360 degrees of azimuth
designated as center The counter-
clockwise extension is designated the
left cable wrap and the clockwise exten-
sion 1s designated the right cable wrap
A new track, defined by 1ssuing an OPR
command, normally starts in the center
wrap regardless of the antenna’s current
position Tracking 1s allowed to con-
tinue mto either the left or the nght
wrap This command allows an AZEL
mode track to be started in left, right,
or center cable wrap-up for maintenance
and testing purposes

Allows manual control of the refraction
correction The default 1s on for night
ascension-declination predicts and off
for azimuth-elevation predicts

Directs azimuth offset
Directs elevation offset

Azimuth offset corrected for distortion
The value entered 1s divided by the co-
sine of elevation and 1s not cleared by
CLDO

Directs elevation offset This param-
eter results in the same offset as DFEL
but 1s not cleared by CLDO

Directs right ascenston offset

Drrects declination offset

Azimuth rate offset in degrees/second
Elevation rate offset in degrees/second

Allows a time offset from the station
clock for testing purposes

If true, this parameter causes the azi-
muth servo channel to remamn i high
speed If false, the normal speed selec-
tion logic 1s 1n effect

HSEL(T,P

If true, this parameter causes the eleva-
tion servo channel to remain in high
speed If false, the normal speed selec-
tion logic 1s 1n effect

C. Status Request Commands (All Preceded

by STR)

These commands will display the requested data on the
operator display, printer, and station controller

(no parameter)

CNF

ANA
[{channel IDs}]

DIG
[(channel IDs}]

ANG
[{channel IDs)]

TANG

Reports general subsystem health and
whether mn local or remote control
(selected by local function key)

Displays the entire current set of CNF
parameters

Displays the selected analog channel If
no channel 1s specified, all analog chan-
nels are displayed The analog channels
and channel IDs are shown in Table 2

Displays the selected digital channel If
no channel 1s specified, all digital chan-
nels are displayed The digital channels
and channel IDs are shown in Table 3

Displays the selected angle data value If
no value 1s specified, all angle values are
displayed The angle data channels and
channe] IDs are shown 1n Table 4

Displays all analog, digital, and angle
values

Displays time-tagged (at the tume of sam-
phng) azimuth and elevation position
readouts Normally, all data values are
time-tagged when displayed This may be
a second or two after the sample 1s
actually read due to higher priority tasks

D. Maintenance Mode Commands

A set of low-level commands 1s available to assist station
personnel m performing peniodic maintenance or trouble-
shooting functions These commands bypass most automatic
sequences and allow actuation of primitive control functions
such as high-low pump selection brake actuation, pre-imit
overrides, and application of direct drive voltages for the
servo valves These commands are available only 1n the local

control mode

lll. Hardware

The system consists of two controllers as shown 1n Fig 1
The Data Collection Controller, located in the antenna pedes-
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tal, collects analog and digital data from various sensors and
reports this data to the main controller, located 1n the control
room The mamn controller collects additional data from moni-
tor points located mn the control room The existing sensors
and the data collection configuration were not altered to allow
switching control between the Modcomp and the new control-
ler duning the debugging phase This allowed the station to per-
form 1ts normal tracking schedule with minimal interference
The Modcomp was removed upon the completion of integra-
tion of the new controller

The main controller’s task 1s to provide operator interface,
communication, display, local sensor interface, and the neces-
sary logic and calculations for controlling the antenna to per-
form tracking and maintenance functions Communication
with the station controller 1s through a star switch utilizing a
JPL standard 15-hne interface

The Data Collection Controller configuration 1s shown m
Fig 2 It consists of a single board computer (8080 CPU) with
8 kbytes of on-board PROM and 4 kbytes of RAM The CPU
drives a short-haul modem through a serial port and 1s inter-
faced to 24 digital channels through on-board parallel ports
An external digital interface chassis uses commercial optical
1solation modules to convert 24-Vdc antenna levels to TTL A
32-channe] differential input multiplexer and an analog-to-
digital converter provide interface to the analog channels All
input lines are protected from lightming discharges by filters
and varistor-type surge protectors A 64-kbyte RAM module, a
floppy disk controller, a communication expansion module,
and dual floppy disk dnives allow development and testing of
the software in the controller Both controllers utilize the
Intel Multibus 1 After checkout, the program was burned mnto
PROM and the development modules removed, leaving only
the CPU and analog-to-digital converter cards in the Data Col-
lection Controller

The main controller, configured as shown in Fig 3, utihzes
two CPUs on the same Multibus CPU 1 provides interface to
the angle encoders through 1ts parallel ports and performs
most of the tracking-related calculations CPU 2 provides mnter-
face to the star switch through 1ts parallel ports and the seral
data from the Data Collection Controller and modem through
its serial port CPU 2 also performs the conversion of data to
floating point and ASCII, performs the major part of the task-
ing logic, and mitiates appropriate action in the event of
a fault detection A videokeyboard display card (actually
a thurd 8080 CPU) handles the screen display on a high-
resolution monitor and operator interface The design allows
near-real-time data to be displayed in the non-scrolling upper
portion of the screen while scrolling information, alert mes-
sages, operator mputs, and specific data requests (via STR) are
displayed in the lower portion Upper screen data that 1s not
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within expected hmits or states 1s displayed in reverse video
and flagged for possible monitor action The following screen
displays and formats may be selected by single-stroke function
keys

(1) Normal tracking operation

(2) Maintenance display

(3) Analog sensors (displayed in engineering units)
(4) Dagital sensors

(5) Help menus (multilevel)

Another function key 1s used for the selection of local or
remote control Sensor interface to the main controller 1s stmi-
lar to that of the Data Collection Controller for momtor points
onginating or reported near the control room The addition of
an nput—output expansion module is necessary because the
parallel ports of both CPUs are used by the star switch and
angle readout interfaces Numerical computations are facili-
tated by three floating point processors dedicated to tracking
computations, digital servo loop computations, and various
data conversion tasks such as binary to floating point or
ASCIT A communications expansion module provides inter-
face to a printer for data logging or program lists and an addi-
tional terminal to allow each CPU separate control for debug-
ging purposes A digital-to-analog converter module provides
the output drive voltages to operate the servo hydraulic sys-
tem Two extra digital-to-analog channels are available for
recording of test data such as offset overshoot As with the
Data Collection Controller, all software was developed m the
controller using a floppy disk controller and two disk drives

V. Software

The software 1s wrnitten m Intel’s PLM-80 language The
program contains 10,209 lines of PLM-80 source code and 808
lines of assembly language for high-speed peripheral drivers for
special mput-output (floating point cards, 15-line software
handshaking, and the binary angle position) The compiled
program requires 51,523 bytes of program storage and 5948
bytes of data RAM For comparison, the Modcomp minicom-
puter program contained 2300 lines of FORTRAN and 4600
lines of assembly language, requiring 30k words of memory (a
Modcomp word 1s 2 bytes)

Loading of the program is accomplished by reading a fully
linked execution module from disk and operating the program
from RAM Loading time 1s approximately 1 munute and 1s
required only after a power failure

The top-level flowchart for the Data Collection Controller
1s shown m Fig 4 All of the flowcharts shown have been



condensed for 1llustration purposes, and some modules may
represent a combination of several After an initialization
module, the program enters an endless loop contamning the
routines REMDAT, which mnputs data from the transducers,
and REMSEND, which formats, adds a checksum, and sends
the data over a senial link to the main controller A timer on
the CPU board provides a 50-ms mterrupt which 1s divided
modulo 4, causing the main loop to be executed every 200 ms

The serial line operates at 9600 baud The data 1s formatted in -

two 73 ASCI character blocks including a checksum, and
sent continuously Unused channels are included in the fixed
format to allow for expansion The data block can be dis-
played directly on a terminal 1if desired for verification

The main controller top-level software 1s shown mn Fig 5
Both CPUs begin execution of the same code from the same
memory location Each CPU has the ability to interrogate 1tself
to find out which CPU 1t 1s and to jump to separate imtializa-
tion routines From there, each enters a separate endless back-
ground loop except for the servicing of interrupts

The level 2 flowchart for CPU 1 1s shown m Fig 6 The
background modules perform the following functions

CHKSUM Venfies that the program code has not

changed

CHKSTAK  Generates a warning message if the stack 1s
getting too large

HISTBUF Snapshots data RAM for analysis 1n case of

a failure

There are three mterrupts used with CPU 1 Interrupts 3 and
4 are driven from the station clock at rates of 50 Hz and 1 Hz,
respectively, and control all the time-dependent motion of the
antenna for tracking Interrupt 2 1s used to read a character of
serial time from the station clock The station clock 1s read
imtially to establish time Thereafter, the antenna clock 1s
incremented in the 1-Hz interrupt routine The 50-Hz routine
counts each mterrupt to ensure exact synchronization with the
1-Hz interrupt If the count 1s not correct or if the antenna
time does not match station time, an error message is gen-
erated The count 1s also used modulo 5 to call the following
modules every 100 ms

READOUTS Inputs current position from the angle
encoders

UPDATE Updates the angle commands to the cur-
rent time

SERVO Updates the digital servo loop The

loop equation was adapted from the
MODCOMP program and 1s of the form
Rn = K1 * Ro + K2 * Pe, where K1 and

K2 are constants, Ro 1s previous rate
command, and Pe 1s the position error
The program uses eight sets of constants
for all three combinations of azimuth~
elevation, high-low speed, and type I or
II servo If starting from rest, the servo
is type I and switches to type II after
2 seconds The values of K1 and K2
were taken from the MODCOMP pro-
gram and adjusted by observing the sys-
tem response to step functions The
final values are shown 1n Table 5

D2A0OUT Updates the current output drive volt-

age

After the interrupt 4 routine steps the clock, the following
modules are called

ANAACTCNT Decrements counters that control action
on analog channels that exceed error
limits until specified delays have expired

TIMERS Decrements various state timers

CMPRATES Computes the measured angle rates by

differencing the position readouts

Depending on the tracking mode, one of the following
modules 1s called to perform the appropnate calculation of the
desired position for the next second

IDLE, AZEL, SID, 3DAY, 3RAD, 3AZL

Three more routines are called

CHKPRELIM Checks the physical movement imits of
the antenna and stops motion if the

limats are about to be exceeded

REFC Computes a refraction correction using
the corrected Berman model The refrac-
tion correction automatically defaults
to off in modes using azimuth-elevation
mputs and turns on i modes using
nght ascension-declination coordinates
The defaults may be overndden if

desired

WINDAVG Calculates the average wind based on
the last 2 minutes If the average wind
exceeds 45 mph or if a gust exceeds
55 mph, the antenna will automatically

stow even if off or unattended

The CPU 2 level 2 software 1s shown 1n Fig 7 The back-
ground routines perform the following functions
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SPEEDSELECT  Selects either high or low speed mode,
depending on the angular distance to
the desired point An azimuth distance
greater than 10 degrees or an elevation
distance greater than 3 degrees will
select high speed in that channel If
the channel 1s already tracking in low
speed, the speed change algorithm will
be performed to switch the channel to
high speed Similarly, an azimuth dis-
tance less than 10 degrees or an eleva-
tion distance less than 3 degrees will
cause the speed change algorithm to
switch to low speed To prevent exces-
sive overshoot when approaching a tar-
get 1n high speed, the maximum high
speed rate 1s reduced to 05 degree/
second if the distance to the target 1s
less than S degrees

CONVERT Inputs the control room monitor chan-
nels and converts all channels (including
those from the Data Collection Control-
ler) to floating point and ASCII Each
sensor has a mmmum and maximum
value Itmit that may change depending
on the current state This module also
checks sensor limits and wrtes data to
the DATAOUT buffers If momtor
action 1s required due to a sensor out-of-
hmit condition, flags are set for the
TASKREQ module

MONACT Performs the actual tasks selected by
the logic in TASKREQ as a result of a

monitor action

TASKREQ Selects the highest priority task and 1m-
tiates required action If 1t 1s a multiple-
state task, the next state 1s imitiated

when ready

TASKACT Performs the actual tasks selected by
the logic in TASKREQ as the result of
a montor alert, operator, or configura-

tion input

DATAOUT Outputs data from the screen, star

switch, or printer buffers

Four interrupt routines handle the receipt of a character
from the Data Collection Controller, a star switch message, an
operator keyboard character, or a star switch message time
out
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Five help menus are available at the local display, the sta-
tion controller display or the remote display in the NOCC to
provide the operator with assistance in remembering the com-
mands available and their syntax All operator and monitor
events are logged on the printer as well as reported through the
star swatch for eventual recording on magnetic media In addi-
tion, any sensor data may be selected for logging

V. Discussion and Conclusions

Many lessons were learned configuring a maximum loaded
8080-based system with multiple processors Difficulty was
encountered in debugging problems relating to critical timing
relationships between the CPUs Available logic analyzers
lacked the capability to trigger on combined events in each
CPU and back-trace either the CPU or the bus

The 1nability of the 8080 (and of most other CPUs, includ-
ing 16-bit devices) to perform true bit operations greatly slows
down the transfer of digital momitor and control data The
least addressable element 1s a byte Therefore, changing a sin-
gle bit 1n memory, an mput-output port, or an interrupt mask
requires reading the byte, changing the desired bit with a logi-
cal AND, OR, or XOR operation, and storing the byte If more
than one CPU or an interrupt routine attempts to alter a bit 1n
the same byte, one of the changes may not be made The Z80
CPU does allow bit operations and should be considered if one
decides to use an 8-bit processor for monitor and control
applications

All software was developed in the controllers or mn similar
microprocessor computers While this proved convenient from
the standpoint of always having an editor or a compiler avail-
able, the time required for making changes in several modules,
compiling, relinking, and listing was typically 4 hours How-
ever, most of the debugging and patching was performed at
the machine code level One of the advantages of PLM 1s that
the source statements are easily traceable and alterable at the
machine code level An extremely useful feature of the pro-
gram was a built-in simulation of the servo loop and angle
readouts This allowed much of the debugging to be done at
JPL rather than at the station

Several undesirable features of the AMC-95/6011 floating
point processors were encountered and should be given consid-
eration when choosing components for future systems Stack-
onented processors cannot be shared by multiple users (such
as interrupt routines or other CPUs) 1if their state cannot be
restored to the state at the ttme of an interrupt The capability
to save the processor stack and to restore 1t existed, but the
status register could not be restored It would also be useful
In many applications to have access to the remainder following



a fixed pomt division for modulo operations Another annoy-
ing feature of the floating point processors was that if given
operands were out of range, an unpredictable result was gen-
erated rather than a closest approximation In the refraction
algonithm, for example, 1t 1s necessary to evaluate small powers
of e If the argument 1s too close to zero, a very large result 1s
obtamned mnstead of umty In time crtical control applications,
where 1t 1s not possible to check the range of all operands be-
fore computation and 1t 1s too time consuming to execute
floating point error handling routines, a closest approximation
would be desirable It 1s unacceptable to simply report a range
error and halt

The PLM compiler available for the 8080 does not support
floating point directly Operands must be pushed onto the
floating point processor stack, an operation code supplied. and
the result taken off the stack and stored The execution time
for getting numbers 1n and out of the stack 1s longer than some
of the floating point operations themselves Using the floating

point stack, some calculations can be chained to minimize
this overhead, but clever manipulation of a stack 1s one of the
tasks that one hopes to avoid by using a high-level language 1n
the first place The PLM-86 compiler for the 8086 CPU using
an on-board floating poimnt processor avoids this and allows
floating point operations to be written 1n algebraic form

While the objectives of this task have been achieved, 1t 15
clear that this represents a data point on the maximum capa-
bility of an 8-bit microprocessor-based system Limits of
memory size, execution speed, module space, and general
complexity were encountered All of these limits could be
corrected by use of one of the more powerful 16-bit proces-
sors that have become available since the start of this project
The software could be transferred with minor modifications to
a 16-bit processor (8086) by converting from PLM-80 to
PIM-86 This would provide execution time and memory
space for inclusion of additional features such as CONSCAN,
table of offsets, and lhibrary of frequently tracked sources
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Table 2 Analog sensors

Identifier Description Units
A00 TACH AZ LOW SPEED 1 v
A01 TACH AZ HIGH SPEED 1 \'
A02 TACH AZ LOW SPEED 3 \'/
A03 TACH AZ HIGH SPEED 3 \'
A04 TACH EL LOW SPEED A\’
A0S TACH EL HIGH SPEED v
A06 PUMP 125HP LEFT PSI
A07 PUMP 125HP RIGHT PSI
A08 PUMP 75HP LEFT PSI
A09 PUMP 75HP RIGHT PSI
AlO RCVR AGC 1 v
All RCVR AGC 2 \'
Al2 RCVR NAR v
Al3 ATMOSPHERIC PRESSURE mBR
Al4 OUTSIDE TEMPERATURE C
Table 1 Acceleration and deceleration limits AlS RELATIVE HUMIDITY %
A32 EL LS MOTR DIF PRESS PSI
Low speed High speed A33 EL HS MOTR DIF PRESS PSI
Variable deg/s/s ’ deg/s/s ’ A34 EL SYSTEM PRESS PSI
A3S EL HS PRESS PSI
A36 EL LS PRESS PSI
Azimuth acceleration 0005
Azimuth deceleration 0016 8 gflg A37 AZ HS MOTR DIF PRESS PSI
Elevation acceleration 0 00125 0 04 A38 AZ LS MOTR DIF PRESS PSI
Elevation deceleration 0002 0075 A3 AZ HS SYSTEM PRESS PSI
A40 AZ LS SYSTEM PRESS PSI
A4l WIND SPEED SW TOWER MPH
A42 WIND SPEED SE TOWER MPH
A43 WIND AZ SW TOWER DEG
Ad4 WIND AZ SE TOWER DEG
A4S PUMP VOL 75HP LEFT GPM
Ad6 PUMP VOL 75SHP RIGHT GPM
A47 PUMP VOL 125HP LEFT GPM
A48 PUMP VOL 125HP RIGHT GPM
A49 AZ LS ACCUM PS1
AS50 AZ HS ACCUM 1 PSI
A5l AZ HS ACCUM 2 PSI
A52 EL SYSTEM ACCUM 1 PSI
AS3 EL SYSTEM ACCUM 2 PSI
AS54 FLUID LEVEL \"
A5S LS CW CNTRBAL PRESS PSI
AS6 LS CCW CNTRBAL PRESS PSI
AS57 HS CCW CNTRBAL PRESS PSI
AS8 HS CW CNTRBAL PRESS PSI
AWS AVERAGE WIND SPEED MPH
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Table 3 Digital sensors

Table 5 Servo equation constants

Azimuth Elevation
Speed/type
K1 K2 K1 K2
High speed — type [ 0 600 0 200 0650 0 300
High speed — type II 0850 0100 0850 0200
Low speed — type | 0686 0314 0686 0314
Low speed — type I 0900 0197 0850 0150

Identifier Description States
D00 RIGHT WRAP UP IN ouT
DO1 LEFT WRAP UP IN ouT
D02 AZ BRAKE 1 SET REL
D03 AZ BRAKE 3 SET REL
D04 EL BRAKE LEFT SET REL
DOS EL BRAKE RIGHT SET REL
D06 AZ SPEED HIGH LOW
D07 EL SPEED HIGH LOW
DO8 DISABLE SWITCH DISA CLR
D09S PS 28VDC 1 ON OFF
D10 PS 28VDC 2 ON OFF
D11 AZ PRELIMIT IN ouT
D12 EL PRELIMIT IN ouT
D13 PS 28VDC ALL TIME ON OFF
D14 RCVR LOCK IN ouT
D15 REMOTE CONTROL IND ON OFF
D16 PUMP HP 125 75
D17 FINAL LIMIT BYPASS SAFE BAD
D32 PS 28VDC XDCR ON OFF
D33 H FLUID TEMP SAFE  HIGH
D34 EL LUBE PRESS AND AC ON OFF
D35 PUMP 7SHP START RLY ON OFF
D36 PUMP 125HP START RLY ON OFF
D37 PS 28VDC HYDROMECH ON OFF
D38 PS WIND TOWER ON OFF
D39 WRAP UP TENSION SAFE BAD
Table 4 Angle data
Identifier Description

N0O AZ ANGLE POSITION

NO1 EL ANGLE POSITION

NO2 AZ ANGLE COMMAND

NO3 EL ANGLE COMMAND

NO4 AZ POSITION ERROR

NOS EL POSITION ERROR

NO6 AZ RATE COMMAND

NO7 EL RATE COMMAND

No8 AZ RATE ACTUAL

NO9 EL RATE ACTUAL

N10 AZ TOTAL OFFSET

N11 EL TOTAL OFFSET

Ni2 HA TOTAL OFFSET

Ni3 DEC TOTAL OFFSET

N14 REFRACTION

N1S$ AZ DIRECT OFFSET

N16 EL DIRECT OFFSET

N17 HA DIRECT OFFSET

N18 DEC DIRECT OFFSET

N19 AZ AZ/EL OFFSET

N20 EL AZ/EL OFFSET

N21 AZ RATE OFFSET

N22 EL RATE OFFSET

N23 AZ ANGLE R/O DATA

N24 EL ANGLE R/O DATA
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Fig 4 Data coliection controller top-level software
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This article describes a real-tume expert system intended for detecting and diagnosing
faults in a 20-kW microwave transmitter heat exchanger The expert system was devel-
oped on a LISP Machine, Incorporated (LMI), Lambda Plus computer using Process In-
telligent Control (PICON} software The Heat Exchanger Expert System has been tested
and debugged Future applications and extensions of the expert system to transmitters,
masers, and antenna subassemblies are discussed

l. Introduction

An expert system 1s a computer program that embodies or-
ganized knowledge concerning some specific area of human
expertise sufficient to perform as a skillful and cost-effective
consultant [1] The goal of the Heat Exchanger Expert Sys-
tem Project was to write a program that achieved a high level
of performance in diagnosing and troubleshooting heat ex-
changer problems in the Deep Space Network Thus article de-
scribes the results of that undertaking and discusses their im-
phications for future DSN activities It was concluded that the
project was successful and that the same techmques can be
applied elsewhere 1n the DSN

With 1nadequate monitoring and control, problems can
remain unidentified until serious damage has been done and
can then take too long to fix Moreover, operations become
more complex as functions are added to support new deep
space missions Expert systems can enhance operator produc-
tivity by quickly identifying problems, diagnosing the causes
of the problems, recommending appropriate solutions, and
predicting impending problems that have not yet occurred
The heat exchanger expert system 1s a harbinger of things to
come

ll. Heat Exchangers

The radio frequency power required to transmit navigation
and command signals to distant spacecraft generates large
amounts of heat which are dissipated by the transmitter heat
exchanger Just as a water pump cools an automobile engine
by circulating water through the engine and through a radia-
tor, so too does the heat exchanger cool a transmitter by pass-
ing water through 1t to a cooling coil (see Fig 1)

When a heat exchanger fails to perform its cooling function
properly, the entire transmitter becomes moperable Many
hours can be lost in finding the source of the problem, and
many days may be required to repair it

In 1980, approxmmately 25 percent of all transmitter dis-
crepancy reports arose from heat exchanger malfunctions
Thus finding led to the installation of a new generation of heat
exchangers for the DSN’s low-power (20-kW) transmutters,
which by 1987 had reduced the share of all transmitter dis-
crepancy reports attributable to heat exchanger failures to
15 percent A typical example of heat exchanger failure oc-
curred 1 Spain during the winter of 1986-87, when 70 mph
winds and 20°F temperatures combined to freeze all three
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coils The problem took 4 months to correct On another oc-
casion, 1n 1988, a failed sensor on a Califorma heat exchanger
indicated a flow when there wasn’t any The unsuspecting
operator turned the transmutter on, and the resulting heat load
burned up the klystron focus magnet, thereby deactivating
the antenna for many weeks

Mishaps such as these and many others could have been pre-
vented had a skilled engineer been available to constantly
monitor all heat exchanger dials Such an arrangement 1s, of
course, economically infeasible Failing this, the creation of an
expert system with many of the capabilities of a skilled engi-
neer seemed to be a worthwhle investment This was the moti-
vation behind the heat exchanger expert system

lll. The Expert System

The task was to test the feasibility of developing an expert
system for maintaining a heat exchanger Since no active DSN
heat exchangers were available, an old heat exchanger returned
from the field to the Jet Propulsion Laboratory was used for
testing purposes Sensors and a data collection device were
added to the heat exchanger, and a computer was leased to
process and analyze the data and to provide diagnostics

The first task was to determine which problems the heat
exchanger expert system should address This involved a care-
ful analysis of the problems that field personnel encountered,
the amount of time they spent solving these problems, and the
measures that they would consider helpful in performing their
work The principal conclusions of this study were that the ex-
pert system should

(1) Isolate faults to the least replaceable unt

(2) Provide supervisors with equipment status and main-
tenance reports

(3) Furnish operators with alternatives if equipment 1s
not operational

(4) Perform continuous on-line data acquisition and
analysis

These conclusions constituted the design requirements for
the expert system Each task 1s discussed below

A. Isolate Faults

The most difficult part of the job was to acquire from the
expert the knowledge for solving heat exchanger problems and
to translate that knowledge into a machine-readable data struc-
ture suitable for automated problem solving For every heat
exchanger component, the expert was asked to identify all
possible modes of failure, the symptoms or indicators of such
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failures, the sensor information necessary to isolate the fail-
ures, and the corrective actions required to remove them The
expert’s responses were then coded by a knowledge engineer
into a set of “if-then” rules having the general form

IF (situation) THEN (action}

where each rule corresponded to a piece of knowledge fur-
nished by the expert A representative example of a rule 1s
shown below

IF inlet resistivity <2 megohms and outlet resistivity
>2 megohms,

THEN conclude that the main coolant loop 1s being con-
taminated

The final knowledge base of the Heat Exchanger Expert
System contained over 300 such rules, organized as shown in
Fig 2

B. Status Reports

In addition to isolating faults, the expert system had to
provide the user with current status reports on all important
heat exchanger components (e g , whether or not the heat ex-
changer was on, which pumps or fans were on, if pumps and
fans were cycling properly, and whether or not the heat ex-
changer was operating under local control) Measurementssuch
as these were essential for improving equipment availability
and reducing operational costs Other important data for heat
exchangers included equipment operating hours, momentary
fault reports, past equipment faitlures, and repair records
These data elements were provided automatically by the ex-
pert system

C. Furnish Alternatives

The expert system was also required to give the operator
guidance about how best to proceed whenever the heat ex-
changer was “not operational ” In that event, there were two
possibilities erther the heat exchanger was “available,” which
meant that 1t could still be used but that there were things
wrong with 1t, or, alternatively, the heat exchanger was “not
available,” which meant that the heat exchanger could not be
used under any circumstances The expert system had to be
able to distinguish between these two situations and to issue
appropriate mstructions accordmgly (see Fig 3)

The failure of the heat exchanger control connection due to
pin corrosion 1s a type of failure which need not prevent trans-
mitter operation, the heat exchanger can be operated locally
independent of the transmitter Thus failure actually occurred
at a DSN station, and the heat exchanger was subsequently



turned on locally Many other failures also allow normal opera-
tion provided appropriate action 1s taken In some cases, the
heat exchanger may be operated in a limited capacity until re-
pairs can be made Typical examples include fan failure (one
cooling fan 1s usually adequate except on the warmest days
when maximum uplink power 1s also required) and unstable
coolant temperatures (stable coolant temperature is cntical
only for experiments requiring an extremely stable RF carrier,
such as gravity wave searches) The expert system also provides
a printed copy of this type of information to the operator
whenever a problem occurs, thus improving equipment avail-
ability

D. On-Line Data Acquisition

It 15 not enough to know that a fault has occurred The user
would also Ike to be able to predict when a fault 15 hkely to
occur so that preventive maintenance may be performed Con-
tinuous on-line data acquisition was incorporated into the ex-
pert system design to make such predictions possible A least
squares regression line was applied to selected sensor values to
direct the operator’s attention to impending failures The ex-
pert system first alerts the operator to the presence of a poten-
tial problem, and then, by comparing those trends in on-line
sensor values with certain prespecified parameters, the system
predicts a time when those trends will become critical This
mechanism mimics an attentive engineer and permits detection
of wear-out and component degradation before actual failure
Repairs can then be scheduled

An example of a slow failure that can be detected in a
timely manner with on-line data monitoring 1s a slow coolant
leak Such leaks often go undetected until the heat exchanger
1s turned off because the coolant has tripped the low-level sen-
sor Another example 1s loss of cooling efficiency Cooling ra-
diators collect dirt, bugs, and muscellaneous debrs, all of
which nterfere with the cooling This problem 1s detected by
on-ine monitoring of the core air flow pressure Upward
trends 1n pressure are evidence of fouling The momnitoring of
ambient air temperature can also be used to protect the coils
from freezing When the temperature decreases below freezing,
automatic turn-on of the circulating pumps provides protec-
tion if the cooling fans are not turned on (If the heat ex-
changer 1s turned on with the cooling fans operating, this will
freeze the coils almost immediately )

When actual failures occur, the status of parameters just
prior to the failure can provide information that reduces the
time of 1solating a fault because pertinent knowledge 1s local-
1zed, organized, and interpreted Quite often, once a failure
has occurred, 1t 1s impossible to operate the equipment Short-
circutted parts or failled interlock sensors are examples of
faults that can be 1dentified from data monitoring information
of the operation just prior to failure

IV. Implementation
A. Inference Engine

In addition to the knowledge base of rules, a mechanism
was needed for manipulating these rules to make logical deduc-
tions and diagnostics This mechanism, kept separate from the
knowledge base, 1s essentially a mathematical theorem prover
called an “inference engine ” Its job was to derive conclusions
about the status of the heat exchanger from current sensor val-
ues and the rules furnished by the expert system Thus, if the
knowledge base contained the rule

IF ATHEN B

and a sensor reported that A was true, the inference engine
would deduce that B was also true Then the assertion that B
was true might 1n turn trigger other rules having the form

IFBTHENC
and so on

Program execution consists of a continual sequence of such
cycles that persists until either no rule executes or a halt 1s
commanded At each cycle, all rules whose preconditions are
satisfied by the contents of the working memory are deter-
muined If more than one rule 1s activated, one 1s selected by
means of some suitable ‘““conflict resolution” strategy All the
actions associated with the selected rule are then performed,
and the database 1s changed accordingly

Alternatively, if B 1s suspected to be the cause of a prob-
lem, then, armed with a rule of the form IF A THEN B, the in-
ference engine may work backward and ask the sensor system
to provide any confirming evidence about the existence of A

The most difficult thing about applying expert system
techmques to a heat exchanger 1s that everything 1s time-
dependent Consequently, all rules and variable values must be

couched 1n terms of a particular pomnt in time For example,
the simple rule

IFA>BTHENC
becomes
IFA>Battime TTHEN C at time T + 1
eg,
IF tank level > (tank level as of 10 minutes ago),

THEN conclude tank level 1s rising
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The tank level problem 1s one of the simplest examples
Evaluating sequences of events over tune with an expert sys-
tem proved much more difficult As another example, for the
expert system to ascertain whether or not two pumps were
cyching properly, 1t had to have an mnternal model describing
the last tume a particular pump was on compared with the
other pump Thus placed a significant demand on the inference
engine, which not only had to compare events that occurred at
different points in time but also, for purposes of 1solating a
fault that had transpired, had to recall past data or request
confirming or disconfirming data from the data supplier—all in
real time!

At the time of this study, there was only one commercially
available inference engine possessing such capabilities the Pro-
cess Intelligent Control, or PICON, produced by LISP Ma-
chine, Incorporated (IMI), of Cambridge, Massachusetts Ac-
cordingly, PICON was procured from LMI, together with 1ts
Lambda 2 Plus computer

B. Sensors

Before a single rule was developed, 81 sensors were placed
on the heat exchanger For various reasons, not all of them
could be used 1n the development of the rules Consequently,
the rules were wntten for a subset of 57 sensors Of the 24 un-
used sensors, 3 failed, 4 did not provide any information due
to equipment failure, 4 monitored parameters that were never
actually used, 7 momtored transmitter heat load, which
proved unusable, and 6 provided information available by
other means The sensors that had been intended to capture
the heat load could not be used because of the uncontrolled
heat loss in the connecting pipes running between the heat ex-
changer and the transmitter This piping, exposed to rain,
snow, wind, and sun, made heat balance calculations imprac-
tical Even test loads produced large standard errors

With the 57 sensors that were used, it was possible 1n some
cases to identify a particular failed component, but 1n general
fault 1solation was confined to specifying the appropnate pro-
cedures and test equipment necessary to further isolate the
fault to the defective part

C. Simuiations

Simulation was chosen as the method for modeling the heat
exchanger The entire expert system was divided into indepen-
dent pieces and separately simulated sensot values Once con-
fidence was achieved that the individual pieces were operating
properly, they were joined together Finally, ssmulated sensor
values were replaced with actual sensor values

There were a number of shortcomings with this approach
It failed to account for sensor noise, signal timing, and unfore-
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seen parameter variations The rule base that worked so well
for simulated sensor values was often madequate when appled
to real sensors For example, the rule

IF reservonr level 1s decreasing,

THEN send “Differences 1n tank level indicate a leak” to
the engineer

worked well in a simulated mode but misfired when con-
fronted with fluctuations in the readings of the actual reser-
voir sensor, even when the actual reservoir level itself was con-
stant The use of smoothing did not eliminate this problem,
for noise was not the only factor that had to be considered
(Fig 4) The reservoir level dropped whenever the pump was
turned on This difference was traced to the expansion of the
piping caused by the increased pressure of the coolant with the
pump operating The effects of temperature, pressure, time
delays for equipment to turn on and off, and sensor hysteresis
were other considerations that were mmitially overlooked for
the simulated data

D. User interfaces

It 1s not enough for an expert system to sumply come up
with the right answer, that answer must also be presented to
the operator 1n such a way that it can be understood Here, the
LISP Machine contained 1cons, graphs, and displays that made
every expert system operation clear Three different types of
heat exchanger problems illustrate these capabilities a coolant
flow interruption, a fan falure, and a leak 1n the main reser-
voir tank

1 Coolant flow mterruption One way to create a flow 1n-
terlock 1s to partially close the klystron collector flow valve of
the transmitter Once flow falls, the expert system inmedi-
ately detects a fault, and the words “Flow Interlock’ appear
on the console display (Fig 5) At the same time, the set of 1n-
structions listed 1in Fig 6 1s sent to the operator via a printer
The sequence of rules and sensor values leading up to that mes-
sage can also be explicitly displayed

2 Fan failure To create a fan failure, one could open the
fan circuit breaker When the circuit breaker opens, the expert
system detects the source of the fault and notifies the operator
with the message “Warning! Fans not operating properly ”* As
before, the operator can call up detailled mstructions and
graphs to help pinpoint the source of the problem

3 Reservorr leak An illustration of the predictive capabil-
ities of the expert system can be obtained by attaching the
reservolr level transducer to a stochastic ramp function The
regression line fitted to these reservoir level values and a pa-



rameter specifying the mimmum safe reservoir level (20 gal-
lons) then trigger the graph and warning message shown in
Fig 7

IV. Tests

A test procedure was developed to verify the accuracy of
the rule base and to measure 1ts ability to provide operational
information useful in the maintenance of the 20-kW transmit-
ter heat exchanger Key features of the plan included a 72-
hour soak test, an identification of various sensor failures, dis-
covery of temperature and flow interlocks, the 1solation of
short-circuit faults, and the location of leaks The test proce-
dure was applied to the expert system on two separate occa-
sions 1n August of 1987 and 1n October of 1987 There was
signtficant disagreement between the tester and the system
engineer about which tests had passed and which had failed
due to different interpretations of test specifications Figure 8
presents the more conservative results, 1€, the stricter inter-
pretation of the specifications As the diagram illustrates, the
first series of tests yielded correct responses 54 percent of the
time, while the second series of tests had a correct response
rate of 70 percent The August tests were performed before
the rule base had been debugged and before the heat exchang-
er was fully operational By October, the rule base had been
debugged but the heat exchanger was still in need of repair
All remaining errors were explainable and repairable

The tests results indicated that an operational heat ex-
changer expert system could be developed

V. Computer System Problems

The unexpected bankruptcy of LMI 1n April 1987 himited
the amount of software and hardware support available during
the entire development process Although the LISP Machine
1tself 1s now working properly, initially 1t had serious problems
that would have been impossible to resolve without customer
support from LMI These problems included a hard disk crash,
a keyboard failure, and a problem within the terminal itself
Numerous software crashes were traced to unsuitable environ-
mental conditions such as nearby arc welding and high-power
transmitter testing These disappeared with the ntroduction of
a line conditioner

VI. Lessons Learned

The principal lesson learned from this project was that real-
time expert systems are feasible in DSN applications The LMI
Lambda computer and 1ts PICON software were easy to work
with and expedited the creation of the Heat Exchanger Expert
System

More time spent imtially on requirements and problem defi-
nition would pay off in an implementation Detailed test spec-
ifications would be written and agreed upon between testers
and designers early in the design process This would be done
after agreement was reached about the scope of the system
and before the detailed design was begun This could eliminate
discrepancies such as those found in the test results described
above

More effort defining the types of sensors that are requred
to diagnose a problem would be useful Less effort spent try-
1ng to decide how best to use already available sensors 1s indi-
cated The latter strategy produced many overly complex and
cumbersome rules that could have been eliminated by the
addition of a single sensor

A difficult aspect of developing a real-tume expert system 1s
establishing reliable connections with external devices and sen-
sors An elaborate tailor-made C computer program was writ-
ten just to effect communication between R-TIME, a proprie-
tary real-time data interface, and the 57 heat exchanger sen-
sors

Another problem encountered 1n this study was that sen-
sors were not reliable, and additional sensors were needed to
check the accuracy of other sensors The sensor data tended
to be noisy, and many sensors failed to operate as expected
Much time could have been saved had rules been added to the
knowledge base to look for inconsistencies among collections
of sensor values Simulations need to model the statistical
charactenstics of both the signals and the sensors

Real-time expert systems are difficult to build and to de-
bug The systems can be fooled or misled by the execution se-
quence of data requests and rule firings This causes the expert
system to generate erroneous messages, which greatly compl-
cate the debugging process and vahdation of the knowledge
base itself Extra time must be allowed for the debugging
process

VIl. Summary and Conclusions

This project developed and demonstrated an expert system
that monitors and diagnoses transmitter heat exchanger fail-
ures 1n real time Sensors and data collection devices were
added to a heat exchanger returned from the field An expert
system was developed to collect and provide heat exchanger
data and provide diagnostics All of this was accomplished 1n
8 months with the expenditure of 2 work-years of effort

The system will undergo further tests and refinement be-
fore 1t 1s made fully operational Eventually, the expert system
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will be transferred to Goldstone, California, for testing by 18 the 70-meter antenna assembly, which now accounts for
DSN operators If 1t is found that the expert system reduces over half of all DSN downtime (54 8 percent) Other possi-
transmitter downtime, then the same technology will be ap- bilities include the traveling-wave maser or the 20kW CW
plied to other troublesome subsystems One likely candidate microwave transmitter itself
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Fig. 5. Expert system console
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This article describes a two-million-channel, 40-MHz-bandwidth, digital spectrum ana-
lyzer under development at the Jet Propulsion Laboratory The analyzer system will serve
as a prototype processor for the sky survey portion of NASA s Search for Extraterrestnal
Intelhigence program and for other applications in the Deep Space Network The analyzer
digitizes an analog input, performs a 221-point Discrete Founer Transform, accumulates
the output power, normalizes the output to remove frequency-dependent gain, and auto-
mates simple signal detection algorithms Due to 1ts built-in frequency-domain processing
functions and configuration flexibiity, the analyzer 1s a very powerful tool for real-time

signal analysis and detection

l. Introduction

A 221 (2,097,152)-channel spectrum analyzer 1s being de-
signed at JPL for real-time processing of signals with band-
widths of up to 40 MHz from the radio antennas of the DSN
The spectrum analyzer will perform all functions from sam-
pling the input waveform to detecting signals in the computed
spectra Applications include radio-astronomy spectral analysis
and continuum studies, high-resolution frequency analysis of
wideband receiver systems in the DSN, radio-frequency inter-
ference (RFI) studies, and spacecraft telemetry acquisition
and tracking The primary radio-astronomy application will be
to serve as a prototype system for the sky survey analyzer for
NASA’s Search for Extraterrestrial Intelhgence (SETI) pro-
gram [3], in which the entire celestial sphere will be scanned
in the microwave region for narrowband signals The final sys-
tem to be used for the survey 1s planned to have a bandwidth
of about 300 MHz and will consist of segments based on the
prototype design [7]
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The use of high-speed, commercially available CMOS
VLSI components will allow millions of spectral points to be
computed every second The real-time digital processing will
be performed by a rack of special-purpose hardware modules
configured as a pipe in which data flows from the input sam-
plers through the Discrete Fourier Transform (DFT) to the
frequency-domain processing modules The requirements of
the SETI sky survey have guided the design of the frequency-
domain modules The digital boards have parameters that can
be programmed by a user to match specific signal processing
and detection needs Interaction with users and with other
devices 1s through the system controller, a workstation com-
puter that controls and tests the hardware

The core of the analyzer 1s a matrix-style DFT pipe that
can compute contiguous real-time transforms of up to two
million points on a 40-MHz-bandwidth signal The analyzer
performs a long N = LM-point DFT by considering the input



data as an L X M matnx, transforming the columns with
L-long Fast Fourter Transforms (FFTs), multiplying the
resultant matrnx entries by complex rotation factors, and then
transforming the rows with M-long FFTs (see Section IV)
The 1nput to the FFTs 1s a real sequence derived by mixing
the Intermediate Frequency (IF) input to baseband and sam-
pling at a rate equal to twice the IF bandwidth Real rather
than complex samplng 1s used in order to eliminate the
imaging caused by mismatches between the anti-alasing filters
on the real and 1maginary legs of a complex mixer A 2N-long
real sequence 1s transformed using an N-Jong complex DFT by
explorting the symmetries in the spectrum The output spectra
are unscrambled and then processed by special-purpose mod-
ules which can be programmed to perform signal detection
algorithms For example, the Baseline module can be used to
remove frequency-dependent system gain, to whiten the spec-
trum, or to suppress interfering signals The Output Processor
can pick peaks and averages of groups of frequency powers
for display or further processing

If desired, any board can perform a null operation and pass
its input directly to its output This allows testing of the boards
i 1solation or in combination with other boards in the pipe,
1t also allows flexibility 1n the operation of the analyzer For
example, by bypassing stages, transforms less than 221 points
can be performed, processing stages can be skipped, and the
analyzer output can be taken from any section of the pipe

A special design feature 1s that the analyzer can process two
separate mnput data streams in the pipe at the same time An
“mput switch” signal controls the selection between the two
inputs, 4 and B, and labels each spectrum flowing down the
pipe as type 4 or type B To accommodate two data streams,
there are two power-accumulation memories, one for 4 spec-
tra and one for B spectra This capability was built 1n so that
the analyzer could cope with Dicke switching, in which the
antenna beam alternates between a source of interest and a
background source for calibration The addition of another
IF stage would allow the analyzer to process any two input
data streams, 1n particular, 1t may be desirable to process
both the left-circular and nght-circular polarizations of a
radio-astronomy signal

The analyzer pipe has two output valves for the real-time
data one for the spectrum 1maging data and one for the out-
put of the matched-filter detector The output processor
works as a valve for the spectrum imaging data, extracting
coarse-resolution or narrowband data for the graphics dis-
plays The other valve sends the workstation the frequency,
bandwidth, and power of signals which pass a threshold test
from the matched filter The output from both valves can be
used for postprocessing

This spectrum analyzer 1s designed to be a flexible tool for
real-time analysis at high data rates In response to a user’s
needs, the system can be reconfigured by software in milli-
seconds Configuration parameters which can be changed
include the sampling rate, the length of the DFT, the accu-
mulation frame lengths, the signal detection parameters, and
the output processor controls

The next section 1s a more detailed discussion of the spec-
trum analyzer system and 1ts operation Section III explains
the synchromzation and configuration controls Sections IV
and V describe the design and operation of the 221-point
transform, and Section VI describes the real-time frequency-
domain processing modules and how they will be used for the
SETI sky survey

Il. The Spectrum Analyzer System

The spectrum analyzer 1s a pipeline architecture in which,
after a start-up delay, all stages of the algorithm are executing
concurrently [1] Figure 1 1s a functional block diagram of
the spectrum analyzer system The Intermediate Frequency
(IF) Input Signal Conditioner mixes, filters, and samples the
analog input at the desired sampling frequency The Input and
Timing module collects sufficient data for a spectrum in one
of the input buffers, selects the points for the first stages of
the column transforms, and sends them to the Window module
The Input and Timing module also generates the synchroni-
zation signals for the pipeline control The Window module
multiphes the data by the coefficients of a window 1n order
to suppress the sidelobes of the frequency response The
spectrum of the windowed data 1s computed by the matrix
FFT using two separate FFT modules, one for the rows and
one for the columns

The 128-point column FFTs are 16-bit, fixed-point, radix-2
FFTs with two stages on a board Each FFT stage performs a
radix-2 FFT butterfly operation and then implements the
delay for the next stage The outputs from the column FFTs
go into the matrix transpose memory, which selects the points
for the row transforms Each point 1s multiplied by the appro-
priate complex rotation factor called a “twiddle” factor prior
to entering the second FFT module The row FFTs are radix-4,
floating-point FFTs with one stage per board Both FFT mod-
ules are fully pipelined [1] The matnx FFT was chosen
because 1t allows small numbers of data points and twiddle
factors to be resident on the FFT boards at the expense of
performing the matrix transposes and twiddle factor multiph-
cation In order to compute the transform of a 2NV-long real
sequence using an /N-point complex FFT, the even points are
loaded into the real components and the odd points into the
imaginary components of an N-long complex sequence The
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transforms of the even and odd points are then formed from
the symmetric and antisymmetric parts of the unscrambled
transform, respectively, before the last radix-2 butterfly [2]
Thus final operation 1s called the real-adjust

The FFT output data then go to the Power Accumulator
which calculates the power of the complex spectrum samples
and accumulates them on a frequency-by-frequency basis
There are actually two independent accumulators so that two
separate data streams can be accumulated The power spectra
are then normalized using a predetermined baseline to remove
frequency-dependent system gamn The normalized spectra
then go through a matched filter designed to detect narrow-
band sources as they are swept by a moving antenna during
the SETI sky survey The parameters of the filter can be
adjusted based on noise statistics computed from the data
spectra The spectral processing for the graphics displays 1s
performed by the Output Processor which can select a band
of frequency ponts or pick peaks and averages of groups of
contiguous frequency points

The spectrum analyzer system 1s controlled by the micro-
processor computer system whose primary function 1s data
processing and graphics handling The system controller and
postprocessor 1s a 68020-based Masscomp 5600 computer
system with high-resolution graphics and sufficient storage
and processing power to control and configure the spectrum
analyzer and to perform additional data processing on the out-
put spectra The computer system will generate graphics dis-
plays, archive data, provide antenna monitoring and control,
and perform special-purpose processing Examples of special-
purpose processing include signal identification, signal track-
g, and removal of undesired interfering signals

The system controller also performs system tests and diag-
nostics It commands the Executive board to generate test
synchronization signals and transmit and receive test vectors
through the stimulus and response buffers The stimulus buf-
fer contains 16 megabytes of read/write Masscomp-mapped
memory—enough to hold 22! complex floating-point samples
Test input vectors generated by the microprocessor are writ-
ten to the stimulus buffer at microprocessor speed and are
then transferred to the Input and Timing module at the hard-
ware processing speed The Executive board can cycle through
the input data to generate periodic stimuli Output vectors
return to the microprocessor via the response buffer, a ring
buffer in which the last memory location 1s followed by the
first one to form a continuous ring Data streams into the
response-buffer memory until a programmed trigger condi-
tion 1s met After a trigger event, an additional specified num-
ber of data points are written, and then the data are avail-
able to be read After reading the data, the user resets a bit
to arm the memory and the cycle repeats To check the sys-

190

tem performance, output vectors can be compared to expected
response vectors Since any module can be bypassed as the
controller chooses, each module can be tested in 1solation or
with any combination of other modules The data buses in the
system are configured so that any board can be supplied with
its full data-width stimulus and have the full width response
captured 1n the response buffer The widest data path con-
sists of two complex numbers and two serial control lines
Complex numbers are pairs of floating-point numbers (R,I),
each 32 bits wide, thus the widest data path 1s 130 bits wide
The floating-point representation 1s the IEEE 32-bit floating-
point standard The seral control lines carry the synchroniza-
tion pulses

lil. Synchronization and Configuration
Control

The operational flexibility of the spectrum analyzer arses
from two sources The first source 1s the way the data flow 1s
controlled using synchronization and framing signals, the sec-
ond 1s the way parameters can be set to control the functions
of the hardware modules The spectrum synchronization sig-
nals, explained below, include the start-of-spectrum indicator,
valid spectrum indicators, the A/B indicator, and accumulation
frame triggers The synchronization signals are generated by
the Input and Timing module and sent down the processing
pipe on two senal lines Each module delays the synchroniza-
tion signals by an amount equal to 1ts pipe delay before send-
ing the signals to the next module 1n the pipe

The processing of a spectrum begins with data from one of
the three 4-megabyte RAM buffers on the Input and Timing
module The current buffer 1s read out by the delay commu-
tator which outputs pairs of complex data samples which are
to be combined in the first butterfly stage of the transform
The start-of-spectrum indicator occurs every N complex sam-
ples, or every N/2 complex pairs Because of the periodicity
of the delay commutator, the beginning of a new spectrum can
occur only every NV sample times Thus if the sampling rate 1s
less than the 40-MHz processing rate and the next buffer 1s
not full when the commutator 1s reset to start a new spectrum,
N sample times must be skipped before the buffer can begin to
be processed The first two time lines in Fig 2 show the write
and read times for a 64-MHz real sampling rate Since the sam-
pling rate 1s four-fifths the processing rate, after the start-up
delay every fifth spectrum does not contain vahd data, and a
valid spectrum indicator does not appear 1n the third time line
The processing pipe cannot be stopped to wait for the buffer
to fill, the modules thus continue cyching through their pro-
cessing, but the absence of the valid spectrum indicator pre-
vents the data from being added into the accumulations or
entered into the spectrum filter computations



Since two input channels can be in the pipe, there are two
separate accumulator memories The A/B indicator 1dentifies
which accumulation each vahd spectrum belongs to The
lengths of the accumulations are controlled by the accumula-
tion frame trigger which causes the current spectrum to be
added 1into the appropnate accumulation, the next vahd spec-
trum corresponding to that accumulation will then be depos-
ited, not added, to the buffer The trniggers for the A and B
accumulations are controlled independently The bottom time
line 1n Fig 2 shows the 4 frame trnigger for accumulations of
three spectra when all the spectra are type A The main use for
the two separate channels 1s for Dicke switching In Dicke
switching the antenna switches from looking at a source for
K, spectra to looking at the background noise for K, spectra
The spectrum analyzer controls the switch, discarding a speci-
fied number of spectra to allow synchromzation with a puls-
mg signal or settling time for the Dicke switch For other
applhications, such as dual-polanzation processing, the two
accumulations allow the analyzer to process the inputs from
two IF stages with maximum bandwidths of 20 MHz For
dual-channel input the analyzer would alternate the spectra,
thus the even-numbered spectra would belong to channel 4
and would be separate from the odd spectra which belonged
to channel B

In order to generate the correct synchronization signals, the
Input and Timing module has a group of control bytes which
specify the number of spectra in the 4 and B accumulations,
the number of mvalid spectra between switching accumula-
tions, and the base-two logarithm of the spectrum length
There are also bits for a user-supphed sync code, for control-
ling the clock, and for forcing imtialization of the analyzer
The other modules also contain one or more control bytes to
pass module parameters and control bits such as bypass and
read switches Some of the controls allow multiple copies of
one board design to be used for similar operations at different
stages 1n the pipe For example, there are two copies of the
multiplier board, one to perform the window multiply on the
mput data and one to do the twiddle-factor multiply between
the row and column transforms The window 1s real, while the
twiddle multiply 1s complex, thus one bit 1s used to select
whether the board performs a real or a complex multiplica-
tion For complex multiplications, another bit selects whether
or not the result should be divided by two To load the coef-
fictent data onto the board, the operational/multibus switch 1s
set to multibus mode, and the data words are transferred on
the multibus

The fixed-point FFTs are computed using four copies of
one board design, and the floating-point FFTs use seven copies
of a floating-point design Each FFT board needs only one
control byte to control which stage or stages of the FFT 1t
computes The fixed-point FFT boards contain two stages of a

radix-2 FFT, and the control byte contains the stage number,
k, of the second stage, and two bypass bits, one for the first
stage and one for the second If the first stage 1s not bypassed,
1ts stage number 1s k -~ 1 Since the floating-point boards con-
tain only one stage of a radix-4 FFT, the control byte contains
only one bypass bit and the stage number Another function
of the control bytes 1s to pass parameters unique to a board
which program the operation of the board The frequency-
domain boards have such parameters, and they are described 1n
Section VI

All the boards have bypass switches which allow the mnput
data to be passed directly to the output data lines The only
board whose output 1s of a different form from its input 1s the
floating-point converter which converts 16-bit fixed-point
numbers to 32-bit floating-point numbers It therefore has
two different bypass modes, one which passes 32-bit data to
the output, and one which maps the 16-bit mnput data to the
first 16 bits of the 32-bit output lines The bypass switches
are all set independently and allow great flexibility 1n the use
of the analyzer In test mode they allow every module to be
tested independently or in combination with other modules
in the pipe In operational mode they allow the spectrum
analyzer to be customized to fit the user’s application For
example, FFTs shorter than the maximum length are mple-
mented by skippmng FFT stages using the bypass switches,
the window stage can be skipped, and other processing stages
can be skipped as desired

The control bytes are 1n the memory-address space of the
workstation, thus, when a value 1s assigned to a control-byte
location, a multibus transfer to the analyzer hardware 1s
mtiated This means that the system configuration can be
altered 1n the length of time 1t takes to complete the mult:-
bus accesses Since the data computed with the new configu-
ration propagate down the pipe, in general there will be a
delay before the output contains vahd spectra

IV. The Two-Million-Point DFT

The core of the spectrum analyzer 1s the two-million-point
Matrnix DFT which transforms the time-domain input signal
into the frequency domain A real window can be applied to
the DFT input to shape the frequency response The length of
the transform, NV, can be any power of two from217=131,072
to 221 =2,097,152

The windowed DFT of the input signal 1s

1 "= nk
Yk) = I Z x (n)w(n) exp (—]211 W)

n=0

0<k<N-1 (1)
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where {x(n)} 1s the input data and {w(n)} are the window co-
efficients The subscript indexes successive spectra or, equiv-
alently, segments of N samples Thus x (n) refers to the
(iV + n)th time sample

The spectrum computation 1s a Matrix FFT in which an
N = LM-point DFT 1s computed using L- and M-point FFTs
and a complex multiply stage The Matrix algorithm is derived

m detail n [1] The central idea 1s that the N-long input
sequence 1s decomposed into an L by M matnx such that

y(m) =y MI+m)
0<I<L-1,0<m<M-1 )

where y (n) = x (m)w(n) for the ith spectrum The output
transform sequence 1s recomposed by the mapping

Yl(s,r) = Y,(Lr +5)

0<s<L-1,0sr<M-1 ?3)

Rewnting Eq (1) 1n terms of the matrix indices yields

X

L-1
Y (s,r) = Z y,(I,m)exp (—-]211
=0

m=0

M1+ m)(Lr + s))
ML

S

= ex (—]21rﬂ ex -]211TE
A7 A W77

3
i

L-1
X E y (I,m)exp (—]an) 4

=0

The nightmost summation 1s a DFT of length L on the mth
column The result will be called g,(s,m) The summation
over m 1s an M-pomt DFT on the sth row of the matnx
exp [(-72n)(ms/LM)]q,(sm) The complex phasors exp [(-727)
(ms/LM)] are called the twiddle factors

The advantage of the Matrix FFT method over a straight
Decimation-in-Frequency (DIF) or Decimation-in-Time (DIT)
FFT computation [1] 1s that by decomposing the N-point
transform into short M- and L-point transforms, the long delay
memories and twiddle-factor tables are not resident on the
FFT boards but are concentrated into one large N-point
matrnx transpose buffer and one large twiddle-factor table

In the JPL spectrum analyzer the column transforms are
computed via radix-2, DIF, fixed-point FFTs In a radix-2
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algonthm the FFT 1s computed in K = log,L stages Each
stage consists of a “butterfly” operation on L/2 pairs of com-
plex points The butterfly operation

2Dz, A+ 266

z, (= >
0<iI<L -1
_ K-k 12k=1
z (1+2K-k) = 21D -7, 042 W,
k 2
1<k<K (5)

takes the sum and difference of the complex pairs and then mul-
tiphes the difference by the appropnate twiddle factor Divid-
ing the results by two ensures that the maximum magmtude of
the numbers does not increase by a factor of two at every stage
At the kth stage, 1 <k <K, the paurs for each butterfly opera-
tion are the results from the previous stage taken 2K —¥ apart,
Z_1 () and z,_ (I + 2X-K), and the input to the first stage
1s the windowed data from the mth column, z,(f) = x (IM + m)
w(M + m) The output from the last stage 1s ¢ (U() M + m) =
2x (D), where U(J) 1s the bit reversal of /

The output from the fixed-point column transforms enters
the matrix-transpose memory which unscrambles the columns
and selects the data quadruples for the row FFTs Before
the row transforms, the poimts are multiplied by the appro-
priate twiddle factor and converted from 16-bit, two’s-comple-
ment, fixed point to IEEE 32-bit floating point The row
transforms are radix-4, floating-point FFTs In the radix-4
algonithm the FFT 1s computed in K = log,M stages in which
each stage implements a 4-point DFT followed by twiddle-
factor multiplications

r 1T AT .
u, (m) 111 1 (z,_,(m)

K-k K-k
u, (m +4%7%) 1 -7 =1 J] [2,_,(m+477%)

K-k K-k
u (m+2X4%7%) 1 -1 1-1 |z, _(m+2X4"7%)

Luk(m+3X4K"")J _1 7 -1 | _zk_l(m+3x4"-")_

z,(m) = u,(m)

q4k-1

z,(m+pX 4k -y u (m+pX 4K’k)u’;;”

1<p<3 (6)



The nput to the first stage consists of the twiddled points
from the sth row, z,(m) = exp [(-/2nXms/LM)] q,(s,m) The
output from the last stage 15 Y (U ,(m)L + 5) = z,(m), where
U 4(m)1s the 4-based digit reversal of m

Only two umque board designs are needed for the FFT
computations one for the fixed-point, radix-2 transforms, and
one for the floating-point, radix-4 transforms Although stage
k + 1 mn a radix-n FFT requires only 1/nth the delay and coef-
ficient memory of stage k, 1t 1s more economical to design, test,
and maintain the boards if they are all exact replicas with the
maximum memory requirements Figure 3 shows a block dia-
gram of a fixed-point FFT stage On each board there are two
FFT stages, each with an Anthmetic Unit (AU) to perform the
complex butterfly, a PROM coefficient memory for the
twiddle factors, and an SRAM delay memory with a cross-
switch In addition, on each board there is a synchronization
generator umt, a clock module, a local bus module, and a
thermal protection module

The complex addition of Eq (5) 1s done as a 17-bit add
with “OR rounding” carried out when the bt shift 1s done for
the division by two The complex subtraction uses 16-bit sub-
tracters which require the input data to have a magnitude less
than 1/2 To avoid overflow conditions in the subtracters, the
Input buffer 1s wired to ensure that the 8-bit data has a magni-
tude less than 1/2, and the window multiplication and FFT
butterflies are designed not to increase the maximum magni-
tude Since the window coefficients have a maximum magni-
tude of one, the real window multiplication will have a resul-
tant less than 1/2, and the divide-by-two in the FFT stages
guarantees that the results maintain a maximum magmtude of
1/2 The twiddle-factor complex multiply 1s performed using
Multiplier-Accumulators (MACs), dividing by two 1n the
process The twiddle factors are stored in PROM memory
as cos(9) ~ 7 sin(@) There 1s a separate set of 128 sine/cosine
pairs for each possible stage number, the appropriate set 1s
read sequentially and repetitively Although each butterfly
stage ncreases the maximum signal level by at most 1 bit,
with 8-bit mnput samples and seven stages, the 16-bit anth-
metic has sufficient dynamic range 4]

The output from the AU enters the cross-switch which
changes the order of the data, choosing the correct data pairs
for the next FFT stage The input pairs to the cross-switch
at the kth stage are 2X-% apart, the pairs’ outputs to the next
stage are 2X-%-1 gpart This operation 1s carried out using a
two-input, two-output multiplexer and a read-modify-write
memory which outputs a location and then stores new data
in the same location The memories act as 2K-%-1 delay
memories, while the multiplexer either passes data straight
through or switches the data paths The purpose of the sync
code generator umt 1s to delay the sync code lines to match

the data delay appropnate for the stage number The delay 1s
calculated via a look-up table using the stage number as the
address

Each floating-point board contains one stage of a radix-4
DIF FFT The AUs have eleven 50-nsec IEEE 32-bit floating-
point adders and six 50-nsec IEEE 32-it floating-point
multipliers to perform the radix-4 butterflies The 32-kilobyte
twiddle-factor memory 1s made up of 8k X 8 PROMs, and the
cross-switch uses 8k X 8 static RAMs The output from the
floating-point FFTs 1s digit reversed, and the final spéctrum
1s formed 1n the Real-Adjust stage

V. The Real-Adjust Stage

A 40-MHz IF bandwidth can be sampled using a complex
demodulator sampling at 40 million complex samples per
second, or using a real demodulator sampling at 80 million
real samples per second The N-point DFT of the complex
sampled signal would have N independent complex points
spaced 40 MHz/N apart For equivalent resolution, a 2V-point
transform would have to be computed on the real sampled
signal Since the spectrum of the real signal 1s conjugate sym-
metric with Y(2V - n) = Y*(n), 0 € n < N, only the first
N + 1 points actually have to be computed The first NV + 1
points of the 2V-point transform of the real signal y(m),
0 <m < 2N - 1, can be computed using an N-point com-
plex DFT by the following algorithm

z(n) = y(2n)+jy (2n + 1), osn<N-1

Q)

Let Eq (7) be the input to an N-point transform Then the
output Z(k), 0 < k € N - 1, 1s the sum of the transforms of
the real sequence y(2n) and the imaginary sequence y(2n + 1),
0 < n <N -1 Sinceareal sequence has a conjugate symmetric
spectrum and an imaginary sequence has a conjugate antisym-
metric spectrum, the transforms of the even and odd points
can be recovered from Z(k) [2]

V&) = 3 Z®) +Z* (V-1))

0<k<N-1
®)

Y () = 2 120 -2* -},

where Z(N) = Z(0) From the transforms of the even and odd
points, the full transform 1s
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Y(k) = {Y () +Y,(k)W; )

YWV -k) = {Y3k) - YE(K)WX ), 0<k<N

©)

Note that this full real adjust would generate N + 1 complex
numbers from the N complex inputs, yet the pipe can only
accommodate N complex numbers To avoid this problem
Y(N) 1s not computed, since Y(V) would not have been com-
puted if complex demodulation had been used In Eqs (8) and
(9), the point Y(0) 1s computed only from Z(0) and Y(V/2)
only from Z(N/2) These two points are therefore handled
together as the first data pair with the operation

Y(0) = Re{Z(0)} + Im {Z(0)}

Y(N/2) = Z* (N/2) (10)

VI. Frequency-Domain Processing Modules

The real-time, frequency-domain processing modules auto-
mate the detection of signals in the spectra and reduce the
volume of output data These modules include the Power
Accumulator, the Baseline module, the SETI Filter, and the
Output Processor Since the spectrum analyzer under construc-
tion 1s a prototype design for a segment of the analyzer to be
used in the sky survey portion of NASA’s SETI program,
these modules were designed to meet the requirements for
detecting narrowband signals as an antenna scans the sky
Essentially the goal of the survey is to search the entire celes-
tial sphere in the microwave region from 1 to 10 GHz for
signals as narrow as a few hertz The entire survey 1s expected
to take about five years to complete and will use the radio
telescopes of the DSN and other large antennas Since the
survey nvolves an ambitious amount of data and processing,
the spectrum analyzer 1s designed to perform the signal detec-
tion steps which must be applied to every spectral point 1n
the pipe These steps include accumulating the power at each
frequency, removing frequency-dependent system gain, and
using a matched filter to detect stationary celestial sources
scanned by the antenna beam Since the points which pass
the matched-filter threshold test contain potentially interest-
ing signals, they are sent to the workstation for postprocessing

The first frequency-processing module 1s the Power Accu-
mulator which computes the power of each of the complex
points output by the FFT and accumulates the power values
in one of the channel-accumulation memories The length of
the accumulation, L, can be from 1 to 224 spectra The Base-
hne module then removes the frequency-dependent system

194

gain from the accumulated spectrum by multiplying each
channel by a precomputed inverse baseline value The base-
line, B(n), 1s computed by the workstation using spectra from
an mput noise source The baseline can be updated while the
antenna 1s being repositioned between scans The accumu-
lated, baselined output, S, (n), 1s

Lk-1

S = gos 2 VP, k>0

an

The baselined spectra enter the SETI Filter module which 1s
designed to detect narrowband signals and report the frequency,
bandwidth, and accumulated power of these signals to the
workstation The SETI Filter module contains a five-coeffi-
cient Fimite Impulse Response (FIR) filter which takes a run-
ning average of each channel across successive accumulated
spectra This spectrum filter can be a matched filter for any
desired single-frequency time signature of duration less than
or equal to five accumulation intervals The filter output

4
F )= 35 o (S, () (12)
m=0

where the filter weights Y (n), 0 < m < 4 are equal to the
desired time signature The filtered data then goes to the
Threshold board which taps the data and locates regions with
power above a computed frequency-dependent threshold The
location, the number of frequency points in the region, and
the total power in the region are computed and stored 1n an
event memory which can be accessed by the workstation The
Threshold board contamns a bit mask which can be used to
force frequency ranges known to be contaminated with RFI
to be ignored

In order to allow for a varying noise temperature across the
40-MHz signal bandwidth, the spectrum 1s divaided into a maxi-
mum of 128 subspectra, each with 1ts own threshold and filter
weights which depend on an estimate of the noise temperature
in the subspectrum This estimate 1s proportional to the power
in the Nth dimmest spectral bin, where N 1s a control param-
eter The filter weights are equal to their initial static values,
or the initial values divided by the estimated noise tempera-
ture The threshold 1s equal either to an input constant 8, or
to 6 times the sum of the filter weights The Nth dimmest
spectral bin for each subspectrum 1s determined with 24-bit
accuracy by using a coarse-resolution histogram of the twelve
most significant bats, determining the bin where the Nth dim-
mest power hes, fixing these twelve most significant bits, and
then doing a histogram of the next twelve significant bits



The purpose of the matched filter 1s to integrate the power
recerved at each frequency as the antenna beam sweeps across
a source 1n order to use all the nformation from the source
Figure 4 depicts a one-dimensional shice of the circularly sym-
metric expected response at a single frequency The combi-
nation of accumulating and then filtering results in a weight-
ing function which 1s a step-like approximation to the bell-
shaped response Combining five accumulations 1n this fashion
as the antenna moves one Half-Power Beamwidth (HPBW)
results 1n an SNR loss of 025 to 03 dB [5] Figure 5 depicts
an oval antenna scan pattern with circles showing half-power
beam areas The filtering implemented by the hardware inte-
grates only along the direction of the antenna scan To ap-
proach umiform spatial sensitivity, the information from
adjacent scans should be combined as well Adjacent scans are
expected to be separated by one HPBW, as shown 1n Fig §,
thus, sources positioned at the edge between two scans would
register 1n both scans, 3 dB lower than if the source were
centered in one of the scans

In order to combine the data from adjacent scans optimally,
all the spectral data generated between successive passes past
a position would have to be stored, for a reasonable antenna
scan pattern, this results in an unreasonable amount of data
storage By sending only the spectral points which pass a
threshold, the amount of data stored can be reduced to a
fraction of the total with very little effect on the probability
of missing a signal For example, setting the threshold to retain
only 1 percent of the data reduces the probability of missing
a narrowband signal by only one or two percent, but dramati-
cally reduces the maximum required storage The combina-
tion of data from scan to scan is then done by software in the
workstation

In addition to the matched-filter output, the workstation
recewves data from the Output Processor which controls the
amount and form of the spectrum analyzer output to be used
for spectrum displays The Qutput Processor has the ability
to store both the peaks and averages of contiguous groups of
spectral bins called “superbins” 1n a set of Multibus-mapped

buffers The number of spectral bins per superbin 1s a program-
mable power of 2, and the first superbin may start at an
arbitrary programmable location The output of this data
reduction process goes mto two double buffers, one for the
peaks and one for the averages of each superbin The buffers
can each contain a maximum of 1024 IEEE 32-bit floating-
point numbers If the user-supphed parameters result 1n more
than 1024 superbins, the extra bins are not calculated

VIl. Conclusion

The wideband spectrum analyzer being developed 1s a
powerful tool for real-time frequency-domain analysis of wide-
bandwidth input signals By using the signal processing boards
to average and threshold the spectra, the uninteresting data
can be reduced and signals of potential interest, such as con-
tinuous-wave or narrowband signals, can be retained The sys-
tem design principles were developed from experience with
other large real-time systems, including a 20-MHz-bandwidth,
65,536-point spectrum analyzer completed in 1979 [6] and
a real-time signal processing system for synthetic aperture
radar contamning four 20-MHz-wide, 16,384-point FFTs for
performing convolutions One of the design goals was to make
the hardware as flexible as possible within the constraints of
the pipeline architecture while keeping the size down to one
rack of equipment The sampling rate, the size of the trans-
form, and the time-domain window are the only parameters
needed to control the bandwidth and resolution of the output
spectra Most of the programmable parameters control the
real-time signal processing boards where flexibility 1s needed
n order to allow specification of a wide range of signal detec-
tion algonthms The 40-MHz, 221-channel analyzer 1s a stand-
alone system which 1s the prototype for an analyzer with a
bandwidth of 300 MHz Some of the expected applications
for both the 40-MHz and 300-MHz designs, in addition to
the SETI sky survey, include radio astronomy spectral analy-
sis and continuum observations, wideband, high-resolution
frequency analysis of recewver systems in the DSN, detection
of radio-frequency interference, and spacecraft telemetry
acquisition and analysis
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A 2.3-GHz Low-Noise Cryo-FET Amplifier

J Loreman
Radio Frequency and Microwave Subsystems Section

A cryogenically cooled, low-noise Field Effect Transistor (FET) amplifier assembly for
use at 22 to 2 3 GHz has been developed for the DSN to meet the requirements of a
Very Long Baseline Interferometry (VLBI) upgrade An amplifier assembly was devel-
oped at JPL that uses a commercial closed-cycle helum refrigerator (CCR) to cool a FET
amplifier to an operating temperature of 15 K A cooled probe waveguide-to-coaxial
transition sitmilar to that used in the R&D Ultra-Low-Noise S-band Traveling Wave Maser
(TWM) 1s used to mwmimize mput line losses Typical performance includes an mput
flange equivalent noise contribution of 145 K, a gan slope of less than 0 05 dB/MHz
across a bandwudth of 22 to 23 GHz, an imput VSWR of 15 1 at 2 25 GHz, and an
insertion gain of 45 * 1 dB across the bandwidth of 2 2 to 2 3 GHz Three 2 3-GHz FET/
CCR assemblies were delvered to the DSN n the spring of 1987

l. Introduction

A requirement for a broadband low-noise amplifier for 2 2
to 2 3 GHz was established as part of the VLBI upgrade The
VLBI requirements did not demand the ultra-low-noise per-
formance of a Traveling Wave Maser (TWM), and as reliability
and bandwidth were priorities, the Radio Frequency and
Microwave Subsystems Section (Section 333) proposed a
design using a cryogenically cooled FET with a helum refrig-
erator (CCR) operating at 15 K Using this refrigerator rather
than the 4 5K refrigerators used by the TWMs increased
reliability, and using the FET guaranteed that the required
operational bandwidth was obtainable

The design requirements agreed upon between Section
333 and the VLBI project were an input flange equivalent
noise contribution of 20 K maximum, a 1-dB bandwidth of
22 to 23 GHz, and an imsertion gain of 45 dB Although
no specification was given for phase delay versus frequency,
1t was to be measured for each amplifier assembly

Il. Design
A. Refrigerator (CCR)

The overnding concern in the selection of the helum
refrigerator was to improve the rehability of the FET/CCR
over the existing maser helum refngerators The mamn de-
tractor 1n the rehability of the maser refrigerators 1s the
need for a Joule-Thomson (J-T) expansion valve and the
attendant helum gas heat exchangers to obtain the nec-
essary 4 5-K operating temperature These refrigerators suffer
occasional loss of capacity due to contamination in the heli-
um, which solidifies 1n the heat exchangers or in the J-T valve
There 1s also a reduction 1n refrigerator reserve capacity for
4K operation, compared to 15-K operation, due to the heat
load of these components Therefore, a significant increase
in rehabibty is achieved simply by being able to select a
refrigerator operating temperature of 15 K instead of 4 5 K
The heat capacity of the 15-K CCR 1s 5 watts at 15 K, the
calculated reserve heat capacity of the final design with the
RF 1nput and output lines, the amplifier, and all internal com-
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ponents would be no less than 3 watts, compared to a typical
reserve capacity of 400 to 700 milliwatts for a maser refrig-
erator with all the maser components nstalled The CCR vac-
uum housing and the internal configuration were based on the
design used for the successful L-Band Venus Balloon Expen-
ment FET/CCR The CTI, Inc , Model 350 helium refrigerator
and compressor were incorporated into the design of the VLBI
2 3-GHz FET/CCR

There are several available helium refrigerators that are
smaller than the CTI 350 However, even though a more com-
pact design could be implemented, 1t was felt that rehabihity
was enhanced with the greater heat capacity In addition, the
expansion engine portion of the CTI 350 1s essentially inter-
changeable with the expansion engine used by the maser CCRs
and 1s supportable by the existing spares and maintenance
capability in the DSN Figure 1 shows the CTI 350 CCR

B. Amplifier

At the time this project started, Section 333 was 1n the
process of evaluating various commercially available coolable
FET amplifiers and had demonstrated excellent noise perfor-
mance and rehability with amplifiers made by Berkshire Incor-
porated The Berkshire commercial coolable FET amplifier
used a Teflon circuit board substrate that has been very suc-
cessful for cryogenic use, and has elimmated failures due to
microstrip conductor separation and substrate breakage during
thermal cycling In addition, Section 333 was evaluating High
Electron Mobility Transistor (HEMT) devices being manufac-
tured by General Electric and had successfully mstalled several
of these HEMT devices into the first stage of amplifiers with a
similar design This ensured the possibility of later upgrading
to a HEMT first-stage device 1f these could be proven rehable
for this project For these reasons, it was decided to incor-
porate the Berkshire FET amplifier into the design of the
assembly Figure 2 shows the Berkshire amphfier mounted on
the 15-K stage of the FET/CCR assembly (the vacuum jacket
and radiation heat shields have been removed) Although the
three amplifier assemblies were completed as FETs, the success
of a 2 3-GHz HEMT/CCR 1nstallation at DSS-13 [1] demon-
strates that these assemblies can be upgraded when desired to
incorporate HEMT devices 1n the first stage As the gain of the
cryogenically cooled FET amplifier 1s 34 to 37 dB, a room-
temperature postamphfier and a varniable attenuator were in-
corporated into the design to provide a nominal insertion gain
of 45 dB The amplfier 1s protected from interfering signals
above 3 3 GHz by a low-pass filter Figure 3 shows an RF
schematic of the FET/CCR assembly

C. Waveguide-to-Coaxial Transition

To take advantage of the noise performance of the FET
device and to elimnate the need for an mput 1solator, a broad-
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band low-loss input line with good VSWR was required for the
implementation of the VLBI 2 3-GHz FET/CCR In order to
provide a substantial CCR heat capacity reserve, a design was
required that also minimized heat transfer from the ambient
temperature portion of the input line to the 15-K portion of
the refrigerator A cryogenically cooled coaxial probe trans-
mussion line was first designed and implemented 1n 1973 for
the 4 5K, 2 3-GHz TWM/CCR [2] This input line was re-
cently redesigned for 1 668 GHz and implemented 1n the DSN
i a FET/CCR assembly used for the Venus Balloon Experi-
ment [3] At an RF probe temperature of 4 5 K, the onginal
tnput line contributed less than 0 1 K of the equivalent excess
noise of the TWM noise temperature In the Venus Balloon
FET/CCR, the mput line contributed approximately 05 K
equivalent noise temperature due to the increased RF probe
physical temperature of 12 to 15 K The noise temperature
contribution of the present 2 3-GHz cold probe mnput assem-
bly 1s also estimated to be 0 5 K Figure 4 shows the final de-
sign of the 15-K, 2 3-GHz probe Figure 5 shows the assembled
probe and waveguide transition

lll. Performance

All performance goals were met with the 2 3-GHz FET/
CCR the nominal cool-down time of the FET/CCR 1s 4 hours,
the final stage operating temperature 1s 12 K, and the mea-
sured refrigerator reserve capacity exceeds 3 watts on all three
FET/CCR assemblies Measurements of VSWR, gain, and phase
delay were made on the prototype and deliverable FET/CCR
assemblies with the Hewlett-Packard HP 8510 network ana-
lyzer Figure 6 shows plots of input VSWR, insertion gain, and
phase versus frequency for a typical 2 3-GHz FET/CCR Nouse
temperature data were measured using a calibrated 2 3-GHz
microwave horn at the zemth position and a section of micro-
wave-absorbing matenal to obtain Y-factor power measure-
ments between the “cold” sky and an ambient temperature
load [4], [5] The absorber was placed over the horn aperture
to provide the ambient temperature load The noise tempera-
ture instrumentation consisted of a 2 3-GHz horn connected
to the mput waveguide and the output of the FET/CCR
assembly connected to a 2 3-GHz transistor amplifier with
23-dB gain, an 1solator, a tunable 2 3-GHz filter with a band-
pass of 10 MHz, a Hewlett-Packard 8484A power sensor, and
an HP 436A digital power meter Figure 7 shows the schematic
of the noise temperature measurement setup The equivalent
input noise temperature of the FET/CCR assembly and the
test amplifier may be calculated from the relationship

, Lo
ro YA

where T, 1s the equivalent input noise temperature of the
FET/CCR system at the room-temperature input waveguide
flange, in K, T, 1s the physical temperature of the ambient



load, in K, T}, 1s the theoretical value of the sky background
noise plus the noise contributed by the calibrated 2 3-GHz
horn, and Y 1s the actual numerical ratio of the power ratio
established by the measurement Table 1 shows the measured
values of equivalent input noise temperature for the three de-
livered FET/CCRs The values have been corrected for the
follow-on contribution of the measurement amplifier setup

IV. Conclusions

All performance requirements for the 2 3-GHz FET/CCR
system have been met. and the MTBF 1s expected to be 1 year
The completed 2 3-GHz FET/CCR assembly 1s shown in
Fig 8 Future plans include the incorporation of a HEMT de-
vice 1n the first stage of the Berkshire amplifier
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Table 1

Equivalent input noise contribution

Noise contribution, K

FET/CCR
22GHz 225 GHz 23GHz
No 1 140 14 4 16 3
No 2 176 169 1735
No 3 107 121 110




- BERKSHIRE
AMPLIFIER

Fig. 2. Berkshire amplifier mounted on the 15-K station of the
FET/CCR assembly (vacuum jacket and radiation heat shields
removed)
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A Digitally Implemented Phase-Locked Loop Detection
Scheme for Analysis of the Phase and Power
Stability of a Calibration Tone

A C Densmore
Telecommunications Systems Section

A digital phase-locked loop (PLL) scheme 1s described which detects the phase and
power of a high SNR calibration tone. The digital PLL 1s implemented in software directly
Jrom the description given n this article It has been used to evaluate the stability of the
Goldstone Deep Space Station open loop recewers for Radio Science Included is a derva-
tion of the Allan varance sensitvity of the PLL imposed by additive white Gaussian noise,

a lower imut is placed on the carner frequency

l. Introduction

To facilitate the evaluation of the phase and gain stability
of the DSN open loop receivers for Radio Science, a detection
scheme was developed Radio Science objectives accommo-
dated include the study of the atmospheres and tonospheres
of the planets and satellites by means of radio occultation of a
signal sent from a spacecraft and received at Earth (at a Deep
Space Station) The stability of the recewvers directly affects
the quality of the science return of the experiment

The process of testing station stability supported by this
detection scheme volves three stages The first stage consists
of running the test and digitally recording the calibration tone
on tape The tone 1s generated at 2 3 GHz or 8 4 GHz and 1s
downconverted to an intermediate frequency inside the
antenna, cabled to the Signal Processing Center, where 1t 1s
further downconverted by the IF-to-video converter, and then
sampled by an analog-to-digital converter and recorded on
tape The second stage in testing station stability i1s detection
of the calibration tone frequency (phase) and power as func-

tions of time from the voltage samples recorded on the tape,
the detection 1s accomplished by computer software that di-
rectly implements the scheme presented in this article The
detected frequency and power are stored in a computer data
file The last stage involves postprocessing the detected data
file to yield suitable statistical measures of the calibration tone
stability These measures include Allan variance [4] as a mea-
sure of frequency stability, phase vanation plotted as a func-
tion of time, power spectral plots of the detected frequency
and tone power, and simple plots of the detected frequency
and tone power The scheme presented in this article 1s an
implementation of the second stage detection of the fre-
quency (phase) and power of the tone This article does not
discuss the details of the latter postprocessing stage, although
the theoretical noise-limited Allan vanance 1s denived

The input signal intended for this detection scheme 1s
assumed specifically to consist of a single tone centered 1n a
narrow (relative to the sample rate) band of noise with a high
signal-to-noise ratio Recent DSN calibration tone tests have
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provided a 40 to 50 dB-Hz SNR with a 100-Hz noise band-
width which corresponds to a 20- to 30-dB signal-to-noise
ratio These values are high enough to allow practical use of a
noncoherent square-law power detector

In Sections III and IV, the linearized, continuous-time
model of the detector 1s analyzed The continuous-time analy-
sts of the discrete-time phase-locked loop (PLL) 1s justified by
the assumption that the product of the PLL loop noise band-
width and the sample period 1s much less than unity, 1e,
PLLBW « T<<'1 Section II discusses the block diagram and
1ts digital implementation, from which the software 1s directly
written, the software 1s the implementation of the PLL pre-
sented 1n this article and detects the phase and power informa-
tion from the previously recorded calibration tone voltage
samples The concluding Section V cites some of the results
obtained using this scheme for DSN tests

ll. Implementation

The heart of this detection scheme 1s a second order phase-
locked loop In this section, the block diagram 1s presented
and descnibed

Figure 1 1s the block diagram of the PLL detector The left-
hand side of Fig 1 18 a noncoherent tone-power detector used
to normalize the amplitude of the mnput sinusoid, 1t 1s de-
scribed 1n further detail in Section IV The upper right-hand
corner of Fig 1 1s the phase-locked loop circuit, it consists of a
loop filter, a numerically controlled oscillator (NCO), a mixer,
and a low-pass filter (LPF;) The frequency of the NCO 1s
directly proportional to 1ts numerical input The mixer 1s used
as a coherent phase detector, and the low-pass filter serves as a
harmonic rejection filter by assisting the loop filter 1n attenu-
ating the mixer second harmonic to afford greater choice of
mnput carner frequency, as explained 1n Section IIIC The PLL
1s described 1n further detail in Section III In order to detect
that the loop 1s 1n lock, a lock detector 1s implemented, as
shown 1n the lower right-hand corner of Fig 1 Assuming that
the input sinusoid amplitude 1s properly normalized, the lock
detector output takes the value unity in the phase-locked
state If the loop 1s offset by a phase error ¢, the lock detector
output takes the value cos ¢

The overall detector 1s implemented in software directly
from the block diagram A bihinear s- to z-domain transforma-
tion 1s used to implement each function in discrete time given
the corresponding s-domain transfer function

_[2\(1-2z7!
P (T)(l +z’1) W
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where T 1s the sample period 1n seconds

This transform has the property that a single pole low-pass
filter transformed to a discrete time recursive filter appears
nearly as the same single pole filter at frequencies less than
one-tenth the sampling rate and has a zero at half the sampling
rate

Below are the bilinear transforms of the loop filter, the
high-pass filter, and the low-pass filters Canomc form digital
implementations for each are given 1n Fig 2

Loop filter
+
s-domain F(s) = 1 bsas 2)
T -2a
1+2z7!
+
bilinear transform F(z) = T-2+b2a T+2a
1-z71
(3)
High-pass filter
1
s-domain H(s) = —— 4)
1+=
bilmear transform  H(z) = —2— —L=7_
ilinear transform T eT A >=eT
2+cT
(5)
Low-pass filter
s-domamn K (s) = —l—s 6)
1 +E
+ 51
bilinear transform K (z) = 2(17:1T 1 22 a7
-1 4"
~f Z+dr
Q)

ll. Frequency Detection

Presented 1n this section 1s a detailed discussion of the
choice of loop parameters and a discussion of the use of Allan
variance as a measure of frequency stability A lower imit on
the allowable input carner frequency 1s derived by considera-
tion of 1ts effect on the Allan variance measure



A. Linear Loop Analysis

Consider the second order, baseband, linear PLL in the
s-domain The PLL 1nput 1s the radian phase 6(¢), and the
output 1s the detected radian frequency &(¢f) The forward
gain path 1s the loop filter, 7 (s) = (1 + as)/bs, and the negative
feedback path 1s an integrator, G(s) = 1/s By Mason’s rule,
the closed loop transfer function [3] 1s given by

F@E$)G(s) 1+as

PO T5FO60 ™ Tras 1o

®

The one-sided loop noise bandwidth 1s given by the follow-
ng expression [1]

i 2
1 2 _4a +b
PLLBW = - -/0 L (jw)i? dw 7 9)

In order to evaluate the output of the PLL, the transfer
function from input phase to output detected frequency 1s
derived by Mason’s rule

~

(‘;out (s) = s(1 + as)

W(s) =
1n 1 +as + bs?

(10)

It 1s convenient to define the parameter R =a2/b By manip-
ulating Eq (9), the following relations are revealed

4(PLLBW)’

il
=%

(11

The system characteristic equation 1s
1{ s s 2
1+ =|—) + [— (12)

0-— (13)

where

This reveals that R 1s the loop damping parameter Jaffee
and Rechtin [2] speafy optimum loop performance with
R = 2 when the 1mitial phase 1s unknown but umiformly dis-
tributed as a random variable Unless stated otherwise, R 1s
assumed to equal 2 throughout the remainder of this article
R =2 makes the system slightly underdamped

B. Allan Variance

Allan vanance 1s a statistical measure of the frequency
stability of a signal It 1s a measure of fractional frequency
fluctuations rather than absolute frequency fluctuations, a
fluctuation of 1 Hz 1n a 10-GHz tone represents a lower Allan
variance than the same 1-Hz fluctuation in a 10-MHz tone The
sensitivity of the Allan vaniance measure 1s limited by the
mput notse, with too much noise the Allan variance measures
only the noise The following defines the theoretical Allan
variance in the case of detecting with the second order PLL
the frequency of a pure tone with a high signal-to-noise ratio
mn a band of additive white Gaussian noise (AWGN)

A convenient estimate of Allan variance 1s given below as
defined 1n Eq (4 22) of [4]

M-1
20 = 55— El [ -5 @12 (4

1T -~
1 f “@ dt
T 27y
(-1)r 0

where v, 1s the nominal frequency of the calibration tone
prior to any downconversion, g,(7) 1s the RMS value of all
the two-sample variances taken over the entire set of data
A single two-sample variance 1s given by [y, (7) - )7,(1)]/\/2_
The two-sample variance function, p(t,7), 1s defined as the dif-
ference between two consecutive averages of a function, each
taken over a period 7 and normalized by v/2

where

y(r) =

-1

7 s 1<t <0

T

p(t1) = ﬁf’ 0<t<r (15)
0 otherwise

The theoretical Allan vanance of the fractional detected
frequency at the output of the PLL 1s the statistical mean of
the square of the convolution of the two-sample variance func-
tion p(¢,r), with the fractional detected frequency output of
the PLL f(£)/v, = &(t)/2mv,

E{[(F@)vy) » p (0] %} (16)

03(r)

power i (F(£)/v,) » p(¢.7)
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= / S(IP(fr)df 17

where P(f,7) = the power spectrum of the two-sample variance
function [squared magnitude of the Founer transform of

p(t,7)]

2 sin? nrf

P(f7) = :
(/)

(18)

and S(f) = the power spectrum of the detected fractional
frequency due to AWGN about a pure tone input to the PLL

W(2nf)|?
27rv

S(f) = S(f) (19)

where Sg(f) = the phase power spectrum input to the PLL
due to AWGN about a pure tone with high SNR

Narrowband, high SNR AWGN about a pure carrier repre-
sents a white phase noise power spectrum, Sy(f), about the
carrier with the same narrow band

(rad?/Hz), |1 < Byl2  (20)

Ss(f) = 2SNR

where B); = mput noise bandwidth By substitution,

02(1_) - 1 120f(1 +a2nf)
y __ 8722 SNR|1 +@2af - ban’f?

4
¥ 2smnrf 1)
(nr f)?
Numerical integration yields
o2y = SELLEW)  ceewy > 1 @)
¢ 4’ vl SNR 7

On a log-log plot of oy('r) as a function of 7, the noise-
hmited Allan varniance plotted for several detection loop band-
widths takes the shape of parallel lines each with a negative
unity slope, this 1s shown in Fig 3 with vg SNR =~ 7 6 X 1020
The 1ndividual plots are only shown for 7 such that 7(PLLBW)
> 1, this 15 the only domain over which the SNR-limited Allan
vanance log-log plot has the negative unity slope By plotting
only over this domain, any peculiar shape immediately draws
attention to some phenomenon other than high SNR AWGN
Note that the reduction of detection loop bandwidth to im-
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prove the Allan variance sensitivity further limits the minimum
T over which the Allan vaniance may be evaluated

C. Minimum Input Carner Frequency

Consideration of the significance of the mixer sum product
places a lower limit on the input carrier frequency for this
detection scheme without acting as a detriment to the Allan
variance frequency stability measurement This serves as a cn1-
terton for selecting the carrier frequency It is assumed that
sampling does not disturb the two-to-one second- to first-
carrier harmonic frequency relationship The criterion 1s that
the Allan variance due to the harmonic term alone must be
much less than the Allan vanance due to the phase difference
term alone

First let us consider the phase difference term The Allan
variance was derived previously and 1s summarnzed below, but
here absolute rather than fractional frequency vanance is con-
sidered, so the vg term 1s removed from Eq (22)

_ 3(PLLBW)
4m* SNR7*

ol(r)

(23)

a(t),abs

Now consider the (absolute) Allan variance due to the sec-
ond harmonic tone

o2(r) / S,(OP(Yf  (24)

2f0, abs

Recall that

2sin 7 f

(25)
(nrf)?

B(f) =

S,(f) 1s the power spectrum at the detector output due
only to the second harmonic term Assuming zero loop gain at
the second harmonic frequency, S,(f) 1s the product of the
power spectrum of the second harmonic tone, the harmonic
rejection filter response, and the loop filter response

5,(1) = P[%&(fnfo)

+Lar-21,) | pr,2mn) || E0220

(26)

P = 1/2 1s the power 1n the second harmonic tone at the
output of the mixer Assuming the second harmonic 1s much
higher than the corner frequencies of the filters, the follow-



ing approximations hold The corner frequency of the har-
monic rejection filter 1s made equal to ten times the one-sided
loop noise bandwidth so as to only neghgibly affect the loop
response

2 2
LpF (G 2mfy)| = 1 _ 25PLLBW
1+(2f,/10 PLLBW)? rl

27)

F(r2m2f)|? 2
G2m27) 1" (ZR PLLBW) (28)

2n m(R+1)
2
Kf)=< —— 29
(7TT2f0)2

By substituting Eqs (26)-(29) into Eq (24) and comparing
Egs (23) and (24),

2 2
o (7 < o (7 30
y()zf0 y()em (30)
25 PLLBW* R? 3PLLBW
o R+ 122 4n’SNRr?

Solving for carrier frequency yields the following lower

limit imposed by Allan variance detriment by the second car-
rier harmonic

fol ey > SNRY4 x pLLBW 3 (31)

IV. Power Detection

The amplitude detector in Fig 1 consists of a square-law
power detector preceded by a DC-blocking high-pass filter,
and sinusoidal amplitude 1s estimated as the square root of
twice the detected power 4 ~+/2(4%/2 + 012v) The perfectly
smoothed square-law detected power 1s 42/2 + a%,, but there
1s an uncertainty in the power detector output due to the
finite smoothing of the post-detection filter, the purpose of
this section 1s to specify the uncertainty

The signal input to the detector 1s assumed to have the
form Acoswt + n(t), where n(t) = \/2n (f)coswet + V/2n(t)
sinwet By narrowband noise theory, n. and ng are zero mean,
uncorrelated, independent, low-pass, band-lmited AWGN

signals each with a two-sided bandwidth By, and a two-sided
power spectral density Ng/2 By 1s assumed to be much
smaller than the sample rate

In [5] 1t 1s shown that the two-sided power spectrum at the

output of the mixer 1s given by the following Equation (12-62)
of [5] 1s rewritten below 1n the terms used 1n this article

S,,(f) = @+ NgB\)? 8(f)

2PN, 0<IfI<By/2
+
0 otherwise
N3By - 1f 1), 0<IfI<By
+
0 otherwise
(32)

Second harmonic terms are neglected here with the assump-
tion that the postdetection filter removes them, and P = A22

Generally the postdetection low-pass filter noise bandwidth,
AGCBW, 1s much smaller than the input noise bandwidth,1e ,
AGCBW << By, This allows the approximation, except for the
impulse at the ongin, that the power spectrum at the mixer
output, Syy(f), 1s a constant equal to 1ts value near DC In
this case the total noise power at the output of the postdetec-
tion filter 1s given by the following expression

~ 2
Py =~ 22PN, +N B, )AGCBW (33)
The power 1n the desired signal 1s the DC component
Py = (P+NB,) (34)

The signal to total noise power ratio at the output of the
square-law power detector 1s given by

Pg (SNR + B,)?
SNRpp = 5~ = (3%)
Py, 2(2SNR +B,)AGCBW

where SNR = P/N,, 1s the mput signal to noise density power
ratio Consider the normalized postdetection noise variance

Q
"

SNR (36)
5NR,,
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A simple defimition of detection uncertainty (error bar) 1s
given by

20 B 40log (1 + o) 37)

Substituting for o yields the error bar for the power detec-
tion or tone power detection uncertainty

2(2SNR + BN)AGCBW
=401log {1+ (38)
dB (SNR + BN)2

V. Conclusion

The digital PLL detection scheme presented in this article
has been used to evaluate the stability of the DSN open loop
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receivers as described in the introduction The results obtained
have been very satisfactory The discoveries made using this
scheme for calibration tone stability tests include the detec-
tion of a 200-millihertz frequency-modulated tone in an
8 4-GHz carner and calibration tone frequency offsets on the
order of microhertz This scheme has been used to evaluate
tone generator-recewver system phase stability with a root
Allan variance sensitivity of 10~17 at a 1000-second integration
time The accuracy of this detection scheme depends only on
the accuracy with which the software records individual param-
eters FORTRAN double precision variables are accurate up
to 14 sigmficant digits

The processing time required to detect from a three-hour
digital recording the phase and power of each of two tones
recorded simultaneously on separate channels at a 200-Hz
sample rate, and to complete the differential and Allan van-
ance postprocessing, was approximately eight hours using a
FORTRAN 77 compiler on the PRIME 550 CPU in the JPL
Radio Occultation Data Analysis (RODAN) facility
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An 8 4-GHz front-end system consisting of a feedhorn, a waveguide feed assembly,
dual masers, and downconverters 1s being reimplemented at Parkes as part of the Parkes-
Canberra Telemetry Array for the Voyager Neptune encounter The front-end system was
originally assembled by the European Space Agency on the Parkes antenna for the
Giotto project It was also used on a time-sharing basis by the DSN as part of the Parkes-
Canberra Telemetry Array to enhance the data return from Voyager 2 at Uranus At the
conclusion of these projects in 1986, the front-end system was dismantled, packed, and
shipped to Europe Part of the system was then shipped to JPL on loan for reimplemen-
tation at Parkes for the Voyager Neptune encounter The system is being redesigned and
refurbished for operation at Parkes Tasks include new microwave front-end control
cabinets, a closed-cycle refrigeration data acquisition system, a new noise-adding radi-
ometer system, a front-end controller assembly, and refurbishment of the dual 8 4-GHz

January—March 1988

traveling-wave masers (TWMs) and waveguide feed system

l. Introduction

The 8 4-GHz front-end system was mstalled on the Parkes
antenna 1n 1985 It was ongnally assembled by the European
Space Agency (ESA) for the Giotto project The RF package
(Fig 1), containing a waveguide feed system, dual traveling-
wave maser and closed-cycle refrigerator assemblies (TWM/
CCRs or TWMs), and the TWM monitor and control mnstru-
mentation, was built by Airborne Instrument Laboratories
(AIL) JPL provided the waveguide feed system, the TWM
design based on the JPL Block IIA TWM [1], the TWM moni-
tor and control instrumentation design, and technical con-
sulting during the manufacturing and testing of the system
As a result of an agreement between NASA/JPL and ESA,
the front-end system was also used on a time-sharing basis
by the DSN as part of the Parkes-Canberra Telemetry Array
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to enhance the data return from Voyager 2 at Uranus At
the conclusion of these projects in 1986, the front-end sys-
tem was dismantled, packed, and shipped to Europe Part
of the system was then shipped to JPL on loan for reimple-
mentation at Parkes for the Voyager Neptune encounter
New developments to make the system operable at Parkes
include new microwave front-end control cabinets, a closed-
cycle refrigeration (CCR) data acquisitton system, a new
noise-adding radiometer (NAR) system., a front-end con-
troller (FEC) assembly, and refurbishment of the dual 8 4-GHz
traveling-wave masers (TWMs) and waveguide feed system

During the upcommng Voyager Neptune encounter, ESA
will no longer be responsible for the maintenance and opera-
tion of the Parkes antenna front-end system As the decision



has been made not to replicate the ESA-designed monitor and
control system (designed around an HP computer), a new sys-
tem will be built around an Intel Multibus computer simular to
the PCTA receiver/combining system Advantages of this ap-
proach include automated operation with the PCTA Parkes
site, the availability of status information (and to some extent
control) remotely at the Canberra site, and the ability to share
common spares with PCTA equipment

In addition to the front-end monitor and control, a noise-
adding radiometer (NAR) function will be added to the sys-
tem Intended primarily to aid antenna pointing calibration
procedures, the NAR will be capable of monitoring system
temperature either pre-pass or during Voyager tracking

ll. Parkes Front-End Description for
the 1986 Uranus Encounter

The 1986 configuration consisted of the following

(1) Aerial cabin equipment, which included the feed
and all microwave components, TWM low-noise am-
plifiers, downconverters, an upconverter, test signal
switching, noise diode assemblies, and a monitor
recelver

(2) Control room (pedestal) equipment, which included
all monitoring and control for the front end

(3) A compressor room, which contained the helium
compressors for the CCRs

The feedhorn assembly was located at the prumary focus
of the antenna and was connected to a rotatable polarizer
and an orthomode transducer The system then provided
two 1dentical receive channels (for redundancy) using TWMs
based on the JPL Block IIA TWMs and operating at 8425
MHz (nominal) with a 100-MHz bandwidth Downconver-
sion to 325 MHz (nomnal) was accomplished with two
identical downconverters using fixed-frequency local os-
cillators at 8100 MHz phase-locked to the station 5-MHz
timing Either of the 325-MHz downconverter outputs could
be selected as the input to the short-loop telemetry receiver
(not part of the front-end system)

A single monitor receiver with switchable mput was pro-
vided for monitoring the masers The 8 4-GHz input signal to
the monitor receiver was obtained from couplers located n
each of the downconverters The local oscillator for the moni-
tor receiver was also obtained from the downconverters, and
hence the monitor receiver input switching selected both the
8 4-GHz nput signal and the local oscillator as a pair Qutput
was selected at 325 MHz (nomunal)

The test signal mjection system consisted of a program-
mable synthesizer operating at 425 MHz (nominal), an up-
converter known as the X-band test generator, and a test
signal switching and distribution network that allowed se-
lection of different test signals to either maser mnput or output

The synthesizer output could be phase-modulated with
high-rate data from an external source and was coherent with
station timing Upconversion to 8425 MHz was accomplished
with an 8000-MHz fixed-frequency local oscillator that was
also coherent with statton timing A wideband output for
maser bandpass measurement and a narrowband output for
telemetry testing were provided on the upconverter

The switching network consisted of a monitor/test sig-
nal/oscillator assembly and two TWM calibration assemblies
based on JPL designs A test oscillator with no power supply
was included but not used

The noise-adding radiometer consisted of a noise diode
assembly and power supply for each maser, a square-law de-
tector operating at 325 MHz from the monitor receiver, and
a frequency counter The noise diode output power levels
were continuously adjustable and could be modulated by an
external source The noise output of each assembly was fed
to the pre-maser coupler via a hybnd in the corresponding
TWM calibration assembly Noise power was detected with a
square-law detector, and the output frequency of the detector
was coupled into a frequency counter that interfaced with the
HP computer system

The highly automated front-end monitor and control
(M&C) was based on a Hewlett-Packard system with bus ex-
tenders from the control room to the aerial cabin The HP sys-
tem controlled the waveguide switches and polarizer and inter-
faced to both downconverters, the momtor recewver, and the
upconverter to provide monitoring of 17 different failure
alarms Another interface to the dual TWM control assembly
was used to control the test injection switching and to moni-
tor receiver functions The HP system was also used to moni-
tor the CCRs via an analog interface This provided the ability
to monitor the various CCR 1nternal temperatures as well as
gas flow, gas pressures, vac-ion (vacuum pump) current, and
drive unit operation Maser tuning was performed manually
using an HP power supply for magnet tuning and JPL-designed
sohd state pump control units located 1n the control room

The dual TWM control assembly was based on a standard
DSN version but was modified to accept a TTL computer 1n-
terface as part of the automation The control panel was lo-
cated 1n the control room, and communication with the aernal
cabin assemblies was provided by a two-way serial data link
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Either manual or computer control was possible with this
arrangement

Two multiconductor cables with 50 conductors each and
10 coaxial lines carried all M&C and RF signals through the
wrap between the control room and the aenal cabin The
system was designed to run from a primary power source of
240 Vac/50 Hz Step-down transformers were used to provide
220 and 115 volts where necessary

The antenna cabin hardware consisted of two full- and one
half-size 19-inch relay racks and a welded aluminum frame
supporting the dual maser package and associated equipment
The frame and the maser package were transportable as a com-
plete assembly and came with a trolley designed for that pur-
pose Control room equipment was mounted mn two 19-inch
mstrumentation racks with a desktop HP computer The
helum compressors were freestanding in a room above the
antenna azimuth bearing

lil. Reimplementation for Parkes/Neptune

Reimplementation of the front end for the Voyager Nep-
tune encounter required a substantial amount of redesign,
procurement, and fabrication due to the absence of some key
hardware components Specifically, all Hewlett-Packard com-
mercial equipment had been removed from the system with
the following consequences

(1) There was no way to control or read the position of
the waveguide switches or polarizer (other than by
hand)

(2) There was no way to monitor the health and status
of the CCRs and compressors other than by personal
mnspection

(3) There was no way to montor the health and status
of the downconverters, monitor receiver, or upcon-
verter other than by personal inspection

(4) There was no automation of system configuration
or calibration

Some consideration was given to purchasing all the missing
hardware and software needed for the system to be rebuilt and
operated exactly as 1t was in 1986 However, this was aban-
doned due to financial and practical considerations

A number of fundamental constraints apply to the alter-
native approach taken, namely

(1) The equipment supplied by ESA 1s on loan to JPL and
may not be modified without prior approval from
ESA
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(2) There are a limited number of cables available through
the wrap on the Parkes antenna, so any new design
should 1deally use no more cables than were used in
1986 to do the same job

(3) The physical space for new equipment 1s hmited and
should not exceed that used in 1986, 1f possible

(4) Equipment weight 1n the aerial cabin needs to be
mintmized to avoid damage to the focus drive gear
(The total weight 1n 1986 was considered excessive )

(5) There 1s no plenum air available m the aerial cabin or
in the NASA trailer, however, a limited amount of
room air conditioning will be available The usual
constraints of operability, rehability, and maintain-
ability also apply

IV. Parkes Front-End System for the
Neptune Encounter

A. General Description

The RF configuration of the front end (Fig 2) will be vir-
tually 1dentical to that of the 1986 encounter, with the excep-
tion of pre/post-TWM signal coupling ports, provided for the
Commonwealth Science Industrial Research Organization
(CSIRO) of Australia, which operates and maintains the Parkes
antenna The two new RF front-end control (RFFEC) cabi-
nets (Fig 3) will be installed in the NASA trailer, requiring
two new multiconductors between the antenna pedestal
control room and the NASA trailer The two RFFEC cabinets
are the maintenance point for tuning and adjusting the dual
TWMs They contain the monitor recewver display (an HP
8590A spectrum analyzer), the 420-MHz (nominal) test signal
source (an HP 8663A synthesizer signal generator), the front-
end controller, a CRT terminal, the CCR data acquisition
umt, and the TWM monitor and control equipment The aerial
cabin racks A, B, and C (Fig 4) contain the balance of the
front-end RF and TWM/CCR monitor and control equipment
The antenna room racks contain equipment that must be re-
located through additional cabhing if they are not n close
proximity to the TWM/CCRs or the waveguide feed system
The total weight of the front-end equipment (including the
RF package) that will be installed in the antenna room 1s
630 kilograms *2 percent

The major changes being made to the front-end system will
alter the way in which the system 1s momitored and controlled
Reimplementation of the Parkes antenna front end will in-
clude a system for centralizing and automating the monitoring
and control of the microwave electronics (Fig 5) This mom-
toring and control will be provided through the Parkes front-
end controller (FEC) assembly. a multibus-based computer



mounted 1n one of the two front-end control cabinets (Fig 3)
located in the Parkes NASA trailer The FEC will tie together
individual pieces of equipment 1n the trailer that interface with
hardware located in the antenna aertal cabin In addition to
providing independent, stand-alone operation, the FEC will
also interface directly to the PCTA communications con-
troller for integrated operation with PCTA functions

The FEC assembly consists of a commercial multibus-type
computer providing a card cage, a power supply, and an enclo-
sure with shdes The FEC chassis will contain four commercial
computer boards an Intel 86/14 CPU with a floating-point
anthmetic card. a D/A converter, and an IEEE-488 communi-
cations card, a RAM memory card, a ROM memory card, and
an RS-232 serial communications card A power meter for the
noise-adding radiometer will also be located within the FEC
chassis and will consist of an A/D converter module and an
additional custom multibus board, the NAR digital board
Software for controling the FEC will be designed from
existing PCTA software modules, with additions and changes
made where necessary for implementing specific tasks Spares
for the FEC/NAR will be made at the assembly level

Control of the Parkes front end will follow the same phi-
losophy that governs the PCTA operation during telemetry
tracking will mvolve automated momitoring and control
through the PCTA array controller, located at the Parkes
site, remote monitoring and control by the CDSCC array
controller will be possible through the imtersite data link
Pre- and post-pass maintenance (independent of the PCTA)
will be provided locally through a CRT terminal located
the monitor receiver control cabinet A second CRT will be
located on the third floor of the antenna pedestal dedicated
for use dumng antenna pomnting cahibration All three ter-
minals will be able to control equipment and alter the front-
end configuration Selection of the controlling terminal will
be made through a switch mounted on the front of the FEC
chassis

The FEC will provide interfaces with the following front-
end monitor and control nstrumentation (Figs 6 and 7)

(1) IEEE-488 cabling from the Front-End Controller CPU
to an HP quartz thermometer, the 420-MHz test signal
synthesizer, the monzitor receiver spectrum analyzer, an
HP power meter, and (through an IEEE-488 extender
to the aerial cabin) the noise diode relay switch con-
troller, the test oscillator upconverter, an AC power
controller for the waveguide switches, the monitor re-
ceiver, and each of the two downconverters

(2) Parallel TTL control lines from the front-end con-
troller CPU to the dual TWM control panel

(3) RS-232 serial communication hnes from the FEC
serial ports to the foliowing terminals

(a) The PCTA communications controller

(b) A local CRT terminal for monitor recetver sys-
tem maimntenance

(c) A remote CRT terminal for NAR operation dunng
antenna pointing calibration

(d) The CCR data acquisition unit

(4) A 50-ohm coax from the PCTA receiver to the NAR
A/D module 1n the FEC and from the FEC to the
noise diode power assemblies 1n the aenal cabin

Tasks performed by the front-end controller will consist
of

(1) Providing monitoring and control of the antenna wave-
guide switches and polarizer driver assembly This task
includes monitoring of telltales showing the true me-
chanical position of the devices (not provided in 1986)

(2) Measurning system temperature using the Y-factor tech-
nique through automation of the waveguide switches,
quartz thermometer, dual TWM control panel, and HP
power meter This task includes automatic calibration
(zeroing) of the HP power meter

(3) Performing NAR functions under remote control
through automation of the noise diode assemblies and
the NAR power meter This task mcludes the return of
a time-varying analog signal, corresponding to mea-
sured system temperature, to the pedestal It also mn-
cludes periodic calibration of the noise diodes

(4) Providing status updates and charting the performance
history of the refrigerators and compressors as re-
quested This task includes the generation of alarm
messages on CCR out-of-limit conditions

(5) Monitoring of alarms from the downconverters, moni-
tor recewver, and test signal upconverter These alarms
include all power supphes, local oscillator power levels,
timing, and phase-lock conditions

B. Detailed Functional Descriptions

1 Waveguide switching and polanzer control Monitoring
and control of the two waveguide switches and polarnizer will
take place over the IEEE-488 using a remote HP 3488 A switch
control umit with plug-in HP 44471A relay modules for power
control and an HP 44474A digital I/O module for telltale
monitoring A new waveguide switch interface will be built
to nterface the switch controller to the existing cable har-
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nesses and assemblies Manual control in the event of hard-
ware failure will be possible from within the aerial cabin

2  Y-factor system temperature measurement Pre-pass
system temperature measurement using the Y-factor tech-
nique will be fully automated by the front-end controller
Coordinated operation will consist of

(1) Instructing the TWM controller assembly to remove
all test signal sources from the receiver signal path

(2) Instructing the monitor recewver to select the appro-
priate signal path and positioning the waveguide
switches to select the desired configuration (sky or
ambient load)

(3) Calibrating the HP power meter by switching 1its
mput to an internal calibration signal

(4) Switching the meter to the monitor receiver and
measuring the noise power levels

(5) Measuring the ambient load temperature using the
quartz thermometer

(6) Calculating the system temperature and reporting
the results to the operator

3 Noise-adding radiometer Noise-adding radiometers [2]
operate by periodically injecting small, known quantities of
noise into the antenna front end and then measuring the re-
sulting increase n system noise power at the receiver For
the Parkes reimplementation, this additive noise will be
generated using a DSN noise diode assembly, the NAR power
meter mn the front-end controller will perform the noise
power measurements During antenna pointing calibration
operations, system temperature calculations will be carried
out continually, with the FEC supplying a corresponding
analog voltage to the pedestal via a D/A converter

Two noise diode assemblies will be supplied for the Parkes
antenna, one for each of the two 8 4-GHz receive chains Each
assembly consists of a noise diode oven and an associated
power supply Each oven contans three diodes, providing
noise temperatures of 025,05, 1, 2, 4, 8, and 50 K, defined
at the maser inputs The ovens are controlled through their
power supply assemblies, each of which contains three inde-
pendent power supphes, one for each diode Three relays per
supply are used to select the amount of diode current (allow-
ing three noise levels per diode), while a fourth TTL signal
modulates the diode on and off (The diodes are not switched
with the power supply relays )

Each power supply assembly 1s monitored and controlled
through 21 digital I/O lines consisting of relay closures, tell-
tale sensors, and diode modulation mput Both assemblies
will be operated through a remote HP 3488A switch control
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unit containing three HP 44474A digital 1/O modules (16
channels per card), coaxial cable run directly from the FEC
will supply the modulation control signals Since one HP
controller will already be in place for operating the wave-
guide switches, common spares will exist for both the switch
controllers and the digital I/O modules

At the other end of the receive chain, noise power measure-
ments will be taken from the inputs of the Parkes telemetry
recewver Each of the two 285- to 360-MHz RF signals will be
sphit 3 dB 1n the signal select drawer and then fed directly to
the power meter in the FEC The NAR power meter consists
of a module comprising an analog-to-digital converter for
sampling the noise inputs and a single Intel multibus stitch-
wire board under FEC control for accumulating individual
power measurements, an averaged output is read over the bus
by the 86/14 CPU Diode control, noise measurement, system
temperature computation, and analog output programming
are all handled by the CPU, with results included mm FEC
status displays

4 CCR/compressor momtoring The CCR/compressor
monitor consists of three uMAC 5000 data acquisition assem-
blies and an IBM PC-XT data acquisition unit (DAU) [3] used
for mterfacing and data processing The DAU 1s located 1n one
of the two front-end control cabinets (Fig 3) located in the
Parkes trailer One uMAC will be located in the aenal cabin to
monitor both CCRs (Fig 4), while the other two uMACs wall
be 1n the compressor room (Fig 8) to monitor one compres-
sor each, data will be sent from the uMACs to the DAU at
1-minute ntervals Communication between the uMACs and
the DAU will be senal RS-232 and will use a coaxial cable
daisy-chained to all devices An additional RS-232 port on the
DAU will provide the interface to the FEC via an IBM PC
sertal communications card

The data acquisition unit will be located in one of the two
Parkes front-end control cabinets and will be dedicated solely
to CCR system monitor tasks The DAU will continuously dis-
play CCR and compressor parameters, updating the screen
once a minute as data 1s received from the antenna These
parameters will also be echoed to the FEC, and the most up-
to-date values will be used to generate routine PCTA status
displays

Monitored CCR/compressor parameters include

(1) CCR stage temperatures (4 5 K, 15 K, and 70 K)
(2) Reserve CCR heat capacity (percentage of normal)

(3) Hehum pressures (supply, refrigeration return, JT re-
turn, tank, and o1l stack differential)

(4) Joule-Thomson stage helium flow



(5) Motor phase currents (A, B, and C)
(6) Motor temperature
(7) Compressor temperatures (first and second stage)

(8) Vacuum pressure n the CCR vessel

In addition to the CCR/compressor parameter values, each
record sent by the DAU to the FEC will be formatted with
status flags indicating whether each value 1s within acceptable
himits (All CCR/compressor alarm limits are to be entered at
the DAU keyboard ) Any out-of-imits conditions will cause
the FEC to immediately send a PCTA-type alarm message
(including an audible tone) to each FEC terminal

In order to keep track of performance history, the DAU
will time-tag and log the CCR/compressor data to 1ts hard disk
every 15 minutes Given the capacity of the disk, an entire
year’s worth of data (96 records/day) can be recorded In
addition to the long-term storage in the DAU, the front-end
controller will keep track of the most recent 72 hours’ worth
of data transmitted to 1t (in l-minute intervals) This perfor-
mance history will be made available mn two forms upon
specifymng a start date/time and a stop date/time, one or more
parameters can be either displayed as a low-resolution graph
(80 X 24 characters) or tabulated in columns Short-term
history (up to 72 hours old) will have a maximum resolution
of 1 minute, long-term history will have a 15-minute resolu-
tion Data records that are not found in the FEC short-term
cache can be automatically requested from the DAU hard disk
log, indexed by day of year, time of day, and CCR/compressor
system number

5 Alarm momtormg The downconverters, monitor receiv-
er, and test signal upconverter all have built-in alarms to indi-
cate failures or performance degradation These alarms are
detected by polling the equipment over the IEEE-488 and will
be monitored by the front-end controller Alarm conditions
will generate a PCTA-compatible alarm message and the condi-
tion of all monitored parameters will be included 1n routine
FEC status displays

Alarms monitored include
(1) Downconverters

(a) DC power Detects 1t any power supply voltage
drops by more than 15 percent

(b) Phase lock Detects if the 8 1-GHz local oscilla-
tor PLL 1s phase-locked

(¢) Five-megahertz standard Detects low or missing
5-MHz references from the station FTS

(d) Low power Detects low local oscillator power

(e) Sum Detects if any of the above alarms are true

(2) Upconverter

(a) DC power Detects if any power supply voltage
drops by more than 15 percent

(b) Phase lock Detects 1f the 8 1-GHz local oscilla-
tor PLL 1s phase-locked

(c) Five-megahertz standard Detects low or missing
5-MHz references from the station FTS

(d) Low power Detects low local oscillator power

(¢) Sum Detects if any of the above alarms are true

(3) Monitor recewer

(a) DC power Detects 1if any power supply voltage
drops by more than 15 percent

(b) Sum Detects if any of the above alarms are true

V. Dual TWM Refurbishment and
Performance

The two TWM/CCRs were tested at JPL in the condition re-
ceived from ESA One of the TWM/CCRs had a vacuum leak
resulting from a damaged waveguide window, and both TWMs
had shorted wires 1n their internal cable harnesses As a result,
both TWMs were removed from the RF package and repaired
prior to testing Test results of the TWM gan/bandwidth
curves (Fig 9) indicated that both TWMs required adjustment
of the gain/bandwidth shape 1n order to achieve the specified
100-MHz, 3-dB bandwidth The gain/bandwidth curves of the
TWMs were adjusted to meet the Block IIA TWM specifica-
tions [1] by altering the magnetic field with a change in the
length and/or thickness of the steel shims mounted on the top
and bottom of the structure [4] The final gain/bandwidth
curves achieved with both TWM 1 and TWM 2 are shown 1n
Fig 10

The measured equivalent input noise temperature (referred
to the room temperature input flange) 1s shown in Fig 11 for
both TWMs The noise temperatures were determined by at-
taching a high-quality feedhorn to the waveguide put flange
and then measuring the Y-factor obtained when alternately
viewing the “cold” sky and an ambient termination microwave
adsorber

Refurbishment of the TWM/CCRs consisted of the

following

(1) Repairing CCR vacuum leaks
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Installing new internal wire harnesses and temperature
sensor mounting brackets in both CCRs

Adding an additional temperature sensor to the 15-K
to 4 5-K heat exchanger on both CCRs to enable the
CCR data acquisition system to momtor the percent-
age of CCR reserve cooling capacity

Repairing and upgrading the solhid-state pump source
assembly Gunn oscillators and other waveguide com-
ponents damaged by corrosion were replaced with new
components, and new modulator/protect assembles

were 1nstalled to upgrade to the latest Block IIA re-
quirements [5]

VI. Conclusion

A PCTA D/E-level design review for the Parkes front-end
system was presented in November of 1987 The response indi-
cated that the system with the new front-end controller, noise-
adding radiometer, CCR data acquisition unit, system alarm
monitoring, and refurbished RF front end will meet all station
operation and maintenance requirements as well as the Voy-
ager Neptune encounter project requirements
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The Behavior of a Costas Loop in the Presence of Space
Telemetry Signals
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The telemetry modulation index, telemetry bit rate, subcarrier waveform, and subcar-
rier frequency are shown to be the key system parameters that contribute to the perfor-
mance degradation of a Costas loop n the presence of space telemetry signals The effects
of the Doppler in the loop are also investigated in this article The results of this study
have been wnput to the Consultative Comnuttee for Space Data Systems (CCSDS) for
consideration in the future standard suppressed-carrier space telemetry system

I. Introduction

The Consultative Commuttee for Space Data Systems
(CCSDS) has classified space telemetry signals into two cate-
gories Category A, non-deep space missions, and Category B,
deep space missions Category A includes those missions hav-
ing altitudes above the Earth less than 2 X 106 km, and Cate-
gory B contains missions having altitudes above the Earth
greater than 2 X 106 km For space telemetry signals, the
CCSDS has recommended that a subcarrier be used with a
residual carrier when transmitting at low bit rates and that
PSK subcarrier modulation be used when a telemetry subcar-
rier 1s employed A square-wave subcarrier 1s recommended for
Category B, and a sine-wave subcarrier for Category A [1]

Costas loop receivers with a residual carrier have been ana-
lyzed by M K Simon [2] This analysis has not considered
the case where the signal utilizes PSK subcarrier modulation,
and also has assumed that the loop phase error approaches
zero at a high loop Signal-to-Noise Ratio (SNR) with the
Doppler signal being compensated for

In this article, the performance degradation of the Costas
loop 1n the presence of space telemetry signals 1s investigated
This represents an extension of [2] to include PSK subcar-
rier modulation and the presence of Doppler in the input sig-
nal The assumption that the loop phase error approaches zero
at a high loop SNR 1s removed 1n this analysis Only the linear
approximation which 1s valid for small phase errors 1s assumed

ll. Performance of the Costas Loop
in the Presence of Deep Space
Telemetry Signals

The deep space Category B telemetry signal recommended
by the CCSDS can be presented mathematically by [1]

S(t) = V2P sin(wyttm-d(t)* P(z)+0(2)) M
where P 1s the total recerved power, w, 1s the carrier radian

frequency and 6(t) the corresponding Doppler signal to be
estimated, m 1s the data modulation index with d(z) the NRZ
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binary valued data sequence. and P(r) 1s the unit power square-
wave subcarrier of frequency f;

The above signal 1s received in the presence of Additive
White Gaussian Noise (AWGN), n(¢), with

n(1) = V2 [N (1) cos(w,t +8(t)) - N(¢) sin(w,yt +6(1))]

where N,(¢) and N,(¢) are approximately statistically inde-
pendent, stationary, white Gaussian noise processes with
single-sided noise spectral density N, W/Hz, and single-sided
bandwidth B, < (wg/2m), and the Costas loop 1s used to track
the recewved signal If ¢,(¢) denotes the loop phase error, then
from previous analysis of this type [2] (assuming 2¢,(t) 1s
small enough so that the hnearizing approximations are appl-
cable, 1e, sin(2¢,(¢)) =~ 2¢,(r), cos(2¢,(t)) = 1), we can
show that

20.6) = 20,(1) +24,,(0) + 26, () @)
where

8, = [1-H(p)] - 6(r) @

6,0 = 232G i) w0 @

oy = B2y 20) )

Note that the self-noise of data has been assumed to be
small so that 1t can be ignored in the above equations

Here
H(s) = closed-loop transfer function
= 7KF(s) ©6)
s+ 1KF(s)
where
K = (VCO gan) * (phase detector gain)
F(s) = transfer function of loop filter

v = P(cos?(m) - a * sin%(m)) 0)
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N(,2¢) = |:1vfs(t)2 = N, (1) +25/P {N,(¢) - cos(m)
- M @) N, (@) - sm(m)f] - 29,)
+ [2 * N(0) * N (0 + 23/P{N, (1) + cos(m)
+ M (1) N (0 - sin(m) }] ®)

Here Mf(t), Nfs(t), Ny, (¢) are the equivalent low-pass arm
filtered versions of M(z), N,(¢), N,(t), respectively Note that
M(t) 1s the PSK subcarrier modulated data signal which 1s
given by

M(t) = d(t) * P() ©)

As an example, the relationship between M(r) and the
filtered version of My(¢) 1s given by

M) = Gp)- M() (10)

where G(p) 1s the arm filter with p the Heaviside operator

In Eq (2) the loop phase error 1s expressed in terms of the
loop phase error due to the Doppler signal (¢,(¢)). loop phase
error due to the modulation (¢,,(?)), and phase error due to
the noise (¢ (¢)) The factor & in Eq (7) denotes the modula-
tion distortion factor

o =f Sy (N1 Gu2rf) P - df (1)

Here S),(r) denotes the power spectral density of the data
modulated subcarrier M(¢) It can be shown that for a square-
wave subcarrier,

oy =t i [S,(F - kf,) + S,(f + kf,)]
M 7T2 k=1 k2
odd
where S;(f) 1s the power spectrum density of the equiproba-
ble NRZ binary telemetry signal

Let us assume that the initial phase offset of the incoming
signal from the phase of the free-running VCO. the data
sequence, and the noise are independent Then, from Eq (2),
the mean-squared tracking phase jitter can be shown to have
the form

a*(g,) = 0*(9,) + 6% (¢y,) *+ 0% (¢y) (13)



where 62(¢,,) 1s the mean-squared tracking phase pitter due to
the Doppler signal, 62(¢,,) the phase jitter due to modulation
produced by the residual carrier, and 62(g,,) the ptter due to
the noise Using [3] 1t 15 easy to show that. from Eq (2).

(9, 2—1J 1= H(ew) 1 - E{100w) 2} - do

(14

[Psn(2m))? [~

) - e Jo. LH(e) [P - Sy, () - do
(15)
2(¢ =_1__fm|11 2.8 . d
0" (9y) el (1w) (W) © dw
(16)
Here,

E{l18(jw) 1?} = spectral density of the Doppler signal 8(¢)

= spectral density of the data-modulated
subcarrier M (¢) after low pass arm filter-

ng = Sy, (w) * | G(2nf) |2

8107 (w)

Sy (w) = spectral density of the noise N(¢,2¢,)

Since the bandwidths of the process Mf(t) and the noise
N(t,2¢,) are very wide with respect to the loop bandwidth
B, , we can approximate Egs (15) and (16), respectively, as
follows

2[Psin(2m)]? |

o*(¢,,) ~
M [29]?

B, * S,,,(0) a7)

2

a*(¢y) =
v 2712

- B+ 5, (0) (18)

Here, we define the loop bandwidth B; as

1 d
5= 3 [ 10w - 32 19)

Since the CCSDS has recommended that the subcarrier fre-
quency (f;) to bit rate (R,) ratio be an integer [1], the power
spectral density Sy, (w) of the data-modulated subcarrier M(r)
after low pass arm filtering 1s equal to zero at the origin (see
Appendix A) Thus the mean-squared phase jitter due to the
modulatton 1s also equal to zero

If the spectrum of the loop phase error 1s very narrow com-
pared to the noise component N_(¢) after low pass filtering, so
that 1t 1s constant relative to the noise components, then we
can show that

5,(0) = 2P+ N, [40%(8,) + 1]

B'N,
X[+ G(0) |? cos®(m) + § + sin?(m)
(20)

where

B = %f |G@2nf)|* - df (1)

=™
|

- [ saoieemnr-g @

From these results, the mean-squared tracking phase jitter
can be shown, after some algebraic manipulations, to be

2
*(3,) = ; 40 @) . Mm.2.P)
|:1 e N(m,a,ﬁ):l Py [l e N(m.a,B)]
L L

(23)

where N(m,a,B) and p, are given by

1

(cos?(m) - a + sin(m))

N(m,a.p) =

X |:61_' +]G(0) I? cos®(m) + 8+ smz(m)]

(24)
= Loop Signal-to-Noise Ratio (SNR) = P (25)
Py op Signal-to-Nois NE
8' 1n Eq (24) 1s defined as
,_ P
& = W (26)

Since 02(¢y,) and N(m,a,p) are always greater than zero,
then Eq (23) makes sense only when (4/p,) - N(m.a,0) <1
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Thus, for (4/p,) + N(m.a,B) << 1, Eq (23) can be approx-
mated as

02(8,) ~ 0*(¢,) [1 + 2 'N(m-a,ﬁ)]
Ay
+ N(m.a,B) + 4

* N*(m.a,B)
Pr 0,)

2
(27)

The mean-squared tracking phase jitter described in Eq
(27) shows how the Costas loop responds to the deep space
telemetry signal The tracking phase jitter due to the Doppler
appears as a high pass function, and the jitter due to noise
appears as a low pass function Since the tracking phase ntter
1s mversely proportional to [cos2(m) - a « sin2(m)], the loop
will experience a serious degradation 1n tracking performance
when the modulation index m of the data 1s near m, (see [2].

Eq (15))

m_ = cot™! (va) (28)
At m = cot-1(3/a). the loop will drop lock at any loop
SNR

If the Doppler signal can be compensated for and the loop
SNR 15 very hugh, then Eq (28) can be written as

(29)

If the data does not utihize a square-wave subcarrier, then
the result found i Eq (29) 1s sumilar to that found 1n [2] and
[4] (with the ranging channel turned off)

lll. Performance of the Costas Loop
in the Presence of Non-Deep
Space Telemetry

The signal format for non-deep space telemetry 1s the same
as that for deep space except that a sine-wave subcarrier wave-
form 1s used 1n place of the square wave [1] Letting M, (¢) =
d(t) - sm(2nf, t), and assumung that the arm filters are built
such that no spectral components greater than £, get into the
error control signal 1n the loop, then following the above pro-
cedure we can show that the mean-squared tracking phase
ntter for this case 1s (see Appendix B)
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U ’ ] 4 !
a'*@) = a'*(sp) [1 to— N, /31)}

1L
] . 2 ’
MO ey 8) 4 Nimoa, 8)

PiL (o, )

(30)

where 0'2(¢L')) 1s defined as in Eq (14), with H(s) replaced by
H,(s)

M K F(s)

H (s) = Sty K )

7, = PUZ(m) -4 a I3 (m)) (31)

[(1/8") +21G(0) T2 (m") + 4 - B, » JH(m)]

N(@m', e ,8) =
l(m al 1) [.]02(”1') 4 al . le(ml)]
(32)
where o and B, are given by
o = f Sy (N1 GU2nf) 1 - df (33)
8, = f S (N1GG2nfy1* - df (34)

Here @, 1s the modulation distortion factor, and S,,,(f) 1s
the spectral density of M, (¢) which 1s given by
S, (F) = Sf-£ )+ S(F+F,,) (35)

Note that p,; 1s defined the same as in Eq (25). with H,(s)

in place of H(s) for the computation of B; If the ptter due to

Doppler can be compensated for. and the loop SNR 1s high,
then Eq (30) can be approximated as

Ny, 6,)

a'%(s)) ~ 5
1L

(36)

The loop will be degraded seriously in tracking performance
when the modulation index m' 1s near the value m, , which will
satisfy

W, (m) T (m)]? = 4-q (37)



IV. Numerical Examples

It 1s shown that the Costas loop will be degraded seriously
1n tracking performance when the modulation index m (or m")
1s near the critical value, called m, (or mc' ), which 1s given by
Eqs (28) and (37) for deep space and non-deep space mis-
sions, respectively The loop will drop lock at any loop SNR
when the modulation index satisfies these equations There-
fore, 1t 1s crucial to understand the behavior of the modulation
distortion factors @ and o, as a function of data rate, subcar-
rier frequency, and arm filter noise bandwidth In this section
we will evaluate these distortion factors and illustrate some
numerical results for the single-pole Butterworth arm filter

The transfer function for the single-pole Butterworth filter
1s given by

GO = — - (38)
L+ (f)?

where £, , the 3-dB bandwidth, is related to the two-sided noise
bandwidth B, of the filter by

B,
- (39

f6 =

Substituting Eqs (38) and (12) into Eq (11) and rearrang-
g gives the modulation distortion factor «, for Category B,
of the form

8 - (f)2 w sn?(aT [f-kf,])
o = E - df
=1 o KE(f-KL P (241D
kodd

(40)

where T, = (1/R,) 1s the symbol duration of the telemetry data
sequence In uncoded binary systems, the bit duration equals
the symbol duration Thus, the ratio of subcarrier frequency.
fsc, to bit rate,RS for this case 1s

£+ T, = (fJR) = n=12,3, (41)

Using contour integration and carrying out the necessary
mathematics gives

m s k=1
k odd
B B, 2B\] 2B,
X a(n,k,R) b(n,k,Rs) 1 -exp ( R ) + E
42)
herea( , , )and b( , , )are given by
1
,k.B./R) = 43
a(" 1/ s) k2[(nk7r)2 +(BI/RS)2] ( )
(nkm)? - (B,/R )?
bn.k.B,/R) = : (44)

(nkm)? +(B,/R )?

The modulation distortion factor a; for Category A telem-
etry signals can be expressed n terms of ¢( , , ) and

b( , , ) by evaluating Eq (33) For this case, 1t 1s found
that
B B B, B B,
al-ran,l,r b nl,R 1 -exp 2R +217
5 s s s 5

(45)

The numencal results of Eqs (42) and (45) are plotted in
Figs 1 and 2, respectively There, the modulation factors a
and o, are plotted in decibels versus the ratio (B,/R;) for
various values of n, the ratio of subcarrier frequency to bit
rate Using these results for a and o 1n Figs 1 and 2, the
cntical modulation index m, versus the ratio (B,/R;) with n
as a parameter can be plotted As an example, Fig 3 illustrates
the cntical modulation mdex m, for Category B missions as a
function of (B;/R,) Figures 1 and 2 show that the modulation
distortion factors for both Categories A and B decrease as the
subcarrier frequency to bit rate ratio, n, increases The physi-
cal meaming for this 1s that the degradation 1n tracking perfor-
mance of the loop 1s less when we place the data further away
from the carner (at the expense of wider bandwidth) Further-
more, from these figures, we observe that for a given bit rate
there exists an optimum noise bandwidth for the arm filters in
the sense of mimimizing the degradation in mean-squared track-
ing phase jitter It is also seen that the degradation in the
modulation distortion factor for Category A 1s more than that
of Category B for a given n and (B, /R,) Figure 3 shows that
the critical modulation index m, decreases as the noise band-
width to bit rate ratio (B, /R;) increases Also, m, 1s shown to
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decrease as we place the data closer to the carrier frequency
{decreasing in n) This means that the closer we place the data
to the carner, the more power the carrier requires to maintain
a proper tracking performance

V. Conclusions

It has been shown that the Costas loop can be used to track
space telemetry signals 1n the presence of Doppler This opera-
tion can increase mean-squared tracking jitter if there 1s a

residual carrier, as was recommended for both Categories A
(non-deep space) and B (deep space) telemetry signals The
performance degradation of the loop can be optimized by
choosing a proper subcarrier waveform, subcarrier frequency,
bit rate, and arm filter noise bandwidth This article has
numerically evaluated such degradation for single-pole Butter-
worth arm filters for both Categories A and B To completely
understand the behavior of the Costas loop 1n the presence of
space telemetry signals, the false lock performance still needs
to be found
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Appendix A

The power spectral density of the data-modulated subcar-
rier M(¢) after low-pass arm filtering 1s given by

SyAw) = 8, (w) * 1G(27f) ? (A-1)

where S,,(w) 1s given in Eq (12), and G(*) 1s the transfer
function of the low pass arm filter

Since the CCSDS has recommended that the NRZ binary
signal be used for d(¢). the power spectrum density S;(f) of
the equiprobable NRZ binary signal 1s given by

5,0) = T,+ [sm(nfT)/ (nfT)] (A2)

The spectral density of the low pass arm filtered data-
modulated subcarrier at the origin, for an NRZ binary signal,
can be obtained by substituting Eq (A-2) into Eq (12), then
substituting the result into Eq (A-1) and evaluating 1t at w=
27nf =0 The result 1s given as follows

8T, = |sn(nTkf, )|? G2
SuA0) = 7z ; @TRL) | l k (A3)

From Eq (41), the product (T, f,.) always equals an mte-
ger Thus, Eq (A-3) becomes

Sir©) = 0 (A-4)
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Appendix B

From Eq (1), the non-deep space Category A signal can be
written as

S'(t) = V2P J(m') + sm(wyt +0'(t))
+/2P J(m') - d(t) + cos(wyt + 8'(t))
(B-1)
Here we have assumed that

20 loglo(lo(m')) >> 20 loglo(J2(m'))
20 log, ,(4,(m")) >> 20 loglo(Ja(m'))

If the Costas loop 1s used to track this signal in t/l\le presence
of AWGN, then the loop phase estimate of 6'(¢), 8(¢), can be
shown to have the form

PKF(s)

20'(t) = :

[10,0n')? - 4+ @, - 4, @0(1))
+aly(m') - T (m') - My (1) + n(, 2¢;)] (B-2)

where

¢.(t) = 6'(t)-8'(¢) = loop phase error (B-3)
my(t.28)) = [N (07 - N @0 + VPN, (0 - Jy(om)
-2, 0+ N (0 - ()] - 26)
+[2- N0 N 0+ VPN, @) - ()

+2M, (0 N(0) - 7, ()] (B-4)
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le(t) = G(p) - M (t), M (t) = d(t) - sm(27f 1)
(B-5)
It should be noted here that all the other parameters
(which are not defined here) have been defined in the preced-
ing sections, and that the previous assumptions (small loop
phase error, small self-noise of the modulation) are used m

deriving Eq (B-2)

Let
v, = PUZ(m)-4-a - J2(m)] (B-6)

where a, 1s the modulation distortion factor which was de-
fined 1n Eq (33)

From Eq (B-3), Eq (B-2) can be rearranged as

2¢,(1) = 20,(1) + 29, (1) + 2, (1) (B-7)
where

o.(1) = [1-H,(p)] - 6'¢) (B-8)

, 2P - Jy(m') - J (M)
0. () = ) “H(p): M,()  (BI)

1
: H,(») :

¢y (D) = I n,(t,2¢,) (B-10)

1

where H, (s) 1s the closed-loop transfer function (for this par-
ticular case) which 1s defined in Eq (31)

Following the procedure n Section II, the mean-squared
tracking phase jitter for non-deep space telemetry signals can
be shown to take the form expressed i Eq (30)
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This article presents a functional description of the Deep Space Network Very Long
Baseline Interferometry system as it will exist at the end of 1988

l. Introduction

Very Long Baseline Interferometry (VLBI), 1n 1ts simplest
form, uses two radio telescopes to synthesize a radio telescope
with an angular resolution equal to that of a telescope whose
diameter equals the separation of the two telescopes The
DSN makes use of this very high angular resolution to produce
precision navigational data for spacecraft in deep space VLBI
data 1s also used to produce source coordinates for rado refer-
ence sources and platform parameters, which include the rela-
tive antenna positions on the surface of the Earth and the
mstantaneous rotations of the Earth’s surface relative to its
mean position The VLBI system also supports a variety of
astronomical and geodetic programs

il. VLBI Description

A schematic representation of a VLBI observation 1s shown
i Fig 1 When the signals from the two antennas are corre-
lated against each other, with a variable relative delay, the
actual delay 1s given by the relative delay which maximizes the
degree of correlation This time delay 1s the VLBI observable
If the baseline vector 1s known, the angle of arrival of the radio
waves and hence the source’s angular position can be com-
puted A priori knowledge of the observational parameters 1s,
in general, not well enough known to unambiguously deter-
mune the absolute phase of the measured delay Measurements
at several frequencies allow the group delay to be computed

from the slope of phase versus frequency Measurements from
the frequency channels with the smallest frequency separation
have ambiguities which can be resolved from a prior1 knowl-
edge The channels with wider frequency separation are used
to progressively improve the precision of the delay determina-
tion This techmque 1s called bandwidth synthesis For a com-
plete description of VLBI, see [1] -[4]

VLBI accuracy 1s reduced by errors in knowledge of the
baseline length and its onentation in relation to the instan-
taneous spin axis of the Earth, station clock dnft, and un-
modeled media delays In the case of navigation, these errors
can be greatly reduced by observing a reference radio source
that 1s angularly near a spacecraft Such an observational sce-
nario 1s shown 1n Fig 2 By differencing the delay measured
from the Extragalactic Radio Source (EGRS) observation with
the delay measured from the observation of the spacecraft,
one can determine the angular separation of the EGRS and the
spacecraft in the direction perpendicular to the baseline The
differencing process eliminates any errors that are common to
both observations Reducing the angular and time separation
of the observations increases the amount of commonality of
the error sources and therefore reduces the common mode
errors This procedure 1s called delta-differential one-way range
(delta-DOR) 1t 1s analogous to differencing one-way ranging
delays between two stations (DOR) and then differencing
these ranges between two sources If delay measurements are
made over some time interval, they can be differenced to pro-
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duce a data type called delta-differential one-way doppler
(delta-DOD) This gives an angular rate 1n the plane of the sky
rather than an angular position and 1s analogous to doubly
differenced doppler data The genenc term for the differenced
VLBI data 1s delta-VLBI

A penalty of using an EGRS as a reference 1s that angular
positions and rates relative to the EGRS are produced rather
than absolute positions and rates In order to make use of this
data for navigation, the EGRS position must be accurately
known from other measurements VLBI observations can
determine relative station locations with an accuracy of S to
10 centimeters and source positions to an accuracy better than
30 nanoradians by repeated observations of many sources with
varying observing geometries An ongoing program (Catalog
Maintenance and Enhancement) in the DSN continues to 1m-
prove the positional accuracy of a catalog of more than 100
EGRSs while adding sources for new projects when necessary

Another program supported by the DSN, called TEMPO
(Time and Earth Motion Precision Observations), makes week-
ly VLBI observations that provide detailed knowledge of the
short term fluctuations 1n the angular position of the Earth’s
crust relative to its mean position The quantities measured
(platform parameters) are the vanations in rotation/time
(UT1-UTC) and the vanations in the position of the spmn
axis (polar motion) These platform parameters are used n the
Orbit Determination Program for the reduction of delta-VLBI
data as well as all other radiometric data types The TEMPO
observations also produce information about the relative time
offset and rate offset between the precision clocks at the
DSCC and aid in maintaining clock synchronization and syn-
tomization (relative frequency)

lll. Key Characteristics

There are three distinct VLBI configurations currently im-
plemented within the DSN This section will describe the key
charactenstics of the two new configurations and will con-
clude with a brief note about the third, which 1s being replaced
by the other two

A. Narrow Channel Bandwidth (NCB) VLBI

NCB VLBI (also known as Block I VLBI) 1s used to pro-
duce most of the spacecraft navigation data (delta-VLBI data)
and weekly EGRS measurements for determination of the
platform parameters (TEMPO project) The name 1s derived
from the use of relatively narrow bandwidth individual chan-
nels Table 1 shows the key parameters of the NCB configura-
tion The sensitivity of the NCB VLBI system to both narrow-
band (spacecraft) and wideband (EGRS) signals 1s shown
Table 2
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Because the recording rate 1s only 500 kbits/sec, the data
can be recorded directly on a high capacity disk, and playback
of the data can begin while the observations are still in prog-
ress This 1s important for those applications with tight time
constraints on the delivery of the processed VLBI data

The VLBI observables are of lhittle value until they are con-
verted to angular positions and rates of a spacecraft or other
source The achievable accuracy depends on this conversion
and 1s also affected by external vanables such as delays in the
transmission media Figures 3 and 4 show estimated VLBI
error budgets for spacecraft angular delay and rate measure-
ments under typical conditions

The TEMPO project (also known as Clock Sync) observes
from 16 to 20 EGRSs once a week on each DSN baseline
(Califorma to Spain and California to Austrahia) for a total
of about 8000 seconds of data The Earth rotation param-
eters that are produced from this data are accurate to 30 ¢cm
(1 sigma) 1in each component The primary factors limiting the
accuracy are the spanned bandwidth and SNR in the narrow
channels

B. Wide Channel Bandwidth (WCB) VLBI

WCB VLBI 1s used primanly for producing the EGRS posi-
tion catalog required for analysis of the delta-VLBI navigation
data Because of the greater sensitivity and precision, relative
to NCB, the WCB configuration 1s used for radio astronomy
and geophysical studies associated with tectonic plate motion
and deformation In some cases (e g, the Phobos Project),
when 1t 15 necessary to use a very weak EGRS and the NCB
sensitivity 1s too low, WCB VLBI can be used for delta-VLBI
observations WCB VLBI 1s also known as Block II VLBI The
WCB digital hardware at the station 1s the same as the Mark III
hardware 1n use by the astronomical and geophysical commu-
nities The computer and software that control the hardware
are different from those used by Mark III The data format
produced by WCB VLBI 1s 1dentical to the Mark III data

Key characteristics of the WCB configuration are shown in
Table 1 The increased spanned bandwidth and data volume,
due to increased channel bandwidth and simultaneous channel
recording, give WCB VLBI much higher sensitivity than the
NCB VLBI, as 1s shown 1n Table 2 For projects not requiring
a fast turnaround time, the increased sensitivity of WCB VLBI
allows the use of the 34-meter HEF subnet rather than the
70-meter subnet, which 1s usually required for NCB VLBI
Because of the volume of data generated, 1t 1s not possible to
transmut the data to the correlator electronically The need to
mail tapes from the overseas stations limits the minimum time
required to produce reduced data to 1 to 2 weeks



C. Block 0 VLBI

The first VLBI configuration implemented in the DSN was
known as Block 0 It 1s identical to Mark II VLBI used at
astronomical observatories around the world Like NCB and
WCB VLBI, Block O can accept data from two frequency
bands The IF that 1s used 1s centered at 50 MHz and comes
from either Block IV or dedicated VLBI receivers It has up to
8 channels, each of which 1s 2 MHz wide, and with a maximum
frequency separation of 40 MHz The channels are time multi-
plexed, and the data 1s recorded on standard videocassettes
Although NCB VLBI s less sensitive than the Block 0, 1t can
be automatically controlled by predicts, can play the data
back electronically, and has better phase response This has led
to the exclusive use of the NCB configuration for delta-VLBI
and TEMPO activities The Block O configuration will be re-
tained during testing of WCB VLBI but will not be used for
taking operational data after 1989

IV. System Functional Description

In this section the VLBI system will be described in more
detail In the first part of this section the Deep Space Commu-
nications Complex (DSCC) portion of the system will be pre-
sented, and n the second part the Network Operations Con-
trol Center (NOCC), JPL/CIT Correlator, and postcorrelation
processing portions of the system will be described Figure §
shows a block diagram of the VLBI system The flow of the
actual VLBI data (processed RF signal) 1s shown with wide
arrows, while control status, and calibration data flow 1s
shown with small arrows

A. DSCC System

The VLBI system can use either the 34-m HEF or the 70-m
antenna at each complex and can accept mnputs from two fre-
quency bands Currently only 2 3-GHz (S-band) and 8 4-GHz
(X-band) signals can be received simultaneously Dual frequen-
cy observations allow corrections to be made for the effects
of charged particles in the transmission media The 1 7-GHz
(L-band) signal at the 70-m antenna, which 1s upconverted to
S-band, can also be used Either left or right circular polariza-
tion may be used, however, the same polarization must be
used by each of the antennas being employed Table 3 shows
the details of the radio frequency signals which the VLBI sys-
tem can process Because the phase of the RF signal 1s the
end product of the VLBI system, the signal path 1s calibrated
by mnjecting calibration tones into the RF feed prior to the low
notse amplifiers Vanations in the phase of these signals are
applied as corrections to the observed radio source phase
Operation of the Phase Calibration Generators (PCGs) 1s con-
trolled by the Spectrum Processing Assembly (SPA) by means

of messages sent to the Frequency and Timing Subsystem
(FTS) controller

The RF signals are downconverted to a 300-MHz IF using
phase stable local oscillators operating at the fixed frequencies
of 20 (S-band) and 8 1 GHz (X-band) Signals at L-band are
first upconverted to S-band using a 620-MHz local oscillator
and then sent to the S-band downconverter

For NCB VLBI, an IF selector switch in the Signal Process-
mng Center (SPC) sends the desired IF signals to a VLBI recewv-
er (NVR) The recewver downconverts the IF signals to video
frequency 1n up to twelve time-multiplexed channels The out-
put of the recewer 1s then digitized and sampled, single side-
band converted, and digitally filtered This digital processing
occurs within the Data Channel Filter (DCF) Dagital rather
than analog processing 1s required in order to meet the phase
npple and out-of-band rejection specifications placed on the
NCB VLBI configuration The bandpass of the filter can be set
to one of four values After the bandpass filtering, the signal
1s passed to the Spectrum Processing Assembly for formatting
and recording Under some conditions (e g , low Sun-Earth-
probe angles), the phase of the RF signal may fluctuate
enough during the mimmum NCB channel multiplexing time
that the correct RF cycle cannot be determined from data
point to data point If only a single channel 1s being recorded
in each frequency band, as 1s the case for delta-DOD, a band
combiner can be used to eliminate the time multiplexing of
the channels The band combiner simply sums the signals from
two channels, and only the sum 1s recorded The individual
signals can be recovered later, in the correlation process,
although the system noise temperature i1s approximately
doubled

For WCB VLBI, all of the IF signals are routed from the IF
selector to the Data Acquisition Terminal (DAT), which 1s
the processor and recording assembly for WCB VLBI Switch-
ing within the DAT selects the IF channels corresponding to
the desired antenna and frequency band Fourteen video con-
verters within the DAT produce filtered, clipped (one-bit digi-
tized), single sideband downconverted video signals Both
upper and lower sidebands are generated for a total of 28
2-MHz channels There are provisions for a range of filters
within the video converters (see Table 1), but at this time only
the 2-MHz bandpass filters are implemented All 28 channels
can be recorded stmultaneously or, if a smaller number 1s
recorded, multiple recordings can be made on the same tape

The Dagital Tone Extractor (DTE) monitors the phase cali-
bration tones for phase dnft and jitter Predicts loaded into
the SPA contain standards and limits for the amplitude, dnft,
and jitter of the phase calibration tones The DTE output 1s
used during precalibration at the station as part of a system co-
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herence test and as a monitor during the remainder of the pass
The SPA supplies the DTE with a model which 1s correlated
with the video frequency signals from the DCF or the DAT to
produce relative phase measurements

The Spectrum Processing Assembly (SPA) controls all parts
of the SPC portion of the VLBI system through predicts and
provides momtor data to the DSCC Monitor and Control
(DMC) system The DMC provides the SPA with montor data
from the FTS, the Media Calibration Subsystem (DMD), and
the Precision Power Monitor (PPM) Due to tuning constraints,
pointing angle information 1s sent directly to the SPA Momtor
data from the VLBI assemblies (DAT, DCF, DTE, SPA), the
receiver, and the subsystems just mentioned are reformatted
by the SPA and sent via the Digital Communication Subsystem
to the Network Operations Control Center (NOCC) The pre-
dicts (configuration and standard and hmit mformation) which
control and configure the DSCC VLBI system are sent from
the NOCC to the SPA via the DMC The SPA has the ability to
support separate WCB and NCB VLBI activities ssmultaneous-
ly Once the VLBI data 1s acquired 1t 1s sent electronically to
the NOCC (in the case of NCB data), or tapes are mailed back
to JPL (in the case of Block 0 or WCB data)

B. NOCC System

The NOCC contains the facilities for generating the re-
quired predicts, momtoring of VLBI operations in real time,
correlating the VLBI data, and providing postcorrelation
processing Figure 5 shows the subsystems within the NOCC

The NOCC Support Subsystem (NSS) provides antenna

pomnting predicts for VLBI activities, VLBI configuration
parameters used at the DSCC, and the standards and limits
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used for monitoring system performance DSCC configuration
and performance data 1s returned to the NOCC Radio Science/
VLBI real-time monitor (NRV) during a VLBI activity The
displayed data are momtored by the Network Qperations Con-
trol Team and Operations and Engineering Analysis for correct
operation The NOCC VLBI Processor (NVP) receives the
VLBI and monitor data directly from the Digital Communica-
tions Subsystem via wideband data lines and records 1t on disk
The NVP consists of several independent computers, two hard-
ware correlators, and disk storage capacity for approximately
one week of VLBI data The NVP CPUs provide models and
VLBI data to the correlators and receive the results of the cor-
relation process which are phase as a function of time A com-
plete description of the correlation process 1s contamed m
[2] -[4] Postcorrelation software in the NVP further edits the
phase data, applies phase calibration corrections, compresses 1t
to phase points at specified intervals, produces phase rate data,
and sends the results to the DSN Navigation Subsystem
(NAV) NAV reformats the processed VLBI data and forwards
it to the appropriate project along with other radio metric
data

The WCB VLBI videotapes are mailed to the JPL/CIT
Block II correlator for processing This correlator handles
much higher data rates than the NCB correlator and multiple
stmultaneous baselines Block O data 1s also processed on this
correlator Once 1t 1s correlated, the data is brought to the
NVP for postcorrelation processing This correlated data, after
editing and calibration, 1s used as input to a parameter estima-
tion program which produces station location and source posi-
tion estimates This program 1s also used to process NCB VLBI
data for TEMPO to produce corrections to Umversal Time and
the Earth’s pole position The models used 1n the parameter
estimation program are described in [5]
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Table 1 Key system characteristics

Function NCB system WCB system

Number of simultaneous 2 2

frequency bands

Spanned bandwidth 40 MHz (S) 100 MHz (S)
100 MHz (X) 400 MHz (X)

Number of channels 12 14

Channel multiplex time 0 2 sec (minimum) N/A

Channel bandwidth 3125,625, 125, 20,4 0 MHz*
250 kHz

Channel frequency 10 Hz 10 kHz

resolution

Data rate (maximum) 500 kbit/sec 112 Mbat/sec

Recording media High capacity disk Video tape
or 9-track tape

Storage capacity 2 Gbit/disk (2 disks), 100 Gbat/tape
0 9 Gbat/tape

Playback rate 120 kbat/sec Tape shipment

*Expandable to include 0 125, 0 250,0 5, and 1 0 MHz

Table 2 System sensitivity

Table 3. RF reception charactenistics

Antenna
Parameter
34-meter HEF 70-meter

Frequency range, MHz

L-band N/A 1620-1685

S-band (HEMT) 2200-2305 N/A

S-band (maser) N/A 2265-2305

X-band (HEMT) 8200-8600 N/A

X-band (maser) 8400-8500 8400-8500
System noise temperature, kelvins,
zenith

L-band 35

S-band (cryo-HEMT) 43

S-band (maser) 15

X-band (cryo-HEMT) 50*

X-band (maser) 21 21
Polarization

L-band LCP

S- and X-band RCP or LCP RCP or LCP

*Predicted value

Quantity NCB system  WCB system
Minimum detectable EGRS flux* 015 jansky 0 005 jansky
(S-minute integration)
Minimum detectable spacecraft -168 dBm -171 dBm

signal*
(1-second integration)

*Assuming two 70-meter antennas operating at an SNT of 30 K
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Fig 1 Schematic representation of a VLBI observation showing
the measured delay, », which is given by the dot product of the
baseline vector, B, and the unit vector to the source

\ SPACECRAFT

SPACECRAFT DELAY

UNMODELED
DELAY

Fig 2 Schematic of a AVLBI observation Unmodeled media de-
lays or baseline errors occur in the observation of both the Extra-
galactic Radio Source (EGRS) and the spacecraft These effects are
greatly reduced by differencing the delay observations
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Fig 3 Deita-DOR anguiar position error budget for the Galileo
Project A spacecraft-to-EGRS angular separation of 10 degrees,
600-second observations on each source, and 700 seconds be-
tween the EGRS and spacecraft observations are assumed
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Fig 4 Deita-DOD angular rate error budget for the Mageilan Pro-
ject An average elevation angle of 15 degrees 1s assumed along
with a Sun-Earth-probe (SEP) angle greater than 10 degrees, a
spacecraft-to-EGRS separation of 10 degrees, and an integration
time of 600 seconds The ADOD accuracy 1s dominated by un-
modeled fluctuations in the troposphere
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X-band system noise temperature near the sun was measured at DSS 15, a 34-meter
High Efficiency (HEF) antenna, in November 1987 Data was taken at angles off the cen-
ter of the sun from 0 to 4 degrees At angles greater than 0 5 degree, the measured results
agree with Voyager tracking data taken at Solar Conjunction in late December 1987
Within the solar disk, at angles lower than 0 27 degree, the temperature measured was
lower than the prediction of a model by 30 percent, after adjusting for known recetver
nonhnearities The discrepancy mn this extreme case is probably caused by unknown
nonlinearities 1n the recewer, uncertainties in the model, or both The measurement 1s
nevertheless credible for practically all Sun—Earth-Probe angles of interest to deep space

missions

I. Introduction

On November 26 and 27 of 1987, a test was performed at
DSS 15 to determine the effect of solar radiation on the sys-
tem noise temperature at low Sun-Earth-Probe (SEP) angles
This test was prompted by the need to gather data in prepa-
ration for an advanced recetver test scheduled one month later
during the Voyager solar conjunction, a low SEP angle event

Existing data on solar noise effects given in the DSN/
Flight Project Interface Design Handbook! 1s sufficient
on two counts First, data provided pertains only to the

1DSN/Flight Project Interface Design Handbook, JPL Document 810-5
(internal report), vol 1, module TCI-40, Jet Propulsion Laboratory,
Pasadena, Califorma, 1983

64-m antenna and not to the newer High Efficiency (HEF)
antenna at DSS 15 Second, this 64-m data does not identify
the solar radiation level, which varies widely at X-band through-
out the 11-year cycle of sunspot actvity

Previous solar noise temperature measurements carried out
at JPL include those at 2297 MHz measured at the DSS 14
64-m antenna [1] and at 20 7 GHz and 31 4 GHz, made with
an early-model DSN water vapor radiometer [2] No such
measurement at X-band has been performed Therefore, an
additional factor motivating this measurement was to provide
data necessary to characterize the HEF antenna performance
i the design handbook

The measured data was compared with two additional
sources of information The first source 1s a prediction from an
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analytical model of a large dish antenna taking into account
the solar flux measurements for November 26 and 27 pro-
vided by the National Oceanic and Atmospheric Administra-
tion (NOAA) The second source 1s an independent noise
temperature measurement obtained from DSS 43 and DSS 15
one month later during the Voyager solar conjunction This
measurement was taken using the regular station Noise Adding
Radiometer (NAR)

The report 1s divided into three major parts Section II
describes the measurement and the data taken Section III
describes an analytical model used to predict the system noise
temperature when the antenna 1s pointing directly on the sun
Finally, Sections IV and V conclude the report by comparing
the measured data with the prediction and with the Voyager
observations Error analysis for the measurement 1s presented
m the Appendix

ll. Measurement
A. Observation Strategy

A total of 5 hours over two days was allocated to the per-
formance of the measurement at the station, allowing the
sampling of about 100 points on two quadrants of the plane
perpendicular to the boresight of the antenna Since the sun
was anticipated to pass above the probe during the comjunc-
tion, the top two quadrants were chosen for the measurement
The points were picked to lie on a Cartesian gnid indexed by
the sun’s elevation and cross-elevation offsets from the probe

An existing contour map showing the gain distribution of
DSS-13, a 26-meter antenna with a similar quadripod structure
supporting the antenna subreflector, was used as a guide for
the selection of data points This map showed that sigmficantly
higher sidelobes are generated by the antenna quadripod struc-
ture In order to investigate the effects of the quadripod struc-
ture on solar noise temperature increases, a large number of
points were chosen to he along these sidelobes, which form
two diagonals crossing the origin at 45 and 135 degrees

At the station, the Antenna Pointing Assembly (APA) was
given the coordinates of the sun for tracking in planetary
mode, as well as a list of the desired sample points converted
beforehand into elevation and azimuth offsets from the sun
The sample points were compiled into a series of command
macros and input into the APA by the station operator On
both days the measurements were made in late afternoon,
when the elevation of the sun varied from about 24 to 7 de-
grees Correspondingly, the antenna efficiency varied from
about 64 percent to 61 percent due to gravity-induced struc-
tural deformations
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B. Instrumentation

A block diagram of the station configuration and the in-
strumentation used to perform the test 1s shown in Fig 1
Data was recorded using a “quasar meter” being developed by
the DSN Operations for use in VLBI applications The quasar
meter consists of an HP 9816 computer recording power mea-
surements from an HP 436A power meter, which 1s connected
to the 300-MHz IF distribution of the open-loop receiver The
station was recetving 1n X-band using the Block II maser The
Y-factor machine connected to the Block III closed-loop
recerver was used to provide pre-, post-, and in-track system
temperature calibrations It also served as a real time monitor
of the noise power received during the measurement

C. Measurement Procedures

Prior to tracking, station personnel performed a precalibra-
tion by recording ambient load and cold sky noise levels with
the quasar meter and measuring the associated system tempera-
tures with the standard DSN Y-factor method During track-
g mode, data was recorded at a rate of one sample per sec-
ond, while the antenna was pointed at the various elevation
and cross-elevation offsets from the sun The typical dwell
time at a given point was 2 5 minutes, except for occasional
sweeps across the ongin (sun) with dwell times at 20 seconds
per point The ambient load was switched in periodically to
ascertain proper functioning of the test configuration After
tracking, a final postcalibration was performed

D. Data Analysis

Several steps were required to turn the raw power samples
nto system noise temperature measurements First, the aver-
age and standard deviation of the power samples acquired at
each antenna offset were computed Second, the power mea-
surements were converted into noise temperature using the
pre- and post-calibrations The third step involves normalizing
the temperatures to zenith by subtracting out the system noise
temperature as a function of elevation angle (see Fig 2, which
was the result of a separate measurement) The resulting tem-
peratures indicate system noise level increases due to the
presence of the sun at particular offsets from the antenna
boresight This temperature will be referred to as the Solar
Noise Temperature (T,,)

For very high noise temperatures, an additional step 1s
taken to adjust for the effect of saturation in the receving sys-
tem To estimate the saturation effect, the gains and band-
widths of the amphfiers in Fig 1 are given in Fig 3 Gain com-
pression occurs 1n the maser or in the RF/IF converter when
the output power of either amplifier reaches 1ts own saturation
level Data on the Block ITA maser, which has the same satura-
tion characteristics as the Block II maser used 1n this measure-



ment, indicates sigmficant saturation above 2900 kelvins as
seen 1n Table 1 (data provided by S Petty, Radio Frequency
and Microwave Subsystems Section) Note that this data refers
to the noise power at the input of the maser which was tuned
to 45-dB gain Data on the RF/IF converter (provided by
M Lambros of the same section) indicates a 1-dB compression
level at 26 dBm and 0 1-dB compression at 16 dBm measured
at the output of the converter, using a sinusoidal test signal

A quadratic curve fitted to the first three points of Table 1
was applied to the power measurements from the quasar meter
in order to compensate for the maser compression The maxi-
mum adjustment was about 0 3 dB for power readings taken
with the antenna pointed at the sun’s center At this location,
the adjusted T, reached 1ts maximum of 8240 kelvins

This level of solar noise will not saturate the RF/IF con-
verter according to the overall gain and bandwidth as shown in
Fig 3 With a total gain of 85 dB from maser to converter and
an effective bandwidth of 100 MHz, the output level from the
RF/IF converter will reach only about 5 6 dBm at the maxi-
mum system noise temperature This 1s still about 10 dB lower
than the 0 1-dB compression point of the converter (16 dBm)

However, there are uncertainties in the measurement of
gain compression (about 0 1 dB), and the measured equipment
was typical and not the actual equipment at DSS 15 Thus the
error 1n the nonlinearity compensation applied to the power
measurements could be as high as 10 percent in the positive
direction due to the possibility of additional sources of com-
pression Since 1t 1s more likely that there will only be more
nonlineanty than what was measured and not less, the error
in the negative direction should be less than 2 percent This
assumption on the error 1n the nonlineanity compensation will
be used 1n the error analysis 1n the appendix

Figures 4 and 5 show two quadrants of the antenna’s field
of view 1n the elevation versus cross-elevation coordinate sys-
tem The locations where noise temperature was measured are
indicated by black dots They are accompanied by the mea-
sured solar noise temperature T,

Figure 6 shows the entire data set condensed 1nto a plot of
solar noise temperature versus SEP angle The points are
divided 1nto two categories those that lie along the quadn-
pod sidelobes at 45 and 135 degrees and those that do not As
seen 1n the figure, for a given SEP angle the sun’s influence
on the system noise temperature 1s greater if 1t lies along a
quadripod sidelobe This agrees well with antenna gain pat-
terns showing higher sidelobes generated by the quadrnipod
structure

E. Error Analysis

The noise temperature 1s determined from (1) the noise
power measured with the power meter, and (2) the measured
notse power and the noise temperature at both ambient load
and zenith taken during calibration The accuracy of the noise
temperature measurement reported here therefore depends on
the accuracy of calibration and of the power meter Detailed
analysis 1s given 1n the appendix The result 1s the followimng
upper bound for the standard deviation of the measurement of
the noise temperature increase due to the sun

for T, <2900 kelvins,

o(T,,)<20+005T,, kelvins

for T, >2900 kelvins,

0(T,,) <20+015 T, kelvins in the positive direction

<20+007T,, kelvins n the negative direction

lll. Predicted System Noise Temperature
Increase Looking at the Center of the Sun

The expected increase in system noise temperature from a
natural radio source 1s given as {3}

nSA
AT = —/—
T o)

where

n = 075 % 005, antenna efficiency for the DSS 15 34-m
antenna at 8420 MHz, looking at a source much
larger than the beam solid angle It includes the
effect of spillover, blockage, VSWR, dissipation,
and surface imperfection but does not include beam-
broadening factors such as illumination, phase, and
cross-polanzation

S = the flux density of the radio source, W/m?2-Hz
A = the physical area of the antenna, m?

k = Boltzmann’s constant (1 380622 X 10-23), W/Hz-K

On the days of the measurements described here (Novem-
ber 26 and 27, 1987), the NOAA Space Environment Services
Center? determuined the total solar flux at 8800 MHz as mea-
sured at four locations over two days to be approximately

2U S Department of Commerce, National Oceanic and Atmospheric
Admanistration, Environmental Research Laboratornes, Space Environ-
ment Services Center, Boulder, Colorado
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259 Solar Flux Units, or SFUs (1 SFU = 1 X 10722 watts/
m2-Hz), with a total spread in the measurement of about
50 SFUs From compansons of measurements made at a dif-
ferent time (February 3, 1988) at 4995 MHz and 8800 MHz, 1t
was found that the solar flux varied with frequency approxi-
mately as

Sefl? ()

From this relationship, the flux at 8420 MHz (on Novem-
ber 26 and 27, 1987) 1s estimated to be

S = 246 SFUs

The 1o equivalent uncertainty of this estimate 1s about 5 per-
cent, including the uncertainties of both steps

The flux recerved by a narrow beam antenna 1s proportional
to the ratio of the solid angle of the antenna to the solid angle
of the solar disk A number of corrections to this first-order
approximation are discussed m [4] The sohd angle of the
main beam 1s given by

- 2
QM = KpB 3)
where

6 = the half-power beamwidth of the antenna main
beam, measured at 0 061 degree for DSS 15 from
12-deg to 60-deg elevation by W Wood (private
communication), an uncertainty of 5 percent 1s

estimated

Kp = a factor depending on pattern shape, estimated to
be 103 £ 003 for nearly uniform illumination
([4],p 221)

The solid angle of the sun 1s

Q  ==D? @)

w
sun Z
where D 1s the diameter of the solar disk, or 0 533 degree

Since the sun subtends an angle larger than the main beam,
a correction to the main beam solid angle 1s made utilizing
antenna pattern integrations made by T Y Otoshi (private
communication) These calculations indicate that whereas
83.5 percent of the antenna power 1s in the mam beam,
95 4 percent 15 within the solar disk This correction 1s 14
percent  Therefore, the power within the solar disk 1s ad-
justed as follows
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Q, =114Q, (5)

The noise temperature increase for the sun (at a 24-degree
elevation angle where the antenna efficiency 1s 0 64) 1s then

estimated to be
AT = nS4 | Q’M
2K Q

sun

= 11,890 kelvins (6)

Finally, this estimate 1s corrected to include the effect of
limb brightening [4], which 1s an increase in temperature at
the edge of the solar disk Thus increase 1s measured as a part
of the total solar flux on the ground but 1s not observed by the
main beam of the antenna, which 1s pointed to the center of
the disk Thas factor 1s estimated to be 099 £ 001 The est1-
mated X-band temperature 1s therefore

AT = 11,770 kelvins

The uncertainty of this estimate 1s about 15 percent, calcu-
lated as the root of the sum of the squares of the individual
percentage errors given above

IV. Discussion

Figure 7 shows a comparison between the measured data
and several data pownts taken during the Voyager solar con-
Junction at DSS 15 and DSS 43 using the standard DSN Noise
Adding Radiometer These points, with SEP angles greater
than O 5 degree, are seen to fall above and below the measured
curve and hence are consistent with the measurement mn this
region Therefore, the measurement can be used as a model for
predicting the level of system temperature increase mn this SEP
range Since the temperature is directly proportional to the
solar flux density as explained in Section III,a prediction can
be obtained by scaling the measured temperatures The scale
factor 1s simply the flux density at the time of interest divided
by 246 SFUs, the flux density at 8 4 GHz during this measure-
ment The flux density at any given time can be roughly esti-
mated according to the solar cycle

The maximum measured noise temperature increase with
the antenna pointing directly at the sun was about 8240 kel-
vins However, the model described in the previous section
estimates the solar noise temperature based on recorded solar
flux to be 11,770 kelvins with an uncertamnty of about 15 per-
cent Thus the measured temperature 1s 30 percent below the



prediction The exact cause of this difference 1s unknown
One possibility 1s an unidentified nonlinearity in the receiver
that has not been measured before Table 1 suggests that this
nonhneanty, 1f 1t exists, would have a significant effect only at
temperatures above 2933 kelvins Another possibility 1s error
in the modeling

V. Conclusion

System noise temperature increases at X-band due to the
sun were measured at DSS 15, a 34-m HEF antenna, using the
station open-loop receiver The temperature was measured
with an accuracy of about 5 percent up to 2900 kelvins Tem-
peratures above 2900 kelvins were adjusted to compensate for
known nonhnearity in the receving system In this range the
accuracy of the measurement 1s about 15 percent in the posi-
tive direction and 7 percent in the negative direction due to
uncertainties 1n knowledge of the nonlinearity of the maser
and the open-loop receiver

The measurement agrees well with Voyager tracking data
taken duning the solar conjunction at SEP angles greater than
0 5 degree It can be used as an experimental model for esti-
mating system temperature increases for missions flying close
to the sun, given a knowledge of the solar flux density at the
desired time

For temperatures obtained with the antenna pomting
directly at the sun, there 1s a difference of 30 percent between
the measured value of 8240 kelvins and the predicted value of
11,770 kelvins The discrepancy 1n this extreme case 1s proba-
bly caused by unknown nonlinearities in the receiver, uncer-
tainties in the model, or both

As a result of the investigation, 1t has become evident that
there 1s much uncertainty in the knowledge of the noise tem-
perature of the solar disk and no proven prediction at angles
off the disk Further work 1s needed for the DSN to ade-
quately characterize the noise temperature effects around the
sun for the benefit of deep space missions
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Table 1 Saturation of the Block IIA X-band maser at high noise
power (maser gain set at 45 dB)

Noise power at Maser gain
maser input, compression,
kelvins dB
736 0
2933 01
36,931 10
92,767 20
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Appendix

Calculating Error Bounds on Temperature Measurements

This appendix describes the method used to obtain esti-
mates of error on the noise temperature measurements The
measured noise temperature (7,,) in all cases 1s derived from
the relation

T, =@, -P)T,~T)@®~P)+T, (Al

where P, 1s the measured power, P_ 1s the power reading at
cold sky, T, 15 the sky temperature (measured using the
Y-factor method), P, 1s the power reading at ambient, and
T, 1s the ambient temperature Note that P, T, P, and T,
were measured duning calibration For temperatures above
736 kelvins the power, P, 1s compensated for the maser

saturation prior to applying Eq (A-1)

Each parameter to the nght of the equation 1s an average of
many data points Uncertainties in these parameters contribute
to the uncertainty of the noise temperature This 1s shown 1n

the following equation obtained by taking differentials on
both sides of Eq (A-1)

8T, = 8P, (T,~T)®, -P)
- 8P (T, - TP, - P)
+@, -PNT,~T)I(,~P)]
+8P (P, -PXT,-T)/®, -P)
+8T, (P, -PYP,-P)

+8T,[1-, -P)IP,-P)] (A2)

Expressing P, -P; i terms of T, —T, according to
Eq (A-1) and rearranging terms in Eq (A-2), we have the fol-
lowing equation

8T,, = 8T, +(8P, - 8P )T, - T)/(,-P)
+(T,, - T)IGT, -8T (T, ~T,)

- (5P, ~8P)/(P, - P)] (A-3)

The first term on the night 1s the error 1n calibrating the
reference noise temperature The second term 1s the effect of
error in the power meter reading when an actual measurement

1s taken Finally, the third term represents an error which 1s
linearly increasing with the noise temperature measured The
slope of the increase 1s determied by calibration errors

It can be shown that the standard dewiation of the sum of
several quantities 1s bounded from above by the sum of the
standard dewiations of the individual quantities We now use

this inequality on Eq (A-3) to establish an upper bound on
the temperature error

o(T,,) < o(T)+ o, ~PXT,-T)E®,~P)
+(T,, - T)o(T, - TH(T,~T,)
~-o®,-P)/, -P)] (A4)

An upper bound of the standard dewviation of each term on
the right hand side 1s estimated below [5]

o(T,) < 07kelvin
o, -P) < of, )+ o®)
< 002P, +002P
The 1nequality above 1s based on the power meter spectfica-

tion and the observed noise in measured data, to an effective
one-sigma uncertainty of 2 percent It can be rewntten as

o, -P) < 002P, -P)+004P
Using this inequality and Eq (A-1) we obtain
o, ~PNT -T)/®P,-P)< 00T, -T)
+004P(T, - T )/, ~P)
<00xT,-T)+08

The last inequality uses the approximate values of T,
(300 kelvins), T, (19 kelvins), and the ratio of P, to P, of
approximately 15

oT, - TI(T, - T,) < [o(T,)+ o(T)) (T, - T,)

< 0004
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The last mequality uses the estimates o(7T,) < 04 kelvin
and o(T,) < 0 7 kelvin after Stelzried [5]

o®,~P)I(P,~P) < [o@,)+0®)]/(P,-P)
< [002P, +002P )/, -P)
< 0023

The last inequality uses the approximate ratio of P, to P,
15, as before

Summarizing the above, we arrive at the following

a(Tm) < 07+08+(Tm - Ts)(002+0004
+ 0 023) kelvins
With T, = 19 kelvins, we have

o(T,) < 15+005(T, -19)kelvins

This 1s a compact inequality showing the error 1n measured
temperature as a function of the temperature However, the
temperatures plotted 1n Figs 4-7 are actually the solar noise
temperatures (T, )

sn m elev
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where T,,., 1s the system noise temperature as a function of
elevation angle (shown 1in Fig 2) removed to normalize the
measurements to solar effects only Assuming that no addi-
tional error enters from 7., we have

o(T,) <15+005(T , +T,,, - 19)kelvns

At most, T, 1s about 30 kelvins Thus gives

lev

o(T,,) < 20+0057, kelvins

One final consideration lies in the maser noise saturation
for very high noise temperatures When the measured noise
temperature 1s above 2900 kelvins, the nonlineanty of the
Block II X-band maser 1s compensated This compensation
could be off by a maximum of about 10 percent in the posi-
tive direction and 2 percent 1n the negative direction as men-
tioned 1n Section IIE These errors are added to the error
when temperatures exceed 2900 kelvins In summary, the
standard deviation of the error in the solar noise temperature
15 as follows

for 7y, <2900 kelvins,

o(T,,)<20+005T,,

for T,,, > 2900 kelvins,

o(T,,)<20+015T,, kelvins in the positive direction

<20+007T,, kelvins 1n the negative direction
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This article reports on the design and development of an upgraded analog-to-digital
converter board for the Baseband Assembly (BBA ) of the Deep Space Communications

Complex Telemetry Subsystem (DTM)

l. Introduction

The BBA combines and processes baseband signal inputs
from up to eight Deep Space Network antennas tracking a
single spacecraft The result 1s an improved symbol signal-to-
noise ratio (SSNR) digital telemetry data output for the
Telemetry Subsystem (DTM) [1]

The analog-to-digital converter board (ADB) 1s used by the
Real-Time Combiner (RTC) and Demodulator Synchronizer
Assembly (DSA) subsystems of the BBA The function of
the ADB 1n both subsystems 1s to digitize an analog baseband
telemetry signal for subsequent processing (see Fig 1)

ll. Specifications

The ADB 1s designed to accommodate the mission-indepen-
dent range of telemetry data rates, type of modulation, SNR,
and signal level The major elements of the ADB are the auto-
matic gain control (AGC) circuit and the analog-to-digital con-
verter (ADC) For a description of the theory of operation of
the AGC and ADC, see the Appendix

This ADB was designed to meet existing system specifica-
tions and to provide added operational capability of real-time,
high resolution, AGC level and offset control The primary
specifications are given in Table 1

Ill. Functional Description

The ADB consists of two 1dentical signal conversion chan-
nels and a Multibus I computer interface (see Fig 2) The
interface group provides the logic for standard Multibus I
handshake control, board address detection, and on-board
device selection Each analog-to-digital conversion channel
consists of an mput filter, a gain-controlled mnput amplifier,
a signal amphfier (ADC driver), an automatic gan control
arcuit (AGC), and D/A converters for vernier gain and offset
control

Vernier gain and offset in the AGC loop are under CPU
control When the system software senses a need for adjust-
ment of either offset or AGC level, the CPU loads the appro-
priate D/A with a new digital value to effect the necessary
change

IV. Detailed Description

The control section of the board consists of logic for bus
control, board and device address decoding, and data buffer-
ing Bus control logic provides standard Multibus I handshake
functions for CPU-to-board data transfer On-board logic 1s
isolated from the bus with tristate buffers to mimmze con-
tamination of analog signals by bus activity
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The two dual D/A converters (DACs) are addressed by an
external CPU Data written to the DACs cannot be read back
Data written to a DAC represents a change in the vermer off-
set or AGC leve] The correctness of the new value can be
determined by the system software

The analog nput signal 1s attenuated by a 30-dB pad
and filtered by a 7-pole, 7-MHz (50-ohm) low-pass Butter-
worth filter The filtered signal 1s coupled to a gain-controlled
amphfier

The gamn-controlled signal 1s capacitively coupled (DC 1so-
lated) to a high-speed operational amplifier which drives the
analog-to-digital converter (ADC) The output of the ADC
driver has a fixed offset of approximately -1 volt to center
the signal in the midrange of the ADC The CPU-controlled
vernier DC offset 1s summed with the data signal at the input
to the amplifier to provide a more exact control of the offset
adjustment

The ADC 1s a 20-megasample-per-second, full-parallel
(flash) analog-to-digital converter capable of converting up to
7 MHz The ADC is configured for an 8-bit, false, two’s-
complement output A system clock 1s buffered on board to
function as the ADC sampling clock

The AGC circuit consists of a half-wave rectifying power
detector and an integrator The rectified signal 1s input to the
integrating operational amphfier The output of the integrator
drives the control nput to the gan-controlled amplfier,
closing the AGC loop The CPU-controlled vernier AGC level

1s summed with the feedback voltage at the input to the inte-
grator Manual level control 1s possible by a hardware con-
figuration of the board and manual level adjustment

V. Summary

Prototypes of the ADB were tested 1n a stand-alone config-
uration to validate the characteristics of data conversion and
control functions The boards were subsequently mstalled 1n
the Real-Time Combiner and Demodulator Synchronzer
assemblies for system mntegration Integration consisted of con-
trol software development and system performance evalua-
tion The results of testing, including system evaluation,
showed that the prototypes met or exceeded all mnitial design
criteria (see Fig 3 and Table 1)

Major considerations in the design of the ADB were relia-
bility and ease of cahbration Reliability was addressed by
using mature technology, proven circuit design, and electronic
components Manual preinstallation calibration conststs of a
single coarse offset adjustment per channel System calibration
1s completely under software control

The ADB uses current multilayer printed circuit board
(PCB) technology The PCB was designed solely on an IBM-AT-
based Futurenet CAE system The personal workstation ap-
proach to board design gave direct control of component lay-
out and signal trace routing and eliminated time-consuming
interaction with drafting /layout technicians The CAE-
generated photo-plot and drill tape were directly used for
fabrication

Reference

[1] C D Bartok, “Performance of the Real-Time Array Signal Combiner During Voyager
Misston,” TDA Progress Report 42-63, vol March-Aprl 1981, pp 191-202, June 15,

1981

258



Table 1. Analog-to-digital converter board specifications

Parameter Specification
Sample rate 20-MHz maximum
Resolution 8 bits
Digital output 8 bit, two’s complement, TTL
Analog 3-dB bandwidth 500 Hz to 7 MHz

Input signal range
CPU-controlled offset
Range
Resolution
CPU-controlled AGC

output level
Tunable range

Resolution

Input impedance

+24 to =24 dBm

0 2 volt
0 2 volt/4096 = 0 049 millivolt

6 dB (0 2 volt to 0 8 volt for
square wave)

6 dB/4096 = 0 00146 dB
(factor of 1 00033735)

50+ 5 ohms
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Appendix
AGC/ADC Description

The purpose of the automatic gain control (AGC) 1s to set
the signal level so that 1t 1s properly scaled and centered in the
range of the analog-to-digital converter

Signal-level detection 1s performed by a half-wave rectifier
In order to accommodate the full range of symbol SNRs, the
input/output levels were set as shown n Table A-1

I. ADC Characteristics
(8-bit, two’s complement, 7-MHz BW, 20 msps)

The full ADC input range 1s +128 = %3 190 units

The symbol SNR, R 1s related to the per-sample SNR, R,
by
2
R X rsy - S - p'l‘f
2NOB

Re= =23 207
r

The linear rectifier output has an average value

00

0

age 20427 20427

Xf Vo112V +uio)? g1
0

Thus, the mean sample voltage for any SNR 1s given by

2V

agc

”rf_

-R.¢

P (7R) -2 (V)

Il. AGC Output Level

For a square-wave mnput without noise (pure signal), the
AGC output 1s set to -1 V center, 0 5 V peak to peak In ADC
units, this 1s

- sa _ = =9 =
Vige = = = 16 = u =2V, =32=-1£025V

For a noiseless sine wave, we denote the peak values by
g, and

[}
—
[=)

1}

~1+0393 volts p-p

For pure gaussian noise, we have for the average output of
the half-wave rectifier

o

1 = -V2/202 —
V. =16==—— Ve dv =
age U\/27I'£ V2n

f

or

o=\2nV

= 40 1 (rms nose level)
agc

This corresponds to ¢ = rms noise voltage =40 1/128 =0 313
volt into 50-ohm noise power =062/50=1 963 mW=2 93 dBm
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Table A-1 ADC input/output levels

Input level, Output code
v Hex Decmnal

-0 008 7FH 127

-0750 20H 32 Heq *

-0 096 D1H 1

-1 004 00H 0 —1 V = center range
-1012 FFH -1

-0250 EOH -32 “sq'

-2000 80H -128

*3 Hsq = nominal levels for pure square-wave mput

-10+025V=1232unts (ADC)
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Mark IV-85 Mission Support Planning and Future
Mission Set

R J Amorose
TDA Mission Support and DSN Operations

The DSN 1s currently involved with supporting a group of mature deep space missions,
none of which has been launched in the past ten years With great anticipation, the DSN
18 looking forward to the return of the Space Transportation System, which is scheduled
to launch four deep space missions in 1989 through 1992 The DSN also supports earth
orbiting spacecraft that are not compatible with the Tracking and Data Relay Satellite

System (TDRSS)

I. Introduction

DSN Mission Support Planning 1s based on the total mission
set and critical events listed in Figs 1,2,3,and 4 A group of
older missions, including the Pioneers, the International Come-
tary Explorer, and the Voyagers, are being tracked daily by
the deep space antennas located near Goldstone, California,
Canberra, Australia, and Madnd, Spain While all of these mis-
stons have periods of important science return along with their
normal interplanetary science data acqusition, the Voyager 2
spacecraft has one last significant planetary encounter

The Voyager Neptune encounter will be supported by the
DSN from June through September of 1988, with the closest
approach to Neptune on August 25, 1989 All three DSN
Complexes plus the National Science Foundation’s Very Large
Array (VLA) 1n Socorro, New Mexico, the Parkes Radio Tele-
scope 1n Parkes, Australia, and the Japanese Usuda station
will be used for data collection during this encounter period
The telecommunications link performance at the Neptune
distance from earth requires the DSN to augment 1its capa-

bilities 1n order to support the planned Voyager data rates
(21 6-kbps maximum) Each of the DSN’s 64-meter antennas
has been upgraded to 70 meters The VLA has been equipped
with X-band receive capability, the Parkes 64-meter antenna
1s bemng equipped with X-band receive capabihty and radio
science ground support equipment, and the Usuda 64-meter
antenna 1s being equipped with an S-band low-noise amplifier
and radio science ground equipment

The VLA (27-antenna configuration) and the Goldstone
70-meter and 34-meter antennas will be arrayed to provide the
project telemetry data, Parkes will be arrayed with the Can-
berra 70-meter and 34-meter antennas to provide the project
telemetry data, and a non-real-tume array of Parkes and the
Canberra 70-meter antenna will provide X-band radio science
data Usuda and the Canberra 70-meter antenna will provide
S-band radio science data for a non-real-time array This multi-
agency, multi-nation mission support plan has been several
years in development and is currently in the implementation
and test phase The DSN Operational Readiness date of
March 7, 1989, will brning all these elements together (the
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Parkes date 1s March 20) to support Voyager project pre-
encounter test and training

Il. Future Missions

The DSN 1s looking forward to five new deep space muis-
stons beginning with Magellan, which 1s scheduled to launch
m April 1989 This will be followed closely by the previously
mentioned Voyager encounter After a short break following
the encounter, the DSN will begin supporting the Galileo mis-
sion, scheduled for launch 1in October 1989 While all of this
NASA Deep Space Mission support 1s occurring, the DSN wall
be supporting the Soviet Phobos mission In conjunction with
two orbiters and two lander spacecraft, the DSN 70-meter
subnetwork will support the Phobos Mission for about 1 year
after the first landing, scheduled for Aprd 7, 1989 The second
landing 1s scheduled for May 25, 1989 The fourth mssion 1s
the European Space Agency’s Ulysses mussion for which JPL
provides the Mission Control function, and which 1s a NASA/
ESA cooperative mission The launch 1s scheduled for October
of 1990 Then, in August of 1992, the Mars Observer 1s sched-
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uled for launch This will be the first all-X-band mission for
the Deep Space Network

The DSN also has a 26-meter earth orbiter tracking sub-
network that supports non-TDRSS-compatible spacecraft
This subnet 1s currently involved in supporting an extended
mission set consisting of Nimbus-7, Dynamic Explorer-1, and
Solar Maxamum Mission

When the space shuttle returns to flight, the 26-meter sub-
network will provide prime support from Goldstone and emer-
gency support from Canberra and Madnd

The major future work of this subnet will be the Interna-
tional Solar Terrestrial Program (ISTP) This multi-spacecraft
program 1s scheduled for three launches in 1992 (Geotail,
Wind, and Polar) and several more 1n 1995 (Soho and Cluster)

Additional work for the 26-meter subnetwork consists of
providing, on a reimbursable basis, launch and drift orbat sup-
port of geosynchronous orbit spacecraft from Japan, France,
and Germany (see Fig 3)



Fy| 1988 1989 1990 1991 1992 [ 1993 1994
MISSION . LAUNCH DATES
cy 1988 1989 1990 1991 1992 1993
DECEMBER 1965, AUGUST
PIONEER6-8 - . 1955 DECEMBER 1967 - —
(6)Hi 25 {7)8025 (81825
PIONEER 10 MARCH 2, 1972 |
L Aw S AN
520
PIONEER 11 APRIL 5, 1973
. 515
AUGUST 20, |
VOYAGER (2) SEPTEMBER 5, 1977 ek 7NDPP fN‘{EPTL NE
@5
PIONEER 12 MAY 20, 1978
ICE AUGUST 12, 1978
i)
GOLDSTONE
SOLAR APRIL 1, 1985
SYSTEM RADAR N < CESSSY N W\
|
JULY 7, Mol PHOBOS
PHOBOS JULY 12, 1988 Lot Y g LANDING
FETEVTTEL] N i
MAGELLAN APRIL 27, 1989 . VENUS
AN NN Y AN AN \|
ALILE
(GVEEGA? OCTOBER 10, 1989 L | ¢venus
LHEEK AN\ RS
ULYSSES OCTOBER 5, 1990 -
L CRTECTTT VI R
MARS
OBSERVER SEPTEMBER 1992
PYITTITIIITLA
APPROVED  PROPOSED 5810 5-TO 10AYEAR LIFETIME POINT B  SOLAR OPPOSITION
R ISR 34-meter NETWORK Vv PERIHELION, PLANETARY ENCOUNTER, ORBIT T TRAINING/TESTING
i mmmmmm o 64-meter NETWORK . ‘ISTJ?’ZF;-II-(')OF{N(’:(I:Q.JDL:S[(-:{I’?SEEUON’PROBE RELEASE L LAUNCH
CISSSSSSY  ssssesy ¢ 70-meter NETWORK MOl  MARS ORBIT INSERTION
meter ; NDPP  NEPTUNE DUAL PROCESSOR PROGRAM
34- OR 70-meter NETWORK
—=s  CHANGE FROM LAST MONTH
Fig. 1. Deep space missions

267




—3 C——  26-meter NETWORK

L LAUNCH

*GOLDSTONE ONLY

Fy[ 1088 1989 1990 1991 199 190 s
MISSION LAUNCH DATES l 9 | | 2 | 3 [1ee4
1988 1989 1990 1991 1992 1993
SMM FEBRUARY 14, 1980
AMPTE AUGUST 16, 1984
—_—

NIMBUS-7 FEBRUARY 1, 1985
DE-1 FEBRUARY 1, 1985
GOES-H FEBRUARY 25, 1987

N MARCH 15, 1990

2 e o0 — CONTINGENCY SUPPORT -

X MAY 1992 o -
MEOSS* JUNE 15, 1988 .

|FTTITITITIT 1
TDRS LAUNCH AUGUST 4, 1988
JANUARY 19, 1989
SUPPORT JULY 19 1989 L L
0 [n]
{CONTINGENCY SUPPORT,
ROSAT FEBRUARY 1990 T i
1
LAGEOS Il APRIL 1991
L
ETTITITITT) o]
ISTP - GEOTAIL JULY 1992
L
L

APPROVED  PROPOSED T TRAINING/TESTING — = CHANGE FROM LAST MONTH

268

Fig 2 Earth orbiter missions




Fy | 1088 1989 ) 1990 | 1991 1992 | 1993 1904
MISSION LAUNCH DATES
cy 1988 1989 1990 1991 1992 1993
JULY 16, 1982
LANDSAT 4 AND 5 MARCH . 1934
| —
FEBRUARY 19 1988
CS-3a AND 3b SEPTEMBER 14 1988 " L
[m]
TELECOM-1C MARCH 11, 1988 .
¥ a]
MEOSS APRIL 15 1988
1T A —
SEPTEMBER 20, 1988
TOF-1AND 2 SEPTEMBER 15 1989 L
| 0O
EXOS FEBRUARY 1, 1989 .
ST 1T
GMS-4 AUGUST 1, 1989
s
TV-SAT 2 OCTOBER 15, 1989 .
|
TELE-X MARCH 1 1989 )
e
FEBRUARY 15, 1989
DFS-1AND 2 SEPTEMBER 15 1989 Tt L
@]
EUTELSAT JANUARY 15, 1990
1RAR
AUGUST 1, 1990
BS-3a AND 3b AUGUST 1 1991 _— L
(m} jum]
APPROVED  PROPOSED T TRAINING/TESTING — = CHANGE FROM LAST MONTH
| e— —— 26-meter NETWORK L  LAUNCH

Fig 3 Reimbursable missions

269




MISSION
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270

Fig 4 Emergency support missions




TDA Progress Report 42-93

Determination of the Venus Flyby Orbits of the Soviet
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In December 1984, the Soviet Union launched two wdentical Vega spacecraft with the
dual objectives of exploring Venus and continuing to rendezvous with the comet Halley
The two Vega spacecraft encountered Venus im mid-June 1985 and successfully deployed
entry probes and wind-measuring balloons mto the Venus atmosphere An objective of
the Venus Balloon experiment was to measure the Venus winds using differential VLBI
from the balloon and the flyby bus NASA's Deep Space 64-meter subnet was part of
a 20-station worldwide network organized to collect data from the Vega probes and
balloons

A cnitical element of this experiment was an accurate determination of the Venus rela-
twe flyby orbits of the Vega spacecraft during the 46-hour balloon hifetime Venus flyby
solutions were imdependently determined by the Soviets using two-way range and doppler
from Sowiet stations and by JPL using one-way doppler and VLBI data collected from the
DSN Ths article compares the Vega flyby solutions determined by the Soviets using a
sparse two-way tracking strategy with JPL solutions using the DSN VLBI data to comple-
ment the Soviet data and with solutions using only the one-way data collected by the
DSN

-

January-March 1988

. Introduction

In December 1984, the Soviet Union launched two 1denti-
cal Vega spacecraft with the dual objectives of exploring
Venus and continuing to rendezvous with the comet Halley
[1] The two Vega spacecraft encountered Venus in mid-June
1985 and successfully deployed entry probes and wind-
measuring balloons into the Venus atmosphere Two weeks
after the Venus encounter, maneuvers were executed to target
the probes to a March 1986 comet encounter

Each spacecraft released an instrument-laden balloon which
floated at an altitude of 54 km and traveled approximately
one-third of the way around Venus during the 46-hour balloon
Iifetime An objective of this Venus Balloon experiment was to
measure the Venus winds using differential VLBI (Very Long
Baseline Interferometry) techniques The position and velocity
of each balloon relative to the corresponding Vega bus were
determined from simultaneous VLBI measurements from the
balloon and the flyby bus A differenced spacecraft and bal-
loon VLBI measurement was formed i which common
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errors due to clock offsets, baseline errors, and media effects
were canceled An independent estimate of the flyby trajec-
tory relative to Venus was used to infer balloon position and
velocity relative to a Venus-centered reference frame

The balloon experiment was a cooperative effort of the
Soviet Union and France A worldwide radio interferometry
network was orgamized by the French space agency, Centre
National d’Etudes Spatiales (CNES), to continuously receive
the signals broadcast by the Vega probes and the balloons
This network included the 64-meter antennas in Califorma,
Spain, and Austrahia that are part of NASA’s Deep Space
Network

Since the accuracy of wind determination was directly
related to the flyby accuracy, a critical element of the Venus
Balloon experiment was an accurate determination of the Vega
spacecraft orbits during the 46-hour balloon lifetime The goal
was to determimne the flyby position and velocity to a one-
sigma accuracy of 15 km and 1 meter/sec

Both JPL and IKI (the USSR Space Research Institute)
independently determined the Vega flyby orbits and ex-
changed radio metric data and trajectory information to arrive
at a solution using combined Soviet and NASA data Soviet
solutions were based on daily 10- to 20-minute passes of two-
way doppler and range acquired during the Venus flyby phase
JPL independently determined a solution using continuous
passes of one-way doppler and delta VLBI data A combined
solution was determined by JPL using the JPL delta VLBI and
pseudo-geocentric range together with range rate information
constructed from the Soviet radio metric data The Soviets
independently determined a similar solution by combining the
JPL VLBI data with the Soviet two-way data

This article compares the Vega Venus flyby solutions deter-
muned by IKI and JPL The sensitivity of the solutions to filter
strategy, tracking data, and unmodeled error sources 1s dis-
cussed along with the ments of ustng VLBI data for planetary
flyby navigation The application of VLBI data to the Halley
encounter phase 1s described 1n [2]

Il. Mission Characteristics
A. Encounter Conditions

Vega-1 was targeted to fly by Venus on June 11, at a
closest approach distance of 45,200 km, and Vega-2 on June
15 at a distance of 30,500 km Two days prior to encounter,
each spacecraft released the balloon/lander package and exe-
cuted a Venus deflection maneuver The maneuver to target
the spacecraft to the Halley encounter was executed 14 days
after closest approach Although both encounters occurred
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within a 4-day period and closest approach was at the same
time of day, the flyby geometries were sufficiently different to
significantly influence the orbit determination accuracies The
effect of approach geometry on orbit determination accuracy
1s discussed in Section V

B. Spacecraft Signal Characteristics

The Vega probes and balloons each carried a stable crystal
oscillator which was used as a reference for transmitting an
L-band signal at 1668 GHz The L-band frequency was se-
lected to be compatible with the reception capabilities of the
international network of 20 radio observatories that were
supporting the Venus Balloon experiment The Vega L-band
signal consisted of either a pure carrier or two subcarrier tones
separated by 6 5 MHz The two tones were transmitted for
half-hour periods every two hours The DSN 64-meter stations
were configured to recewve the L-band signal broadcast by the
Vega probes and balloons Continuous passes of one-way
doppler were obtained from acquisition of the carrier signal
VLBI data were formed by correlating the wideband tones
received simultaneously at two widely separated DSN sites

In addition to the L-band capability, the probes also trans-
mitted at a C-band frequency of approximately 6 GHz This
frequency was used by the Soviets for two-way doppler and
ranging

lll. Radio Metric Tracking Data

Durning the Venus flyby phase, the Vega probes and bal-
loons were tracked by the DSN 64-meter stations at Gold-
stone, Madrid, and Canberra and by two tracking sites in the
Soviet Umion Tracking activity was nearly continuous during
the balloon lifetime phase Venus relative flyby orbits of the
Vega probes were determined based on data collected during
the 16-day maneuver-free phase This data span commenced
two days before closest approach following the execution of
the Venus deflection maneuver and terminated 14 days after
encounter prior to the Halley target maneuver Table 1 sum-
marizes the Soviet and DSN tracking data

The Soviet tracking strategy consisted of acquiring daily 10-
to 20-minute passes of C-band two-way doppler and range
with a 60-second sampling rate Data were acquired from two
sites in the Soviet Union which were widely separated in
longitude

During the same period, the DSN acquired L-band one-way
data from the DSN 64-meter subnet Nearly continuous passes
of one-way doppler were acquired by the DSN during the
balloon hifetime from the 3 DSN sites DSN VLBI observations



were collected from the Goldstone-Madrid and Goldstone-
Canberra baselines throughout the 14-day flyby phase The
DSN data were calibrated for troposphere effects using a
seasonal model Faraday rotation data were used to generate
ionospheric calibrations for the VLBI observables At en-
counter, the Sun-Earth-probe angle was approximately 45
degrees

By alternately tracking the Vega spacecraft and an angu-
larly nearby quasar whose location was known, a doubly
differenced VLBI measurement was constructed called Delta
Differential One Way Range (ADOR) Differencing the space-
craft and quasar VLBI measurements to form the ADOR
observable cancels common errors due to clock synchroni-
zation, transmission media, and platform parameter uncer-
tainty A typical VLBI observation sequence from each base-
line consisted of quasar-spacecraft-quasar scans with a 7-min-
ute scan for each source For the Venus flyby phase, all delta
VLBI observations were formed with respect to the quasar
P0202+14 which has a source strength greater than 1 Jansky
The maximum spacecraft-quasar separation during the VLBI
tracking phase was 16 degrees

IV. Flyby Orbit Determination Strategies

Planetary flyby navigation entails estimation of the probe’s
flight path relative to the target body When only ground-
based radio metric data are available, the data must be a
measure of the accelerations induced by the planet’s gravita-
tional field and must be of a sensitivity sufficient to measure
changes mn the flight path By fitting the observations to a
model of the spacecraft dynamics, a planet relative orbit 1s
determined

The Soviet approach to deep space navigation 1s funda-
mentally different from the approach used at JPL The Soviets
depend on short 10- to 20-mmnute daily passes of range and
doppler The orbit 1s determined by fitting the data over
relatively long tracking arcs in which there has been sufficient
change in the spacecraft geometry relative to the earth This
procedure, because of 1ts reliance on lengthy tracking arcs,
requires an accurate model of the spacecraft dynamics and
tends to be sensitive to any unmodeled non-gravitational
effects In addition, the use of range data, especially for
planetary encounter navigation, increases the sensitivity of the
solutions to planetary ephemeris errors, station location errors,
and ranging bias errors

JPL’s approach to planetary encounter navigation typically
relies on continuous 8- to 10-hour horizon-to-horizon passes of
two-way doppler The diurnal signature inherent in a long
continuous pass of doppler 1s a source of geocentric angle and

angle rate information [3] Consequently, solutions can be
determined using comparatively shorter tracking spans For
planetary encounters, the ability of the nearly continuous
doppler to sense the range rate changes induced by the planet’s
gravitational field establishes the planet relative spacecraft
state The time of closest approach can be directly observed in
the doppler residuals during the flyby

For flyby orbuts, range data, because of their sensitivity to
planetary ephemers errors and station location errors, either
are not used by JPL or are severely deweighted Consequently,
one concern was that the Soviet Vega flyby solutions, with
their dependence on range data, would be unduly sensitive to
these error sources A Soviet solution using only two-way dop-
pler was not feasible due to the short duration of the tracking
passes

For the Vega missions, the only radio metric data available
at JPL for independent orbit determination were data col-
lected 1n a passive, listen-only mode This consisted of L-band
one-way doppler and ADOR Nearly continuous passes of
one-way doppler from 3 sites were acquired from the L-band
carrier signal broadcast by the Vega probes For these data to
be useful for orbit determination (1¢, to determine the range
rate from the doppler shift), the frequency charactenstics of
the on-board oscillator must be modeled Typically, 1t 1s
assumed that the one-way doppler signal includes errors due to
an unknown oscillator frequency bias and dnft and is cor-
rupted by oscillator instabihity and media effects

The ADOR observations, from the two nearly orthogonal
baselines, directly determine the two angular components of
position and velocity in a plane-of-sky (POS) frame, which 1s a
plane perpendicular to the Earth-probe direction Information
about the third component along the Earth-spacecraft direc-
tion can be determined from doppler tracking A continuous
8-hour pass of doppler will yield an estimate in which the
geocentric radial component and the doppler bias and dnft are
highly correlated with the plane-of-sky position and velocity
estimates The independent estimate of the POS components
provided by the ADOR enables a determination of the remarn-
ing components via the doppler correlations [4] Conse-
quently, use of the doppler data depended on the ability to
model the frequency behavior of the Vega oscillator

Although both Vega oscillators were similar in design, the
frequency characteristics of the one-way L-band signal were
different The Vega-1 oscillator drifted at a rate of -0 5 Hz/
day, and the Vega-2 dnft rate ranged from 6 to 7 Hz/day
Throughout the course of the continuous 46-hour tracking
period, random jumps in the oscillator bias were observed
which ranged from 0 1 Hz to 04 Hz A possible cause of the
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discontinuities in frequency was on and off cycling of on-
board instruments

V. Comparison of Solutions

Both JPL and IKI independently determined the Vega
flyby orbits using a consistent and common set of assumptions
to describe the spacecraft dynamics The solar radiation pres-
sure constant was determined by the Soviets from two-way
tracking data collected during the Earth-Venus phase Both
agencies used the JPL DE118 planetary ephemens JPL
station locations and the location of the quasar (used to con-
struct the ADOR observations) were expressed in a frame
consistent with the DE118 planetary ephemeris The following
three solutions were computed from the encounter data

(1) A Sowviet solution based on the C-band two-way dop-
pler and range The Soviet solution strategy consisted
of estimating the position and velocity of the Vega
probes using a Gaussian least squares estimator Data
weights of 1 cm/sec and 500 meters were assumed for
the two-way doppler and range Range bias errors were
not treated 1n the estimation process

(2) A JPL solution using the L-band one-way doppler and
ADOR data A batch sequential filter was used to
estimate the spacecraft state, the one-way doppler bias
and drift, and the quasar nght ascenston and dechna-
tion Because of the random jumps in the transmitted
L-band carnier frequency, the bias and dnft for the
on-board oscillator were modeled as a random walk
process over the two-day balloon lifetime This as-
sumed a batch size of two hours with an additive
process noise of 1 Hz and 0 01 Hz/day for the doppler
bias and drift The location of the quasar was estimated
to account for an offset between the quasar catalog
frame and the planetary FK-4 reference frame Data
weights of 10 cm/sec (for a 60-second count time)
and 1 meter were assumed for the one-way doppler and
the ADOR

(3) A “combined” JPL-Soviet solution using the Soviet
two-way data in combination with the JPL ADOR
Since JPL did not have direct access to the Soviet two-
way data, pseudo-geocentric range and range-rate ob-
servations were constructed from the IKI two-way solu-
tions The Soviet tracking schedule (given in Table 1),
along with information about the two-way range and
doppler residuals with respect to these solutions, was
used to construct the geocentric measurements Because
of the problems inherent in modeling the one-way dop-
pler, the combined solution did not include these data
However, 1t was shown that inclusion of the one-way
doppler had only a small effect on the combined
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solution and on its statistics The combined solution
was based on using a sunple least squares estimator
to determine the spacecraft state, the quasar location,
and a ranging bias The latter was included to model
ranging bias errors inherent in the Soviet two-way
range data The range and range rate were weighted at
500 meters and 1 cm/sec, respectively, and the ADOR
at 1 meter

The three independent flyby solutions were evaluated by
comparing the consistency of the estimates, their relative
statistics, and the sensitivity of the solutions to unmodeled
error sources and to filter strategy The quahty of the fit to
the observables, as given by the data residuals, was also used as
a criterion A consider covariance was computed for each solu-
tion by JPL based on considering the effect of a correlated
12-by-12 Earth-Venus ephemeris covariance and the uncer-
tainty of the JPL station locations No a priort information
was available on the uncertainty of the Soviet station locations
or on the ranging bias errors Table 2 summarizes the filter
mode] and data weight assumptions

The consistency of the Vega solutions was compared using
the combined solution as a reference The critena for this
comparison were the RSS differences in position and velocity
during the 46-hour balloon lifetime Figures 1 and 3 display
the RSS differences between the solutions Corresponding
consider statistics for the three solutions are plotted 1n Figs 2
and 4

A. Vega-1 Solutions

A companson of the Soviet solution and the combined
solution for Vega-1 (Fig 1) shows that the addition of VLBI
data to the Soviet two-way range and doppler solution changes
this solution by less than 5 km and 3 cm/sec Expressing the
components of this difference in solutions in a plane-of-sky
frame shows that the difference is largely due to the compo-
nents in the plane perpendicular to the Earth-Venus direction
(1e, plane-of-sky components) The complementary informa-
tion content of the two-way and ADOR data 1s 1llustrated by
these solution differences For the combined solution, the
radial component (1¢, along the Earth-Venus line) 1s deter-
mined by the two-way data and the angular (plane-of-sky)
components by the ADOR

The agreement between the two solutions 1s consistent with
the consider statistics for the solutions given 1n Fig 2 During
the 46-hour span, the maximum one-sigma position and veloc-
1ty errors for the Soviet solutions were 12 km and 10 cm/sec
For the combined solution, the maximum uncertainties were
4 km and 5 cm/sec Delta DOR residuals with respect to the
combined solution had a one-sigma error of 0 27 meter, which
translates into a 3 4-km error at Venus distance



The behavior of the position and velocity errors (Figs 2
and 4) as a function of time 1s charactenstic of the error
focusing effect due to the Venus flyby Position errors are at a
minimum and velocity errors are at a maximum at closest ap-
proach Beyond periapsts, the position errors increase hinearly
to the end of the data arc due to a constant velocity error
Unmodeled errors 1n the Earth-Venus ephemeris, which con-
stituted the dominant consider error source, contributed
an error of less than 8 km and 7 cm/sec to the Soviet solution
The sensitivity to unmodeled ephemeris errors 1s reduced to
less than 1 km and 1 cm/sec by combining the ADOR data
with the two-way data Station location perturbations were
found to be neghgible

The JPL solution based on using one-way data differs from
the combined solution by at most 14 km and 26 cm/sec, with
the dominant component of this difference 1n the radial direc-
tion For the JPL solution, this component is determined by
the one-way doppler By treating the bias and dnift as a ran-
dom walk process, the information content of the doppler data
1s degraded Maximum uncertainties for the JPL solution are
26 km at the end of the arc and 46 cm/sec at periapsis The 1n-
creased uncertainty 1s due to the random characteristics of the
one-way doppler bias and dnft models The effect of ephem-
er1s and station location errors 1s less than 1 km and 1 cm/sec

B. Vega-2 Solutions

Because of the difference 1n approach geometry, the behay-
10r of solutions and the statistics for Vega-2 are considerably
different from those for Vega-1 The key to understanding the
effect of approach geometry 1s based on expressing the Venus
relative orbital parameters 1n a plane-of-sky frame Table 3 lists
the orbital parameters for the Vega-1 and -2 combined solu-
tions In the POS frame, the inclination of the orbit plane for
Vega-1 15 107 22 degrees and for Vega-2, 90 98 degrees Conse-
quently, the Vega-2 orbit will appear as a disk viewed edge-on
to an Earth-based observer The orientation of this orbit plane
about the Earth-Venus line cannot be well determined from
Earth-based range and doppler Essentially, the orbit can be
rotated about this line and still yield the same range and dop-
pler observations The onentation of this plane 1s explicitly
determined from the angle and angle-rate information derived
from the ADOR data Consequently, we can expect a signifi-
cant improvement 1n the 1ll-conditioned doppler and range
solution with the addition of VLBI data

The Soviet solution (Fig 3) differs from the combined solu-
tion by a maximum of 53 km and 61 cm/sec Components in
the plane-of-sky direction account for a position difference of
53 km and a velocity difference of 59 cm/sec In the radial
direction the maximum differences are 1 5 km and 18 cm/sec

at periapsis The latter difference decreases to less than 1 cm/
sec 4 hours after periapsis

The effect of the near singular approach geometry 1s mani-
fested in the large position and velocity uncertainties (Fig 4)
for the Soviet solution Maximum uncertainties are 48 km and
77 cm/sec, with the plane-of-sky components accounting for
errors of 48 km and 75 cm/sec Of this total, Venus ephemeris
uncertainty contributes an error of 40 km and 50 cm/sec, and
measurement errors result 1n a 24 km and 48 cm/sec error
When the ADOR data are included to form the combined
solution, position and velocity uncertainties are reduced to
6 km and 32 cm/sec For this combined solution, the pertur-
bation due to ephemeris errors 1s less than 1 km and 2 cm/sec
The ADOR residuals with respect to the combined solution
had a one sigma error of 0 24 meter which maps into a 2 4-km
error at Venus at the time of encounter

A companson of the JPL one-way solution and the com-
bined solution shows a maximum difference of 16 km and
32 cm/sec, with the largest difference, 14 km and 28 cm/sec,
1n the radial direction The closer agreement between the JPL
and the combined solutions reflects the significant contribu-
tion of the information content of the ADOR data Maximum
position and velocity uncertainties for the JPL solution are
24 km and 54 cm/sec

C. Solution Sensitivity

1 Ephemens errors The sensitivity of the range and dop-
pler solutions to ephemeris 1s a function of the flyby geome-
try As the POS inclination approaches 90 degrees, the sensitiv-
ity to ephemens errors increases However, the addition of
ADOR significantly reduces the sensitivity of the solutions to
ephemeris errors, independent of the approach geometry

2 Range bias errors Range bias estimates for the Soviet
ranging data were obtained for both combined solutions The
estimates for Vega-1 and Vega-2 were -0 33 km and 1 76 km,
respectively In both cases, the uncertainties of the bias esti-
mates were 1 8 km Estimating the range bias changed the
combined Vega-1 solution by less than 1 km and 1 cm/sec
The Vega-2 solution changed by 1 km and 20 cm/sec at periap-
sis and 4 km and O 8 cm/sec at the end of 46 hours In both
cases, the sensitivity to unmodeled ephemers errors was
reduced by estimation of the range bias An unmodeled
500-meter range bias error would have resulted in perturba-
tions to the statistics of the Soviet Vega-1 and Vega-2 solu-
tions of 4 km and 12 km

3 Quasar locations The location of the quasar was esti-

mated to reduce the sensitivity of the solutions to the domi-
nant ephemeris errors and to remove any bias in the ADOR
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residuals due to frame tie errors Quasar location estimates
denived from the two Vega solutions agreed to within 20 nano-
radians 1n dechination and 140 nanoradians in night ascension
Uncertainties were 110 and 320 nanoradians, respectively

4 Delta DOR data span The sensitivity of the combined
estimate to the VLBI data arc was evaluated by a comparison
of solutions based on a subset of the ADOR data A Vega-1
solution was determined using only the ADOR data acquired
from June 10-17, representing six of the ten available observa-
tions Delta DOR data from June 14-17, comprising ten of the
fifteen observations, were used for a Vega-2 estimate A com-
parison of these solutions with the combined solutions using
all the data showed a maximum difference of less than 1 5 km
and 10 cm/sec The consistency of the solutions was further
demonstrated by the residuals of the VLBI data not used for
the solution No significant increase or trend was apparent in
these pass-through residuals

VI. Conclusions

Results of this analysis demonstrate the value of VLBI data
for planetary flyby navigation Solutions using the “sparse”

Soviet two-way data combined with ADOR satisfied the
accuracy goals of the Venus Balloon experiment By comple-
menting the two-way data, the use of ADOR data improved
the accuracy of the Vega solutions and reduced their sensitiv-
1ty to errors in the ephemeris, which was the dominant error
source The radial component of the solutions was determined
by the two-way data and the plane-of-sky components by the
ADOR Based on the consider statistics, accuracies of 4 km
and 5 cm/sec were obtained for Vega-1 and 6 km and 32 cm/
sec for Vega-2 In the case of the ill-conditioned two-way
solution for Vega-2, the ADOR data were explicitly required
to satisfy the accuracy goals

The results also demonstrate the feasibility of deep space
navigation using listen-only or one-way data The accuracy of
the Vega solutions using one-way data was limited by the need
to model the behavior of the oscillator instabilities as a ran-
dom walk process Even with these limitations, the one-way
solutions differed from the “‘baseline” combined solutions by
less than 14 km and 32 cm/sec and had a maximum uncer-
tainty of 26 km and 55 cm/sec A Voyager quality ultrastable
oscillator would have yielded solutions using only one-way
data with accuracies comparable to the combined solutions
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Table 1 Summary of Soviet and JPL tracking data

Data type Vega 1 Vega 2

IK1 2-way data
(daily 10-min passes)

June 9-14, 16-25 June 13-18, 20-29

June 14, 08 40, to
June 17,03 38

JPL 1-way doppler
(nearly continuous)

June 10, 08 40, to
June 13,07 30

JPL ADOR
Goldstone-Canberra June 10,11,17, 18,24 June 14,15, 16 (2),
baseline (5 observations) 17,20, 21,28

(8 observations)

June 11,12,17,18,23 June 14,15,16 (2),
(5 observations) 17,21, 27
(7 observations)

Goldstone-Madrid
baseline

Table 2. Filter model assumptions

Vanable A prion standard deviation

Table 3 Venus relative orbital elements in plane-of-sky frame

Estimated parameters

Spacecraft position 1x 10% km
Spacecraft velocity 1 km/sec
Quasar night ascension 1 x 103 nanoradians
Quasar dechination 1 X 103 nanoradians
Range bias 1 X 103 km
L-band one-way doppler bias 2x 103 hertz
L-band one-way doppler drift 25 hertz/day
Process noise for stochastic parameters
L-band one-way doppler bias 1 hertz
L-band one-way doppler dnift 10~2 hertz/day
Consider parameters
DSN station locations
Spin radus 2 meters
Longitude 3 meters
Z-height 15 meters
Intercontinental baseline length 0 3 meter
Venus ephemeris
Hehiocentric position components
Radial 1 km
Downtrack 30 km
Out-of-plane 8 km
Heliocentric velocity components
Radial 1 mm/sec
Downtrack 01 mm/sec
Out-of-plane 4 mm/sec
Data wexghts
C-band two-way doppler 1 cm/sec
C-band two-way range 500 meters
L-band one-way doppler 10 cm/sec
L-band ADOR 1 meter

Vanable Vegal Vega 2
Time (GMT) June 11, 1985, 02 00 June 15, 1985, 02 00
Semi-major axis, km -29521 75 -27461 66
Eccentricity 2 530010 2111951
Inclination, degrees 107 2224 90 98203
Longitude of 84 24727 49 66605
ascension node,
degrees
Argument of 166 9286 166 4388
penapsis, degrees
Mean anomaly, -1069728 -16 22563

degrees

277



€
~
5]
g 10
w
[
w
w
w
a
8
e 5
@
o
a
0
30
%
£
G
w
Q
4
w
[+ 4
w
w
v
[a]
>
[
Q
O
3
w
>

278

(a)
IKI-JPL

JPL-COMBINED

IKI-COMBINED

(b)

TIME PAST JUNE 11, 02 00, hours

Fig 1 Vega 1 (a) position and (b) velocity differences
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Fig. 2 Vega 1 RSS (a) position and (b) velocity uncertainties
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TDA Progress Report 42-93

January—March 1988

New CCIR Report on SETI

N F de Groot
TDA Technology Development Office

Since 1978, the reports and recommendations of the Comite Consultatif International
des Radiocommunications {CCIR ) have included a document describing SETI (the Search
for Extraterrestrial Intelligence) in the context of radio frequency management A new
report to replace the old one has been adopted by a CCIR study group, both reports
were written at JPL Following introductory and background material, the text of the

new report is given

I. Introduction

The Comité Consultatif International des Radiocommunica-
tions, or CCIR (International Radio Consultative Commattee),
provides the techmcal rationale for the international treaty
which governs the use of the radio frequency spectrum Reports
and recommendations of the CCIR are published at four-year
mtervals, Volume II, Space Research and Radioastronomy
[1], has included a report dealing with SETI (the Search for
Extraterrestrial Intelligence) since 1978 CCIR, a part of the
International Telecommunication Union, includes a number of
study groups Study Group 2 deals with space research and
radioastronomy and 1s responsible for the content of Volume II
of the reports and recommendations

For the November 1987 meeting of the CCIR Study Group 2,
the United States proposed that a new report on SETI, written
at JPL, be adopted as a replacement for the now obsolete
1978 document The new report was adopted, and the text 1s
gwven 1n Appendix A
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ll. Background

The treaty mentioned above finds expression in the Radio
Regulations [2], published by the International Telecommuni-
cation Union With the exception of a few advisory statements
that mention that SETI searches are being conducted, the
Radio Regulations focus on the needs of other radio services
for transmission bands and protection from interference Con-
sidering the intense competition by government and commer-
cial radio services for spectrum space in the microwave region
of greatest interest to SETI, 1t 1s not surprsing that there 1s no
explicit regulatory protection for SETI searches

SETI researchers would like to be able to listen at any fre-
quency of interest without encountering man-made inter-
ference Any man-made radio emussion, authorized or not,
intentional or not, 1s a potential impediment to a successful
SETI search Particularly because the range of interesting
SETI frequencies 1s so very wide, regulatory protection from
interference 1s simply not a practical expectation Indeed,



hsten-only allocations for radio astronomy and passive earth
sensing activities are possible only because the needed fre-
quency ranges are relatively narrow Transmussions in these
bands are prohibited, and the allocations take into account
the requirement to detect signals in known frequency ranges
that are dictated by physical processes This 1s quite different
from the SETI case where the needed frequencies are not
known

Because regulatory protection cannot be obtamned, an-
other approach must be taken to achieve at least some coop-
eration that could assist SETI The approach taken by the
United States has been to have a report in the CCIR lter-
ature that explamns the SETI needs CCIR reports are for-
mally adopted by the International Telecommunication Union
and represent an international technical agreement with the
report contents

The new CCIR SETI report, like 1ts predecessor, was wnt-
ten at JPL. and survived an intensive review by technical
peers, NASA, and a broad cross section of frequency manage-
ment experts within the United States before being submatted
by the Department of State to CCIR in Geneva

lil. Text of the New Report

Appendix A presents the verbatim text of the new report
Because the intended audience 1s farmhar with CCIR docu-
ments, complete citations of referenced reports or other
CCIR documents are not needed or given For a more general
audience. 1t 1s perhaps helpful to provide the following citations

Reports 719 and 721, mentioned 1n Section 3 of Appen-
dix A, may be found in the International Radio Consultative
Committee’s Recommendations and Reports of the CCIR,
1986, Volume V Propagation in Non-lonized Media (Geneva
International Telecommunication Union, 1986) Report 719-2
1s entitled “Attenuation by Atmospheric Gases”, Report 721-1
15 called “Attenuation by Hydrometeors, in Particular Precipi-
tation, and Other Atmospheric Particles

Document 2/60, mentioned in Section 4 1 of Appendix A,
1s a Draft New Report, Method of Calculating Attenuation,
Noise Temperature, and Telecommunication Link Perfor-
mance for the Selection of Preferred Frequency Bands This
report, written at JPL and submitted by the United States to
the CCIR, was approved by Study Group 2 durnng 1ts intenim
meeting 1in Geneva from November 16 to December 4, 1987
Report 700, mentioned in Section 7 of Appendix A, may
be found 1n the International Radio Consultative Committee’s
Recommendations and Reports of the CCIR (Geneva, Inter-
national Telecommunication Union, 1986)

The subtitle of the report shown in Appendix A includes a
reference to Question 17/2 CCIR work 1s guided by formally
adopted statements that describe the considerations which
lead to a decided set of needed studies These statements are
called questions The current version of Question 17/2 was
adopted 1in 1982, and the text may be found in Appendix B

The SETI report shown in Appendix A 1s considered a draft
because, although adopted by Study Group 2 at its interim
meeting 1n Geneva last year, 1t has not yet been adopted by
the entire CCIR meeting 1n Plenary Assembly That will occur
mn 1989 or 1990 One must be patient in CCIR work
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Appendix A

( Note The following text was approved by CCIR Study Group 2 at 1its Interim Meeting,
Geneva, 23 November - 4 December, 1987 )

RADIOCOMMUNICATION ASPECTS OF SYSTEMS
TO SEARCH FOR EXTRA-TERRESTRIAL INTELLIGENCE (SETI)

(Question 17/2)
1 Introduction

Many scientists believe that life may be common 1n our galaxy and that it could
have developed into advanced forms that possess a telecommunication capability similar o1
superior to ours We do not know the frequencies, modulations, polarizations and
locations of transmitting stations used by extra-terrestrial cwvihzations, if they exist  To
discover signals from these stations, it is necessary to make an extensive search of the
radio frequency spectium, in all directions from Earth  The conduct of such a systematic
search with great sensitivity has become feasible in recent years

The possibility of recewving radio signals from extra-tetrestiial intelhigent hfe was
first pomnted out in 1959 [Coccomi and Mornson, 1959]  The first search in the
microwave region was carried out i 1960 [Drake, 1960] Since then at least 47
searches have been conducted by 8 countries, utilizing 24 observatories [Tarter, 1985]
These efforts have not detected evidence of <signals from extra-terrestrial beings  The
searches, however, covered only a tiny fraction of the frequencies, modulation schemes,
and directions that are considered reasonable chowces fiom the pomt of view of a
comprehensive search, and at sensitivities that may not have been adequate

Addttional comprehensive seatches are betng planned and implemented
2 Search considerations

Assuming that signals from extra-terrestrial beings are reaching the Earth, our
abulity to detect them depends upon

a  the flux density of the signals arriving at Earth,

b the collecting area of our antenna, and its llumination efficiency,
¢ the sensitivity of our recewver,

d  our ability to point our antenna in the correct direction,

e and our ability to distinguish the receiwved signal from natural noise and from
the man made electromagnetic environment

The flux density of an extra-terrestrial signal depends on the transmitted etrp
and the characteristics of the path of propagation




3 Signal power flux density 1

The flux density of the signal to be detected 1s unknown Because of the very
great distances that are necessarily involved, the flux density may be very low, and
detection would therefore be hmited by the sensitivity of the recewving system

For a recewving system on the surface of the Earth, the attenuation of the
atmosphere reduces the strength of the unknown signal  The attenuation 1s a lunction of
frequency and weather condition [Reports 719, 721]

For a receiving system located outside the atmosphere of the Earth, for example, on
the Moon, the attenuation of the atmosphere is avoided and the possibility of signal
detection is correspondingly improved

Fig 1 presents curves of signal power flux density as a function of eicrp for
several assumed distances, not including the attenuation of the atmosphere

4 Receiving system sensitivity

For a given antenna gain, the <enstivity of the recerving system to be used for
SETI search 1s determuned by its system notse temperature, the resolution bandwidth
chosen for the seatch  and by the integration time

41 System norse temperature

System noise temperature 15 determined by the characteristics of the equipment plus
the sky notse temperature seen by the receving antenna  For receving equipment with
a very low notse temperature, e g, less than 30 K, sky noise can be a fundamental
limitation to system sensitivity at some frequencies

For a receving system outside the atmosphere of the Earth, the sky nowse 15
determined by the cosmic background noise (3 K) plus radio noise emissions from our
galaxy The total sky noise temperature 1s less than 7 K between approximately 1 and
100 GHz, and this range 1s called the free-space microwave window

Sky nosse as seen trom the surface of the Earth during dear weather, with an
atmospheric water vapor density of 75 gm/nﬂ, 90 deg elevation angle, 1s less than 7 K
between approxmmately 1 and 15 GHz [Document 2/60] In the 15 to 100 GHz range,
the sky noise contributed by the atmosphere rises appreciably, primarily due to HoO and
O,, thereby reducing the probability ot detecting extra-terrestrial signals that may be
present

As hmited by sky noise temperature and its effect on recewer sensitivity, the
frequency range over which maximum sensitivity may be realized is much reduced for a
station located on the surface of the Earth, as compared to one located outside the
atmosphere

I In the context of this report, the term "power flux density” refers to power per
umt area  This meanmg is consistent with definitions and usage of the International
Telecommunication Union  Some readers may use the term i a different way
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42 Signal integration time

By integrating the signal-plus-noise power over a period of time, the signal to nose
ratio for a continuously present signal may be improved by approximately (bandwidth x
integration time) Integration 1s one of several effective modes for signal detection
The time of integration 1s limited by two factors signal frequency stability, and the
observation time available on destred antenna systems

421 Frequency stability

The frequency of the arrving signal will include a Doppler shuft that depends on
the relative velocity between the transmitter (at the time of transmussion) and the
receiver This shift may change with time as a result of relative acceleration of the
transmitter and receiver  The signal to noise ratio improvement that results from
integration depends upon the abihty to track the Doppler shitted signal  The
improvement 1n signal to noise ratto resulting from non-coherent integration may be
reduced as a result of imperfect signal frequency tracking

422 Available search time

The total time it will take to search the volume of space in which there might be
extra-terrestrial intelligent hife depends on the signal integration time per channel, the
number of antenna pomnting directions, and the range of frequencies to be incdluded 1f
the time available for use of particular search antennas 1s limited the integration time
for each channel and for each pointing direction 1s correspondingly hmited  Under these
crcumstances the search sensitivity 1s constramed by the time avaitlable for the planned
search

43 Mmimmum detectable signal power

For a signal that remains within the detection bandwidth during the integration
time, the minimum detectable signal power of the search recewer, assuming a signal-to-
noise ratio of 1,15 given by [NASA 1973]

1+ (1+B tau0?
Pmn = 10 LOG [ KTB ] dBW
B tau

where
k = Boltzmann's constant
T = Temperature (K)
B = detection bandwidth (Hz)
tau = integration time (sec)
Fig 2 shows Pain as o function of mtegration time for several bandwidths  Points

A and B in the Figure identify P, 0 for two candidate seaich tecewvers with the
characteristics histed in the legend




Fig 3 illustrates the relationship between the receved power flux density for the
conditions assumed in Figure 1, and the search sensitivity of two candidate recewving
systems The dashed hortzontal line represents the sensitivity of a system using a 34m
diameter antenna with 509% etficiency, 30 K norse temperature, 10 Hz bandwidth, and 2
sec ntegration time  The solid line represents the sensitivity of a system using a 300m
diameter antenna with 50% efficiency, 30 K noise temperature, | Hz bandwidth, and 1000
sec mtegration ttime  Combinations of earp and distance that result in detectable flus
denstties are those that lie above the respective sensitivity lmes tor the hypothetical
systems

When detection bandwidth 1 not limited by signal frequency drift, the most
sensitive receiver 1s obtamed by use of a detection bandwidth which matches the spectial
width of the recewed signal  The problem is that this bandwidth 1s not known in
advance  An associated problem 1s that, for a <ingle recewver, reducing the detection
bandwidth correspondingly increases the time needed to search a particular frequency
range, unless a large number of narrow detection channels can be used simultaneously
For example, to search the range from 1 to 2 GHz with a single channel receser having
a bandwidth of 1 Hz and an integration time of 10 sec would require 317 years It 1s
for this reason that comprehensive searches utilize recewvers that ate able to
simultaneously examine milhons ot spectral channels, each having a nairow detection
bandwidth

5 Antenna pointing direction

Antennas with high gain (large collecting area) are desirable in order to inciease
search sensitivity and correspondingly enhance the probability of detection  The
associated difficulty ts that an increase in gan tesults m o decrease in beamwidth, with
a corresponding increase 1n the number of pointing directrons needed to seatch a given
fraction of the sky  For a given integration time, an incease m poanting directions
results 1n an mncrease in total search time

Antenna pointing strategies and the selection of integration time and other system
parameters are important elements of the design of a SETI search

f Signal identification and interterence rejection

A principal problem faung the discovery of eatira-terrestrial signals trom another
intelligence 1s the successful determimnation that the detected signal 1s not the result of
noise, natural or man-made

The probability that the amphitude of random noise will exceed a given value 1s well
understood A noise peak that exceeds a given threshold value will be detected and is
called a false alarm  The threshold value determines the lalse alarm rate, and this rate
may be calculated for the case of Gaussian white noise Raising the threshold in order to
reduce the false alarm rate reduces the recewver sensitivity

With the exception of natural astrophysical emissions or an extra-terrestrial signal,
signals received by a search station will be man-made It 1s therefore necessary that the
search station have the ability to classify these signals and reject them as candidates for
possible further obscivation and analysis The rgjection may be based on a-prion
knowledge of signals in the envionment of the search station, or be based on
measurements made by the station  The success of excluding these interfering signals
from the data base used for further detailed analysis 15 a maor component in the
teasibility of a successtul search
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The increasing use of the radio frequency spectrum as time passes suggests that
SETI searches should be conducted as soon as posstble in order to minimize the problem
of radio frequency nterference It should be noted that, from the pont of view of
SET!, all man-made radio emissions, authorized or not, represent potential radio
frequency interference

The rapidly growing use of the geostationary satellite orbit will mcreasingly
preclude the possibility of searching a zone of the sky above the equator of the Earth
within the frequency ranges used by satellite transmitters The size of the zone 1s
determined by the number of geostationary satellites and theire i r p

7 Candidate bands to be searched

Keeping 1n mind that the frequency and other characteristics of extra-terrestrial
signals are unknown, 1t 1s nevertheless necessary to decide the bands of frequencies with
which a search should begin  For search stations on the surface of the Earth, maximum
sensitivity 1s limited by the noise temperature and attenuation of the atmosphere, as
described earlier  Additionally, a number of particular bands have been postulated as
likely candidates for search on the basis of physical prinaiples

A detailed discussion of the rationale for selecting particular trequencies as
candidates for early or intensive search 1s beyond the scope of this report  Report 700-
1, Geneva 1986, presents some of the rationale for certain frequencies A common
aspect of proposals for particular search frequencies 1s that they he near spectral lines
of natural radiation, e g, atomic hydrogen (1420 MHz), the hydroxyl radical (1612, 1665,
1667, and 1720 MH7), formaldehyde (4830 Miiz), and the ground state spectral hne of the
lightest artihcal atom, postttomum (203385 Gilz)  The assumption s that extra-
terrestrial bemngs may elect 1o transmut on frequencies near o these emission lines, ot
perhaps some multiple of them, with the idea that other awvihzations would be aware
and would listen accordingly

Several bands allocated to the radioastronomy service are protected from man-made
emissions, and there are similar bands for passive sensing  Because of their protection
from nterference, these bands are also candidates for use in connection with SETI
searches

There are many points of view concerning the frequences that may be used for
extra-terrestrial communication It must be remembered that we have no reliable a-prior
knowledge about the character or existence of signals we are attempting to receve It
1s for this reason that comprehensive searches over wide frequency ranges and i all
directions from Earth are proposed

8 Conclusion

The possibility of detecting radio signals from other cwvilizations 1in our galaxy, if
they exist, is strongly dependent upon a quiet radio environment at sites where searches
for these signals are conducted Although it 1s true that modern technology will allow
some discrimination against man-made signals, 1t 1s also true that the use of the radio
spectrum for a4 wide vanety of telecommunication services and functions s rapidly
increasing the need for such discrimimation As time passes, the probability ot
successful detection 1s correspondingly reduced




It 1s therefore important that the requirements for the search for extra-terrestrial
signals be kept in mind, and that cooperation be encouraged to the maximum degree
possible to protect search sites from interference
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Appendix B

( Note The text of CCIR Question 17-1/2 is given below )

QUESTION 17-1/2

RADIOCOMMUNICATION REQUIREMENTS FOR SYSTEMS
TO SEARCH FOR EX I'RA-TERRESTRIAL INTELLIGENCE
(1976-1982)

The CCIR,
CONSIDERING
(a) that many scientists believe intelhigent life to be common in our galaxy,

(b) that electromagnetic waves are presently the only practical means of detecting the
existence of intelligent extra-terrestrial life,

(c) that it is believed to be technically possible to recewe radio signals from extra-
terrestrial civilizations,

(d) that, although it 15 not possible to know the characteristics nor to predict the time
or duration of these signals in advance, 1t is reasonable to behieve that artificial signals
will be recognizable,

(¢) that, while an artifical signal of extra-terrestrial origin may be transmutted at any
frequency, 1t 15 technologically impractical to search the entire radio specttum, but the
band searched should be sufficently wide to make detection of a <ignal reasonably
probable,

(f) that technological and natural factors which are dependent on frequency determine
our ability to receive weak radio signals,

(g) that the search for radio signals from extra-terrestrial avilizations will use
increasingly sensitive systems which could receive harmful interference trom very weak
man-made signals,

(h) that 1t 1s necessary to share with other services the bands in which the search 1s
conducted,

(1) that available technology will allow a search for these signals from the Earth, trom
earth orbit, and, eventually, from the Moon, and to minmze interference, certain
locations on Earth and 1on space may be preferred,

UNANIMOUSLY DECIDES that the following questions should be studied

1 what are the probable characteristics of radio signals which might be broadcast by
extra-terrestrial civilizattons and the techmical characteristics and requunements of a
system to search for them,

2 what are the preterred frequency bands to be searched and the criteria fiom which
they are determined,




3 what protection 1s necessary for receiving systems conducting a search for artificial
radio signals of extra-terrestrial origin,

4  what criterta will make the operation of a search system feasible m shared,
adjacent and harmonically related bands of other services,

5  what s the optimum search method,
6 what are the preferred locations, on Earth and n space, for a search system?

Note  See Report 700
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An Electronically Tuned, Stable 8415-MHz Dielectric
Resonator FET Oscillator for Space Applications

M Lakshminarayana
Spacecraft Telecommunications Equipment Section

A voltage-controlled 8415-MHz FET oscillator stabilized by a dielectric resonator s
described The oscillator provides a linear electronic tuning range of over 3 2 MHz with a
flat power output equal to +1 8 dBm (27°C nominal), a single-sideband noise to carrier
ratio of -68 dBc/Hz at 1 kHz off carrier, and a frequency temperature coefficient of 0 54
part per millon/°C over a -24°C to 75°C range The oscillator withstood 150 krads (S1)
of gamma radiation with no significant performance degradation The overall perform-
ance of the FET oscillator 1s in many ways far superior to that of an equivalent bipolar

oscillator for space applications

l. Introduction

An 8415-MHz FET oscillator was developed for apphcation
as a phase-locked oscillator 1n a transponder for a spacecraft-
based system, the NASA standard X-band transponder The
advantages of this system were reduced size and complexity
due to the elimmnation of multiplier chains, excellent fre-
quency stability, electronic tunability over a large bandwidth,
simplicity of temperature compensation, and low power
consumption

Thus article describes a high stability voltage-controlled FET
oscillator that includes an amplifier connected n a feedback
loop with a temperature-stabilized dielectric resonator The
oscillator configuration {1]-[4] and design were optimized
to meet the design goals A detailed comparison of FET oscil-
lator performance against that of a bipolar oscillator 1s given
[5]. [6] This technology development was successfully trans-
ferred to a telecommumnications equipment contractor A sum-
mary of this technology transfer effort 1s given 1n Section V
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Il. FET Oscillator Design and Performance

The block diagram of the FET dielectric resonator oscilla-
tor (FET DRO) [1]-[3] 1s illustrated in Fig 1 A photograph
of this oscillator 1s shown in Fig 2 The oscillator consists of a
single-stage FET (Mitsubish1t MGF 1402) amplifier of 11 6 dB
gain, a 10-dB coupler, and a dielectric resonator on a 1 65-mm
quartz spacer in the amplfier drain-to-gate shunt feedback
loop The dielectric resonator 1s made of barium tetratitanate
of dielectric constant k = 38 6. and 1ts unloaded Q 1s equal to
4800 at 8400 MHz The resonator has a temperature coeffi-
cient of +3 5 ppm/°C One part of the coupler supplies the
output signal, while the other supplees the signal to the feed-
back loop The insertion loss of the feedback loop, including
the resonator and the coupler, 1s about 78 dB The loop has
an excess gain of 3 8 dB A hyperabrupt silicon tuning varactor
(Metallics MMD830-P55) at the end of a quarter-wavelength
open stub 1s used to tune the circuit The resonator couphng
and open-stub line lengths are adjusted to prowvide an elec-
tromc tuming of 34 MHz The measured loaded Q (Q,) 1s



approximately equal to 2700 Further reduction 1n the loaded
Q will increase the tuning range but will degrade the phase
noise of the oscillator The circuit 1s etched on a 0 635-mm
alumina substrate that 1s solder attached to a plated titamum
base plate of a thickness equal to 0 89 mm. The circuat 1s en-
closed 1n a rectangular box as shown in Fig 2 The dimensions
of the box are 51 8 X 404 X 26 9 mm and can be reduced to
381X 381 X 203 mm The FET DRO 1s mechanically tuned
between 8412 MHz and 8490 MHz with a metal disc tuner
over the dielectric resonator, and can be set within £2 kHz

The electronic tuning characteristics of the FET DRO are
ilustrated in Fig 3 The electronic tuning range at any tem-
perature setting within the designed temperature range from
-20°C to +75°C 1s greater than 3 2 MHz (measurements were
made at -24°C, 0°C, +27°C, +52°C, and +75°C) The varactor
bias (frequency control voltage, V) voltage range 1s from 0
to +15 V The selected value for the nominal frequency con-
trol voltage was equal to 8 V The tuning 1s quasi-linear, and
its deviation from the best straight line fit over the 3 2.MHz
tuning range 1s within *14 percent The nominal power out-
put at room temperature (27°C) 1s +1 8 dBm, with a maxi-
mum power variation of +0 3 dB over the tuning range

The FET DRO was tested for the temperature dependence
of oscillator frequency and power The results, as shown 1n
Fig 4, indicate less than a 1-MHz peak-to-peak frequency dnft
and less than a +2 1 ppm/°C peak-to-peak temperature coeffi-
cient over the measured temperature range The average tem-
perature coefficient over the temperature range 1s less than
+0 54 ppm/°C The peak-to-peak power variation over the
temperature range 1s less than 09 dB, and the total peak-to-
peak power vanation over the temperature range, including
05 dB maximum power variation over the 3 2-MHz tuning
range, ts less than 15 dB The single-sideband (SSB) phase
nowise density levels measured at different temperature set-
tings and at different tuning bias levels [4] were found to be
within the range of -66 to -69 dBc/Hz at a 1-kHz offset from
the carrier These results meet the specified design require-
ments (Table 2) for application 1n a spacecraft transponder

lil. Bipolar (BJT) Oscillator Design and
Performance

The purpose of this design study was to compare the per-
formance of the bipolar dielectric resonator oscillator against
that of the FET oscillator for a spacecraft transponder applica-
tion The bipolar dielectric resonator oscillator (bipolar DRO)
[5], [6] 1s designed as a negative resistance oscillator The
basic breadboard oscillator layout and component locations
on an alumina substrate are shown in Fig 5 The NPN bipolar
transistor (NE64587) used for this apphication 1s packaged 1n a

common collector configuration to facilitate heat transfer
from the transistor chip to the heat sink by solder attachment
of the transistor package directly to the heat sink The stabiliz-
ing dielectric resonator 1s the same as that used in the FET os-
cillator circuit The dielectric resonator mounted to a 1 65-mm
quartz spacer is coupled to the base microstrip line by placing
it at about one-quarter wavelength away from the transistor
base terminal The positioming of this dielectric resonator 1s crit-
1cal as 1t determines the cavity-loaded Q, electronic tuning range,
phase noise, and power output charactenstics Electronic tun-
ing of the bipolar DRO oscillator is accomplished by means of
simple bias tuning, to vary the transistor base—collector
capacitance The transistor biasing network 1s illustrated in
Fig 6

The electronic tuning characteristics shown in Fig 7 were
obtained by adjusting the dielectric resonator position to pro-
vide about 3 5 MHz of linear electromc tumng (125 kHz/V)
over the frequency control base voltage (V) range of <20 V
to +8 V The electronic tuning deviation from the best straight
line fit over this 3 5-MHz tuning range is less than +3 percent
The measured loaded Q 1s approximately equal to 600 Output
power variation over the electronic tuning range was less than
08 dB The power output 1s equal to -3 8 dBmat V=0V
and at a temperature of 25°C The measured SSB phase noise
15 less than =70 dBc/Hz at a 1-kHz offset from the carner 1n
a 1-Hz bandwidth at any temperature setting (-25°C to
to +72°C) and electronic tuning bias level The measured
temperature performance of the bipolar osciliator with a
temperature-compensated (7, =+3 5 ppm/°C) dielectric reso-
nator 1s illustrated in Fig 8 The frequency temperature sta-
bility 1s better than -2 4 ppm/°C over -25°C to +72°C How-
ever, the power output of the oscillator varied by about 6 dB
over the full temperature range, which can be flattened by
employing buffer amplifiers The main reason the bipolar DRO
was not pursued further for a spacecraft transponder applica-
tion was 1ts large power consumption (750 mW vs 90 mW for
a FET) However, the bipolar DRO 1s 1deally suited for apph-
cations where low phase noise design 1s most important

IV. Performance Comparison of FET
and Bipolar Oscillators

In this section, a comparison of the FET DRO and the bi-
polar DRO for similar output frequency (8400- to 8500-MHz)
and electronic tuning bandwidth (3-MHz) requirements 1s
presented Oscillator circuit configurations and devices are
compared 1n Table 1 Both of these circuits use a stabilizing
dielectric resonator The bipolar DRO 1s a low Q (Q; = 600)
negative resistance oscillator, whereas the FET DRO 1s a high
Q (@, = 2700) shunt feedback oscillator In the case of the
bipolar DRO, 1t was necessary to lower the Q; to 600 to ob-
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tain the required 3 2-MHz linear electronic tuming, which n
effect increased the phase noise However, the measured phase
noise of the bipolar DRO 1s about 5 dB lower than that of the
FET DRO This 1s a direct consequence of a lower 1/f noise
corner frequency [1] for the bipolar device [S] The 1/f
nowise corner frequency for the bipolar transistor [5] 1s ap-
proximately equal to 6 3 kHz, whereas that for the FET device
[7] 1s 700 kHz The bipolar oscillator 1s bias tuned by tuning
the transistor collector-base junction capacitance The FET
DRO 1s tuned by applying voltage across a silicon tuning diode
whose shunting capacitance 1s electromagnetically coupled
mnto the resonator fields

A complete list of the X-band (8415-MHz) DRO design
goals attempted, along with the results achueved by the bipolar
and FET oscillators, 1s compiled in Table 2 The goals for the
mechamical frequency setting (8400 to 8500 MHz +5 kHz),
electronic frequency tuning range (3 MHz), tuning lineanity
(15 percent), and frequency pulling (<100 kHz for 15 1
VSWR load) have all been met or exceeded The frequency
temperature stability goal 1s <2 ppm/°C The dielectric reso-
nator used 1n these oscillators has a temperature coefficient of
+3 5 ppm/°C The measured average values of frequency tem-
perature stability over the -20°C to +75°C range for FET
and bipolar oscillators are 0 54 ppm/°C and -2 4 ppm/°C,
respectively Further temperature compensation 1s necessary
for the bipolar oscillator Nonharmomnic spurious signals are
less than -60 dBc for both oscillators All spurious signals are
less than =77 dBc for the FET oscillator The bipolar oscillator
has a second harmonic level of -16 dBc at its output and can
be reduced to the goal requirement of less than —40 dBc by a
buffer amplifier and a filter The bipolar oscillator generates
a power level equal to -3 8 dBm at 1ts emitter output It re-
quires a buffer amplifier to increase its power output to the
0-dBm goal requirement level and to flatten the power vana-
tion to the £1-dB goal over the tuning bandwidth and tempera-
ture ranges The FET oscillator meets the power output and
power flatness requirements without a buffer amphfier, thus
saving the additional power consumption and volume that
would be required by the amplifying circuits

These oscillators were exposed to cobalt-60 gamma radia-
tion at a level of 150 krads (S1), and the effects of radiation
on the oscillators were studied The overall results for these
oscillators indicate insignificant change in the measured param-
eters such as frequency, power, phase noise, bias current, and
tuning characterstics

The four main trade-off concerns between these oscilla-
tors are (1) power consumption, (2) phase noise, (3) linear
tuning bandwidth, and (4) power flatness The bipolar oscil-
lator requires a maximum of 750 mW of dc power and oper-
ates at an efficiency of about 0 07 percent The FET oscilla-
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tor has better efficiency (1 5 percent) and requares less than
90 mW of dc power (88 percent lower than the bipolar DRO)
over the required 3-MHz electronic tuning range The single-
sideband (SSB) phase noise that can be achieved for bipolar
and FET oscillators 1s between -69 and -75 dBc/Hz and -66
to -69 dBc/Hz at 1 kHz from the carner, respectively. Lower
SSB phase noise values are possible by reducing the electronic
tuning range For a given tuning bandwidth the bipolar DRO
provides lower (by 5 dB or more) phase noise characteristics
than the FET DRO

V. Summary of the Dielectric Resonator
Oscillator (DRO) Technology Transfer
Effort

The DRO technology discussed in the previous sections was
transferred to the NASA X-band (8415-MHz) transponder
contractor for implementation into the transponder design re-
cetver local oscillator phase-locked loop (7459 MHz) and the
exciter downhnk oscillator phase-locked loop (8415 MHz) The
contractor-fabricated engineering model local oscillator FET
DRO (7459 MHz) 1s shown 1n Fig 9 The circuit 1s etched on a
0 635-mm-thick alumina substrate that 1s solder attached to a
plated molybdenum base plate of a thickness equal to 0 635
mm The circust 1s enclosed 1n a rectangular (aluminum) box
of dimensions 30 5 X 381 X 137 mm The selected FET for
this application 1s a high gamn (12-dB) FET (Mitsubish1 MGF
1402) with a low 1/f noise corner frequency (700 kHz) (7]
The circuit 1s designed as a series-feedback negative resistance
oscillator [1], [3] The length of the 37-ohm shorted stub
attached to the FET source lead and the length of the 37-ohm
transmission line between the drain lead and the 50-ohm out-
put line are optimized for a maximum reflection coefficient
(at 7459 MHz) at the gate The gate 1s conjugately matched
with the equivalent resonant circuit model of the dielectric
resonator coupled to the 50-ohm line attached to the gate The
posttion and the spacing of the dielectric resonator relative to
the gate transmussion line are adjusted for the conjugate match
with a zero-degree phase shift at the dielectric resonator refer-
ence plane at the operating frequency The dielectric resonator
mounted on a 2 5-mm-high quartz spacer 1s electromagneti-
cally coupled to the gate line at a distance of 5 4 mm from the
gate (see Fig 9) The circuit 1s tuned by a hyperabrupt stlicon
tuning diode (Alpha DKV6550C-304-001) attached to a
quarter-wavelength 50-ohm open stub line The open stub 1s
electromagnetically coupled to the dielectric resonator The
crrcuit layout also consists of a 50-ohm quarter-wavelength
trap at 6 GHz with a 100-ohm series resistance attached to the
drain ctrcuit to suppress spurious oscillations at around 6 GHz

The adhesive used between the dielectric resonator and the
quartz spacer, as well as between the spacer and the alumina, 1s



Ablebond 293-1 Five adhesive materials were evaluated for
therr dielectric constant, outgassing, peel strength, and cure
cycle The adhesive trade-off summary 1s tabulated in Table 3
Of these, two adhesive materials—Ablebond 293-1, with a high
peel strength equal to 3 88 kg, and Solithane 113-300, with
a low peel strength equal to O 68 kg—were further evaluated by
measuring 1n a test fixture the temperature-induced shift in the
resonant frequency of the adhesive-mounted dielectric reso-
nator of temperature coefficient 0 ppm/°C The shift in the
resonant frequency of the resonator over the qualification
temperature range of -20°C to +75°C for Solithane 113-300
adhesive was 910 kHz, while that for Ablebond 293-1 was 630
kHz The performance of the adhesive Ablebond 293-1 1s
clearly superior in terms of 1ts high peel strength and low
temperature-induced frequency drift Ablebond 293-1 was the
adhesive selected for the engineering model FET DRO

The electrical frequency tuming vs temperature perfor-
mance characteristics of the 7459-MHz FET DRO (Fig 9) are
shown 1n Fig 10 A bias tuning range of 6 5 V (nominal) £6 V
provided a tuning capability of +1 8 MHz mimimum over the
hardware quahfication temperature range of -20°C to +75°C,
with a tuning lineanty of less than £10 percent The oscil-
lator results show an overall frequency temperature slope of
+3 7 ppm/°C This frequency dnft can be further compen-
sated by using a dielectric resonator of a thermal coefficient
approximately equal to -3 7 ppm/°C The RF power output
variations with tuning voltage and temperature are shown in
Fig 11 The nominal RF power output level at a +6 5-V tun-

g voltage and at 25°C 15 +4 23 dBm The maximum power
vanation from the nominal power level 1s 0 5 dB over the
tuning voltage and qualfication temperature ranges The
measured single sideband phase noise at a 1-kHz offset from
the carrier was less than -60 dBc/Hz The output of the
oscillator has a second harmonic signal level of -25 dBc and a
nonharmonic spurious signal level of -2 dBc at 11,896 MHz
These spurious signals require further filtering to satisfy the
requirements of —40 dBc for harmonic signals and -65 dBc for
nonharmonic spurious signals

VL. Conclusions

The FET DRO 1s more efficient and consumes considerably
less dc power than the bipolar DRO Measured SSB phase
noise data confirm that the bipolar’s performance 1s clearly
supenior to that of the FET oscillator, being about 5 dB lower
in phase noise for frequency offsets of 100 Hz to 1 kHz from
the carrier For space applications, the FET DRO s preferred
to the bipolar DRO because of its lower dc power consump-
tion, better thermal frequency stability, linear electronic tun-
ability, and higher RF output power capability The technol-
ogy transfer to industry was satisfactorily accomplished

This article summarized the performance characteristics and
demonstrated the feasibility of X-band (8415-MHz) dielectric
resonator oscillators for space communication apphcations
Trade-offs between FET and bipolar oscillators have been
dentified and characterized
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Table 1. Active device and dielectric resonator oscillator circuit comparisons

Parameter FET DRO Bipolar DRO
Nominal 8415 MHz 8415 MHz
frequency
Active device MGF 140201 NEC 64587

Circuit
configuration

1/f nose corner
frequency (f,)
Device noise
figure

Resonator type

Spacer

Cavity Q ;7

Tuning device

Mechanical
dimensions

Gate length =0 8 um
Gate width = 400 um

Shunt feedback
>700 kHz
25dB

Transtech

D8512 (+3 § ppm/°C)
barium tetratitanate
Q= 4800 at 8400 MHz

Quartz, spacer 1 65 mm
2700 mm

Hyper-abrupt silicon
diode MMD 830-P55

518X 404 x269mm

Negative resistance
6 3 kHz
52dB

Transtech

D8512 (+3 5 ppm/°C)
barium tetratitanate

Qo = 4800 at 8400 MHz

Quartz, spacer 1 65 mm
600 mm

Bipolar transistor base—
collector junction capaci-
tance 1s bias tuned

47 x 318X 241 mm
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Table 2. Comparison of FET and bipolar dielectric resonator oscillators

Measured performance

Parameter Specifications
FET DRO Bipolar DRO
Mechanical 8400-8500 MHz 8412-8490 MHz 8387-8601 MHz
tunability +5 kHz +2 kHz +2 kHz
Electrical +1 6 MHz +1 70 MHz +1 75 MHz
tunability about f, (linear) (linear)
Frequency tuning +15% to BSL +14% +3%
linearity
Output power* 0+1dBm +15to+2 4 dBm +0 8 to -4 7 dBm
~20°C to +75°C

Power flatness +0 5 dB +0 3dB +0 5dB
vs tuning*
Power flatness vs +05dB +05dB +3dB
temperature* -20°C to +75°C
Total output power +1dB +0 75 dB +4 5 dBt
variation over both -20°C to +70°C
temperature range
and maximum tumng
range*
Frequency stability 2 ppm/°C +0 54 ppm/°C -2 4 ppm/°C
vs temperature between -20 and (average)

SSB phase noise at
1 kHz from carrier

Harmonics

Nonharmonic spurious

Frequency pulling

Frequency pushing
+1% supply voltage

variation (gate and/or

drain voltage)

Frequency control
terminal impedance

Power consumption*

Operating voltage
Tuning voltage*
Output impedance

Efficiency*

Cold and hot turn-on

at any temperature

Radation immumty*

+75°C
~60 dBc/Hz

-40 dBc
—65 dBc

100 kHz for
151VSWRall
phase load

<100 kHz

>2 kohms

<200 mW
<28V
<15V

50 + 5 ohms
>05%

OK

150 krads (S1)

—66 to ~-69 dBc/Hz

=77 dBc
=77 dBc
<26 kHz

<25 kHz

1500 kohms

90 mW
+4and -2V
Oto-15V
50 £ 5 ohms
15%

OK

No performance
degradation

-69 to -75 dBc/Hz

-16 dBc
-68 dBc
11 kHz

<17 kHz

15 24 kohms

750 mW
-14V 1%
-15to+8V
50 + 5 ohms
007%

OK

No performance
degradation

*Goals
1 Unbuffered output




Table 3 Dielectric resonator oscillator adhesive trade-off summary

Peel strength, kg

Matenal Dielectric constant Qutgassing Cure Form
Unetched Etched
Epon 838/V125 295-385 @1 MHz, 051-165% TML* 161 057 24 hours at 21°C or Premixed frozen in
25°C (estimated) 0 12-0 77% vemt 2 hours at 66°C syringe (epoxy)

(est range)

Scotchweld 551 @1KkHgz, 24°C 0 82% TML 175 068 24-48 hours at 25°C or 2-part mix at 25°C

2216 Gary 0 06% VCM 2 hours at 66°C (epoxy)

Solithane 34 @ 10MHz, 27°C 0 50% TML 068 134 48 hours at 25°C or Premixed frozen in

113-300 002% VCM 3 hours at 66°C syringe (urethane)
(estimated)

Sigma 2 7 @ 8000 MHz, 0 64% TML 111 159 8-10 hours at 25°C or 2-part mix at 25°C

Plastronics 25°C 001% VCM 3 hours at 66°C (epoxy)

#1 typ II

11 ratio

Ablebond 36-40@ 1 kHz, 132% TML 388 331 24 hours at 60°C or Premixed frozen in

293-1 25°C 0 08% VCM 4 hours at 75°C syringe (epoxy)

*TML = total mass loss
TVCM = volatile condensable material
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Fig. 1. Block diagram of the FET dielectric
resonator oscillator

Fig. 2. FET dielectric resonator oscillator assembly
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Fig. 3. FET DRO electronic tuning characteristics
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Fig. 5. Bipolar dielectric resonator oscillator assembly
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Goldstone Solar System Radar Performance Analysis

E Satorus and S Brokl

Communications Systems Research Section

A simulator has been developed which models the digital baseband data paths of the
planetary radar recewer system as configured n the ranging mode The sumulator is useful
Jor quantifying the effects of digital quantization errors on radar recewver sensitvity and
for predicting recewer performance In this article, a performance analysis of the radar
recewer 1s presented using system parameters that correspond to those for the upcoming
Mars observations Thus, the results provide an assessment of anticipated data quality for

these observations

l. Introduction

Development of the high speed data acquisition ranging
system for the Goldstone Solar System Radar (GSSR) has
been reported i a series of articles over the past several years
[1]-[4] For range-Doppler mapping applications, the system
utilizes a binary phase-coded (BPC) transmitted waveform and
the received echoes are complex basebanded, sampled, and
demodulated with a replica of the transmitted BPC waveform
The system 1s composed of high speed digital front end filters
[4] and complex demodulators [3] The demodulator output
1s transferred to the system computer (VAX 11/780 with FPS-
5000 array processor) for data reduction, e g, generating
range-Doppler maps A system block diagram 1s presented 1n
Fig 1

As shown, both in-phase and quadrature channels are sam-
pled (nominally at 40 MHz 1n the current system) and are
mput to pre- and post-baud integrating filters The pre-baud
filter integrates 5 mput samples per output data sample, and
the post-baud filter integrates N, , 4 input samples per output
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data sample (V.4 15 a user-specified input parameter) The
function of these integrating filters 1s to decimate the data by
a factor of 5N, 4, thereby reducing the throughput rate into
the demodulators (correlators/accumulators)

The data paths out of the A/D converters are 8 bits wide
but are expanded to 16 bits after the pre-baud integrators A
further expansion to 32 bits occurs after multiplication by the
scaling constant so that the post-baud integration 1s carried out
with 32-bit integer arithmetic

Following post-baud integration, the 32-bit data are trun-
cated to the N, most sigmficant bits (N, 1s nomnally 4
but 1s treated as an input parameter for our performance
analysis calculations) Finally, the truncated data are corre-
lated and accumulated to produce a stream of correlation data
which are output to the system computer

Actually, the above block diagram corresponds to just one
of the complex data acqusition channels Multiple complex



channels are frequently used, e g, in interferometry mapping
of Venus Thus, the performance analysis presented in this
article 1s hmited to monostatic, single polarization measure-
ments which utihize only a single complex channel Neverthe-
less, these results are indicative of trends in multi-channel
system performance as a function of the various input system
parameters

ll. System Overview

The basic function of the system (prior to the computer) 1s
to correlate the received echoes with a replica of the trans-
mitted BPC waveform

T

(1) =f x(t)BPC(t+1)dt
0

where x(¢) 1s the received complex data, BPC(t) denotes the
BPC waveform which 1s a perniodic binary pseudo-noise (PN)
sequence generated by a linear shift register, and T 1s the
penod of the BPC waveform

T =ATN_,,
where N, 4. denotes the PN code perniod and AT denotes the
duration of a single code element (baud) The complex nput,
x(2), 1s composed of the received (basebanded) signal plus
system noise

x(t) = s(t)+ n(t)

In our systems analysis, we model the received signal as a
Doppler-shifted and scaled version of the transmitted BPC
waveform

s(t) = ABPC(r)e!%e!2w?
where the Doppler offset, Aw, 1s an input parameter

In correlating the mput data with the transmitted BPC
waveform, the digital system hardware computes a maximum
of 256 correlation lags (range bins) ¢(kAT/N,), 0 < k <
255, where N, represents the number of computed lags per
code baud (N, AT also represents the time interval between
data samples 1n the correlator, note that N, can be controlled
by the appropriate choice of N, 4 ) As discussed i [3], the
correlation lags are computed sequentially using a pipeline
architecture After the maximum number of lags (<256) 1s
computed, a new set of correlation lags 1s computed, thereby
generating the two-dimensional array of data.

e(1,k) 0<k <255

n
-

1 lag set ndex =0, 1, 2,

In computing the correlation data, lagged products are
summed over the entire length of the code However, this sum
1s broken down nto partial sums of 256 terms corresponding
to the maximum register length of the correlators For PN
codes which exceed the register length of the correlators, ie,
when N, N_ 4. > 256 (recall that the data samples in the
correlators are separated n tume by AT/N,, seconds, not AT
seconds), sequential lag sets are accumulated

N

acc
A@K) = DN 1+1,k)
=1

where the number of accumulations, N, ., 1s chosen such that
256 N, approximately spans the period of the code, 1e,
256 N, = N,g N o4, In thus case, the accumulated correla
tion lag data, 4(2,k), 1s input to the system computer For

short PN codes such that N, N, < 256, N, 1s set to 1

ode

The system computer calculates the range-Doppler map
data, RD(n,m), by Founer transforming the lag set data in
conjunction with power combining, 1 ¢,

sa
RD(n,m) = Y IY(n,m)I*,  0<m<255

J=1

-N,

bins

2<n<N, /2

1ns

where N,, 1s the number of spectra accumulated, NV, .. 1s the
number of Doppler bins, and Y,(n,m) represents the Founer
transformed correlation data

mes/2
-2n1k
Y(n,m)= 3 A(k+iNy ,m)e?™ "/Nbins
k=-Nins/?

The performance of the system can be conveniently ex-
pressed mn terms of the output signal-to-nowse ratio, SNR,,
which 1s defined by

(R)g,y = (R,

VR®= R}

SNR

o
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where (+), denotes the average background noise level and
(*)g4n denotes the average signal-plus-noise level The ratio
PG = SNR,,/SNR,, 1s the system processing gain where SNR,,
denotes the input signal-to-noise ratio (in the front-end low-
pass filter bandwidth) The theoretical system processing
gain, ignonng quantization and samphing effects, 1s the product
of the coherent and incoherent processing gains

PG = 2BIN, N,

where B 1s the bandwidth of the front-end low-pass filters
The factor 2BTN,,,, represents the coherent processing gain
and \/IV__W 1s the ncoherent gain realized by the power com-
bining [5S] In the next section, we present the results of com-
puter simulations of the digital acquisition system which can
be compared directly with the above theoretical results for
system processing gain

lll. Simulation Results

In evaluating system performance, we have developed a
computer simulation test bed which models the digital hugh-
speed data acquisition system depicted m Fig 1 The simulator
program, written n FORTRAN 77, 1s portable and has been
run with mmimal modifications on both the Communications
Systems Research Section (Section 331) Radar VAX 11/780
computer (without making use of the FPS 5000 array proces-
sor) and Cydrome’s new Cydra computer (currently on loan to
Section 331) The run times for the Cydra are all approxi-
mately 7 times faster than the 11/780 run times, and thus the
results presented 1n this section were obtained with the Cydra
computer

The simulation mput parameters, corresponding to the up-
coming S-band monostatic BPC Mars experiment, include
(1) the system (A/D) sample rate (set at 40 MHz), (2) the band-
width, B, of the front-end low-pass filters which are modeled
as 6th-order digital Butterworth filters (B 1s set at 6 MHz),
(3) the total number of Doppler bins, N, .. (set at N, . =
128), (4) the number of spectral power accumulations, N,
(set at either N, = 1 or 50), (5) the number of accumulations,
N, > used 1n computing the correlation lags (set at 1), (6) the
total number of correlation lags computed per set (255),
(7) the number of samples integrated in the post-baud filters
(Nyaua = 24), (8) the number of bits, NV, used in computing
the correlation lags (M, = 4 will be used in the Mars expen-
ment, but we have also used N, = 8 in our performance
analysis), (9) the PN code baud, AT (set at 6 usec), (10) the
signal Doppler offset frequency, Aw (set at Aw = 0 Hz), (11)
the PN code period, N, 4, (set at N 4, = 127), (12) the
input RMS system noise level (which was set at 1/3 of the full
scale A/D voltage), (13) the DC bias offset of the A/D con-
verters (nominally set at 0 but varied in the simulation experi-
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ments to measure the impact on system performance), and
(14) the mput signal-to-noise ratio, SNR,, (which was set at
either -30 dB or -55 dB to model the range of expected mput
SNRs for the S-band BPC Mars observations) The above values
for the system clock rate, the PN code baud, and the number
of post-baud integration samples correspond to N, = 2 com-
puted correlation lags per code baud

The output from each simulation experiment 1s a sample
range-Doppler map, RD(n,m), as defined above in Section 2,
consisting of 2560 data points (128 Doppler bins X 20 range
bins) Given this map, sample values for SVR, are computed
and compared against the theoretical imit

SNR, = SNR, 2BIN, VN

The first set of simulation experiments consisted of high
mnput SNR tests (SNR,, = -30 dB), all corresponding to one
power accumulation (N, = 1) For these cases and using the
mput parameters as specified above, the theoretical hmit on
system output SNR 1s given by

SNR, = SNR_ 2BTN,  ~ 307dB

The average sample output SNRs from the simulation
expeniments corresponding to different noise reahzations and
using both ¥, = 4 and 8 are tabulated in Table 1 As s seen,
the current system (with N, .. = 4)1s within 15 dB of theo-
retical performance Increasing the correlator input data
paths to 8 bits improves system performance by approxi-
mately 1 dB

The second set of tests was conducted to assess the impact
of a DC bias offset at the A/D converters on system perfor-
mance All of these tests were again run at the high input SNR
level (SNR,;, = -30 dB) with N; = 1 and N ,,, = 4 and 8 The
results of these experiments are presented i Figs 2 and 3 As
1s seen, at least in terms of output SNR, the system 1s remark-
ably robust to A/D bias offsets For N, = 4 (Fig 2), the
sample output SNR varies by only approximately 2 dB up to
DC bias offset levels of 0 1, above which system performance
degrades dramatically This bias level (0 1) corresponds to 10
percent of the A/D full scale input level or, equivalently, to
approximately 13 quantization levels of the A/D converters
For N, = 8 (Fig 3).output SNR again drops dramatically at
a DC buas offset 1n excess of 0 1, but the varniation 1n output
SNR below this offset level 1s less than that for N, = 4

The final set of system tests consisted of low-input SNR
tests (SNR,,, = -55 dB) corresponding to both 1 power accumu-



lation and SO power accumulations For these cases, the
theoretical limits on system output SNR are given by

SNR, = SNR 2BTN,

bins

~ 57dB(N, = 1)
and
SNR, = SNR_ 2BTN, /50 =~ 142dB(N_ = 50)

Shices of the range-Doppler output maps evaluated at the
maximum signal bin and spanning a total of 16 Doppler bins
are plotted in Fig 4 for both N, = 1 and 50 As 1s seen, the
signal peak 1s clearly detectable for N, = 50 For N, =1, the
signal 1s visible but cannot be unambiguously detected (a num-
ber of noise peaks exceeded the signal peak over the entire
2560-point range-Doppler map computed for this case) The
computed output SNR for these cases were SNR, =~ 6 3 dB
(Ny, = 1) and SNR, = 12 6 dB (V,, = 50) The former case 1s
anomalous due to the high level of system noise (relative to
the signal level) The latter case, corresponding to 50 power
averages, 1s within 1 6 dB of theoretical performance which

corresponds closely to the results presented in Table 1 for the
high SNR case

IV. Conclusions

The simulation results presented here suggest that system
performance should be within approximately 1 5 dB of theo-
retical over the nomunal range of system operating parameters
which will be utilized 1n the upcoming Mars BPC experiments
Furthermore, the incorporation of 8-bit mput data to the
correlators will only increase performance by approximately
1 dB Finally, the system appears to be robust against A/D
bias offsets at least for the short code bauds used in the Mars
BPC experiments (The impact of DC bias offset will be more
severe as the code baud mcreases due to the increased post-
baud integration required )

It should be noted that although these simulations do take
mnto account the finite digital precision effects inherent n this
system, other effects such as A/D nonhnearities will further
limit system performance over what has been predicted by this
performance analysis
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DSS 14 pointing and gain were calibrated to support X-band bi-static radar observa-
tions of Saturn’s nngs The observations used the Goldstone Solar System Radar and the
National Radio Astronomy QObservatory Very Large Array in Socorro, New Mexico

The pointing calibrations were based on conscan offset data collected during Voyager 1
and 2 support passes The conscan data show angle-of-arrival sensing with no bwas and
0 3-mdeg 1-0 error Using the calibrations, demonstrated blind ponting performance on

Saturn was <3-mdeg 1-o error

Meteorological observations at the site were used to reduce elevation errors caused by
atmosphenic refraction The techmques used corrected about one-third of the error—

poorer than expected performance

I. Introduction

This article describes the calibration of the beam pointing
and the gain of the DSS 14 64-m antenna in preparation for a
series of X-band (8 5-GHz) radar observations of the rings of
Saturn For the radar observations, DSS 14 illuminated the
planet nings, and the VLA mn Socorro, New Mexico, recerved

the echo The VLA used antennas that had been recently out-
fitted for X-band reception in preparation for support of the
Voyager 2 Neptune encounter

The plan for the work was developed 1n late March, 1987,
the work was performed at DSS 14 durning Apnl and the first
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three weeks of May Radar observations of Saturn’s rings were
conducted May 23 through May 31

The performance goals were ambitious <2-mdeg 3-¢ beam
pointing error, <3-dB 3-¢ absolute gain error

A secondary objective of the work was to develop and
demonstrate improved techniques for application to calibra-
tion of the DSN antennas for spacecraft mission support

ll. Summary

This report describes the cahbration techmques used and
presents the results obtained

A. Techniques Used

The basic technique used for the pointing calibrations was
to collect conscan data on a non-interference basis durng
Voyager 1 and 2 support passes Also, beam scans were made
of Saturn’s thermal radiation Then, the pointing calibrations
obtained from the Voyager conscan tracks and the Satumn
scans which used the “XRO” antenna feed cone were trans-
lated to the radar “XKR” feed cone

To meet the elevation pointing accuracy objectives, an 1m-
proved technique was required to correct for atmosphenc
refraction The current technique 1s to calculate refraction
bending based on average site meteorological conditions—
referred to as default parameters The approach used here was
to make meteorological measurements at the site during a pass,
and from them provide corrections to the values calculated for
the default parameters

Also, we aspired to develop some empirical data on wind
induced pointing errors from the instrumented conscan tracks
On all tracks providing good conscan data the wind was, alas,
benign, no useful data were obtained

We used the measurement techniques developed by the
70-m Upgrade Project to determine the radar system receive
configuration antenna efficiency

B. Results Obtained

The pointing capability was demonstrated durnng the radar
observations by short scans of the blackbody emussion of
Saturn using the radar recetve mode feed Saturn is a poor tar-
get for the purpose (approximately 6-mdeg disc diameter,
approximately 1 1-K source temperature), but 1t was the best
avatlable technique for direct validation of the beam pointing

Saturn scans were normally made twice in each radar pass
dunng the period day-of-year (DQY) 145 through 164 That
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period included the Saturn rings and succeeding Titan moon
observations Averaging the results gave a worst beam pointing
error of 59 mdeg and a mean error of 2 7 mdeg The resulting
1-way degradation from pomnting errors was 0 32 dB maxi-
mum, 0 09 dB mean Clearly we did not meet the 2-mdeg 3-0
pointing error calibration goal However, the degradation in
quality of the radar observations resulting from DSS 14’s
pointing errors was evidently small

In the time available, 1t was not possible to provide a sensi-
tive receiving capability on the radar transmit mode feed, so 1ts
pointing could not be demonstrated, only inferred

The effort to demonstrate better correction for atmo-
spheric refraction was partially successful Use of concurrent
meteorological data reduced the average elevation errors dur-
g a pass by perhaps 30 percent—we expected much greater
error reduction

One set of antenna efficiency vs elevation angle data was
obtained for the radar receive mode The results show a peak
aperture efficiency of 46 7 percent at 42 degrees elevation
Lacking suitable coupling to the receiver, the measurement
could not be accomplished for the radar transmit mode

lil. The DSS 14 Pointing System
A. Introduction

The techmiques used for making and applying the antenna
calibrations involve the operational pointing system and vari-
ous off-line data collection and analysis tools This section
describes the basic pointing system An end-to-end antenna
pointing system block diagram 1s shown in Fig 1, a glossary of
abbreviations 1s given 1n Table 1

B. Pointing by Predicts

The antenna 1s pointed based on target angle vs tume predic-
tions prepared at the JPL NSS and transmitted to the Com-
plex SPC prior to a tracking support pass The predicts are
computed from spacecraft or other celestial body ephemendes
They are 1n the form of topocentric direction cosines, and for
spacecraft tracks they are supplhed at ten minute mntervals In
principle, the errors inherent in the predicts are completely
neghgible

Before the tracking pass, the complex CMC Operator sends
the antenna predicts to the APA The APA transforms the
direction cosines of the predicts to Az-El coordinates The
LMC Operator sends the Az-El predict points and an antenna
pointing Systematic Error Correction Table (SETBL) from the
APA computer disk to the antenna mounted ACS microcom-



puter The ACS interpolates the predicts and provides angle
position signals to which the antenna 1s slaved via either the
MEC (for the Master Equatorial Precision mode) or the ASC
(for the Computer Control backup mode) The Preciston mode
was used for all of our work

Also, the antenna can be pointed from predicts aided by a
scanning mode that senses, and corrects to, the true direction-
of-arnval of the radio signal That mode 15 conscan (for coni-
cal scanning), 1t can sense and correct errors as large as the
half-power beamwidth of the antenna

C. Pointing by Conscan Aided Predicts

Conscan works 1n the following way The APA generates a
crrcular scan pattern for the antenna and sends 1t to the ACS
The ACS adds the scan pattern to the corrected pomting pre-
dicts Software in the REC computes and sends received signal
levels to the APA via the SPC LAN

The correlation of the scan position of the antenna, as re-
ported by the ACS, with the received signal level variations
allows the APA to compute corrections to the scan pattern
center The APA sends the corrections to the ACS Thus,
within the capability of the closed-loop control system, the
scan center 1s pointed precisely to the apparent direction-of-
arrival of the spacecraft signal

As will be discussed 1n the following section, the offsets
between the signal direction-of-arrival as computed by con-
scan, and the direction defined by the corrected pointing
predicts, provided the source for most of our cabibration
data

IV. Conscan Offset Data Collection,
Reduction, and Analysis

A. Introduction

During the period for making the pointing calibrations,
DSS 14 was heavily loaded with spacecraft mission support It
was necessary that our data collection be a non-interfering
by-product of that support Conscan is the normal operational
antenna mode for spacecraft support at X-band We used non-
mtrusive data capture programs to collect conscan offset data
from the channel between the APA and the ACS

The basic approach in using the spacecraft conscan offset
data 1s to presume that the predicts are correct and that con-
scan correctly senses the direction of the signal Then, any
systematic offsets are attributed to systematic pointing errors
of the antenna beam

Because conscan offsets were the basic source of calibration
data, we did some analyses to charactenze their quality That
work 1s presented in Appendix A

B. Conscan Data Collection and Processing

1 Background Voyager 2 and Saturn are nearby in the
sky—separated by about an hour 1n right ascension and 2 deg
in declination Therefore, Voyager 2 data were directly apph-
cable to the Saturn pointing calibrations, Voyager 1, which
reaches 65 deg elevation at DSS 14, provided data to stabilize
the calculation of the antenna systematic error parameters

During the period DOY 086 to 142, conscan offset data
were collected on 21 Voyager passes—all but a few of the
scheduled support passes Those few passes were designated by
the Voyager Project as involving cntical support

Preliminary conscan data were obtained from DOY 086 to
099, various problems with the pointing system were expen-
enced from DOY 104 to 118, and the data obtained during
that period were of httle use From DOY 120 to 139 good
data were obtained from two Voyager 1 and three Voyager 2
passes, and from one pass observing Saturn’s thermal radiation
Those data were the basis for the antenna Systematic Error
Table (SETBL) developed for the Saturn radar observations

Figure 2 shows the mean offsets of the raw conscan data
from the Voyager tracks during the period DOY 086 to 142
The period of faulty pointing system performance 1s evident

2 Techniques used Figure 3 illustrates the sequence of
steps used to collect the conscan data and to develop the
antenna pomting error model and SETBL The steps are
described 1n the following paragraphs The software programs
mvolved are developmental, not in the operational DSN
library

The CAPTURE program accesses the antenna information
transmitted between the APA and the ACS via a monitor port
on the APA modem patch panel Time tagged azimuth and
elevation angles and azimuth and elevation conscan offsets
are logged to a file and displayed on the momtor and line
printer The data collection 1s not in-line, 1t 1s accomphshed
without interference duning mission support tracking

The PLOTSCAN and CONPLOT programs provide plots of
the conscan offset data PLOTSCAN plots cross-elevation,
elevation, and beam pointing offsets versus azimuth angle
CONPLOT plots azimuth, elevation, and cross-elevation offsets
versus time
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The plots allow immedaate assessment of the conscan offset
data quality Bad or suspicious data can be easily identified for
file editing prior to using the record for calibration purposes

Statistical analysis of the conscan data file 1s provided by
ANA-CON The mean and standard dewiation (o) of the azi-
muth, elevation, cross-elevation, and beam pointing offsets are
calculated Also, signal losses i decibels from the beam offsets
are determined, and offsets exceeding 3¢ are identified

The edited conscan data file 1s input to READCON READ-
CON outputs an offset file in a format suitable to input to
CONCORR for computing refraction correction, and to mput
to PHO9 for computing the parameters of the antenna pointing
systematic error model The techmques used for computing
refraction correction, and the results obtained, are discussed
m detai in Appendix B

The PHO9 program works best with 50 to 100 input points
A typical conscan offset raw data file from an 8-hour Voyager
track has about 300 points Also, data from tracks on several
days normally are used to compute a set of model param-
eters To reduce the size of a conscan offset data input file for
PHO9

(1) All data from pertods when conscan 1s not function-
ing stably are edited out, as previously discussed,

(2) Selected sections of tracks from different days are
used,

(3) To further reduce the file size, every other sample of
a record 1s deleted That process provides less smooth-
ing of the conscan offset data (estimated 1o of 03
mdeg with all data points vs 0 5 mdeg with deletions)—
1t was used for simplicity 1n preparing the file

V. Techniques for Development of
Systematic Error Correction Tables

A. Introduction

The pointing error modeling approach used in the DSN 1s
based on expected physical behavior of the antenna It was
developed by optical and radio astronomers, 1t has been suc-
cessfully apphed to major radio astronomy facilities [1]

The complete pointing error model for an antenna 1s a
sum of separate error functions Table 2 shows the individual
error sources and the elevation and cross-elevation error
functions used to develop the complete 'model systematic error
correction table The functions in Table 2 apply for the
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“precision” mode which uses the Master Equatonal as the
pointing reference

B. Techniques Used

The observational data are used by the PHO9 error model
program to generate or refine an antenna systematic pointing
error model PHQ9 determines the “P” constants in the indi-
vidual error functions of Table 2

PHOQO9 reads the edited conscan offset data file It then sums
the offsets from the a prionn error model—the systematic
error correction model used during the track—with the con-
scan offsets, resulting in the total offsets due to systematic
errors Finally, PHO9 uses a linear least squares fitting routine
to compute the “P” parameters of the new systematic error
model

Programs are available that provide display of the syste-
matic error model and 1ts parameters PLOT'MDL plots the
systematic error model versus hour angle for a specified dech-
nation PRMDLANL prints the model “P*’ parameters and the
quality of their determination by the PHO9 fitting TABLES
tabulates azimuth and elevation offsets of a systematic error
model at S-degree increments of azimuth vs elevation

Finally, the SECPHO program takes a set of model param-
eters and calculates a Systematic Error Correction Table
(SETBL) The output of SECPHO 1s a suitably formatted file
that 1s loaded into the ACS wvia the APA using a VT-100 simu-
lator program The last step provides the SETBL for opera-
tional use

VI. Final Development of Systematic Error
Correction Table for Use in GSSR/VLA
Saturn Radar Experiment

A. Introduction

Conscan offset data from five Voyager passes late in the
peniod (DOY 120, 125, 126, 127, and 136) appeared good
They were the basis of our final SETBL The statistics of the
error data for these days are given in Table 3

B. Process of SETBL Development

A SETBL was developed using the data from the passes on
DOY 120, 125, 126, and 127 The SETBL table used during
each of those tracks was M4X3I1N, 1ts “P” parameters are
given 1n Table 4 The data from each of the four cited days
were edited by the methods described 1n the previous section
and merged into one file The SETBL calculated from that
file was M4X31B, 1ts “P” parameters are also given 1n Table 4



SETBL M4X31B was used duning the track on DOY 136
with results as shown in Table 3 Then, the data from DOY
136 were edited and merged with the data file used to generate
SETBL M4X31B, and that revised file was used to generate
the set of “P” parameters M4X31C (cf Table 4)

On DOY 139, the blackbody (thermal radiation) from
Saturn was scanned using SETBL M4X31C The results are
shown 1n F1g 4—the mean cross-elevation offset 1s -1 1 mdeg,
the mean elevation offset 1s +4 0 mdeg

We reviewed the recent results from Voyager passes and the
Saturn track and decided to accept the -1 1 and +4 0 mdeg
mean offsets These offsets were added to the P1 and P7 terms,
respectively, to form the “P” parameter set M4X31C(REV)
(cf Table 4) M4X31C(REV) was our final version of the sys-
tematic error correction for the antenna using the “XRO”
Cassegrain cone

The SETBLs were based on Voyager conscan and Saturn
offset data using the “XRO” Cassegrain cone However, the
“XKR” Cassegrain cone 1s used for radar measurements The
antenna beam using the “XRO” cone 1s shghtly offset from
the beam using the “XKR” cone—the offset must be ac-
counted for in applying the pointing cahibrations to the radar
The correction 1s made by adjusting the beam collimation
error parameters

P1(XKR) = PI(XRO)+ 0 0105 (deg)

P7(XKR) = P7(XRO) + 0 0045 (deg)

The above corrections are based on previous measurements
at DSS 14 by D Girdner

VIl. Beam Pointing Measurements During
Period of Radar Observations

Beam pointing was checked regularly during the period of
the radar observations using beam scans of Saturn’s blackbody
radiation Usually we made one check at the beginning and
one check at the end of each radar track With the aid of a
simple program on a PC, 1t took about 10-15 minutes to com-
plete a set of scans and estimate the beam error indicated by
the data

These measurements used the Noise Adding Radiometer
(NAR) and the Square Law Detector Assembly (SQLD) in the
GSSR equipment room 1n the pedestal The microwave system
and the recewver front end were as configured for the radar
track

The results from the beam pointing checks from Saturn
scans are shown 1n Figs 5 (antenna temperature from Saturn’s
radiation), 6 (cross-elevation error), and 7 (elevation error)
The data shown were taken during the period of the radar
observations of Saturn’s rings, and during a subsequent period
of radar observations of Saturn’s moon, Titan

From the average cross-elevation and elevation errors of the
preceding figures, we calculate the average beam errors (Fig 8),
and from those, estimate the one-way loss from pointing
errors The loss results are shown 1n Fig 9 The worst loss on
a day 1s 0 32 dB, the mean and median losses for the 12 days
are 0 09 dB and 0 05 dB, respectively We expect those results
are representative of the pointing performance during the
actual radar observations

VIIl. Antenna Efficiency Measurements of
the Radar (XKR) Feed Cone

Our original intention was to calibrate the antenna with
both the transmit and receive radar feeds We were unable to
provide a satisfactory receiving configuration for the transmit
feed, and therefore did not accomplish 1ts calibrations

Antenna efficiency measurements were taken of the radar
recetve feed at the radar operating frequency, 8,495 MHz The
measurements were made on DOY 134 The experimental pro-
cedures used were those recently developed for the efficiency
measurements of the large antennas before and after their up-
grade from 64 m to 70 m ! Figure 10 1s a functional block dia-
gram of the equipment used

The results of the efficiency measurements are shown 1n
Fig 11 The curve 1s a mean square quadratic fit to the circled
data points The maximum efficiency was 46 7 percent at 42
degrees elevation

IX. Conclusions

(1) Conscan offset data were collected and analyzed on a
noninterference basis during Voyager support passes
Using that data and a few hours of noisy Saturn beam
scan data, blind pointing of 2 to 3 mdeg mean beam
error was provided That beam error results in <0 1 dB
mean one-way degradation for the radar

1K Bartos, et al , “Antenna Gain Calibration Procedure,” JPL D-3794
(internal publication), Jet Propulsion Laboratory, Pasadena, California,
November 15, 1986
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When the system 1s functioning normally, conscan
points the antenna in the direction of the received sig-
nal with essentially no bias and about 0 3 mdeg stan-
dard dewiation (see Appendix A) That 1s very hgh
quality pointing calibration data

The operational conscan system needs an improved
protocol for setting and demonstrating its closed loop
parameters

The improvement 1n elevation pointing accuracy from
use of concurrent surface atmospheric measurements

Reference

“

for the refraction correction was less than expected
(see Appendix B) The results we obtained were really
not suitable for the precision pointing and calibration
of 70-m apertures at X and Ka bands

The techniques involved must be improved in the
future

A configuration to allow direct measurement of the
pointing and gain of the radar transmitter feed must be
provided

[1] R Stevens, R L Riggs, and B Wood, “Poimnting Calibration of the MKIVA DSN
Antennas for Voyager 2 Uranus Encounter Operations Support,” TDA Progress
Report 42-87, vol July-September 1986, Jet Propulsion Laboratory, Pasadena,

California, pp 206-239, November 15, 1986



Table 1 Glossary of abbreviations for text and figures

ACM
ACS
APA
ARA
ASC
CMC
FEA
IRS
LAN
LMC
MDA
MEA
MEC
MMA
NAR

NASCOM

ND
NSS
PC
REC

SETBL

SPC
WM

Antenna control and momtor
Antenna control subassembly
Antenna pointing assembly

Area routing assembly

Antenna servo controller

Central monitor and control (console)
Front end area

Intermediate reference structure
Local area network

Link momtor and control (console)
Metric data assembly

Master equatorial assembly

Master equatonal controller
Meteorological monitoring assembly
Noise adding radiometer

NASA communications

Noise diode

Network support subsystem
Personal computer (IBM compatible)
Recewver-exciter controller
Systematic error table

Signal processing center
Traveling-wave maser

Table 2 Systematic pointing error model for 64-m antenna (precision mode)

Cross- Cross-
Error elevation Elevation declination Declmation
model model
model model
Cross-elevation P1 - - —
collimation
Elevation colimation — P7 - _
Gravity flexure — P8cos (el ) — —
Hour angle declina- — — -P11sin (dec) —

tion orthogonality

Hour angle axis
alignment

Hour angle axis
alignment

Declination encoder
bias

Hour angle encoder
bias

- P12sin (h angle)
sin (dec )

- -P13cos (h angle)
sin (dec)

- P21cos (dec)

P12cos (h angle)

P13sn (h angle)

P16
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Table 3 Conscan error statistics for DOYs 120, 125, 126,

127, and 136

Cross-elevation Elevation
DOY SETBL Number of

Average ¢ Average o points
120 4X31N -03 11 11 19 102
125 4X31IN -14 11 -25 08 33
126 4X31IN 25 07 05 08 27
127 4X31N =21 07 13 11 45
136 4X31B -26 07 06 11 16

Table 4 Systematic error correction table parameters (degrees)

Parameter M4X31C
number M4X31IN M4X31B M4X31C (REV)

1 -0 00389 -000031 -0 00349 -0 00459

7 002018 002756 002555 0 02955

8 -0 03179 -003806 -003782 -003782

11 000647 0 00000 0 00000 0 00000

12 000000 -000213 0 00079 000079

13 000000 -000357 -0 00067 -0 00067

16 000126 000121 0 00064 0 00064

21 -0 00664 -000743 -0 00564 -0 00564
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Appendix A

Experimental Investigation of Conscan Performance

I. Introduction

Conscan offset data from spacecraft tracking were used to
determine the systematic errors 1n antenna pointing We have
done analyses to assess some of the quahty parameters of the
data

Conscan performance 1s affected by signal level vaniations
that are not due to ground antenna pointing (e g , changes
ground system gain, changes in spacecraft antenna pointing
and radiated carrier power) To characterize those effects
empirically, we examined the conscan performance during a
high activity Voyager pass that included changes in the telem-
etry modulation index and changes in spacecraft attitude limit
cycle amplitude

Also, we examined the detailed signal level variations and
related angular offsets during conscan acquisition and tracking
We obtained estimates of response and smoothing time, point-
ing jitter, and pointing bias for the conscan system

The mstrumentation and data analysis techmques used and
the results obtained are reviewed in this Appendix However,
before proceeding, we review some basics of the conscan
system

Ill. A Primer on Conscan Technical
Performance

The source document for this discussion 1s [A-1}

When the conscan axis 1s offset from the exact direction of
arriva] of the signal, amphitude modulation of the receiver out-
put at the scan frequency results For small offsets, the offset
between the conscan axis and the direction of signal arrival 1s
a constant multipler of the modulation amplitude 1n decibels
The constant 1s determined by the scan radius and the antenna
half-power beamwidth (3 0 mdeg and 36 mdeg, respectively,
at DSS 14), 1t 1s approximately 9 0 mdeg/dB (peak-to-peak)

In the MKIVA 1mplementation of conscan! the magnitude
and onentation of the angular offset are calculated by cross-
correlation of the signal modulation with the scanning wave-

13 R Smith, “Conscan,” unpubhshed notes, Jet Propulsion Labora-
tory, Pasadena, Califorma, October 23, 1984
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form The calculation 1s made for each scan cycle by a Fast
Fourier Transform The calculation must have an appropnate
scale factor, “A,” to faithfully convert the modulation in
decibels to equivalent angular offset in millidegrees—*“A” em-
bodies the antenna beam’s mdeg/dB noted above, and the gain
and scan period integration time of the correlation calculation
“A” can be determined experimentaily by observing the corre-
lator output while conscanning on a target with a fixed and
known offset

We define [A X offset (1)} as the correlator output from
the scan with the conscan axis having offset (1) The conscan

system forms the subsequent offsets to be sent to the antenna
as

offset (2) = offset (1) - h X A X offset (1)
or
offset (2) = offset (1) X (1 -h X A)
and so forth

The parameter “h” 1s a gain selected such that 0 < (1 - h
X A)<K1

Rewiite the above relation as
offset (2) / offset (1) = (1 -h X A)

which lustrates that conscan reduces each subsequent offset
by the factor (1 - h X A), the nth offset 1s given by

offset (n) / offset(1) = (1 ~hX A) ~(n-1) (A-1)

A useful measure of the closed loop dynamic response of
conscan 1s the time, 7, to reduce an imtial offset by 1/e If N
1s the number of P second scans—following the initial scan—
required for the reduction, then

offset N+ 1)/ offset (1) = 1/e = (1-hX A) ~(N)
N=-1/log(l-hXA)

and
T=NXP (A-2)

1n seconds



For example, a (1 - h X A) of 095 gives N = 19 5 scans,
which for a 32-second scan period gives 7 = 624 seconds, or
10 4 minutes An mitial offset 1s reduced by factors 0 36 (1/e)
after one 7, 0 14 after two 7, 0 05 after three 7, for practical
purposes, an acquisition or reacquisition is complete after two
to three 7 seconds

The effects on conscan data quality from noise on the sig-
nal level are a complicated matter Some aspects of the matter
are treated in detail in [A-1], for present purposes we take one
basic result the random angular ptter from a single scan 1s
reduced by the square root of N for continuous closed loop
conscan tracking

lll. Conscan Performance During a High
Activity Voyager Pass

The CAPSAPA program, developed by D Kiewicz, logs
time tagged carrier signal level data from the APA mainte-
nance port on a nomnterference basis during a pass We used
CAPSAPA to collect and display signal level data from several
Voyager passes

Figure A-1 shows smoothed signal level vs time for the
DOY 086 Voyager 2 pass There were several spacecraft mode
change events duning the pass The spacecraft events, including
attitude hmit cycle changes, link 1-way/2-way changes, and
modulation index changes, are annotated in the figure

Figure A-2 shows conscan offsets recorded during the DOY
086 pass The spacecraft events and the conscan on/off periods
are annotated 1n this figure, also

Examination of Figs A-1 and A-2 shows

(1) The spacecraft attitude limit cycling does not sigmfl-
cantly affect the conscan performance (refer especially
to the period 1030 to 1140 GMT)—that 1s as expected,
considering that the spacecraft period 1s 15 to 30 min-
utes, whereas the conscan period 1s 32 seconds,

(2) A significant change 1n signal level that occurs within a
conscan period will result in a significant transient 1n
the conscan offsets (refer to the spacecraft mod index
change at 1630 GMT),

(3) When conscan 1s turned off prior to a significant space-
craft event, and the conscan offsets are retained, point-
ing will continue quite smoothly when conscan 1is
turned back on (refer to the mod index change event at
1220 GMT, and the receiver O/L event at 1555 GMT,
compare that with the receiver O/L event at 1155 GMT
when the conscan offsets were zeroed out before turn-
1ing conscan back on),

(4) Conscan system acquisition or settling time during the
pass 15 15-20 munutes (refer to the initial acquisition at
1020 GMT, and the transients at 1155 and 1630 GMT
in Fig A-2) Also, the peak-to-peak deviation about a
smoothed version of the offsets in both axes 1s indi-
cated as approximately 1 mdeg (see Fig A-2) This
performance 1s generally representative of that observed
on the Voyager passes that did not have known system
problems

Durning the initial phase of conscan data collection we ana-
lyzed several Voyager passes in the way discussed above We
soon concluded that 1t was not necessary to collect signal level
data 1n order to do reliable editing of the conscan offset files
for use in determining systematic pownting errors The required
editing—ehmination of conscan transient periods, and of con-
scan off or malfunctiomng pertods—could be done by exam-
nation of the conscan offset raw data plots, plus station logs
and spacecraft event schedules

However, we continued collection of signal level data, the
data were used to help characterize conscan system perfor-
mance That work 1s presented in the next section

IV. Performance of Conscan in Normal
Acquisition and Tracking

A. Analysis of Conscan Acquisitions

Figure A-3 shows the scan modulated receiver output dur-
ing the first conscan acquisition of Voyager 2 on DOY 086
The data are S-second samples of the received signal level as
logged by CAPSAPA Spectral analysis of the noisy data shows
that the regular variation 1s the 32-second conscan period

The amplitude of the scan modulation decays as the acqui-
sition proceeds The estimated envelope of the modulation 1s
sketched 1n the figure—1t 1s about 0 28 dB at the start and
about 0 16 dB after twelve scans From that sample we esti-
mate (1 -h X A)=095,and 7 = 10 4 minutes using Eqs (A-1)
and (A-2) from Section II Examination of the recorded con-
scan angular offsets for the same period shows consistent
behavior about 2 4 mdeg decaying to 1 6 mdeg, which when
converted by the 9 mdeg/dB agrees with the modulation dBs

Figure A4 shows a similar signal level plot during a conscan
reacquisition of Voyager 1 on DOY 118 From these data we
estimate (1 —h X A) =088, and 7 = 4 3 minutes Again the
recorded conscan offsets were found to be consistent with the
behavior of the signal level modulation

The closed loop response 1s quite different for the two
tracks discussed above—no doubt a result of different con-
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scan parameter settings Unfortunately, we did not keep care-
ful records of the parameters in use, nor did we perform
pre-pass tests to experimentally determine the constants “h”
and “A ” Therefore, we cannot say whether or not the con-
scan dynamic performance was as 1t should have been

In a later section (V B), we outline proper calibrations of
the conscan system to qualify its performance In hindsight,
we should have performed such calibrations at intervals during
the conscan offset data collection work

B. Analysis of Conscan Tracking

The CAPSAPA program can be used to make an estimate of
the amplitude of the scan period sine wave found 1n a scan
period length of the signal level record CAPSAPA can then
calculate the beam error (BE) corresponding to the sine wave
amphtude (using the 9 mdeg/dB) and display and store the
estimates for each scan cycle The total beam error angular
offset as denved from each scan period 1s resolved into two
orthogonal components, BE1 and BE2, relative to the signal
level record (The CAPSAPA estimation 1s analogous to the
cross-correlation calculation performed each scan cycle by the
conscan system It provides an independent assessment of the
functioning of the conscan system )

Figure A-5 1s a plot of angular errors calculated by
CAPSAPA as described above for 1,983 individual scan cycles
The data are from Voyager 1 and 2 passes of DOYs 118, 125,
127,132, and 136

Some statistics of the data in Fig A-5 are

BE1 BE2
Mean -0 00 mdeg ~0 02 mdeg
g 1 13 mdeg 127 mdeg

The most significant characteristic of the data 1s that the
means are essentially zero, as they should be if conscan 1s oper-
ating properly without biases The cause of the non-circular
pattern of the data in Fig A-5 1s not yet understood

The total beam error should be approximately Rayleigh dis-
tributed The probability function of BE for the data of Fig A-5
ts shown 1n Fig A-6, 1t has a standard deviation of 1 7 mdeg
For example, to show the similarity, a Rayleigh distribution
function, fit by inspection to the BE data, 1s also plotted, 1t
has a standard deviation of 1 4 mdeg

The cumulative probability functions for the BE data and
the example Rayleigh distribution are shown 1n Fig A-7

Recall from the earlier discussion in Section II that the
ntter on a single scan 1s reduced by the square root of N, the
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number of scans during the period of one closed loop time
constant, 7 Thus, to relate the statistics of the single scan
errors developed above to the actual conscan offset jitter
observed, we must estimate N From the records of ten passes
we found an average value for 7 of about 11 minutes For a
scan period of 32 seconds, the average N 1s 20, giving root N of
45 Thus, assuming Rayleigh distribution properties, we
should see a standard deviation on BE of the conscan offset
dataof 1 7/4 5 =04 mdeg

Inspection of the complete conscan offset data records
from two typical passes, one quiet, one noisy, showed peak-to-
peak jitter in each axis of about 1 0 mdeg There are about
100 independent samples in each conscan error record, so we
estimate error standard deviation as the (peak-to-peak)/S That
gives 0 2 mdeg per axis, or a Rayleigh distributed BE with 0 3
mdeg standard deviation

The angle jitter as calculated from the signal level modula-
tion (0 4 mdeg) and that observed from the actual conscan off-
sets (0 3 mdeg) agree reasonably

V. Observations on Conscan Performance

A. Quality of Offset Data for Antenna Pointing
Calibrations

From the discussion presented, we conclude the following

(1) All periods of transient or anomalous conscan perfor-
mance can be 1dentified and must be deleted from an
offset file before 1t 1s used as pointing calibration data

(2) A properly prepared conscan offset file provides true
angle of arrval of the signal to about 03 mdeg BE
standard deviation The biases appear to be completely
neghgible

B. Calibrations of the Conscan System

There are some straightforward calibrations that should be
performed on the conscan system to ensure that its perfor-
mance 1s proper and understood The frequency of performing
the calibrations needs to be determined by experience with the
stability of the system—certainly they should be a part of
preparing for antenna pointing calibration work, and for opera-
tions requiring guaranteed high performance of the conscan
system

We only describe the concept of the calibrations The actual
procedures for their accomplishment need to be worked out
by DSN system engineering and operating personnel

(1) Open loop determination of system gain constants
With the conscan loop open, set 1n a known offset (e g ,



@

(3)

10 mdeg for the 64-m at X-band) in one axis and mea-
sure the value of the constant “A”, repeat in the other
axis. Similarly, determine the product h X A, “h”
should be set to provide a desired closed loop time con-
stant as determined by (1 -h X A)

Open loop determination of axis cross-coupling Per-
form as 1n (1) but observe the offset signal in the orthog-
onal axis Repeat with the other axis The conscan
phase delay should be adjusted so that the angular
cross-coupling 1s <5 percent

’

Observation of closed loop behavior— ‘‘snap-on-tests
Set 1n a 10 mdeg offset in one axis and then close the
conscan loop Observe the decay of the offset It
should have a time constant within 10 percent of that
expected from the value of (1 - h X A) Repeat with
offsets 1n the opposite direction, and for the other
axis

During the snap-ons, observe the activity of the orthog-
onal axis It 1s expected to display some cross-cross
coupling even though the static setting 1s correct

References

“)

Validation that the conscan axis and the beam maxi-
mum cowncide Establish stable conscan tracking on a
spacecraft providing a steady signal level Turn off con-
scan (leave offsets 1n), and perform beam scans *10
mdeg 1n each axis

C. Other Investigations Identified

6y

@)

To understand and demonstrate the dynamic behavior
of the MKIVA conscan system, an appropriate com-
puter simulation model should be developed The model
would be run for the envelope of values of the (1 -
h X A), scan peniod and width, and receiver time con-
stant parameters, 1n the presence of noise

To develop the optimum conscan closed loop time con-
stant settings for various support needs, € g, rapid
acquisition, or very low ntter tracking, a series of snap-
on tests with vanous settings of the operating param-
eters should be performed and analyzed at the stations

The simulation results would be used to guide the
development of the tests at the stations, and to verify
or interpret the test results

[A-1] T E Ohlson and M S Reid, Conical-Scan Tracking With the 64-m-diameter
Antenna at Goldstone, Technical Report 32-1605, Jet Propulsion Laboratory,

Pasadena, California, October 1, 1976
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Appendix B

Atmospheric Refraction Effects on Elevation Pointing

I. Introduction

Atmospheric refraction causes significant bending of radio
waves, especially at low elevation angles We review the an-
tenna elevation pointing errors resulting from the bending and
the methods used to reduce the magnitude of the errors We
also review the importance of the refraction caused errors in
performing standard DSN antenna pointing functions

Methods for calculating the radio wave bending depend on
the constituents and their distribution in the atmosphere Sur-
face pressure, temperature, and relative humidity are useful 1n
charactenizing the atmosphere for such calculations

Presently, the DSN uses a default set of surface atmosphernc
parameters in the algorithm for calculating refraction correc-
tion vs elevation angle The parameters define an average sur-
face atmosphere at a particular DSN complex Use of actual
surface atmospheric parameters measured during the epoch of
a pass will improve the accuracy of the calculations

We made measurements of the SPC 10 surface atmosphere
at frequent intervals during many of the conscan cahibration
tracks The measurements were used as a basis for calculating
current refraction corrections that could be compared with the
fixed parameter set calculations The measurements and the
results are presented

The discussion of the results shows that more work on this
subject 1s needed by the DSN, particularly 1n regard to applica-
tion of the 70- and 34-m antennas at Ka band Specific topics
for inquiry are cited

ll. Refraction Correction and Its Importance
in DSN Applications

A. The DSN Refraction Model

The refraction correction algorithm used in the DSN 1s the
Berman/Rockwell (B/R) model as defined in [B-1] and [B-2]
For the SPC 10 average (default) parameters

Pressure = 901 09 mbars
Temperature = 22 07°C
Relative humidity = 31 57 percent

the refraction correction vs elevation 1s as depicted in Table
B-1 Also, Table B-1 shows error estimates derived from results
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by other investigators [B-3], [B-4] and applied to the B/R
model

We will discuss the B/R model and compare 1t with other
models 1n Section IIC

The values in column (1) of Table B-1 are true elevation
angles The calculated B/R model values in column (2) show
that the refraction correction 1s large even to mid-range eleva-
tions Column (3) displays the calculated errors 1n the correc-
tion 1f an average refraction condition for a locale 1s assumed —
1t should be representative of our use of default atmospheric
parameters Column (4) displays calculated errors 1f concurrent
surface atmospheric observations are used in the refraction
calculations—1t should be representative of our results obtained
in that way We show the 2-0 error estimates because they are
relevant to conventional communication link rehability con-
siderations, 1 e , about 95 percent of the time, the errors would
be equal to or less than those shown

B. The Importance of Refraction Caused Pointing
Errors in DSN Applications

Table B-2 shows characteristics of DSN antenna beams The
logic of the table 1s Pointing within 0 1 half-power beam-
width (HPBW) i1 both beam axes, elevation and cross-elevation,
produces no more than 025 dB degradation or uncertainty
in received or transmitted signal level—very satisfactory for
all but the most demanding DSN support Pointing within
0 5 HPBW 1n elevation produces no more than 3 dB degra-
dation—very satisfactory for all normal signal acquisition
operations

Based on the error estimates of Table B-1 and the antenna
beam characternstics of Table B-2, we make the following gen-
eral observations

(1) For all normal S-band functions and for normal X-
band acquisition, correction for concurrent surface
atmospheric conditions is not necessary A suitable
average of site conditions should suffice for the refrac-
tion calculation—refer to Table B-1, column 3, at eleva-
tions >10 degrees

(2) For precision pomting at X-band, and for all Ka-band
functions, correction for concurrent surface atmo-
spheric conditions 15 necessary The fractional beam-
widths for these functions are set boldface in Table



B-2 for emphasis For Ka-band precision pointing at
low elevations, the quality of the correction appears
marginal—refer to Table B-1, column 4

(3) For antenna pointing calibrations, the accuracy objec-
tive 1s <1 mdeg, and correction for concurrent surface
atmospheric conditions 1s necessary

Regarding observation 2, recall that when an antenna 1s
properly functioning in the conscan mode, all pointing errors
that are slowly varying compared to the scan period, including
refraction effects, are removed

C. Discussion of the Berman/Rockwell and Other
Radio Frequency Refraction Models

1 The Berman/Rockwell model The basic approach 1n the
B/R radio refraction model derivation (cf [B-1], [B-2]) s to
empirically match a pedigreed tabulation for optical refraction
with an analytic function The simplified form of the function
(Ropt) applicable for elevation angles >5 degrees 1s

Ropt = [Fp(surf press )] X [Ft(surf temp )]

X [Fe(el angle)] (B-1)
Then, the radio refraction model (Rrf) 1s obtained by multi-
plying the optical refraction of Eq (B-1) by a “‘wet” term that
includes the effects of water vapor in the atmosphere

Rrf = Ropt X [Fw(surf press, temp , rel humdity)]
(B-2)

Equation (B-2) provides a good approximation of the com-
plete B/R algorithm—within approximately 2 mdeg at 5 de-
grees elevation, 0 6 mdeg at 10 degrees elevation For the
SPC 10 default values for surface pressure, temperature, and
relative humidity, Eq (B-2) 1s

Rrf (def) = Fp(901 09 mbar) X Ft(22 07°C) X Fe(el angle)

X Fw(901 09 mbar, 22 07°C, 31 57 percent)

Radio refraction values based on current surface observa-
tions, Rrf(obs), can be calculated similarly Note that in the
simplified B/R model, all elevation dependence 1s contained in
the function Fe, and Fe 1s independent of atmospheric effects
(Eqs (B-1), (B-2)) Thus, a refraction table based on surface
observations can be made directly from the default table

Rrf(obs) = Rrf(def) X [Fp X Ft X Fw(obs) / Fp

X Ft X Fw(def)] (B-3)

We have used the convenient relationship Eq (B-3) to re-
duce and analyze our experimental data

To our knowledge, no significant experimental validation of
the B/R refraction model and its expected errors has been
done In the next paragraphs we compare the B/R model with
other models

2 Other radio refraction models Radio refraction studies
of Bean and Dutton [B-3] and Crane [B-4] use an approach
different from that of Berman/Rockwell Their basic techmque
1s

(1) Collect a large data set of atmospheric parameters vs
height above the surface using radiosondes Include
concurrent surface observations

(2) Calculate the trajectory of the radio ray through each
of the atmospheric profiles provided from the radio-
sonde observations Each calculation provides an esti-
mate of elevation refraction of a radio signal from
above the atmosphere Also, from the set of calcula-
tions, some statistics of the elevation refraction are
provided

(3) From all the calculations, plot for individual elevation
angles the elevation refraction (Rrf) vs the N number
of the surface refractive index (Ns), derived from the
concurrent surface observations Then, observe that
Rrf vs Ns for each elevation angle has the form

Rrf = a+b X Ns (B-4)

(4) For each elevation angle, do a straight line least squares
best fit of the Rrf vs Ns data and determine the regres-
ston coefficients, a and b, in Eq (B-4) Calculate the
statistics of the data fit to the lines

Using the above techniques, the individually calculated
results of Bean and Dutton, and Crane, are quite consistent
Bean and Dutton show some experimental results that support
their calculations

Finally, 1n their theoretical development, Bean and Dutton
arrive at a very simple approximation for radio refraction

Rrf = Ns X cot(el ) X 57 3 X 10 ~ -6 (mdeg) (B-5)
Equation (B-5) 1s useful above 10 degrees elevation

3 Comparison of B/R and the other models We have
calculated refraction tables for the SPC 10 default atmospheric
parameters using Eq (B-4) and the regression coefficients from
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Bean and Dutton ([B-3], Table 9 9), and from Crane ([B4],
Table IT) Also, we calculated Eq (B-5)

Figure B-1 compares the complete B/R algorithm with the
other refraction models as a function of elevation angle (B/R
minus the others) The agreement between the B/R, Bean and
Dutton, and Crane models 1s quite good (<2 mdeg) over the
range of elevations presented It lends confidence to our use
of the B/R model The range of usefulness of the simple Eq
(B-5) 1s displayed

The statistics cited 1n paragraphs 2(2) and 2(4) above were
taken from Crane ([B4], Fig 3 and Table II) to develop the
estimated errors 1n our Table B-1, columns (3) and (4)

lil. SPC 10 Surface Atmosphere
Observations

A. Introduction

We collected surface atmospheric data at regular intervals
during most of the Voyager passes that we observed The data
were used to upgrade the refraction correction provided by the
standard default values The objectives were to provide im-
proved correction of refraction errors during the Saturn radar
support, and to provide better data for development of the
antenna error model Also, we wanted to develop and demon-
strate refraction correction techniques for future use in the
operational DSN

The methods of collecting and processing the data are
described Summary analyses of the data from DOY 120 to
142 are presented and discussed

B. Data Collection and Processing

All atmospheric data were hand collected by station person-
nel, typically at 1 hour intervals Barometric pressure was read
from the MMA display, wet and dry bulb temperatures were
read from a Bendix Friez Psychron, model 566 series psy-
chrometer

Three PC programs were developed to process and apply
the atmospheric data REFCORR, HUM-PSY, and CONCORR
REFCORR was used for on-site refraction correction, and
HUM-PSY and CONCORR were used for off-site antenna
model development The functions of the programs are shown
1n the block diagram, Fig 3 of this article’s main text

REFCORR computes the elevation offset error resulting
from the use of default rather than current atmospherc
weather parameters It requires inputs of wet and dry bulb
temperatures, atmospheric pressure, and elevation angle at the
time of the readings
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From the surface atmospheric observations, REFCORR
computes the relative humidity Then, using the complete B/R
algorithm, 1t computes the refraction correction for the ob-
served surface atmosphere Also, 1t computes the correction
for the default surface atmosphere The two corrections are
differenced, giving an estimate of the error 1n elevation at the
time of the observations

The results are printed and displayed on the screen A pre-
Lhminary procedure, “Antenna Pointing Refraction,” dated
19 May 1987, describing the operation of REFCORR and the
psychrometer, was prepared and 1ssued by M Wert

HUM-PSY makes a file of temperature, pressure, and rela-
tive humidity values, time-tagged at 15 muute intervals It
requires inputs of wet and dry bulb temperatures, atmospheric
pressure, and time of the readings Relative hurdity 1s calcu-
lated as in REFCORR The values at the reading times are
linearly interpolated to create the 15 minute values HUM-PSY
provides inputs to CONCORR

CONCORR 1s used to provide refraction correction of con-
scan files for development of improved antenna pointing error
models

Surface atmospheric data applicable to a conscan data point
1s determined by selecting data points from the HUM-PSY file
adjacent to the time of the conscan point, and then linearly
interpolating between them CONCORR then calculates the
refraction correction using the interpolated surface weather
data in the complete B/R algonthm It also calculates the
default refraction correction

The refraction correction from the surface observations 1s
subtracted from the default correction The result 1s added to
the conscan elevation offset, providing a corrected elevation
offset CONCORR stores the data 1n a file formatted for use
in the antenna error model hinear least squares fitting program,
PHO9, 1t also provides plots of corrected elevation offsets vs
time using the companion plotting program, REFPLOT (cf
Fig B-2)

C. Analysis of SPC 10 Surface Atmosphere Data

We have analyzed the surface atmosphere data taken from
DOY 120 to DOY 142 Durnng that time, consistent surface
atmosphere observations were made concurrently with several
good Voyager spacecraft conscan tracks and one Saturn black-
body track The atmosphere data are discussed here, results of
use of those data in correcting elevation ponting errors are dis-
cussed 1n the next section



As discussed 1in Section IIC, a good approximation of the
B/R refraction for current surface observations 1s obtained as
the product of the default refraction and the ratio of the sur-
face atmosphere dependent parameters, Fp, Ft, and Fw [from
Eq (B-3)]

Rrf(obs)/Rrf(def) = Fp X Ft X Fw(obs)/Fp X Ft X Fw(def)

Figure B-2 shows plots of calculated Rrf(obs)/Rrf(def)
ratios for the surface observations during the period For
example on DOY 120, the ratio varied between 1 045 and
1 08, at 10 degrees elevation, the default refraction correction
1s 85 0 mdeg, the calculated correction from the surface obser-
vations varied between 85 X 1 045 = 88 8 mdeg and 85 X 1 08
=91 8 mdeg

It 1s evident that the Fig B-2 ratios are fairly well behaved
and slowly varying during any single pass period However, for
passes separated by several days, the ratios vary widely One
measurement each day s about five times better than none

A representative measure of the sensitivity of the refraction
rat1os to the surface atmospheric parameters—pressure, tem-
perature, and relative humdity—is available from our mea-
surements The ranges observed of the parameters are

Pressure 895-905 mbar
Temperature 7-27 5°C
Relative Humidity 15-81 percent

Setting two of the parameters to default values, and varying
the third over the ranges indicated, show that the angular
refraction change caused by the relative hurmidity vanations
was about 5 times that from the temperature variations and
30 times that from the pressure variations If humidity changes
are forecast, expect significant changes in radio refraction

Figure B-3 shows daily averages of the Rrf(obs)/Rrf(def)
ratios The significant changes over several days are clearly
illustrated

From the data in Fig B-3, we can calculate the variance of
the elevation error resulting from use of the default rather
than the observed atmospheric parameters For example, at
10 degrees elevation, the calculated mean (+3 3 mdeg) plus
2-0 error (2 X 510 mdeg) 1s 13 5 mdeg, to be compared to
11 6 mdeg given 1n column (3) of Table B-1—values at other
elevations have the same relative comparison The comparison
should be considered qualitative, because our data sample 1s
tiny—the 90 percent confidence interval on sigma 1s 3 8 to
8 0 mdeg

IV. Elevation Offsets Using Surface
Atmospheric Measurements

A. Introduction

We have analyzed elevation offset data from the Voyager
conscan and Saturn beam scan passes of DOY 120 to DOY
142 Elevation offsets obtained using the default refraction
correction are compared with calculated offsets using concur-
rent surface atmospheric observations

The results show that the surface observations are useful,
but leave some unanswered questions

B. Elevation Offsets From Individual Passes

Observed offsets based on default correction, and calcu-
lated offsets based on surface observations, are plotted in Figs
B-4 through B-11 Three different antenna systematic error
tables (SETBLs) were used during the period, but the plotted
offsets have all been adjusted to a common SETBL, 4X31C
The calculated offsets are from the simplified B/R algorithm

The figures show that, except for DOY 127, the calculated
offsets are of smaller magmtude (closer to zero elevation error)
than the default offsets Unfortunately, we don’t really know
what the true elevation error should be, because of possible
errors In the antenna pointing system Examination of the
average offsets can provide some insight into the matter

C. Elevation Offset Averages

Figure B-12 shows the pass averages of the default and cal-
culated offsets Globally, the calculated offsets are an improve-
ment However, they are certamnly not negligible, especially
after DOY 125 After DOY 125 there 1s an apparent bias in
the calculated offsets of about +3 mdeg—about that bias they
behave fairly well

The signatures of all offset curves, default and calculated,
show increases at low elevation angles (¢f Figs B-4 through
B-11) Figure B-13 shows the average of all default and calcu-
lated offsets vs elevation angle The residual calculated offsets
are large at 10 degrees and significant at 15 degrees They are
about three times the 2-o errors expected using concurrent
surface atmospheric observations (compare column (4) of
Table B-1)

The source of the apparent large errors, especially at low
elevation angles, 1s not understood

(1) The B/R refraction algorithm was shown to agree
fairly well with other models down to 5 degrees ele-
vation—can they all be 1n equal error?

331



(2) Are we doing something wrong 1n processing or apply-

ing the surface observations?

(3) Is there some umdentified error characteristic of the

antenna system that has such a steep angular gradient?

V. Summary Observations on Refraction
Effects
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(1)

()

(3

Refraction causes large errors in elevation angle Cor-
rection based on average site (default) atmosphernc
parameters 1s adequate for all S-band and for normal
X-band acquisition operations Antenna calibrations,
precision X-band, and all Ka-band operations require
correction based on concurrent surface atmospheric
observations

Results from the DSN’s Berman/Rockwell algorithm
for calculating refraction from surface atmospheric
parameters agree fairly well with other formulations

Large changes 1n refraction tend to occur over several
days, while changes within the length of a pass tend to
be very much smaller

4)

()

The results in improving refraction correction by using
concurrent surface atmospheric observations were sig-
nificantly less accurate than expected At low eleva-
tions, the errors are unaccountably large—although
that may not be a refraction effect

Further work has been 1dentified to refine and demon-
strate the model of the effects of atmospheric refrac-
tion on antenna pointing

(a) Use more recent literature on radio refraction
models and the experimental results establishing
their accuracy (the latest reference used here was
from 1976)

(b) Find and remove the cause of the large low eleva-

tion errors

(c) Establish a field experimental program to demon-

strate refraction corrections of the required accu-

racy to support antenna pointing calibrations at

X-band (8 5 GHz) and future Ka-band (34 GHz),

1n preparation for a network operational capability
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Table B-1. SPC 10 refraction correction and errors vs.
elevation angle

3) 4
(1) 2) Estimated Estimated
Elevation Refraction 2-0 error? 2-g error?
angle correction® with average with surface
(deg) (mdeg) atmospheres observations
(mdeg) (mdeg)
50 156 9 213 33
100 850 116 18
150 581 79 12
200 437 59 09
300 272 37 06
400 185 25 04
600 90 12 02
900 00 00 00

2B/R model using SPC 10 default parameters
From interpretation of data by Crane [B-4]

Table B-2. Approximate 0.1 and 0 5 half-power beamwidths
(HPBWs) of DSN antennas

70-m 34-m
Frequency band 0 1 HPBW/(0 5 HPBW 0 1 HPBW/0 5 HPBW
(mdeg) (mdeg)
S 11/57 23/114
X 3/15 6/30
Ka 0.8/4 1.6/8

The fractional beamwidths for these functions are set boldface for
emphasis
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Fig. B-7 Elevation offsets Voyager 2 DOY 133 (corrected to
SETBL 4X31C)
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Fig. B-8 Elevation oftsets Voyager 1 DOY 136 (corrected to
SETBL 4X31C)
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Fig B-9 Elevation offsets. Saturn blackbody scans DOY 139
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Fig B-10 Elevation offsets Voyager 1 DOY 140 (SETBL 4X31C)
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Fig B-11 Elevation offsets. Voyager 2 DOY 142 (SETBL 4X31C)
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Fig B-12 Average defauit and corrected elevation offsets
(corrected for surface observations and to SETBL 4X31C)
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Fig. B-13. Average elevation offsets (corrected to SETBL 4X31C)
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