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The onboard segment of the Space Station Information System (SSIS), called rhe Data 
Management System (DMS), will consist of a Fiber Distributed Data Interface (FDDI) 
token-ring network. The purpose of this paper is to analyze performance of the DMS in 
s~enario~ involving two kinds of network management. In the first scemio we examine 
how the transmission of routine management messages impacts performance of the 
DMS. In the second scenario we examine techniques for ensuring low latency of real- 
time control messages in an emergency. 
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1. Introduction 

Work is currently underway within the Space Station Program to determine how to 

apply emerging network-management standards to the Space Station Information System 

(SSIS), a wide-area networking system that encompasses space segments, ground seg- 

ments, and space-to-ground links. Analyses of SSIS performance are also being con- 

ducted. Performance issues that need to be addressed with respect to management of the 

SSIS include both the impact of network management on overall performance of the net- 

work and the quality of seMce that can be provided for transmission of network- 

management messages themselves. In the first instance, the routine exchange of 

network-management messages over the network should not significantly degrade net- 

work performance. In the second instance, low latency of real-time control messages 

must be ensured. We address both issues in this paper. 

In the past, performance hasn’t been a critical consideration with respect to network 

management. Since management has generally consisted of passive monitoring of net- 

work operation, followed by off-line analysis of collected statistics by a human operator, 

network management has contributed little, if any, to the network load, and has required 

no special network services to support it. Consequently, few analyses of performance 
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issues pertaining to network management have been reported in the literature. The few 

that exist are primarily discussions of how various monitoring techniques might perturb 

the network. For example, Engel [4] discusses the additional network load that is 

required for active, as opposed to passive, monitoring of a network. 

The nature of network management is changing. As networks become more com- 

plex and as artificial-intelligence techniques axe developed to remove the human operator 

from the management process [1,6,9,11], network management will become an active 

process that will contend for network resources like any other application. Accordingly, 

the quantification of performance issues pertaining to network management will become 

increasingly important. 

The focus of this paper is on the portion of the SSIS called the Data Management 

System (DMS), which is the local area network on-board the Space Station. We investi- 

gate perfbrmmce of the DMS in scenarios involving two different kinds of management 

functions. First, we examine how the transmission of routine monitoring messages 

impacts perfonmince of the DMS. Then we examine possible techniques for ensuring 

low latency for management messages in a real-time fault-management scenario in which 

the DMS detects an emergency in one of the modules on-board the Space Station and 

attempts to correct the problem. The results contained herein were obtained by using a 

simulator developed at NASA Ames Research Center as a tool for Space Station 

developers.* 

*This simulator, called LANES (Local Area Network Simulator), is a parameter-driven simulator of the 
FDDI (Fibex Distributed Data Interface) media-accesscontrol protocol. LANES was developed by the 
Data Networks Concepts group at NASA Ames Research Center, under the direction of Terry Grant. 
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2. Space Station Information System (SSIS) 

2.1. System Overview 

The Space Station System will be a permanently manned international space facil- 

ity, a constellation of spacecraft with the Space Station (i.e., the U. S. manned base) as its 

hub. It is scheduled to be on-orbit in its initial configuration in the mid 1990’s. The 

system’s lifetime will be approximately twenty-five years; it will continuously evolve 

over that period of time. In addition to the U. S. manned base, the Space Station System 

will include co-orbiting platforms, polar-orbiting platforms, free flyers, orbital-transfer 

vehicles, orbital-maneuvering vehicles, and pressurized modules provided by the Euro- 

pean Space Agency and the National Space Development Agency of Japan. The system 

will serve as a scientific laboratory, as a manufacturing facility, and as a base for deep- 

space exploration. 

Two types of payloads will be supported. Payloads that require crew interaction, 

primarily materials processing and life-sciences experiments, will be located in the pres- 

surized modules. Examples of materials processing include the growth of crystals for sil- 

icon wafers, the development of ultra-pure chemicals for drugs, and the development of 

techniques for building structures to be used for deep-space exploration. Life-sciences 

experiments test man’s ability to adapt to the harsh environment of space; examples 

include experiments to determine the impact of artificial gravity on bone formation and 

to determine the effects of long-term weightlessness on the heart. Payloads of an obser- 

vational nature will be located primarily on the unpressurized platforms. Examples 

include observations of sun-spot activity and observations of weather patterns on the 

earth. Instruments located on the platforms will collect data to be transmitted to 
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scientists on the ground for analysis. 

The SSIS will provide end-to-end information services for the Space Station and 

platforms. It must handle critical functions, such as navigation, environmental control, 

and life-support, as well as handling the massive volumes of data that will be generated 

by the payloads. The space-segment elements of the SSIS, i.e., the local area networks 

on-board the individual spacecraft, will be connected by radio-frequency links. Gate- 

ways will connect the SSIS to the European and Japanese modules. The ground segment 

in the United States is a wide-area internetworking system which includes control and 

data-capture facilities, operations-support networks, and nation-wide internetworks to 

serve the scientific and research communities. The space-to-ground link will be provided 

by a system of communications satellites, called the Tracking and Data Relay Satellite 

System (TDRSS). 

2.2. Data Management System and FDDI Protocol 

The portion of the SSIS that is located on-board the Space Station is called the Data 

Management System @MS). The c m n t  proposal calls for the DMS to be a Fiber Dis- 

tributed Data Interface (FDDI) token ring. Accordingly, the analysis presented herein is 

an analysis of FDDI performance in the context of management of the DMS. 

FDDI is an emerging American National Standards Institute (ANSI) and Interna- 

tional Standards Organization (ISO) standard for a 100 megabit-per-second fiber-optic 

token ring. Since an understanding of the prioritization mechanisms of FDDI is neces- 

sary for our analysis, we include a brief discussion of the FDDI access protocol. 

FDDI is a timed-token-rotation protocol; timers within each node cooperatively 

attempt to maintain a specified token-rotation time by using the observed network load to 
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regulate the amount of time that an individual node may txksmit. As a result of this 

regulation, token-rotation time is bounded. This feature enables FDDI to support two 

classes of service: synchronous service for applications with stringent channel-access 

requirements, such as packet voice and real-time control, and asynchronous service for 

applications which do not have such stringent channel-access requirements. 

At ring initiaiization, nodes negotiate the value to be assigned to T-Opr, a parame- 

ter which specifies the expected token-rotation time. The smallest requested value is 

assigned to T-Opr, so that timing constraints of all the nodes will be satisfied. Each node 

is assigned a percentage of T-Opr for its synchronous-bandwidth allocation. A node may 

transmit synchronous frames for its allotted time whenever it receives the token. Asyn- 

chronous frames may be transmitted only if the load on the ring, as measured by the 

amount of time required for the preceding token rotation, is light enough to permit it. 

Hence, synchronous traffic has higher priority than asynchronous traffic. FDDI supports 

multiple priorities of asynchronous traffic, via a mechanism called the priority threshold. 

Each priority of asynchronous traffic has an associated priority threshold, which is 

expressed in units of time. 

When the token arrives at a node, that node first transmits synchronous frames, up 

to its pre-assigned synchronous-bandwidth allotment, and then transmits its asynchro- 

nous frames, highest priority frames first, as long as internal timers permit. When the 

token e v e s  at a node, an internal token-holding timer is set to the amount of time 

remaining in a T-Opr time period which began with the previous arrival of the token at 
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that node.* This timer is enabled (counting down to 0) only while the node transmits 

asynchronous frames; it’s value at any given time represents the maximum amount of 

time available to that node for asynchronous transmission. Before a node is allowed to 

transmit a new asynchronous frame, the priority threshold associated with that frame is 

compared with that node’s remaining token-holding time. If the remaining token-holding 

time is greater thiin the priority threshold, then the frame is transmitted. Otherwise, the 

token is forwarded to the next node on the ring. It follows that the lower the value of the 

priority threshold associated with a particular traffic class, the higher the priority of that 

class. The priority threshold associated with highest-priority asynchronous traffic is 0, so 

that a node may transmit this type of traffic if any time at all remains on its token-holding 

timer. We make the reasonable assumption that there are separate queues within each 

node for synchronous frames and for each priority of asynchronous frames. In this way 

lower-priority frames cannot block higher-priority frames from being transmitted. 

For more detail about the FDDI media-access-control protocol see [5,10]. Several 

analyses of FDDI traffic classes appear in the literature. Goyal and Dias [7] compare 

prioritization mechanisms of FDDI and the IEEE 802.5 token ring. Dykeman and Bux 

[2,3] determine maximum throughput levels for each asynchronous priority class as a 

function of the associated priority-threshold value and the value of T-Opr. Johnson [8] 

analyzes synchronous traffic delays. The emphasis in the present paper is in determining 

how to utilize FDDI prioritization techniques to minimize delay of various traffk classes 

in typical management scenarios. 

*The T-Opr time period will actually begin prior to the arrival of the token at a node if the token is running 
behind schedule. 
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23. Management of the DMS 

NASA’s space-mission networking environment presents some unique problems for 

network management. The remoteness of the DMS, located in space, means that human 

operators won’t be readily available to monitor and maintain the system. The Space Sta- 

tion will be manned, but it is undesirable to use scarce crew time for routine mainte- 

nance. Yet, reliability of the system is critically important, because lives of the crew 

members may depend on its correct functioning. Extensive management of the system 

from earth is also undesirable because of the significant transmission delay in the space- 

to-ground link. 

These considerations lead to two requirements for management of the DMS: the 

distribution of management functionality and the use of automation. Distribution of 

management functionality will enhance reliability and guard against the existence of a 

single point of failure on the network. Automation of management functionality will 

eliminate, or at least considerably reduce, the need for human-operator involvement. 

Intelligent agents, which may be expert-system based or may use other technologies, will 

play a major role in management of the DMS, as well as in other areas of operational 

control of the Space Station, especially in the evolutionary phases of the Space Station 

System. The interaction of these intelligent agents to coordinate their activities may have 

a significant impact on the DMS workload, especially with respect to requirements on 

message latency. 

Performance may be an issue in management of the DMS in two ways. First, it is 

important that routine management messages have minimal impact on performance of 

the rest of the network. Second, when coping with an emergency, management messages 
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Parameterp 
Number of Nodes 
Distance between Nodes 
Management-frame size 
Background-frame size 
Header size 

themselves must receive adequate service to support intelligent agents which are 

involved in real-time control of critical life-support functions. 

Value 
20 
30 meters 
100 bytes 
2000 bytes 
40 bytes 

3. Management Scenarios 

In this section we present scenarios involving two different kinds of network- 

management functionality. The ring configuration used for our analysis is presented in 

Table 1. The simulator we used is a detailed model of the FDDI media-access-control 

protocol. Delays due to processing at the upper layers of the Open Systems Interconnec- 

tion (OSI) network model, either at the source or at the destination, are not factored into 

this study. When frames are generated, they are immediately queued for transmission at 

the source (i.e., thexe is no passage of simulated time). Each node has infinite buffer 

capacity, thus eliminating possible buffering delays. Hence, total frame delay measured 

in the simulation consists of queueing delay at the source node, transmission time, and 

the time required for the frame to propagate from the source node to the destination node. 

Table 1. Ring Configuration 
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3.1. Routine Management Messages 

Under normal operating conditions, management of the DMS will consist primarily 

of perfonnance monitoring and reporting. In this section we analyze how the transmis- 

sion of routine management messages, such as messages reporting status of various local 

resources or values of local parameters, impacts performance of the DMS. Since 

management functionality will be distributed on the DMS, with each node contributing 

equally to the management process, we assume that each node sends and receives 

approximately the same amount of management information over the network. We also 

assume that management messages will be relatively short. 

For this analysis we modeled the transmission of an average of 200 management 

frames per second from each node. Management traffic, including header overhead, thus 

accounts for approximately 5% of the capacity of the ring.  his additional traffic on the 

network will, of course, increase message delay for the background messages. Since it is 

desirable that it have minimal impact on delay of background messages, routine 

management traffic should be assigned lower priority than background traffic. For our 

analysis we modeled both background traffic and management traffic as asynchnous 

traffic, with management traffic having lower priority. We set the priority threshold 

value for the management traffic equal to one-half the T-Opr value. This setting 

significantly restricts access to the network for transmission of management messages 

when the ring is heavily loaded. The volume of the background loading was varied, so 

that the impact of management traffic on the background traffic could be observed under 

different traffic loads. Interarrival times for both management and background frames 

were exponentially distributed. 
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Figure 1 compares average queueing delays for management frames and back- 

ground frames.* Offered load in this figure refers only to the volume of background 

trafEc, Le., it does not include management traffic. Until the ring is loaded at approxi- 

mately 85% of capacity, queueing delays for both types of traffic are approximately the 

same. As the offered load increases, the difference in queueing delays experienced by the 

two types of traffic also increases. In our experiment when the background traffic 

reached or exceeded the capacity of the ring, then management traffic was completely 

blocked from the ring. This behavior is desirable, since routine management messages 

are not critical to the functioning of the DMS. 

Figure 2 compares average queueing delays experienced by the background traffic 

when it is the only traffic on the ring and when it is accompanied by the 5% level of 

lower-priority routine management traffic. Again, offered load refers only to the volume 

of background traffic. The shape of both delay graphs shows that the additional manage- 

ment traffic has an insignificant impact on the overall message delay until the ring is 

loaded at approximately 85% of capacity. It is also clear from our studies that designat- 

ing management traffic to be lower priority minimizes the queueing delays experienced 

by background traffic when the ring is heavily loaded. Since the DMS is not expected to 

be heavily loaded during normal operation, we conclude that transmission of a low 

volume of routine management frames as lower-priority asynchronous traffic will not 

significantly degrade perfonname of the system. 

*As indicated above, total frame delay measured in the simulation includes queueing delay at the source 
node, transmission time, and the time required for the frame to propagate from the source node to the des- 
tination node. Because of the difference in size between management frames and background frames, 
which causes a significant difference in transmission time, results herein are presented in terms of queue- 
ing delay only. 
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We also experimented with smaller-sized background frames and larger volumes of 

management traffic. The same basic queueing-delay patterns as presented in Figures 1 

and 2 were observed. Either of these situations causes the delay curves to go to infinity 

at lower ring loadings. 

3.2. Handling Emergencies 

If a life-critical or missioncritical situation were to arise in one of the modules on- 

board the Space Station, the load on the DMS could increase dramatically as the system 

tried to identify and c m t  the problem in an automated fashion. Although such an 

emergency might not be caused by a fault within the DMS itself, the DMS would prob- 

ably be heavily involved in correcting the problem. In such a situation the traffic to han- 

dle the emergency would need to be assigned highest priority, since ensuring low latency 

for this aaffic would be critical. 

Using the ring codgumtion presented in Table 1, changing only the T O p r  value, 

we modeled a scenario in which five nodes exchange messages to handle an emergency 

that involves a module supported by these nodes. These five nodes transmit short, k- 

quent emergency messages (carresponding to the management messages described in 

Table 1). The remaining fifteen nodes on the ring continue transmission of background 

messages. The volume of the emergency messages is approximately 10 megabits per 

second, Le., approximately 10% of ring capacity. We selected this figure because a sin- 

gle network-interface unit on the DMS is required to handle a maximum throughput of 

ten megabits per second. In an emergency one node might be acting as a master to coor- 

dinate activities of the other nodes, and 10 megabits per second is the maximum volume 

of traffic that this node would be able to handle. As in the previous scenario, the volume 
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of background traffic is varied, so that we can observe latency of emergency traffic under 

diffmnt traffic loads. Also as before, all interarrival times for both emergency and 

management frames are exponentially distributed. 

The upper bound on token-rotation time in an FDDI token ring is 2 x T-Opr [SI. 

Thus, the d e r  the value of T-Opr, the more quickly the token is forced to rotate 

around the ring. We assigned a relatively small value of 2 milliseconds to T-Opr for this 

scenario, thus guaranteeing frequent channel access to the nodes handling the emergency. 

In addition, we assigned a higher priority to emergency traffic than to background traffic, 

to ensure that emergency traffic would receive superior service. We prioritized the traffic 

in two different ways, to determine the more effective way to minimize latency for the 

emergency traffic. The first method was to designate both emergency and background 

traffic to be asynchronous traffic, with emergency traffic having higher priority than the 

background traffic. In this case, the priority threshold for the background traffic was set 

to T-Opr/2. The second method was to designate emergency traffic to be synchronous 

oaffic and background traffic to be highest-priority asynchronous traffic. 

Figure 3 compares average queueing delays for emergency traffic and background 

traffic, when asynchronous priorities are used to differentiate between the quality of ser- 

vice provided to the two types of traffic. A difference in queueing delay becomes notice- 

able when the ring is loaded at approximately 7096, and of course, is more and more 

significant as ring loading increases.* Even when the offered load exceeds the capacity 

of the ring and queueing delays for the background traffic become unbounded, the aver- 

age queueing delay for emergency traffic is below 500 microseconds. Hence, this is an 

effective technique for minimizing latency for the emergency traffic. 

*In this section, offered load includes both emergency traffic and background traf6c. 
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Next, we compared queueing delays for emergency miEc and backpmd traffic, 

when synchronous bandwidth is reserved for emergency traffic and background traffic is 

highest-pridty asynchronous traffic. In this case the synchronous-bandwidth assign- 

ments werc sufficient to accommodate all emergency-traffic that might be generated 

within a single T O p r  time period. The general pattern that we observed for average 

queueing delay for emergency traffic as compared to average queueing delay for back- 

ground traffic is similar to the pattern depicted in Figure 3. The major difference is that 

when synchronous bandwidth is used to assign highest priority to emergency traffic, both 

average and maximum queueing delays for emergency ttaffic are significantly higher 

than when both classes of traffic are asynchronous. This phenomenon is displayed in 

Figures 4 and 5. Such behavior may seem counter-intuitive, since the purpose of the 

FDDI synchronous-service class is to provide guaranteed timely access to the channel to 

transmit synchronous frames. However, the explanation for this behavior is 
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straightforward. Furthermore, the delay pattern exhibited in Figures 4 and 5 is actually 

independent of the values assigned either to T-Opr or to the priority threshold associated 

with background traffic in the case when both types of traffic are asynchronous. 

The key to minimizing latency for the highest-priority (Le., emergency) traffic is to 

ensme short token-rotation times. The values assigned to T-Opr and to the priority thres- 

holds for asynchronous traffic both affect the speed of token rotation. That the value of 

T-Opr affects token-rotation time is obvious, because the upper bound on token-rotation 

time is a function of this parameter. In order to satisfy latency requirements for emer- 

gency traffic, it might be necessary to reconfigure the ring to lower the value of T-Opr. 

The effect of priority-threshold assignments on token-rotation time is not as obvi- 

ous, but is significant nevertheless. The priority threshold associated with a traffic class 

limits access to the ring for that class. The larger the priority threshold, the greater the 

restriction. This is because a node which is holding the token may transmit a pending 

asynchronous frame only if the time remaining on its token-holding timer exceeds the 

priority threshold of that frame. For a given traffic load and physical ring configuration, 

increasing the value of the priority threshold associated with one of the asynchronous 

traffic classes, while keeping all others fixed, tends to reduce the average number of 

frames of that particular traffic class that are transmitted per token rotation. This tends to 

increase the speed of token rotation, which tends to provide more frequent channel access 

to higher-priority traffic. The end result is that higher-priority traffic tends to experience 

lower queueing delays. The advantage to higher-priority traffic which results from 

inmasing the limitation on transmission of lower-priority traffic is especially noticeable 

under heavy traffic loads. 
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The key to explaining the pattern of delays shown in Figures 4 and 5 is the handling 

of background traffic, rather than the handling of emergency traffic. In our scenario the 

priority threshold associated with background traffic was 0 when synchronous bandwidth 

was reserved for emergency traffic, and was T - Opr/2 when both trafiic classes were 

asynchronous. As expected, based on the discussion above, we observed that the average 

token-rotation time was less when both traffic classes were asynchronous than when syn- 

chronous bandwidth was used for emergency traffic. It is this phenomenon that causes 

the difference in delays shown in Figures 4 and 5. In our scenario, the difference 

between the two priority-threshold values assigned to the background traffic is 

significant. This causes a significant difference in average token-rotation times, which in 

turn causes a significant difference in delays in the two situations. A larger volume of 

emergency traflic in our scenario would have lessened the dependence of average token- 

rotation time on the average number of background frames transmitted per token rota- 

tion, and hence would have lessened the difference in delays caused by the different 

prioritization techniques. 

We conclude that the more effective way to minimize latency for emergency traffic 

for the DMS is to transmit both emergency rraffic and background traffic as asynchro- 

nous traffic, designating higher priority for the emergency traffic. This method is also 

simpler to implement, for the time required for a management authority to instruct nodes 

to lower the asynchronous priority of their background trdfic would be much less than 

that required to compute new synchronous-bandwidth requirements. As indicated above, 

it might also be necessary to reconfigure the ring to lower its T-Opr value when the DMS 

detects an emergency, in order to satisfy latency requirements for the emergency traffic. 

Both the changing of parameter values and reconfiguration of the ring, if necessary, 
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would introduce delays in the network’s response to the emergency. The impact of these 

delays will be studied experimentally using DMS testbeds that are being developed at 

various NASA centers. 

4. Conclusions 

As the Space Station evolves, operations management (including network manage- 

ment) will become increasingly automated. Distributed intelligent agents will work auto- 

nomously to accomplish everything from routine monitoring, to on-line analysis of sys- 

tem performance, to fault detection, isolation, and repair. The effectiveness of this 

approach to management depends not only on correctness of algorithms that might be 

used, but also on some performance considerations. Ideally, management should be vir- 

tually transparent to a system user when the system is working well, but should be the 

highest-priority task in emergencies. 

In this paper we examined performance issues pertaining to management of the 

Data Management System of the Space Station Information System. First, we examined 

the impact of routine management traffic on background traffic during normal operation. 

Second, we compared two techniques for handling emergency traffic, to determine which 

would provide lower latency. 

We conclude that the DMS can handle routine management traffic without 

significantly degrading network performance and can ens= that management traffic will 

experience sufficiently low latency to cope effectively with emergencies. The FDDI 

media-access-control protocol provides sufficient prioritization mechanisms to distin- 

guish between the quality of service provided to management and background traffic in 

either situation. We found that the use of asynchronous priorities to distinguish between 
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the two traffic classes is the more effective way to minimize latency for management 

traffic in emergencies. 

The analysis herein is not intended to provide assistance in selecting optimal param- 

eter settings for FDDI in specific network-management situations. Instead, it identifies 

some network-management performance issues that are important in the context of the 

Space Station, and demonstrates that the DMS would be able to handle management 

traffic effectively in various situations. In the future we believe that similar types of per- 

formance issues will assume significance for ground-based networks, as well as networks 

in space, as automation assumes a more prominent role in network management. 
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